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Preface

With a deep satisfaction, we write this preface to the proceedings of ICCNCT 2022
held in RVS Technical Campus, Coimbatore, Tamil Nadu, India, on April 1-2, 2022.

This conference proceedings volume contains the written versions of most of the
contributions presented during the conference of ICCNCT 2022. The conference
has provided a setting for discussing the recent developments in a wide variety of
topics including network operations and management, QoS and resource manage-
ment, wireless communications, and delay-tolerant networks. The conference has
been a good opportunity for participants who came from different destinations across
the globe to present and discuss the topics in their respective research areas.

ICCNCT 2022 tends to collect the latest research results and applications on
computer networks and next-generation communication technologies. It includes a
selection of 67 papers from 309 papers submitted to the conference from universities
and industries all over the world. All accepted papers were subjected to strict peer
review by 2—4 expert referees. The papers have been selected for this volume because
of their quality and relevance to the conference.

ICCNCT 2022 would like to express our sincere appreciation to all authors for
their contributions to this book. We would like to extend our special thanks to all
the referees for their constructive comments on all papers, and moreover, we would
also like to thank the organizing committee for their hard work. We also wish to
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Cluster Head Selection Based )
on Mapping-based Cuttlefish oo
Optimization Algorithm for Multipath

Routing in MANET

S. Venkatasubramanian and A. Suhasini

Abstract The study develops the mapping-based cuttlefish optimization algorithm
(MCFA) to select the cluster head (CH). A local and global search integration is
occurred by using this algorithm, and chaos mapping is introduced to solve the issues
of trapping in local optimum. NS-2 tools are used and test the efficiency of the MCFA
algorithm with ant colony optimization (ACO) in terms of path optimality, delay time,
etc. The results prove that the proposed MCFA achieves better performance than the
existing ACO algorithm.

Keywords Multipath routing + Network lifetime - Cluster head selection + Mobile
ad hoc network + Mapping-based cuttlefish optimization algorithm - Routing
overhead

1 Introduction

MANET is a wireless network structure that will not depend on any infrastructure,
and it has various self-characteristics such as organizing, sustaining, and regulating
mobile hosts [1, 2]. Nowadays, MANET has become a research center because
of its incredible potential in various fields such as military battlefields, commer-
cial, emergency aid, and civilian applications [3, 4]. Features of MANET include
dynamic terrain, unstable connections, limited power, and a lack of stable infras-
tructure compared with wired networks. The battery power, storage capacity, and
computing power of nodes are terminated in MANET, where these nodes are consid-
ered as mobiles devices that are used for communication processes including laptops,
mobile phones, iPad, and personal computers. Therefore, these terminals provide a
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major challenge for designing effective routing protocols [5, 6]. Routing has two func-
tions such as finding the best route and another is transferring the packets. Hence,
in such communication, routing is considered as a major part [7, 8], and it is not
possible for communication directly without any kind of this infrastructure. Coor-
dination between these mobile nodes is finally required, and routing in multi-hop is
adopted, where the distribution of data packets from source to destination is carried
out by intermediate node, which acts as a relay in the communication [9, 10].

In MANET, the connection may get failed due to the battery being out of power.
Therefore, the power of the mobile device must be taken into account in the routing
protocol for extending the network lifetime and ensuring network connectivity [11].
In the last few years, researchers implemented the energy-awareness protocol to mini-
mize the high energy consumption of nodes. Using this above protocol, different path
selection schemes are explored for improving the MANET’s power efficiency [12].
The network load is balanced, and utilization of the network is improved by diverting
traffic to other paths using multipath routing and also minimizing the network conges-
tion while comparing with traditional single-path routing. To some extent, it has
effectively improved the credibility of the network [13].

Therefore, the lifetime of various applications such as reliability, network perfor-
mance, and less energy consumption is highly adjusted by the clustering technique
[14]. Selection of CH is the process of choosing a node as the leader node in the cluster,
and this block header stores information about its group that includes node list in the
cluster and the path to each node. Communication must be done with all the nodes of
its group which is the main responsibility of the CH. This communication can take
place either directly with the respective CH or through gateways. There are three
steps in the communication, where initially, data sent by group members is received
by CH, compressing this data as the second step, and at last, the transmission of data
is carried out to the final destination or other CH. A suitable group head reduces
power consumption and extends network life [15]. Choosing a particular node as the
header of a block is a very important but complex one. Several factors can be taken
into consideration when choosing the best node as a CH [16]. Some of these factors
include node position, movement, energy, confidence, and performance of a node
compared to other nodes. WSN and MANET nodes are running out of battery power
and resources. The selection process enhances the overall processing efficiency of
the network. Therefore, the processing and power limits must be considered to hold
the selection process [17].

Due to dynamic traffic and controlled resources, MANETSs must maintain a profes-
sional dynamic architecture that can detect multipath with minimal overhead traffic.
Due to a large amount of node movement, the tip increases the density of multipath
routing, which leads to a breakdown of the active connection. Moreover, MANET
problems are minimized by many recent applications such as computational intel-
ligence, genetic algorithm-based methodologies, and artificial intelligence. In this
research work, MCFA-based CH selection technique is implemented in multipath
routing for improving the link scalability and energy efficiency. This MCFA uses
the two processes such as reflection and visibility for finding the optimal solution
to choose CH in a network. In addition, the problem of local trap is solved by
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chaos mapping, and therefore, failure of a link is minimized by increasing the packet
delivery ratio.

1.1 Structure of the Research Paper

It is constructed based on the following information: A basic introduction about
MANET, multipath routing, and clustering process is given in the introduction. The
study of existing techniques that are used in multipath routing is described in Sect. 2.
A brief explanation of CH selection using MCFA with cluster formation is provided
in Sect. 3. The simulation analysis on the NS-2 tool to validate the effectiveness of
the proposed MCFA model with the existing technique is presented in Sect. 4. The
scientific contribution of the research methodology is provided in Sect. 5.

2 Related Works

In MANET, energy-efficient navigation is ensured by offering a trust-based approach
from the researcher Veeraiah et al. [18], where this paper developed a hybrid algo-
rithm called slap single player with cat algorithm for identifying the optimum paths
and routes. In this work, CH is elected by using a fuzzy clustering model that is used
based on relevance values of direct and indirect trust values. The calculation is based
on the confidence limit of the additional nodes detected. This means that different
routes that are planned by all call centers choose the best route and integrate features
such as overall route performance, response time, and connectivity. According to the
trust value only, the CH is elected, and if any one of the values is mismatched, it is
difficult to select the CH.

Prasad and Shankar [19] developed the Energy-Aware Routing on Demand
Protocol (EARDP) for avoiding energy wastage in the network model. The protocol
keeps MANET as active as possible and acts as an effective routing method when the
mode of routing is changed. The best way for MANET routes is to set up the routes
so that there is power in the mobile nodes and protocol functions on the network.
When the mobile note is idle/disabled, the transceiver’s power consumption protocol
is disabled. Any communication requests over the network are taken care of by this
model. Two more routing processes such as conditional max—min battery capacity
and dynamic source routing are considered in this work to test the effectiveness of
the EARDP model. However, the scalability of nodes is minimized in this work and
occurred as a major issue in the EARDP model. In addition, common problems are
raised for both environments when implementing EARDP with two different nodes.

To solve the problem of pathway elongation and energy consumption, the energy-
efficient route discovery as EE-OHRA is developed by Kumar and Anuratha [20] in
MANET. Routing failures are avoided by taking into account the life span of the path
when determining the path. When the total computational load on each node increases
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due to route detection techniques, one of the possible route detection methods cancels
out this effect. Without malicious nodes, finding the longest longevity path, this model
should focus on safety.

For network nodes, fault tolerance and less energy consumption are achieved
by Wang [21] using a model based on a genetic algorithm (GA). Different distance
parameters between various nodes are considered for obtaining efficient fitness func-
tions. Some of the major characteristics are included in this work such as the base
station receiving several hops from the devices, these base stations are sending the
available hops to the next hop for process, and finally, the distance is calculated
between sending device and base station. The simulation study confirmed the effi-
ciency of the model; however, exponential increases are occurred in the search space
of the GA, when the number of elements in the mutation is large.

Ran et al. [22] designed a multipath quality of service-based routing security
algorithm on blockchain (MQS) by improving the traditional AODV protocol. The
first step is to create a network of nodes in the network, starting with intermediate
nodes and storing the location of all nodes in the network. When connected with the
blockchain, the model ensured that only trusted nodes are connected and developed
a smart contract code, which is used to present the primary communication route in
the blockchain network. To be most effective, it should be focused on a large number
of attacks.

As suggested by Sharma and Tharani [23], a multipath routing protocol based
on ACO with node disjoint is developed by using traditional AODV protocol. In
this particular system, one-way detection detects all node split paths from source
to destination by eliminating the other routing control overrides. After the first path
identification, the movement of data packets begins. All other secondary pathways
are detected simultaneously. Toward the destination, the traffic is allowed to flow by
modifying all the existing routes from a damaged link, and this process is carried
out by the route repair technique, which is focused on in this study. However, the
probability distribution of ACO is changed by iterations and high convergence is
obtained, which are the major limitations in this model. Therefore, finding the CH
for improving the network lifetime is the most challenging task in the environment.

3 Proposed Work

This section presents the overall description of the proposed MCFA-based CH
election in the multipath routing protocol.
3.1 Cluster Formation

The nodes are positioned at random locations in MANET, and they are grouped to
form different clusters. The nodes are formed into a cluster based on some criteria, and
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the nodes that do not fall into the criteria are included in another cluster. Each node
in the cluster is assigned with any one of the functions such as member node, CH,
and gateway node. The CH coordinates the intra-cluster communication, whereas
the gateway coordinates the inter-cluster communication. The CHs communicate
with each other through the gateway node to reduce the traffic overhead. Generally,
the clusters are formed by broadcasting the beacon messages to the neighbors. This
generates more traffic and leads to congestion. The proposed method utilized the
characteristics of fish, and the status of the nodes is gathered from their neighbors
to reduce the number of beacon transmissions. A threshold RSSI value is estimated,
and the nodes lie in a certain cluster based on their transmission range.

By using a Unique Identification Number (UID), the network allows the nodes to
join into it, where HELLO message is transmitted by the nodes with its transmission
range. According to the neighbor node’s highest degree value, the node is elected as
CH, which has some important parameters that are described as follows:

e The maximum number of nodes in the cluster is equal to the maximum size of
the cluster.

e The maximum number of levels in a cluster is equal to the maximum hop limit.

e The UID of the CH is its ID.

e The CH acts as the advertising node.

The advertising node advertises the ID in its neighborhood range. If any neighbor
node wants to join the cluster, a joining request is sent by the node to the CH through
the advertising node. The request is received by the CH and accepted, only if:

e The maximum size of the cluster is less than the total number of nodes in the
cluster.
e The maximum hop limit is less than the level of requesting nodes.

If the requesting node satisfies the above criteria, the CH accepts it as a cluster
client (CC) and allocates an ID. The routing table is updated by registering the CC’s
ID by CH. The CC is considered as a gateway or border node when it has more than
one ID of various clusters. The advertising node is modified into newly registered CC
by CH, where in the same cluster, if the CC has more than one ID, then the smallest
length ID is advertised by CC. The steps are repeated until the cluster has reached
the maximum size.

At the time of cluster formation, UID is assigned only after the node joined
the network. To maintain the neighbor table, the HELLO message is broadcast by
the nodes. CH is elected by considering which node has the highest number of
neighboring values, and it remains as CH for a predefined period, until it dies [24].

3.2 Selection of CH by Considering the Objective Function

In this work, the objective function is achieved by using the distance of the intra-
cluster between sensors and the distance from the target node. Consider the average
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intra-group activity and target distance of CH as f, and it should be reduced for the
best CH selection. Suppose, the inverse function of the total strength of all selected
CHs is f». Both placed functions should be minimized to be within (fy, f) [0,1] to
get the best results. The objective function f is depicted as follows:

min f = Z (Z@T CH;) —i—(CHi,BS)) 1)

where the distance between CH of i, target node of j is depicted as 6(T, (cH] »,
the distance between the node, CH is represented as ( [CH) ,, BS); finally, a total
number of the target node is defined as n, and CH is presented as m.

The mathematical expression for objective function f» is given as:

. 1
min f, = S Een 2)
i=1 i

where Ecy, refers to the mass of the remaining energy from the head. To minimize the
linear function and objective function, the optimal CH is identified by using MCFA
that is designed in this research work. Mathematically, it represents the integral
objective function as (3).

F=pxfi+d=-mwfh O0<pn<l 3)

where u is the weight parameter in the range of [0,1]. The search operator with the
lowest objective value is CH.

In most of the existing techniques for multipath routing, an energy-efficient clus-
tering algorithm is designed to select the optimal CH and increases the network
stability by developing ticket ID-based clustering manager (TID-CM) [25] and ticket
ID zone manager routing protocol (TID-ZMGR) [26]. The issues of energy consump-
tion and workload of CH are reduced by (TID-CM) with three mechanisms such as
ticketing pool, route planning, and ID controller. In [25], TID-CM uses the cluster
agent (CA) for monitoring and updating the information about CH in the groups
with high energy levels and low distance. In [26], the load is balanced and traffic
is controlled by zone leader (ZL) in TID-ZMGR, where the node is elected as ZL
by considering various parameters such as link quality, distances, connectivity, and
energy. But, in this research work, CH is elected based on finding the optimal solu-
tion of MCFA using only two processes such as reflection and visibility and using
limited parameters. Moreover, the existing techniques [25, 26] use only 100 nodes
with 200 s of simulation time for experimentation, but the proposed MCFA model
uses 150 nodes with 160 s of simulation time, which proves that the proposed model
is more effective than existing techniques. To get the lowest objective value (optimal
solution), the proposed model uses the MCFA that is described as follows. Figure 1
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( Initialization )ﬁ
( Neighbor discovery )

|
( Clustering )
¥

Parameters such as Energy, Distance of intra-
cluster b/w sensor and distance of target nodes

( CH Selection using MCFA )

( Route Discovery )
v
( Data Transmission )
( Ideal state )—/

Fig. 1 Flow diagram of proposed methodology

shows the working flow of the proposed methodology.

3.21 MCFA

The selection of CH among the cluster groups is determined using a MCFA [27],
which is a modified version of CFA that reflects the cuttlefish’s skin color-changing
mechanisms. CFA uses two main processes to search for the optimal solution: visu-
alization and reflection. The reflection process simulates the reflections of light, and
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the vision process simulates seeing the matching patterns. The major feature of CFA
is that it can able to integrate the search of local and global values, where during the
searching process, the contribution of this integration is adjusted in the initial step.
But, the major problem of CFA is that it will get trapped into the local optimum. By
enabling the random search, chaos mapping is applied to CFA for solving this above-
mentioned problem that brings dynamism to the algorithm. This solution helps the
algorithm to overcome the local minima. Therefore, the proposed MCFA suggested
following the chaos mapping of CFA which improves the performance of the algo-
rithm in dealing with various optimization problems [28]. Here, MCFA is used as a
feature selection technique for predicting heart diseases in [28], where this research
study uses the MCFA for finding the optimal solution to elect the CH in MANET’s
multipath routing technique.

Therefore, a chaos mapping-based population initialization is done in this MCFA.
Search supported by chaos designations has the potential to reach most states within
a given region without redundancy. Specific chaos assignment equations have been
written to generate sequences of chaos in the MCFA proposed in (4) and (5).

Cryy1 =8%Crpx(1 —Cr,) forO0<éd <4 4)

Br,y 1 =8 %Br, x(1 —Br,) forO0<é§ <4 (®)]

where function’s initial value is depicted by §, Cr and Br denote a function based
on the logistic mapping functions, which varies from O to 1, and »n is the number
of nodes present in the network. Using this framework improves the diversity and
coverage of solutions. The parameters Cr and Br are used in MCFA, instead of the
random parameter used in the original CFA. After random starting, a new solution
was found using visualization and reflection as shown in Eq. (6).

Ny =R, + Vs (6)

N; stands for the new solution, R, stands for reflection, and V; stands for vision.
This algorithm divides the population into four classes. For type 1, the algorithm
uses state 1 and state 2 (the association between erythrocytes and chromatophores)
to create a new solution. Both events are comprehensive research using each point’s
value to identify new areas around the best solution in a given period. In type 2, the
algorithm uses state 3 (the erythrocyte inversion factor) and state 4 (the interaction
between erythrocytes and chromatophores), which act as a local search for a new
solution. For type 3, state 5 (interaction between chromatophores and lucopores) is
used to create solutions close to the best solution (local search). Finally, for type 3,
condition 6 (Lucophorus reflection factor) implements a global search that reflects
incoming light without any changes. The equations used to calculate reflection and
visibility for the four types are described below.

(a) States 1 and 2 for Type 1
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R.[j] = Cr= G[i].points[ ] (7

V,[j1 = Br * (b.point[j] — G [i].points[ ;1) @®)

where G is type 1, which shows an element/cluster as I in group as G; points [J]
represent point j of element i in the set; and b is the best solution or optimal solution
for electing the CH, where the value of the best points is averaged. In addition, Cr
and Br are chaos mapping numbers, Re represents the magnitude of the reflection,
and V; represents the size of the final shape.

(a) States 3 and 4 for Type 2

Re[j] = Crx G[i].points[ ] )
V,[j1 = Br  (b.point[j] — G,[i].points[j]) (10)
(b) State 5 for Type 3
R.[j] = Crx G[i].points[ ] (11)
Vs[j1 = Brx (b.point[j] — AVp) (12)

where AVy specifies the average value of the best points.

(a) State 6 for Type 4
pli].points[j] = random * (U; — L;) + L, (13)

where i, j = 1,2,...,n and U; and L; indicate the upper and lower limits of the
problem domain.

4 Results and Discussion

The selected algorithm simulates an NS-2.33 simulation using the network topology
as shown in Table 1. The binary dialog model uses TCP packets to enable the move-
ment of a full 150 nodes in all directions. The 30 dynamic nodes are linked together
from the whole nodes and run the simulations for 160 s. For the first fifteen decades,
no conversation started. The initial track started moving them after 10 s, and the
next track started moving them after 20 s. The conversation ended in 160 s. In
MANET, therefore, only packets are selected in connections till they reach their final
destination, where no new TCP packets are generated.
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Table 1 Simulation setup

Parameter description Value

Types of antenna OMNI

Simulation beginning time | 11.5 s

Delay propagation 165 ms

Opened connections 12 connections of TCP (i.e.,
simultaneously 24nodes)

Network type and channels | Wireless

Speed of the nodes 15-50 m/s
Topological dimension (1600 x 1600)
Types of MAC IEEE 802.11e
Propagation 2 way

Model of mobility Random waypoint
Network’ pause time 55-355s

4.1 Performance Parameters

End-to-end Delay (ETED): The average time between packet generation at the source
node and the effective transport of the packet at the target node is measured. It
calculates all possible delays in the source, including sequence time, node transfer,
transmission and restarts on the MAC layer. Class time can be created by network
blocking or the inability of appropriate methods.

Number of Packets Dropped: During communication, the data packets are not
effectively transmitted to the target destination.

Packet Delivery Ratio (PDR): It effectively measures the number of data packets
delivered to each target node and information packets generated by full source nodes.

Throughput: The transfer rate parameter calculates the amount of information that
synchronization can provide to the mobile network. Productivity is the pocket size
that comes in the sink per MS.

Routing Load: It is a comparative ratio of the number of routing connections
reported at each station on the MANET and the total number of data packets
effectively delivered to all target stations.

Jitter: Between all other nodes, the packet delay time in standard deviation is
mentioned by the metric called jitter.

4.2 Validation Analysis of Proposed Model

In this section, the performance of the proposed MCFA algorithm is tested and its
efficiency is compared with existing techniques, namely EE-OHRA [20] and ACO
[23] in terms of various parameters. Figure 2 shows the comparative analysis of the
proposed model with existing techniques in terms of ETED.
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Fig. 2 Graphical representation of MCFA with existing models in terms of ETED

Here, initially, 100 nodes are considered and tested for ETED, where initially, the
delay time is measured according to the node pause time that increases the impact of
the total number of nodes in the network. When the node is 100, the node pause time
of MCFA is only 10 s, where the ACO and EE-OHRA have 28 and 30 s. According
to the total number of nodes, it may vary, for instance, when the node is 40, ACO has
43 s, EE-OHRA has 45 s, and the proposed MCFA has only 32 s. From the graph
analysis, it is proven that the MCFA has less node pause time than other existing
techniques. The reason is that mapping criteria are used in the proposed model for the
objective function effectively. Figure 3 provides the experimental analysis of MCFA
on average jitter.

When the node increases, the average jitter is also increased, for instance, the
MCEFA has 0.42 s when the node is 20, and the same method achieved 0.58 s of

Average Jitter (s)
et bl e e
(5] o (-} - -] bt

0 20 40 60 80 100
No. of nodes
—o—EE-OHRA ~—e—ACO ~—o—Proposed MCFA

Fig. 3 Graphical representation of MCFA with existing models employing Jitter
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Fig. 4 Graphical representation of MCFA with existing models by considering path optimality

average jitter for the node 60. However, the proposed MCFA model achieved less
average jitter, when compared with existing techniques. For instance, when the node
is 40, EE-OHRA has 0.56 s, ACO has 0.58 s, and the proposed MCFA model has only
0.48 s. When the node reaches 80, the existing techniques achieved 0.74 and 0.70 s,
where the MCFA achieved 0.62 s. This analysis shows that the MCFA provides better
performance than existing techniques, even the impact of node size is high. Figure 4
depicts the analysis of MCFA with ACO and EE-OHRA in terms of path optimality.

From the analysis, the reduced number of hops is used only by the proposed MCFA
model for processing the packets in the network than existing techniques. The reason
is that the multipath routing of MCFA uses only two main processes such as reflection
and visibility as a search strategy for finding the optimal solution of CH, where ACO
uses the searching behavior of ants to find the optimal path, and once the path has
deviated, it is difficult to find the solution. Here, the EE-OHRA method achieved
18, 44, and 58%, ACO achieved 15, 43, and 55%, and the proposed model achieved
11, 30, and 42% when the node is 40, 100, and 150. When the node size increases
gradually, the number of hops for path optimality is also gradually increased by the
algorithms. For instance, when the node is 120, the MCFA achieved 34%, and the
same method achieved 30% of path optimality when the node is 100. Figure 5 gives
the experimental results of the proposed model with existing techniques in terms of
load balance.

The load balance implies the capacity of an algorithm for handling the mobility
speed. For instance, the mobility speed of MCFA is 215 kmph for node 2, and the
same method achieved 220 kmph for node 8. The existing ACO method achieved
125 kmph for node 2, and it has only 140 kmph for node 8. While comparing with
all techniques, EE-OHRA achieved less mobility speed such as 195 and 198 kmph,
ACO achieved 150 and 130 kmph, and MCFA achieved 214 and 218 kmph for nodes
10 and 12. Figure 6 provides the analysis of the proposed MCFA with ACO and
EE-OHRA in terms of PDR.
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Fig. 5 Graphical illustration of the proposed model with existing techniques using load balancing
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Fig. 6 Graphical illustration of the proposed model with existing techniques by considering PDR

To identify the PDR, the three parameters such as mobility, packet size, and
network size are considered in the simulation part. When the packet sizes improve,
the proposed model increased nearly 5-6% of PDR than existing techniques. When
the node is 100, the EE-OHRA achieved 92%, ACO achieved 90%, and MCFA
achieved 97%, where these existing techniques achieved 87% of PDR and proposed
MCFA achieved 93% of PDR, when the node is 40. PDR is gradually increased
for all techniques when the node size is increased. For instance, MCFA achieved
91% of PDR for node 20, and it achieved 96% of PDR for node 80. From these
various experimental analyses, it is proven that the proposed MCFA achieved better
performance than other techniques.
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5 Conclusion

In this research work, multipath routing is developed by MCFA-based CH selection
technique for improving the network lifetime and stability of the MANET. From
the group of clusters, the CH is elected based on the optimal solution of MCFA.
Here, the main feature of the proposed algorithm is that local and global searches are
integrated and the local trap is solved by the chaos mapping function. According to
the visibility and reflection process, an optimal solution is obtained for electing the
CH and multipath routing is carried out. The experiments are conducted to verify the
performance of MCFA with existing techniques called ACO and OHRA model in
terms of major parameters such as ETED, PDR, mobility speed, average jitter, and
path optimality. The results proved that the MCFA achieved 97% of PDR, 30% of
path optimality, 0.68 s of average jitter, 10 s of ETED for node 100, where the ACO
model achieved 90% of PDR, 43% of path optimality, 0.75 s of average jitter, 28 s of
ETED for the same node 100. This analysis proves that the MCFA achieved better
performance than existing models for electing the CH that provides better multipath
routing and improved the network lifetime.
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Opinion Mining of Movie Reviews Using m
Hybrid Deep Learning Technique i

Yash Patel, Jaimeel Shah, and Shital Pathar

Abstract Due to Internet, vast amount of data is generated day by day; from those
data to find useful insights, there is need to identify and extract the subjective infor-
mation. Today’s trends show that people are buying any products or watching any
movie on Web sites, and they write the feedbacks related to that product or movie,
which will be helpful to business in terms of profit. For that, the need is analysis of
written reviews which will be done by sentiment analysis. It is a method which is
used to gauge opinions of individuals or groups of persons related to their products
or movies. This method will extract the meaningful insights from the written reviews
in the form of positive, negative, or neutral. Analysis of sentiment is also known as
opinion mining. In this paper, hybrid deep learning model (CNN + LSTM) is applied
on IMDB movie review dataset and performs a comparison with CNN model.

Keywords Hybrid model - Convolutional neural network (CNN) + LSTM -
CNN-LSTM - Glove word embedding - word2vec word embedding + Opinion
mining

1 Introduction

Due to the corona pandemic, people are not going to theaters. They are watching
movies from online digital platforms like Amazon Prime, Netflix, Hotstar, and some
other Web sites. These online sites provide the platform on which customers are
able to write and share their feedbacks about movie they have watched. Analysis
of their positive opinions tells us particular movie’s box office collection success.
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Analysis of negative opinions tells us the strong and weak points of the movie. So, the
analysis of customer opinions helps movie business to connect with their customers.
That helps them to meet their customer expectations after doing the analysis. After
the analysis, their business will grow. So analysis is important for business growth
and benefits. Since movies play an important role in the entertainment industry,
not only do they entertain people, but they also rely on ratings and profits based
on reviews from all over the world [1]. Producers take better decisions from the
online reviews, like how to satisfy their viewers and make more sales taking an
advantage. It also helps viewers to quickly determine which movie to watch. The
analysis of opinions is done using the sentiment analysis [2]. It is a technique which
extracts and understands the emotions in form of positive or negative present in the
text [3]. Extracting sentiments from the large dataset is a challenging task. For the
processing of these large datasets, various deep learning algorithms are required.
The deep learning algorithms are different from the traditional machine learning
algorithms. Particularly, deep learning algorithms are not dependent on the different
feature extraction techniques. They extract the features during the training time.

2 Literature Review

Due to corona pandemic, most of the businesses are running on online platforms.
Expressing opinions and posting reviews about the product purchased or movies that
are seen have become trending nowadays. Sentiment analysis performed on movie
review dataset using deep learning model CNN also used machine learning algo-
rithms like Naive Bayes, SVM, logistic regression, KNN, and ensemble methods.
As a result, they found that the deep learning model CNN gives better performance
than the other models [1]. Sentiment analysis is performed on mobile phone reviews
dataset. Reviews are categorized using different machine learning techniques such
as Naive Bayes, SVM, and decision tree. Model performances of classifiers are
compared and get result as SVM classifier gave better performance than the other
machine learning methods [2]. Researchers did the sentiment analysis on the product
review dataset, used different machine learning methods: Naive Bayes and support
vector machine (SVM), and found that the SVM technique gives better performance
[3]. Deep learning technique LSTM is applied on custom review dataset which gives
efficient result [4]. Sentiment classification of movie reviews is done using different
machine learning classifiers such as decision tree, SVM, and maximum entropy. We
compared the model performance and found that maximum entropy techniques give
better accuracy [5]. Deep learning technique is applied for sentiment classification of
smartphone review dataset. We used CNN as a deep learning method and compared
their model performance with machine learning methods such as Naive Bayes and
support vector machine (SVM). A deep learning method is better performed than
machine learning techniques [6]. Researchers performed sentiment analysis on movie
reviews. Machine learning classifiers are applied on dataset. Naive Bayes, KNN,
and random forest classifiers are applied and achieved 81.4% accuracy [7]. Opinion
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mining is performed on movie reviews, and machine learning and deep learning
methods are applied on the review dataset. For machine learning, SVM and Naive
Bayes techniques are used, and for deep learning, neural network technique is used.
A deep learning technique gave better performance than the other methods [8]. Deep
learning methods are applied on hotel’s review dataset for classification of senti-
ments. We applied convolutional neural networks (CNN) on hotel review data and
classified into sentiments. Comparing the model performance of the CNN method
with other methods and achieving the result as convolutional neural networks give
better performance than the other methods [9]. Sentiment classification of restau-
rant reviews is done. We applied various machine learning models on the dataset
and got highest accuracy by SVM classifier [10]. Sentiment analysis is applied on
persian movie reviews. We performed deep learning techniques CNN and LSTM on
review dataset and compared their model performance with machine learning tech-
niques like SVM, MLP, and logistic regression. The result found that LSTM model
performance was better than the other techniques [11]. Machine learning classifiers
such as decision tree, Naive Bayes, and KNN are applied for sentiment analysis.
We compared the performance of the models. Found result as Naive Bayes model
performed the better than the other models [12]. We performed sentiment analysis
on Twitter dataset using machine learning classifiers such as decision tree and Naive
Bayes and found that decision tree machine learning classifiers gave better results
[13]. We applied machine learning models Naive Bayes and SVM on reviews dataset
for the prediction of sentiments, compared their performances, and found that Naive
Bayes performance is better than the SVM. Different machine learning methods such
as Naive Bayes, maximum entropy, and SVM are applied on review dataset, and the
performance using different evaluation parameters is measured [14]. We applied
various machine learning and deep learning techniques on amazon review dataset
for predicting their outcomes in form of positive and negative and achieved good
accuracy [15].

3 Proposed Work

The proposed diagram shows that the different steps are involved to predict the
sentiment as positive or negative from the movie reviews (Fig. 1).

To perform opinion mining or sentiment analysis on reviews, the need is to collect
the data from standard sources.

3.1 Collection of Data

IMDB movie review dataset is used in this work. This dataset is available on Kaggle
Web site. This dataset contains 50 K movie reviews.
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Fig. 1 Proposed model

3.2 Pre-processing of Data

Dataset is used in the form of CSV format. Pre-processing is the most important step,
which helps for determining sentiments from the data. This step performs a major
role in opinion mining tasks. It will remove the unnecessary and incomplete data and
convert it into clean data. Different pre-processing steps involve tokenization, stop
word removal, stemming, lemmatization, and punctuation removal.

3.3 Text to Numeric Conversion

Process of converting text information into numeric is called as vectorization process,
which will be understood by the deep learning algorithms. In this work for the vector-
ization process, word2vec word embedding is used. In word embedding, text data
are converted into vector format. I have used pre-trained word2vec word embedding
to convert each word into a 300-dimensional vector size. In word2vec embedding
technique, it represents the different words, which are used in the same context and
have very close vector representation which will be useful to the model to understand
meaning of the word correctly and predict the accurate outcomes. In this work, pre-
trained glove word embedding technique is also used to check the model performance
of CNN-LSTM with word2vec word embedding with hybrid model CNN-LSTM.
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3.4 Segregation of Training and Test Data

The most important step in machine learning and deep learning is to feed some
amount of data into the model for the training purpose so that model can understand
the meaning of that data, which will help the model for predicting the unseen data.
From that, we will check the level of understanding of model how well it understands
the data. So, to predict the unseen data by the model, necessary step is to first train
the model, and for that, separation of data is required. In this work, we split the data
into 80:20 ratio. We have taken 80% data for training the model and 20% for testing
the model understanding.

3.5 Classification

After dividing the dataset into two parts, I feed the training data into the deep learning
hybrid approach CNN-LSTM model. Keras library’s sequential layer is used for the
model. The first layer of the hybrid model is the embedding layer. The embedding
layer will convert the data into a dense vector size of 300, and this review matrix
will be fed into the convolutional layer. Each filter in the CNN will extract specific
features. It will pass to the max pooling layer. This layer selects max value from
the parameters and reduces the dimensionality which reduces the complexity of
computation. These spatial features are learned sequentially by an LSTM layer of
150 units. Outputs from the LSTM model are passed in to the dense layer. As there are
two labels that the model will predict for that purpose. Sigmoid activation function
is used at the last layer. Model is trained using 50 epochs and 256 batch size. Now
model is ready to predict the unseen data. In this work, 7080 training samples and
3450 testing samples are taken (Fig. 2).
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Fig. 2 Hybrid model architecture
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3.5.1 Pseudocode for the CNN_LSTM Model

Input: Model, train, test.

/I Model = keras sequential Model, train x = training data, test y = testing data.

AF = RELU (), OAF = sigmoid (),

Hyperparameters: filters, kernels, pool size, max_ sequence length, batch size,
epochs.

seq_in = Input(shape = (MSL)) // MSL = max_sequence_length of sentence.

embedded_seq = embedding_layer(seq_in).

X = CONVI1D (NCF, WINSIZE, AF) (embedded_seq) /NCF = no of convolu-
tion filter, WINSIZE = Kernel size.

X = MP1D(PS)(X) // MP1D = Max pooling 1D layer, PS = pooling size,

X = LSTM (NOU, Dropout = 0.1, Recurrent_Dropout = 0.2) (X) /NOU = no
of Units.

Pred = FC (NC, OAF) (X) // NC = no of class to predict, FC = fully connected
layer.

Model = Model (seq_in, pred).

Opt = Adam, Loss = binary cross entropy.

model. Compile (Opt, Loss, AC) //opt = optimizer, AC = accuracy Measures.

Model fit (train x, train y, epochs, batch size, test x, test y).

4 Result

The model’s performance is measured using different evaluation parameters which
are as follows: accuracy, precision, recall, etc.

Table 1 shows that the glove word embedding with CNN-LSTM hybrid model
achieved better accuracy than the word2vec word embedding with CNN-LSTM
model. In this work, the reason behind to use hybrid model is CNN model can
extract the important feature without seeing its position from the sentence; it means
CNN cannot remember the position of the capture feature from the sentence so
that model cannot understand the meaning of the whole sentence clearly. If those
extracted features are passed sequence-wise to the LSTM model, then this LSTM
model can remember the previous data of the input sentence. It means LSTM model
will remember the sequence of extracted features, and from that, it will find the
contextual meaning of the word from the surrounding words of the sentence. So

Table 1 Model performance

No. Model Accuracy Precision Recall
Word2VEC + CNN_LSTM 0.9071 0.89 1.00

2 GLOVE + CNN_LSTM 0.9176 0.95 0.94
Word2VEC + CNN 0.8050 0.75 0.83
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model will understand the meaning of whole sentence precisely and also gives better
performance.

Figure 3 shows the receiver operating characteristic (ROC) curve for glove word
embedding with CNN-LSTM hybrid classifier.

The hybrid word2vec word embedding with CNN-LSTM model and glove word
embedding with CNN-LSTM model performance comparison results are represented
graphically which is shown in Fig. 4.
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Conclusion

Opinion mining of movie reviews is done using hybrid deep learning approach. For
that, word2vec word embedding with CNN-LSTM hybrid model is applied on IMDB
movie review dataset. And its performance is compared with glove embedding with
CNN-LSTM hybrid model. In this work, glove embedding with CNN-LSTM hybrid
model performs better than the word2vec embedding with CNN-LSTM. So, by using
different types of vectorization technique, it will affect the performance of the model.
With an increase in size of data, model performance also increases. Batch size, No of
epoch, optimizer, and activation functions affect the performance of the deep learning
model.
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P. Keerthika, P. Suresh, R. Manjula Devi, S. Vaishnavi, C. Shanmathi,
and V. Surendar

Abstract From closedown of December 2019, coronavirus has directly exhibited
a lofty rate of transmission, coercing the World Health Organization to contend in
the month of March 2020 that this unbeknownst coronavirus can be depicted as a
pandemic. COVID-19 epidemic has guided to an operatic misplacement of deathly
life over the public and presents an unbeknownst complaint to public fitness. It also
affects the food systems of the person and the world of work. Once the person is
infected by COVID, the metabolic exertion of vulnerable cells in his or her body is
enhanced, similar as the one driven by COVID-19. The country’s dietary habits are
analyzed to predict the particular person’s death rate. By using KNN algorithm, the
performance metrics such as accuracy, precision, recall, and F1 score are evaluated
for the country’s dietary habits. In this research, both clustering and classification
are combined to increase the accuracy of the prediction of death rate of the person.
K-means is used for the clustering of the countries, and KNN is used for classifying
the countries. The 170 countries are clustered based on the country’s dietary habits,
and other disease affected rate using K-means clustering algorithm. Countries are
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clustered into high and normal death rate countries based on the country’s dietary
habits and another cluster into high and normal death rate based on the other disease
affected rate rather than COVID-19. Using the country’s dietary habits and other
disease affected clusters, the death rate of the person is predicted. After clustering
the data based on the country’s dietary habits and other disease affected rate, the KNN
algorithm is used to classify and identify the person’s death rate. Using clustering
and classification algorithms in a combined way, an accuracy of 79% is achieved.

Keywords Machine learning - COVID-19 - Classification + Country’s dietary
habits + Other disease affected * Survival rate

1 Introduction

The severe acute respiratory motive coronavirus 2 contagion causes coronavirus
illness, a transmittable disease. Kwekha-Rashid et al. [1] describes the adulthood of
those infected with the contagion will hold genial to moderate respiratory symptoms
and will get back without the lack of medical concentration. Some, on a different
angle, will pick up critically crummy and deliver medical assistance. Sedate illness is
additionally probable to walk out the elderly and those with bolstering medical condi-
tions analogous as cardiovascular indictment, diabetes, chronic respiratory indict-
ment, or cancer. De Felice and Polimeni [2] says that COVID-19 may frame anyone
ill and bring them to pick up truly ill or dead-end at any age. Stay at least 1 cadence
downward from people, burn out a fluently decent vizard, and splash your hands or
apply an alcohol-predicated annoyance periodically to pinch-hit yourself and others
from infection. Salam et al. [3] says that when it is your wander, get vaccinated and
supervise foremost counsel. Larger respiratory driblets to lower aerosols are among
the particles. Rustam et al. [4] refers that however, it is critical to borrow respiratory
form, similar to coughing into a flexed elbow, if you are sick.

2 Related Works

2.1 Effects of COVID-19 on Patients with Other Disease

The nimbus contagion complaint 2019 (COVID-19) epidemic has accelerated the
dangers for cases with different conditions and has commanded an expressive colli-
sion on conventional healthcare capitals. Patients with lung disease, respiratory chal-
lenges or cancer who likewise hold COVID-19 held a significantly lesser mortality
rate. Older era, manly coitus, a record of smoking, the presence of multitudinous
functional comorbidities, interpretation deal, and developing malice are presently
verified threat deputies for mortality in people with COVID-19. Pinter et al. [5]
describes that rotundity and some attendant ails hold likewise existed recognized as
probable clinical threat attorneys for mortality in people with COVID-19. Further-
more, they are at a higher risk of contracting opportunistic infections and having
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serious complications as a result of these illnesses. Postponing or changing the treat-
ment schedule may result in a negative consequence, with a well-documented impact
on clinical outcomes. Furthermore, patients may be at a higher risk of infection as a
result of their frequent hospital visits. Cases must peregrinate to establishments for
treatment, despite considerable trip challenges, and must-have line to be filtered for
COVID-19 infection gesticulations. Fu et al. [6] says that in a COVID-19-prioritized
fitness network, we must equalize the COVID-19 difficulty and the precautionary
conduct we are straining to restrict this epidemic with the irrefutable peril of enlarged
morbidity and fate for cases. Punn et al. [7] says that patients, as well as healthcare
practitioners, are unsure and concerned about the current epidemic and the amount of
available information, which includes disinformation and rumors. Yadav [8] refers to
whether individuals with cirrhosis and COVID-19 are more likely to decompensate
or suffer acute-on-chronic liver failure (ACLF).

2.2 Identification of COVID-19 Applying X-Rays and CT
Scans

The use of various machine learning methods facilitates the use of X-ray images and
CT scans to diagnose COVID-19 more effectively. The accuracy rate of predicting
COVID-19 using X-rays and CT scans range from 78% to more than 99%. Rasheed
et al. [9] says that this method not only helps in identifying COVID-19 but also helps
in predicting the severity of the disease and chance of early mortality.

2.3 Diagnosis Based on Blood and Urine Tests

COVID-19 is diagnosed using epidemiological factors, clinical characteristics,
imaging results, and nucleic acid screening, among other things. These technolo-
gies took a long time to produce the diagnosis results and were prone to errors.
Soares [10] says that for a patient with COVID-19 infection, many types of clinical
data were obtained and manually merged by doctors to make diagnostic judgments.
Using clinical information and blood/urine test data, this study looked at detecting
critically unwell COVID-19 individuals from those with minor symptoms.

2.4 Vaccination

Enough vaccine boluses have nowadays been contributed to completely vaccinate
44.6% of the world’s population, but the admeasurement has existed irregularly.
The best vaccinations are very successful at reducing illness and death, stopping a
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pandemic requires a concerted approach. Vaccinating 70—-85% of the US population,
according to infectious-disease experts, would allow for a return to normalcy. That
is a frightening degree of immunization on a worldwide basis. The current global
immunization rate averages 31,953,362 doses per day. It will take another 5 months to
cover 75% of the population at the current rate. This progress is under jeopardy. Ong
et al. [11] says that new strains have resurrected epidemics, headed by the highly
transmissible delta variant. Vaccines and viruses are now in a life-or-death battle.
Abdulkareem et al. [12] refers that unvaccinated person are now more vulnerable
than ever before. According to the most recent statistics, even among people who
have been vaccinated, the delta variation can cause minor cases, and those who
become ill can spread the disease to others.

2.5 New Delegates Companies with COVID-19 Transmission

Profitable differences, among numerous proxies associated to COVID-19 threat,
accelerated the accident of COVID-19 transmission. Sear et al. [13] refers that
COVID-19 losses were negatively associated with per capita sanitarium bunks. Blood
varieties B and AB were displayed to be defensive against COVID-19, but blood
variety A was planted to be a threat agent. Samui et al. [14] refers that COVID-
19 transmission is hampered additionally by lofty temperatures than by equatorial
temperatures.

2.6 Reduction in Mobility and COVID-19 Transmission

Commonwealths have tried to degrade severe acute respiratory motive coronavirus 2
transmission in reaction to the COVID-19 epidemic by confining population shifting
through gregarious distancing ways, away lowering the composition of interactions.
Mele and Magazzino [15] refers to minimizing neighborhood-position transmission
of severe acute respiratory motive coronavirus 2 and ammunition endangered popu-
lations, gregarious spacing, case insulation, and covering possessed breaths routinely
adopted.

2.7 Environmental Perspective on COVID-19

This outbreak has also impacted people’s lifestyles; it has resulted in widespread job
losses and put millions of people’s lives in jeopardy as companies shut down to stop
the virus from spreading, inferring that lights have been canceled and transportation
networks have been shut down all around the world [16]. However, the COVID-19
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pandemic’s containment resulted in improved air quality in many cities throughout
the world, as well as a reduction in water pollution in some areas.

3 Proposed Work

In this research, a hybrid of classification and clustering is used to predict the possi-
bility of survival of the particular person. The country’s dietary habits and other
disease affected person data are analyzed to predict the particular person’s survival
rate. The country’s dietary habits and the other disease affected person dataset are
clustered into four types of clusters by using K-means. PCA algorithm is used to
normalize the data. After clustering, the data in the dataset is given as the training
data to the KNN algorithm. After training the model, a particular person’s details are
given as input, to predict the particular patient’s survival rate based on the country
the person belongs to, the dietary habits cluster and also with the help of other
disease affected clusters. The country’s dietary habits and other disease affected
person data are analyzed to predict the particular person’s survival rate. By using
KNN algorithm on the country’s dietary habits and the other disease affected person
dataset, the performance metrics such as accuracy, F1 score, recall, and precision are
evaluated.

3.1 PCA

PCA is used to reduce the dataset’s dimensionality, minimizing the information loss
and increasing the interpretability. PCA is the primary proportion reduction fashion,
which facilitates us to decrease the size of the dataset and count undesirable connec-
tions. PCA is hypercritical while the dataset has millions of dimensions, we can use
it to extract functions having redundant data. As we cannot fantasize redundant than
three dimensions, we can use PCA to lessen the size to visualize the data. Dimensions
of the dataset are to be reduced when there are many characteristics in the dataset,
which makes distinguishing between relevant and redundant data difficult. In Fig. 1,
the original data is rounded in between O to 1.

The values in food supply in Kcal dataset, food supply in Kg dataset, fat supply
dataset, protein dataset, and other disease affected dataset are dimensionally reduced
using PCA. It does so via means of compressing the characteristic area via means
of figuring out a subspace that captures maximum of the facts with inside the entire
characteristic matrix. By this way, it reduces the dimensionality of the dataset.
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Fig. 1 Principal component analysis

3.2 K-Means
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output from PCA

The K-means is used to find groups which have not been explicitly labeled in the

data. It is used to find similarities in the data.

e Intake for K-means clustering: Dataset K number of desired clusters.

e Affair for K-means clustering: K set of clusters.

InFig. 2, each centroid point is clustered into K clusters. Initialize the composition
of cluster k and gather the original centroid aimlessly. Also, the squared Euclidean
length will be computed from each valuation to each cluster is reckoned, and each
thing is charged to the closest cluster. After that, for each cluster, the new centroid
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is reckoned and each value is now replaced by the separate cluster centroid. K-
means algorithm is easily adaptable to new dataset while training and testing data.
Compared to other clustering algorithms, k-means gives fast and efficient results.
Since the dataset supplied is generalized, the k-means algorithm produces the best
result. So that k-means algorithm is chosen to cluster the dataset.

3.3 KNN

KNN algorithm finds the parallelism between the latest data and formerly accessible
data or case and adds the latest data into the order which is additionally analogous
to the data. KNN stores already available categories and classifies the new data or
case based on the similarity between data. So whenever new data comes, it classifies
easily based on a well-suited category. In Fig. 3, there are two categories, category A
and category B. A new data point arrived. The new data point belongs to category A
or category B is decided by KNN algorithm based on Euclidean distance. Actually,
KNN has quick calculation time and also it has high accuracy. KNN algorithm is
easily adaptable to new data. So that KNN algorithm is chosen to classify the dataset.
In this research, KNN is used to classify the data based on the similarity.

3.4 Dataset

In this exploration, salutary fashions of the country and disparate complaint affected
dataset are employed to prognosticate the person’s survival grade. It combines data
of dissimilar classes of food and COVID-19 cases and deaths each around the people.
Each dataset contains data about 170 county’s food practices. The dataset includes
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Table 1 Dataset description Dataset Rows (countries) | Columns (food
habits)
Food supply in Kcal 170 32
Food supply in Kg 170 32
Protein dataset 170 32
Fat dataset 170 32
Other disease dataset | 170 5

% of fat consumed

% of food supply (in kilogram) consumed
% of energy (in kilocalories) consumed
% of protein consumed.

The fat consumed dataset, food supply in kg dataset, food supply in kcal dataset,
and protein consumed dataset contain animal products, aquatic products, fish,
seafood, fruits, vegetables, meat, oil crops, pulses, cereals, species, and also COVID-
19 active cases, death cases, recovered cases, and population. The dataset also
contains the details of the person affected with any other disease other than COVID-
19. Itincludes diseases like diabetes, chronic kidney disease (CKD), chronic obstruc-
tive pulmonary disease (COPD), obesity, and undernourishment. And also, it contains
the active cases, confirmed cases, death, and recovered cases. Countries are clustered
into high death rate and normal death rate countries based on other disease affected
person dataset. Table 1 describes the number of rows and columns in each and every
dataset.

3.5 Hpybrid Approach

In this research, both clustering and classification are used to increase the accuracy.
For clustering, the K-means algorithm is used. PCA is used for normalizing the
dataset. For classification, KNN algorithm is used. PCA is the important method
for reducing the dimensionality of the dataset. The K-means is used to find groups
which have not been explicitly labeled in the data. It is used to find similarities
in the country’s dietary dataset and other disease dataset. By using both k-means
and KNN, the survival rate of the particular person was predicted. In this hybrid
approach, clustering and classification algorithms are combined. Only by classifying
the dataset, the accurate prediction cannot be achieved. Whereas by implementing
clustering and classification algorithms in a combined way, the accurate prediction
is achieved. Compared with performance metrics achieved only by classifying the
dataset, the hybrid approach’s performance metrics like accuracy, F1 score, precision,
and recall were increased.
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3.6 Workflow

First of all, all the required dataset is collected for clustering and classification. After
collecting all the necessary data, the data in the dataset is preprocessed. The missing
data in the dataset is replaced with —1. There is no categorical data in the dataset.
For feature scaling, the PCA algorithm is used. The dietary habit dataset and other
disease dataset are taken for training the model. By using K-means clustering, the
country’s dietary habits and other disease affected person data are clustered into four
clusters, namely high death rate countries and normal death rate countries. By using
KNN algorithm, the dataset is classified. After classification, a particular person’s
details are given as input, to predict the particular patient’s survival rate based on
the country the person belongs to, the dietary habits dataset and also with the help
of other disease affected dataset.

Figure 4 describes the workflow of this research work. In this research, the
country’s dietary habits and other disease affected person data are analyzed to predict
the particular person’s survival rate. The country’s dietary habits and the other disease
affected cluster are classified by using KNN algorithm.

4 Result

4.1 Performance Metrics

Accuracy, Precision

Delicacy (Accuracy) is a metric for assessing bracket miniatures. Informally, delicacy
is the bit of prognostications the miniature was accurate. Formally, delicacy is the
number of accurate prognostications per total number of prognostications. Precision
is a metric that quantifies the number of correct positive prognostications made.
Equation (2) describes the distinction between the caliber of true positive and the
extension of true positive and false positive.
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(TP + TN)
Accuracy = (D
(TP + TN + FP + FN)
TP
Precision = ———— 2)
(TP + FP)

Recall, F1 Score

Recall is a metric that quantifies the number of correct positive prognostications
made out of all positive prognostications that could have been made. Equation (3)
describes the anamnesis caliber of true positive and the extension of true positive
and false negative. The F1 score is a measure of a model’s delicacy on a dataset.
Equation (4) describes the F1 score as twice the rate of addition of perfection and
recall to the addition of perfection and recall.

TP

Recall = ——— 3)
(TP + FN)
(precision = recall)
F1 Score = 2 % — “4)
(precision + recall)

4.2 Performance Evaluation

Figure 5 describes the accuracy and precision for KNN classification and the hybrid
approach. In the y-axis, the percentage is taken, and in the x-axis, accuracy and
precision for KNN classification and hybrid approach were taken. Figure 6 describes
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Fig. 5 Accuracy and precision
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Fig. 6 Recall value and F1 score

the recall and F1 score value for KNN classification and hybrid approach. In the
y-axis, the percentage is taken, and in the x-axis, the recall and F1 score value for
KNN classification and hybrid approach were taken. From the below graphs, it is
clear that the proposed system performs more efficiently than the existing system.
The accuracy of the proposed system is 79%.

5 Conclusion and Future Work

The goal of this project is to predict the person’s possibility of survival based on the
country they belong to and if the person is affected by any other diseases. Punn et al.
[7] refers that COVID-19 is being spread rapidly and many technologies have been
identified for prediction of survival rate. KNN is the most commonly used classifi-
cation algorithm. Though many inventions have been made, using KNN algorithms
is the best and fastest way to predict the survival rate of people. It stores all the data
that is fed through clustering of the data based on country dietary habits and other
diseases and classifies the new data, based on similarity in the test data and training
data. The purpose of this project is to predict the person’s possibility of survival [17].
The future work of the project is to develop a Web-based application which will be
useful for the hospital management system and make it free of cost and have planned
to develop two additional modules, assessment using RNN and IoT. The analysis
using RNN module will act as a voice-enabled chat bot and ask some questions to
the users. It is intelligent to change the questions from the user’s mental state and
their previous answers [18]. The final module is analysis using IoT which makes use
of pulse rate monitors and EEG sensors to detect depression at a very accurate level.
This will be very effective and useful for the doctors and also the public.
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A Study on Reinforcement )
Learning-Based Traffic Engineering i
in Software-Defined Networks

A. Bhavani, Y. Ekshitha, A. Mounika, and U. Prabu

Abstract Modern communication networks have grown highly complex and
dynamic, making them difficult to describe, forecast, and govern. So, the software-
defined networks (SDNs) have emerged. It is a centralized network, and it is flexible
to route network flows. Traffic engineering (TE) technologies are used with deep
reinforcement learning (RL) in SDN to make networks more agile. Different strate-
gies for network balance, improvement, and minimizing maximum link usage in the
overall network were considered. In this article, recent work on routing as well as TE
in SDN and hybrid SDN is analyzed. The mathematical model and algorithm used
in each method are interpreted, and an in-depth analysis has been done.

Keywords Software-defined networks - Hybrid software-defined networks *
Traffic engineering * Routing - Reinforcement learning

1 Introduction

SDN aims to separate the control plane, and data plane to make network management
easier, cut operating costs, and encourage innovation and development [1]. It is a
networking design that allows for a dynamically, efficient network arrangement to
boost overall network ability while also making networks more agile and adaptable
[2]. It enables software applications to govern the network centrally. This allows
operators to control the whole network. It allows a controller to make centralized
decisions and adaptively design packet-switching nodes [3]. The SDN architecture
is shown in Fig. 1.
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Fig. 1 SDN architecture [4]

1.1 Hybrid SDN

A hybrid SDN may be a networking strategy that mixes ancient networking with
software-defined network manner within the same atmosphere [5]. Engineers will
operate SDN technologies and old shift rules on constant physical hardware in a very
hybrid SDN [3]. Whereas traditional distributed networking protocols still steer the
bulk of the traffic on the network, a network manager will style the SDN management
plane to seek out and govern sure traffic flows.

RL-Routing is a reinforcement learning routing technique that solves a traffic
engineering (TE) problem in terms of throughput and delay in an SDN. Instead
of constructing an exact mathematical model, RL-Routing tackles the TE problem
through experience. One-to-many network setup for routing choices is used
and extensive network information for state representation is considered. The
reward mechanism, which uses network throughput and delay to optimize network
throughput, can be adjusted to optimize upward or downward network throughput.
The agent develops a policy that anticipates future behavior of the underlying network
and offers improved routing paths between switches after receiving suitable training.
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1.2 Traffic Engineering

TE is a network management technology that enhances the performance of networks
by optimizing traffic routing approaches and communicating by anticipating and
controlling the behavior of transmitted data [1]. Using data flow to determine link
status paths within a network balances the load on multiple connections, routers, and
switches [6]. This is particularly important in networks with several parallel paths.

1.3 Routing

Routing is the method of choosing the most convenient path through the associate
network to send packets to a destination host or hosts so that the router forwards the
packets to those hosts [6]. It is the method of creating a traffic path among a network,
likewise as across and across many networks. The neural network’s purpose is to
reduce network time delay while optimizing the packet pathways that are being
addressed. The shortest path is regarded the most important issue in any routing
method that may be carried out in real time.

1.4 Reinforcement Learning

RL could be an ML coaching strategy that rewards fascinating behaviors whereas
laborious undesirable ones [7]. A reinforcement learning agent will understand and
comprehend its surroundings, act, and learn through trial and error usually. It is all
regarding working out a way to behave optimally during a given scenario to maximize
reward. Associate degree agent explores associate degree unknown atmosphere to
attain a goal within the reinforcement learning downside [8]. RL is made on the
concept that the increasing of expected accumulative reward could also be wont to
represent any goal. To maximize reward, the agent should learn to sense and disturb
the state of the atmosphere through its activities.

Both deep learning and reinforcement learning are self-learning systems. Deep
learning involves learning from a training set and then applies that knowledge to
fresh data, whereas reinforcement learning involves dynamically learning by altering
actions depending on continuous response to enlarge a reward. Reinforcement
learning and deep learning are not mutually inconsistent.
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1.5 Deep Reinforcement Learning

Deep reinforcement learning may be a variety in ML that permits intelligent robots
to find out from their actions within the same from that folk do [9]. The fact that
associate agent is rewarded or penalized to support their actions is inherent during
this variety of machine learning [10]. Deep RL may be an answer that features deep
learning permitting agents to form selections supported by unstructured computer
files while not manually constructing the state area.

This paper’s primary contributions are summarized as follows:

e The article shows different approaches to improve network performance using
TE strategies with reinforcement learning in SDN and hybrid SDN.

e Various routing methods in the software-defined network to improve network
efficiency.

e The paper shows a comparison of various traffic engineering and routing
algorithms in SDN and hybrid SDN.

The remainder of this paper is organized as follows: Sect. 2 represents the various
TE methods in SDN and hybrid SDN using deep RL. Section 3 describes the different
routing approaches in SDN, and Sect. 4 represents the comparison of various traffic
engineering and routing algorithms in SDN and hybrid SDN.

2 TE in SDN and Hybrid SDN Using Reinforcement
Learning

2.1 TE in Hybrid SDN

Guo et al. [6] proposed a novel method on the TE in hybrid SDN. With the rise of
software-defined networks (SDNs), network routing is becoming more centralized
and flexible. Traffic engineering in hybrid SDNs is a topic that is attracting wide
interest from academia and industry. RL-based traffic splitting method that learns
to balance the dynamically changing traffic and address it through a traffic splitting
agent in hybrid SDN. To generate a routing strategy for new traffic needs quickly
and intelligently, a traffic splitting agent is created and learned offline using the RL
algorithm to build a direct link between traffic demands and traffic splitting rules. The
powerful traffic splitting guidelines provides the policies that can be used to set up
the traffic splitting ratios on SDN switches. These switches can be advanced quickly
and can expand rapidly once the traffic splitting agent has been learned [11]. It is
usually recommended to create a suitable simulation environment to avoid routing
loops. The traffic splitting guidelines are used to fulfill the interactive standards.
An RL approach for tackling the TE problem of the hybrid SDN consists of two
steps: offline learning and online routing. Draw the directed acyclic graph (DAG)
[12] based on hybrid SDN architecture and traffic statistics to ensure a hybrid SDN
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environment with loop-free routing for the RL agent’s interaction during the offline
learning stage. A traffic-partitioning agent is taught to make a direct link between
the network environment and the routing techniques using the RL methods and the
constructed DAG. When the demand of the traffic changes, the trained traffic splitting
agent can quickly establish an acceptable routing scheme at the online routing stage.

The TE problem’s network model is a hybrid SDN with dynamic traffics. The
network topology is represented as an undirected graph H = (X, F), where X is the
set of forwarding devices, which is made up of SDN switch Xs and router X1, and F
is the link set, with C(f) denoting the capacity of connection f € F.

The group of (TMs) may be indicated by b = {By, B, ..., B, } also r; may be the
weight constant of TM b;. Those components B;(p, g) to b; speak the traffic demand
starting from gadget p to gadget ¢g.p,q € X, W is the link weight setup under the OSPF
protocol. Variable e means the partitioning of traffic flows.

A collection of TMs B, the purpose of TE on the hybrid SDN is to increase the
network performance by minimizing the maximum link usage (MLU) [13] for every
single TM B;. In the hybrid SDN, both the link weight settings w and the partitioning
traffic movement f on each SDN switch decide the result of MLU. TE problems on
hybrid SDN are defined as

n
Minimize E ru™™

i=1

=1, 0=<r <1
j=1

@(f)eN, VfeF

0 S Uimax S 1
Anode g € X and TM B; € B, we calculate node ¢’s MLK as below:
MLK B(v) = max U, (e)

The value of MLK of node ¢ in different TMs is calculated based on MLK(g) by
computing equation

score(v) = Z MLK B;(v)
B,‘EB

The TE’s goal in hybrid S reduces the MLU as much as possible. As aresult, MLU
is included in constructing reward r; as defined to enable the traffic-partitioning agent
to effectively learn optimal rules with small MLU
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_62(('—1—1)
= 0
eZ(a—l)

a = UimaX/Utmax

The index a represents the level of performance improvement after traffic-
partitioning rules are implemented at ¢ time.

RL approach is compared to other methods such as open shortest path first and
WA-SRT. RL technique outperforms the OSPF method in terms of MLU reduction
and comes close to the WA-SRTE method [14]. The RL approach demonstrates
the ability to relate network status to traffic-partitioning rules, assisting in the link
capacity balancing process.

2.2 TE in Hybrid SDN

Zhang et al. [5] proposed a novel method for TE issues with RL. By rerouting
as several flows as potential, traffic engineering approaches area units capable of
achieving the best performance [13]. One TE methodology for mitigating the impact
of a network outage is to balance link usage by forwarding the bulk of traffic matrices
that area unit wedged. The networking unit provides two examples: ECMP [15] and
resending form of essential flows utilizing a code package. Extremely, crucial flows
rerouting RL is another RL technique, mechanically learn the rules for choosing
needed flow for every TM. CFR-RL formulates and solves an easy arithmetic draw-
back so as to direct these essential flows so as to balance network association
usage.

An RL-based technique for balancing network link utilization by learning crit-
ical flows selecting strategy and rerouting relevant essential flow. CFR-RL uses the
reinforce [16] technique to train this neural network, with minor tweaks. Reward
and state space of a key flow selection strategy utilizing a customized RL technique
are all included. State space inputs are the traffic matrix, and RL issue necessitates
a huge action space containing massive network nodes, with the LP function as a
reward. ECMP routing is used to disperse the traffic.

State: An agent is given state ¢; = T,, where T; is TM at time ¢ that provides
information about each flow’s traffic demand.

Action Space: Action spaces are of two types. They are discrete action space and
continuous action space. Here, the agent chooses from a finite action set which distinct
action to do using a discrete action space. Actions are conveyed as a single real-valued
vector in a continuous action space. CFR-RL would choose P essential flows for each
state st. Given that a network with K nodes has a total of K *« (K — 1) flows, RL issue
will necessitate huge action space the value of the C}, «(k—1)- Permit agent to some P
distinctactions in every time t by setting the action spaceto (0, 1, ..., (K % (K — 1)))
[17].
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Reward: CFR-RL resends these key flows and gets the highest link usage U by
resolving the problem of routing optimization after sampling P distinct essential
flows for state ¢;. Reward g is set to 1/U that reflects network performance after
crucial traffic is rerouted to balance link use.

The following is a description of the crucial flow rerouting problem. The goal
is to acquire optimal routing ratios o’ for each essential flow, so in MLU, U is
minimized, given a network H (X, F') with the group of demands of traffic Bs, d for
the set of essential flows (fk) and link load L; ; supplied by the rest of the flows
that are utilizing the default settings. We construct the problem of rerouting as an
optimization to find all viable under-utilized pathways for the specified important
flows

minimize U + E E af’jd

(. J)EF (s.d)e fi

The optimal routing result for chosen important flow is derived by addressing the
aforementioned LP problem with LP solvers. The SDN controller then installs and
changes flow entries at the switches in the appropriate order.

The CFR-RL scheme is presented with the goal of lowering maximum link utiliza-
tion in a network and minimizing network disturbance that causes service disrup-
tion. By resending just 11-20.3% of the entire traffic, CFR-RL delivers near-optimal
performance. CFR-RL achieves optimal load balancing performance in excess of
95% of the time.

2.3 ScaleDRL Scheme for TE in SDN Using Pinning Control

Sun et al. [10] proposed a method for SDN issues using TE. Deep reinforcement
learning and software-defined learning able to develop a model-free TE system with
the assistance of networking technologies. Existing DRL-based TE results, on the
opposite hand, all have a quantifiability issue that forestalls them from getting used
in giant networks. A method that mixes management theory associate degreed DRL
technology is planned to develop an economical network management approach
for TE [18]. ScaleDRL could be a planned approach that employs the construct of
promise management theory to spot and label the group of network links as essen-
tial. Supported traffic distribution info received by SDN controller, DRL approach
is utilized to effectively change the collection of link loads for vital links. The
forwarding pathways of network flows are often dynamically modified employing a
weighted shortest path technique.

ScaleDRL presents a mechanism for evaluating the importance of network links in
routing path development. A control theory-based flow selection algorithms is devel-
oped on this assessment approach [19]. ScaleDRL adapts the DRL method to manage
communication network traffic allotment statistics and dynamically construct TE
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regulations. ScaleDRL is validated using OMNet++ in a fine-grained simulation
with several network topologies of various sizes.

The link weights are the goal of DRL algorithm in ScaleDRL. As a result, in order
to pick a fraction of data plane links with pinning control, we basically introduce
the concept of equilibrium to define the flow relevance in overall network’s routing
patterns. Link centrality, in particular, refers to the correlations that exist between
links as a result of routing pathways.

For network H, R is to represent the group of node r and F is to represent links
f between nodes, having H = (R, F). For a couple of node r;, r; € R, that shall
contain at least a single readdressing path p; ; = {f1, f2, ..., f|o|} that will send
traffic from r; to r; nodes, and represent the shortest path between them as o} j

With weighted shortest path algorithms, computed the shortest path on H, where
value of weight for the link fm is represented by w,, (0 < m < IFl). Use the indicator
ym to denote if link fm is acquire in o that is y r=1 if o} ; carry fm, y" =0
The equilibrium of the link fm is deﬁned as

IR| Rl m
£ = iz Zj:l Xij
IR x [R|
A MDP is used to define model DRL’s working process (MDP) [20]. The DRL
algorithms in the MDP interconnect with target environment. MDP is characterized
as follows:

N=(T,A 0,8, 2),

with T represents state space s, A represents action space a, Q represents reward
space g, S represents the group of probability P, and Z denoting a discount factor.
The entire training goal of DRL algorithm is to increase the cumulative rewards

T
0= Z 7/[%
=0

In numerous network topologies, the packets simulation reveals the ScaleDRL
decreases typical end coordinated universal time up to 40% in comparison with
progressive DRL-based TE system. The link centrality-based choice theme had the
best performance of all the schemes studied that confirms the link centrality-based
choice strategy.

2.4 RL Approach for TE Based on Link Control

Xu et al. [3] proposed a method for TE issues using RL. Deep reinforcement
learning (DRL) permits to use of machine learning to make a model-free TE theme.
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Existing DRL-based TE solutions, on the opposite hand, cannot be utilized in massive
networks. To develop a TE theme, a theme that mixes management theory and DRL
is bestowed. The prompt arrange ScaleDRL selects link range in network and names
the essential flows employing a construct from promise management theory [21]. A
DRL technique is employed to dynamically alter the weights of links for essential
flows supported traffic distribution statistics. The forwarding pathways of the flows
will be dynamically changed employing a weighted shortest path technique.

The basic idea for pinning management is during advanced and dominant whole
network elements to attain network state consumes a lot of resources within the
management algorithmic rule and so does not happen; instead, bound management
signals in mere a part of the network may be removed to attain the supposed synchro-
nization mode. ScaleDRL is enforced supported SDN. There is a vital link algorithmic
rule and a DRL algorithmic rule [22] that resides within the ScaleDRL management.
With SDN, traffic distribution may be collected from time to time by the controller,
and TE rules may be upgraded sporadically. Supported this technology, ScaleDRL
operates in 2 categories: offline and online. Within the offline section, the link choice
algorithmic rule analyzes constellation and a select group of flows as important
network flows supported pin-control perspective. Within the online section, the DRL
algorithmic rule manages flow weights to direct traffic networks.

In link weight algorithm [19], for network H, R is to represent the group of
node r, f is to represent links f between nodes, having H = (R, F). For a couple
of nodes r;,r; € R, that shall contain at least a single readdressing path p; ; =
{f1, f2,..., flo|} that will send traffic from r; to r; nodes, and represent shortest
path between them as o}

With weighted shortest path algorithms, computed the shortest path on H, where
value of weight for the link f, is represented by w,, (0 < m < IFl). Use the indicator
yi"; to denote if link f,, is acquire in o} ; thatis y;"; =1 if of jearry fu, ¥ = 0.
The equilibrium B of the link f,, is deﬁned as

RRPWIPY

bn) =
P = =R X IR]

DRL algorithm develop an action with in neural network to the surroundings at
time ¢t of MDP supported the observation of the state k,. The DRL algorithm obtains
reward r, after a, is performed in the environment, which assesses a,’s performance
in the environment. There are currently several forms of DRL algorithms, with the
key distinction being the mechanism used to update the neural network parameters
in DRL. The DRL framework we are using is ACKTR [23].

The packets simulation reveals the ScaleDRL decreases typical end coordinated
universal time up to 40% in comparison with progressive DRL-based TE system.
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3 Routing in SDN Using Deep Reinforcement Learning

3.1 RL-Routing: An SDN Routing Algorithm Based on DRL

Chen et al. [7] proposed a method for routing in SDN based on RL. Because commu-
nication networks have become so complex and dynamic, they are challenging to
describe and anticipate. To overcome traffic engineering challenge of SDN with
respect to throughput, latency to create a reinforcement learning routing method.
Instead of constructing an exact mathematical model, RL-Routing tackles TE prob-
lems through training. To employ a one-to-many network setup for routing options
and use extensive network information for state representation. The reward method,
which will use networks work rate and delay to optimize network throughput, may be
adjusted to optimize up or down network work rate. The algorithm develops a rule
which anticipates further behavior of basic networks and offers improved routing
pathways among switches after receiving suitable training.

The RL-Routing is located, how it interconnects with remaining components in
SDN architecture. For message exchange, the controller attaches to switch over the
OpenFlow path. There are two main modules in the RL-Routing application. They
are network monitoring modules, which obtain network information through passive
and active network measurements [24]. Network information relates to the position
of network tool, such as flow delay and flow work rate. Another module is the action
translator module, which converts the algorithm chosen action into the suitable group
of OpenFlow messages to modify switch link tables.

Assume network as DGH(X, F) where X = {51, 57, ...s,} is set of switches and
F C X x X is the group of the flows in a network, |Fl = m. Consider the network
flows are two-way directional means f; ; and f;, I are upward and downward flows
connect to s;. Neighbors of switches s; are N(s;) = {sj € X}.F(sj) ={fi,ke F}
is group of adjacent edge to s;. s 1S the source switch.

Let Dsrc C X — {sqc} be collection of entire destination switch from sg.. Path
Dsie.des 18 @ path in network H (X, F) that interconnects Sg. t0 Sges to the order of
switch (sm, iy SjySks sdes), where the besides switches in order form edges in F, and
every switch will be visited once. b, (f, j) is link bandwidth f; ; that interconnects
s; to s; at period intervals At. Delay( /i j) anderrort( fi j) represent delay of link
and indicator for the fault occurred in f;; for time intervals At. Bandwidth of path
by (Psre.des) = min by ( f;, ;) is min bandwidth of the link at period intervals At. Delay
of the path delay, (psc.des) = Y delay( f;. ;) is addition of flow delay in path at period
intervals At. j

The problem of TE is represented as given H (X, F), Ssrc, Dsrc and finds a group
of flows for the succeeding ssrc’s data to switch in Dsrc. The aim is to increase
swsrc’s work rate and reduces communications delay.

The description of RL-Routing is given here. Then, provided a Q learning
algorithm [25] to resolve the traffic engineering problem.

Description of RL-Routing
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1. The template for routing is designated as O = (L, B, S, U, N) where L C Sz
represents state space.

B represents action space.

S : T x B — S represents reward function.

U represents transition probability.

N € [0, 1] represents discount rate.

Dk w

On various network topologies, simulation output demonstrates the RL-Routing
earns greater reward and allows host to send the big file quicker than OSPF and LL
algorithm. On the NSF Net topology, for example, the total of RL-rewards routings
is 119.30, where OSPF and LLs are 106.59 and 74.76. The average RL-Routing
transmission period for 40 GB file is 25.2 s. OSPF and LL have 63 and 53.4 s.

3.2 TIDE: Time-Relevant Deep Reinforcement Learning
Jor Routing Optimization

Sun et al. [8] proposed a novel method for routing issues. TIDE is a smart network
control architecture in view of DRL that can progressively advance routing algo-
rithms in an SDN network without requiring human cooperation. TIDE has been
completely tried and executed in a real-world network setting. The discoveries of
the test show that TIDE can change the directing system powerfully founded on the
network and can limit in general network sending delay by about 9% contrasted with
standard calculations. The optimization has been studied for a protracted time in
network style, and several other optimization ways are given by each lecturers and
business. However, such systems are either too troublesome to use in applications
or perform poorly. Al-based routing ways are planned in early years, with an emer-
gence of SDN and computing. TIDE, associate degree intelligent network manage-
ment design supported DRL that may effectively improve routings ways in associate
degree network while not requiring intervention of human, is planned during this
study. TIDE is tested and enforced during a real-world network surroundings. The
results of the experiment show that TIDE will dynamically adapt the routing strategy
supported the network state of affairs and improve the full network transmittal delay.

To implement the automated routing strategy in SDN, an initial have to be
compelled to build an Associate in Nursing intelligent network management design
known as TIDE [26]. 3 logic planes form up the recommended design for intelligent
network control: information plane, management plane, and Al plane. There are 3
components to the intelligent call loop: reward, state and assortment, rule devel-
opment, and policy preparation. The most contributions are to execute intelligent
routing management of a sending network, “collections-decision-adjustment” loop
is bestowed, and RNN-based DRL system is rigorously created for abstracting traffic
properties and might effectively develop a closure optimal routing set up counting
on the ever-changing traffic distribution.
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The fundamental method of TIDE is DDPG [27], a DRL framework for constant
control. DDPG’s result is not distinct as a narrow group of some actions, unlike
the bulk of reinforcement learning models like DQN. In order to elegantly regulate
entire network traffic flows, routing optimization usually requires adjusting the link
capacity for every link. As aresult, the link capacity space value in the network should
be large, making constant algorithms like DDPG is a good choice for creating routing
strategies.

The interconnection process between agent and environment is viewed as a MDP
in RL. The element tuple of MDP is O = (V, B, K, D, Z), where V represents
state space v, B represents action space b, K represents reward space k, D represents
transition probability method, and z[0, 1] represents discount factor. An agent selects
action b under state v according to rule, which is represented as (b|v) in normal rules
and b = (v) in deterministic rules.

Value functions are used to determine if a policy is beneficial or not. The value of
C is a prominent value function in reinforcement learning. When choosing action b
in state v, value of policy C is defined as [28]

k=0

C(st,b)=E [Z YK (Vr4ks bz+k):|

TIDE decreases the overall transmission latency of entire traffic by around 9%.
This is due to the growing unpredictability of noise traffic, which makes it more
difficult for TIDE categorize network traffic, limiting TIDE’s capacity to make perfect
decisions.

3.3 QR-SDN: Toward Reinforcement Learning States,
Actions, and Rewards for Direct Flow Routing
in Software-Defined Networks

Rischke et al. [9] proposed a novel method for SDN issues. QR-SDN could be
an ancient tabular reinforcement learning system that builds and evaluates routing
patterns of single flows in an action statehouse. The findings are accustomed produce
a model-free reinforcement learning strategy. Owing to direct illustration of link
routes within QR-SDN action statehouse, QR-SDN is the initial RL-Routing tech-
nique that changes many routing ways in which among given offer switch destination
try whereas holding flow integrity. In alternative words, with QR-SDN, packets from
an eternal flow follow a set routing path, however, flows from a continuing source
destinations switches might take a spread of routes. QR-SDN tends to be enforced
in an exceedingly extremely SDN compete for the testbed.

The presentation of SDN link routing drawback to the economical higher cognitive
process by RL agent is not totally been investigated. The planning of the states and
actions, particularly, should be self-addressed as to adequately represent link routing
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drawback for a process by RL algorithm, to see, however, with success an action
solves the flow routing drawback, we tend to utilize the reward. The total of latencies
on these pathways of the flows is the planned incentive.

Assume the network H (W, X), where X is a collection of edges that connects a
group of vertices W. We prefer to focus on a single communication flow, that is, the
flows that convey data from a single sender to a single receiver. Flow e represents
information transfer from a given sender se to a given receiver de for a certain
application or transport layer context, such as a given TCP flow. E is commonly
used to represent the group of all flows. We usually assume that flow e transfers a
certain traffic rate Q, into the network from supply host,

The path V; ;4 is an order of vertices V = (py, ..., p,) from a group of every
possible path V e V; ; interconnecting s to d, where group V; ; might be defined by
search algorithms like DFS [29-33].

The SDN controller’s RL agent monitors the environment by monitoring the
required main performance indicator, as bandwidth, at different times¢t = 0, 1, 2. . ..
The observation contains reward S; € S C § and the environment’s state R, from
the group of states R = {R;, R;, ...}.

The state R, should be made up of a table with the presently chosen paths Q for
every flow e. An action B, € B is chosen based on the state R and its accompanying
reward S. The group of alternative paths including the present path determines the
set of actions B = {B,,l, Ba, .. } The total latencies L, along the present routes
Vs.q of flows e € E is reward S;.

For moderate to high loads, the link-preserving different routing of paths QR-
SDN provides much lesser latencies than conventional unicast path routing systems,
according to the tests. Shifts, like load changes owing to additional flows that end,
are successfully accommodated by QR-SDN.

4 Comparison of Various Traffic Engineering and Routing
Algorithms in SDN and Hybrid SDN

In the section, various traffic engineering techniques and routing algorithms used in
SDN and hybrid SDN are analyzed and given in Table 1.

The mentioned algorithms or techniques (Table 2) are used to improve the perfor-
mance of the network and to increase the efficiency of routing in software-defined
networking. Deep reinforcement algorithms and traffic engineering techniques that
mentioned in the previous approaches are to optimize the maximum link utilization
and to improve the flow routing in the network. Link selection algorithms are used to
optimize distributed estimation and increase network performance. DRL algorithms
are used for traffic control and channel rerouting in the network. RL framework helps
to improve dynamically routing of flows in the network. So, to improve the efficiency
of networks and to increase the overall performance of the SDN, it is needed to use
traffic engineering schemes and reinforcement learning methods in the model.



50

A. Bhavani et al.

Table 1 An overview on various traffic engineering techniques and routing algorithms

Research work | Addressed Compared Result
issue with
Xuetal. [1] Traffic Shortest path | DRL-TE consistently outperforms DDPG
engineering (SP), load
balance,
DDPG
Wuetal. [2] Deep Convolution Existing methods are outperformed by the
reinforcement | neural network | proposed algorithm
learning (CNN), deep Q
learning
networking
(DQN)
Sun et al. [3] Optimal traffic | TIDE, ScaleDRL has better control performance
scheduling DRL-TE than other DRL solutions
Zhang et al. [5] | Traffic ECMP CFR-RL, able to derive to unknown traffic
engineering matrices, according to the evaluation
findings
Guo et al. [6] Traffic OSPF, The proposed ROAR method achieves
engineering WA-SRTE, near-optimal network performance in the
MCF hybrid SDN
Chen et al. [7] Deep LL, open As a result of RL-Routing, a host can
reinforcement | shortest path transfer the large data effectively than
learning first (OSPF), OSPF and receive higher rewards as a result
RL-Routing
Sun et al. [8] Routing Quality of The effectiveness of TIDE is validated
optimization | service (QoS)
Rischke et al. [9] | Reinforcement | Deep A traditional tabular RL technique for the
learning reinforcement | link routing in SDN was developed and
learning-traffic | assessed
engineering
(DRL-TE)
Sun et al. [10] Deep Pinning Validate the effectiveness of ScaleDRL
reinforcement | control
learning

5 Conclusion

The state-of-the-art TE techniques and routing algorithms in SDN and hybrid SDN
were analyzed in-depth. For each of the article, the issues addressed, mathematical
model or algorithm used along with its core classification is tabulated very clearly
for the researchers to have an idea on the literature. The study gives a very elaborated

insight.
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Table 2 Mathematical model/algorithm used
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Mathematical model/algorithm

Purpose of usage

Classification

DRL-TE

The DRL-TE system is greatly
reducing end-to-end delay as well
as improving total utility

Reinforcement learning
algorithms

TCCA-MADDPG algorithms

For traffic control and channel
rerouting, the objection function
must be optimized

Deep RL method

Link selection algorithm

To optimize the distributed
estimation and improve the
performance of network by
changing topology

Sorting algorithms

Heuristic algorithm

Faster and more efficient
approach to solving a problem

Reinforcement learning in
SDN

Reinforcement learning
algorithm

In computing, a method of
determining what actions will be
taken by software agents in a
given circumstance

Reinforcement learning

Reinforcement learning routing
algorithms

RL framework helps improve
adaptive routing algorithms

Reinforcement learning

1. Deep deterministic policy
gradient algorithms
2. Markov decisions process

The Q-function and the policy are
simultaneously learned

Graph theory

Flow routing algorithm

To address the routing flows

Flows routing in SDN

DRL algorithm Flows weights for selected flows | Pinning control
are dynamically adjusted with the
DRL algorithm
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Abstract With an ever-increasing number of user equipment (UEs) and rising
bandwidth demands of new applications, deployment dense heterogeneous cellular
networks have been embraced in various network scenarios. The cells experience
unloaded due to the random UEs mobility and cells deployment, which degrades
the network performance such as handover success, throughput, and load distri-
bution. We propose an enhanced cluster-based algorithm for small cell mobility
load-balancing networks to address such a problem. The conventional mobility
load-balancing (MLB) algorithms consider only the contiguous neighboring cells
and do not expand enough performance of the network, while other MLB algo-
rithms consider the neighboring cells of the total network experienced unneeded
MLB actions. The proposed load-ba