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Preface 

With a deep satisfaction, we write this preface to the proceedings of ICCNCT 2022 
held in RVS Technical Campus, Coimbatore, Tamil Nadu, India, on April 1–2, 2022. 

This conference proceedings volume contains the written versions of most of the 
contributions presented during the conference of ICCNCT 2022. The conference 
has provided a setting for discussing the recent developments in a wide variety of 
topics including network operations and management, QoS and resource manage-
ment, wireless communications, and delay-tolerant networks. The conference has 
been a good opportunity for participants who came from different destinations across 
the globe to present and discuss the topics in their respective research areas. 

ICCNCT 2022 tends to collect the latest research results and applications on 
computer networks and next-generation communication technologies. It includes a 
selection of 67 papers from 309 papers submitted to the conference from universities 
and industries all over the world. All accepted papers were subjected to strict peer 
review by 2–4 expert referees. The papers have been selected for this volume because 
of their quality and relevance to the conference. 

ICCNCT 2022 would like to express our sincere appreciation to all authors for 
their contributions to this book. We would like to extend our special thanks to all 
the referees for their constructive comments on all papers, and moreover, we would 
also like to thank the organizing committee for their hard work. We also wish to
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acknowledge the speakers and participants who attended this conference. Finally, 
we would like to thank Springer publications for producing this volume. 
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Cluster Head Selection Based 
on Mapping-based Cuttlefish 
Optimization Algorithm for Multipath 
Routing in MANET 

S. Venkatasubramanian and A. Suhasini 

Abstract The study develops the mapping-based cuttlefish optimization algorithm 
(MCFA) to select the cluster head (CH). A local and global search integration is 
occurred by using this algorithm, and chaos mapping is introduced to solve the issues 
of trapping in local optimum. NS-2 tools are used and test the efficiency of the MCFA 
algorithm with ant colony optimization (ACO) in terms of path optimality, delay time, 
etc. The results prove that the proposed MCFA achieves better performance than the 
existing ACO algorithm. 

Keywords Multipath routing · Network lifetime · Cluster head selection · Mobile 
ad hoc network · Mapping-based cuttlefish optimization algorithm · Routing 
overhead 

1 Introduction 

MANET is a wireless network structure that will not depend on any infrastructure, 
and it has various self-characteristics such as organizing, sustaining, and regulating 
mobile hosts [1, 2]. Nowadays, MANET has become a research center because 
of its incredible potential in various fields such as military battlefields, commer-
cial, emergency aid, and civilian applications [3, 4]. Features of MANET include 
dynamic terrain, unstable connections, limited power, and a lack of stable infras-
tructure compared with wired networks. The battery power, storage capacity, and 
computing power of nodes are terminated in MANET, where these nodes are consid-
ered as mobiles devices that are used for communication processes including laptops, 
mobile phones, iPad, and personal computers. Therefore, these terminals provide a
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major challenge for designing effective routing protocols [5, 6]. Routing has two func-
tions such as finding the best route and another is transferring the packets. Hence, 
in such communication, routing is considered as a major part [7, 8], and it is not 
possible for communication directly without any kind of this infrastructure. Coor-
dination between these mobile nodes is finally required, and routing in multi-hop is 
adopted, where the distribution of data packets from source to destination is carried 
out by intermediate node, which acts as a relay in the communication [9, 10]. 

In MANET, the connection may get failed due to the battery being out of power. 
Therefore, the power of the mobile device must be taken into account in the routing 
protocol for extending the network lifetime and ensuring network connectivity [11]. 
In the last few years, researchers implemented the energy-awareness protocol to mini-
mize the high energy consumption of nodes. Using this above protocol, different path 
selection schemes are explored for improving the MANET’s power efficiency [12]. 
The network load is balanced, and utilization of the network is improved by diverting 
traffic to other paths using multipath routing and also minimizing the network conges-
tion while comparing with traditional single-path routing. To some extent, it has 
effectively improved the credibility of the network [13]. 

Therefore, the lifetime of various applications such as reliability, network perfor-
mance, and less energy consumption is highly adjusted by the clustering technique 
[14]. Selection of CH is the process of choosing a node as the leader node in the cluster, 
and this block header stores information about its group that includes node list in the 
cluster and the path to each node. Communication must be done with all the nodes of 
its group which is the main responsibility of the CH. This communication can take 
place either directly with the respective CH or through gateways. There are three 
steps in the communication, where initially, data sent by group members is received 
by CH, compressing this data as the second step, and at last, the transmission of data 
is carried out to the final destination or other CH. A suitable group head reduces 
power consumption and extends network life [15]. Choosing a particular node as the 
header of a block is a very important but complex one. Several factors can be taken 
into consideration when choosing the best node as a CH [16]. Some of these factors 
include node position, movement, energy, confidence, and performance of a node 
compared to other nodes. WSN and MANET nodes are running out of battery power 
and resources. The selection process enhances the overall processing efficiency of 
the network. Therefore, the processing and power limits must be considered to hold 
the selection process [17]. 

Due to dynamic traffic and controlled resources, MANETs must maintain a profes-
sional dynamic architecture that can detect multipath with minimal overhead traffic. 
Due to a large amount of node movement, the tip increases the density of multipath 
routing, which leads to a breakdown of the active connection. Moreover, MANET 
problems are minimized by many recent applications such as computational intel-
ligence, genetic algorithm-based methodologies, and artificial intelligence. In this 
research work, MCFA-based CH selection technique is implemented in multipath 
routing for improving the link scalability and energy efficiency. This MCFA uses 
the two processes such as reflection and visibility for finding the optimal solution 
to choose CH in a network. In addition, the problem of local trap is solved by
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chaos mapping, and therefore, failure of a link is minimized by increasing the packet 
delivery ratio. 

1.1 Structure of the Research Paper 

It is constructed based on the following information: A basic introduction about 
MANET, multipath routing, and clustering process is given in the introduction. The 
study of existing techniques that are used in multipath routing is described in Sect. 2. 
A brief explanation of CH selection using MCFA with cluster formation is provided 
in Sect. 3. The simulation analysis on the NS-2 tool to validate the effectiveness of 
the proposed MCFA model with the existing technique is presented in Sect. 4. The  
scientific contribution of the research methodology is provided in Sect. 5. 

2 Related Works 

In MANET, energy-efficient navigation is ensured by offering a trust-based approach 
from the researcher Veeraiah et al. [18], where this paper developed a hybrid algo-
rithm called slap single player with cat algorithm for identifying the optimum paths 
and routes. In this work, CH is elected by using a fuzzy clustering model that is used 
based on relevance values of direct and indirect trust values. The calculation is based 
on the confidence limit of the additional nodes detected. This means that different 
routes that are planned by all call centers choose the best route and integrate features 
such as overall route performance, response time, and connectivity. According to the 
trust value only, the CH is elected, and if any one of the values is mismatched, it is 
difficult to select the CH. 

Prasad and Shankar [19] developed the Energy-Aware Routing on Demand 
Protocol (EARDP) for avoiding energy wastage in the network model. The protocol 
keeps MANET as active as possible and acts as an effective routing method when the 
mode of routing is changed. The best way for MANET routes is to set up the routes 
so that there is power in the mobile nodes and protocol functions on the network. 
When the mobile note is idle/disabled, the transceiver’s power consumption protocol 
is disabled. Any communication requests over the network are taken care of by this 
model. Two more routing processes such as conditional max–min battery capacity 
and dynamic source routing are considered in this work to test the effectiveness of 
the EARDP model. However, the scalability of nodes is minimized in this work and 
occurred as a major issue in the EARDP model. In addition, common problems are 
raised for both environments when implementing EARDP with two different nodes. 

To solve the problem of pathway elongation and energy consumption, the energy-
efficient route discovery as EE-OHRA is developed by Kumar and Anuratha [20] in  
MANET. Routing failures are avoided by taking into account the life span of the path 
when determining the path. When the total computational load on each node increases
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due to route detection techniques, one of the possible route detection methods cancels 
out this effect. Without malicious nodes, finding the longest longevity path, this model 
should focus on safety. 

For network nodes, fault tolerance and less energy consumption are achieved 
by Wang [21] using a model based on a genetic algorithm (GA). Different distance 
parameters between various nodes are considered for obtaining efficient fitness func-
tions. Some of the major characteristics are included in this work such as the base 
station receiving several hops from the devices, these base stations are sending the 
available hops to the next hop for process, and finally, the distance is calculated 
between sending device and base station. The simulation study confirmed the effi-
ciency of the model; however, exponential increases are occurred in the search space 
of the GA, when the number of elements in the mutation is large. 

Ran et al. [22] designed a multipath quality of service-based routing security 
algorithm on blockchain (MQS) by improving the traditional AODV protocol. The 
first step is to create a network of nodes in the network, starting with intermediate 
nodes and storing the location of all nodes in the network. When connected with the 
blockchain, the model ensured that only trusted nodes are connected and developed 
a smart contract code, which is used to present the primary communication route in 
the blockchain network. To be most effective, it should be focused on a large number 
of attacks. 

As suggested by Sharma and Tharani [23], a multipath routing protocol based 
on ACO with node disjoint is developed by using traditional AODV protocol. In 
this particular system, one-way detection detects all node split paths from source 
to destination by eliminating the other routing control overrides. After the first path 
identification, the movement of data packets begins. All other secondary pathways 
are detected simultaneously. Toward the destination, the traffic is allowed to flow by 
modifying all the existing routes from a damaged link, and this process is carried 
out by the route repair technique, which is focused on in this study. However, the 
probability distribution of ACO is changed by iterations and high convergence is 
obtained, which are the major limitations in this model. Therefore, finding the CH 
for improving the network lifetime is the most challenging task in the environment. 

3 Proposed Work 

This section presents the overall description of the proposed MCFA-based CH 
election in the multipath routing protocol. 

3.1 Cluster Formation 

The nodes are positioned at random locations in MANET, and they are grouped to 
form different clusters. The nodes are formed into a cluster based on some criteria, and
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the nodes that do not fall into the criteria are included in another cluster. Each node 
in the cluster is assigned with any one of the functions such as member node, CH, 
and gateway node. The CH coordinates the intra-cluster communication, whereas 
the gateway coordinates the inter-cluster communication. The CHs communicate 
with each other through the gateway node to reduce the traffic overhead. Generally, 
the clusters are formed by broadcasting the beacon messages to the neighbors. This 
generates more traffic and leads to congestion. The proposed method utilized the 
characteristics of fish, and the status of the nodes is gathered from their neighbors 
to reduce the number of beacon transmissions. A threshold RSSI value is estimated, 
and the nodes lie in a certain cluster based on their transmission range. 

By using a Unique Identification Number (UID), the network allows the nodes to 
join into it, where HELLO message is transmitted by the nodes with its transmission 
range. According to the neighbor node’s highest degree value, the node is elected as 
CH, which has some important parameters that are described as follows: 

• The maximum number of nodes in the cluster is equal to the maximum size of 
the cluster. 

• The maximum number of levels in a cluster is equal to the maximum hop limit. 
• The UID of the CH is its ID. 
• The CH acts as the advertising node. 

The advertising node advertises the ID in its neighborhood range. If any neighbor 
node wants to join the cluster, a joining request is sent by the node to the CH through 
the advertising node. The request is received by the CH and accepted, only if: 

• The maximum size of the cluster is less than the total number of nodes in the 
cluster. 

• The maximum hop limit is less than the level of requesting nodes. 

If the requesting node satisfies the above criteria, the CH accepts it as a cluster 
client (CC) and allocates an ID. The routing table is updated by registering the CC’s 
ID by CH. The CC is considered as a gateway or border node when it has more than 
one ID of various clusters. The advertising node is modified into newly registered CC 
by CH, where in the same cluster, if the CC has more than one ID, then the smallest 
length ID is advertised by CC. The steps are repeated until the cluster has reached 
the maximum size. 

At the time of cluster formation, UID is assigned only after the node joined 
the network. To maintain the neighbor table, the HELLO message is broadcast by 
the nodes. CH is elected by considering which node has the highest number of 
neighboring values, and it remains as CH for a predefined period, until it dies [24]. 

3.2 Selection of CH by Considering the Objective Function 

In this work, the objective function is achieved by using the distance of the intra-
cluster between sensors and the distance from the target node. Consider the average
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intra-group activity and target distance of CH as f 1, and it should be reduced for the 
best CH selection. Suppose, the inverse function of the total strength of all selected 
CHs is f 2. Both placed functions should be minimized to be within (f 1, f 2) [0,1] to 
get the best results. The objective function f 1 is depicted as follows: 

min f1 = 
m∑

i=1 

1 

ni

(
ni∑

i=1 

θ
(
Tj , CHi

) + (CHi , BS)

)
(1) 

where the distance between CH of i, target node of j is depicted as θ (Tj,〖CH〗i), 
the distance between the node, CH is represented as (〖CH〗i, BS); finally, a total 
number of the target node is defined as n, and CH is presented as m. 

The mathematical expression for objective function f 2 is given as: 

min f2 = 1∑m 
i=1 ECHi 

(2) 

where ECHi refers to the mass of the remaining energy from the head. To minimize the 
linear function and objective function, the optimal CH is identified by using MCFA 
that is designed in this research work. Mathematically, it represents the integral 
objective function as (3). 

F = μ × f1 + (1 − μ) f2, 0 < μ <  1 (3)  

where μ is the weight parameter in the range of [0,1]. The search operator with the 
lowest objective value is CH. 

In most of the existing techniques for multipath routing, an energy-efficient clus-
tering algorithm is designed to select the optimal CH and increases the network 
stability by developing ticket ID-based clustering manager (TID-CM) [25] and ticket 
ID zone manager routing protocol (TID-ZMGR) [26]. The issues of energy consump-
tion and workload of CH are reduced by (TID-CM) with three mechanisms such as 
ticketing pool, route planning, and ID controller. In [25], TID-CM uses the cluster 
agent (CA) for monitoring and updating the information about CH in the groups 
with high energy levels and low distance. In [26], the load is balanced and traffic 
is controlled by zone leader (ZL) in TID-ZMGR, where the node is elected as ZL 
by considering various parameters such as link quality, distances, connectivity, and 
energy. But, in this research work, CH is elected based on finding the optimal solu-
tion of MCFA using only two processes such as reflection and visibility and using 
limited parameters. Moreover, the existing techniques [25, 26] use only 100 nodes 
with 200 s of simulation time for experimentation, but the proposed MCFA model 
uses 150 nodes with 160 s of simulation time, which proves that the proposed model 
is more effective than existing techniques. To get the lowest objective value (optimal 
solution), the proposed model uses the MCFA that is described as follows. Figure 1
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Fig. 1 Flow diagram of proposed methodology 

shows the working flow of the proposed methodology. 

3.2.1 MCFA 

The selection of CH among the cluster groups is determined using a MCFA [27], 
which is a modified version of CFA that reflects the cuttlefish’s skin color-changing 
mechanisms. CFA uses two main processes to search for the optimal solution: visu-
alization and reflection. The reflection process simulates the reflections of light, and
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the vision process simulates seeing the matching patterns. The major feature of CFA 
is that it can able to integrate the search of local and global values, where during the 
searching process, the contribution of this integration is adjusted in the initial step. 
But, the major problem of CFA is that it will get trapped into the local optimum. By 
enabling the random search, chaos mapping is applied to CFA for solving this above-
mentioned problem that brings dynamism to the algorithm. This solution helps the 
algorithm to overcome the local minima. Therefore, the proposed MCFA suggested 
following the chaos mapping of CFA which improves the performance of the algo-
rithm in dealing with various optimization problems [28]. Here, MCFA is used as a 
feature selection technique for predicting heart diseases in [28], where this research 
study uses the MCFA for finding the optimal solution to elect the CH in MANET’s 
multipath routing technique. 

Therefore, a chaos mapping-based population initialization is done in this MCFA. 
Search supported by chaos designations has the potential to reach most states within 
a given region without redundancy. Specific chaos assignment equations have been 
written to generate sequences of chaos in the MCFA proposed in (4) and (5). 

Crn+1 = δ ∗ Crn ∗ (1 − Crn) for 0 < δ  ≤ 4 (4)  

Brn+1 = δ ∗ Brn ∗ (1 − Brn) for 0 < δ  ≤ 4 (5)  

where function’s initial value is depicted by δ, Cr and Br denote a function based 
on the logistic mapping functions, which varies from 0 to 1, and n is the number 
of nodes present in the network. Using this framework improves the diversity and 
coverage of solutions. The parameters Cr and Br are used in MCFA, instead of the 
random parameter used in the original CFA. After random starting, a new solution 
was found using visualization and reflection as shown in Eq. (6). 

Ns = Re + Vs (6) 

Ns stands for the new solution, Re stands for reflection, and Vs stands for vision. 
This algorithm divides the population into four classes. For type 1, the algorithm 
uses state 1 and state 2 (the association between erythrocytes and chromatophores) 
to create a new solution. Both events are comprehensive research using each point’s 
value to identify new areas around the best solution in a given period. In type 2, the 
algorithm uses state 3 (the erythrocyte inversion factor) and state 4 (the interaction 
between erythrocytes and chromatophores), which act as a local search for a new 
solution. For type 3, state 5 (interaction between chromatophores and lucopores) is 
used to create solutions close to the best solution (local search). Finally, for type 3, 
condition 6 (Lucophorus reflection factor) implements a global search that reflects 
incoming light without any changes. The equations used to calculate reflection and 
visibility for the four types are described below. 

(a) States 1 and 2 for Type 1
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Re[ j] = Cr ∗ G1[i].points[ j] (7) 

Vs[ j] = Br ∗ (b.point[ j] − G1[i].points[ j]) (8) 

where G1 is type 1, which shows an element/cluster as I in group as G1; points [j] 
represent point j of element i in the set; and b is the best solution or optimal solution 
for electing the CH, where the value of the best points is averaged. In addition, Cr 
and Br are chaos mapping numbers, Re represents the magnitude of the reflection, 
and Vs represents the size of the final shape. 

(a) States 3 and 4 for Type 2 

Re[ j] = Cr ∗ G1[i].points[ j] (9) 

Vs[ j] = Br ∗ (b.point[ j] − G2[i].points[ j]) (10) 

(b) State 5 for Type 3 

Re[ j] = Cr ∗ G1[i].points[ j] (11) 

Vs[ j] = Br ∗ (b.point[ j] − AVB) (12) 

where AVB specifies the average value of the best points. 

(a) State 6 for Type 4 

p[i].points[ j] = random ∗ (U1 − L I ) + L I (13) 

where i, j = 1, 2, . . . ,  n and U1 and L I indicate the upper and lower limits of the 
problem domain. 

4 Results and Discussion 

The selected algorithm simulates an NS-2.33 simulation using the network topology 
as shown in Table 1. The binary dialog model uses TCP packets to enable the move-
ment of a full 150 nodes in all directions. The 30 dynamic nodes are linked together 
from the whole nodes and run the simulations for 160 s. For the first fifteen decades, 
no conversation started. The initial track started moving them after 10 s, and the 
next track started moving them after 20 s. The conversation ended in 160 s. In 
MANET, therefore, only packets are selected in connections till they reach their final 
destination, where no new TCP packets are generated.
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Table 1 Simulation setup Parameter description Value 

Types of antenna OMNI 

Simulation beginning time 11.5 s 

Delay propagation 165 ms 

Opened connections 
simultaneously 

12 connections of TCP (i.e., 
24nodes) 

Network type and channels Wireless 

Speed of the nodes 15–50 m/s 

Topological dimension (1600 × 1600) 
Types of MAC IEEE 802.11e 

Propagation 2 way  

Model of mobility Random waypoint 

Network’ pause time 55–355 s 

4.1 Performance Parameters 

End-to-end Delay (ETED): The average time between packet generation at the source 
node and the effective transport of the packet at the target node is measured. It 
calculates all possible delays in the source, including sequence time, node transfer, 
transmission and restarts on the MAC layer. Class time can be created by network 
blocking or the inability of appropriate methods. 

Number of Packets Dropped: During communication, the data packets are not 
effectively transmitted to the target destination. 

Packet Delivery Ratio (PDR): It effectively measures the number of data packets 
delivered to each target node and information packets generated by full source nodes. 

Throughput: The transfer rate parameter calculates the amount of information that 
synchronization can provide to the mobile network. Productivity is the pocket size 
that comes in the sink per MS. 

Routing Load: It is a comparative ratio of the number of routing connections 
reported at each station on the MANET and the total number of data packets 
effectively delivered to all target stations. 

Jitter: Between all other nodes, the packet delay time in standard deviation is 
mentioned by the metric called jitter. 

4.2 Validation Analysis of Proposed Model 

In this section, the performance of the proposed MCFA algorithm is tested and its 
efficiency is compared with existing techniques, namely EE-OHRA [20] and ACO 
[23] in terms of various parameters. Figure 2 shows the comparative analysis of the 
proposed model with existing techniques in terms of ETED.
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Fig. 2 Graphical representation of MCFA with existing models in terms of ETED 

Here, initially, 100 nodes are considered and tested for ETED, where initially, the 
delay time is measured according to the node pause time that increases the impact of 
the total number of nodes in the network. When the node is 100, the node pause time 
of MCFA is only 10 s, where the ACO and EE-OHRA have 28 and 30 s. According 
to the total number of nodes, it may vary, for instance, when the node is 40, ACO has 
43 s, EE-OHRA has 45 s, and the proposed MCFA has only 32 s. From the graph 
analysis, it is proven that the MCFA has less node pause time than other existing 
techniques. The reason is that mapping criteria are used in the proposed model for the 
objective function effectively. Figure 3 provides the experimental analysis of MCFA 
on average jitter. 

When the node increases, the average jitter is also increased, for instance, the 
MCFA has 0.42 s when the node is 20, and the same method achieved 0.58 s of

Fig. 3 Graphical representation of MCFA with existing models employing Jitter
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Fig. 4 Graphical representation of MCFA with existing models by considering path optimality 

average jitter for the node 60. However, the proposed MCFA model achieved less 
average jitter, when compared with existing techniques. For instance, when the node 
is 40, EE-OHRA has 0.56 s, ACO has 0.58 s, and the proposed MCFA model has only 
0.48 s. When the node reaches 80, the existing techniques achieved 0.74 and 0.70 s, 
where the MCFA achieved 0.62 s. This analysis shows that the MCFA provides better 
performance than existing techniques, even the impact of node size is high. Figure 4 
depicts the analysis of MCFA with ACO and EE-OHRA in terms of path optimality.

From the analysis, the reduced number of hops is used only by the proposed MCFA 
model for processing the packets in the network than existing techniques. The reason 
is that the multipath routing of MCFA uses only two main processes such as reflection 
and visibility as a search strategy for finding the optimal solution of CH, where ACO 
uses the searching behavior of ants to find the optimal path, and once the path has 
deviated, it is difficult to find the solution. Here, the EE-OHRA method achieved 
18, 44, and 58%, ACO achieved 15, 43, and 55%, and the proposed model achieved 
11, 30, and 42% when the node is 40, 100, and 150. When the node size increases 
gradually, the number of hops for path optimality is also gradually increased by the 
algorithms. For instance, when the node is 120, the MCFA achieved 34%, and the 
same method achieved 30% of path optimality when the node is 100. Figure 5 gives 
the experimental results of the proposed model with existing techniques in terms of 
load balance. 

The load balance implies the capacity of an algorithm for handling the mobility 
speed. For instance, the mobility speed of MCFA is 215 kmph for node 2, and the 
same method achieved 220 kmph for node 8. The existing ACO method achieved 
125 kmph for node 2, and it has only 140 kmph for node 8. While comparing with 
all techniques, EE-OHRA achieved less mobility speed such as 195 and 198 kmph, 
ACO achieved 150 and 130 kmph, and MCFA achieved 214 and 218 kmph for nodes 
10 and 12. Figure 6 provides the analysis of the proposed MCFA with ACO and 
EE-OHRA in terms of PDR.
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Fig. 5 Graphical illustration of the proposed model with existing techniques using load balancing 

Fig. 6 Graphical illustration of the proposed model with existing techniques by considering PDR

To identify the PDR, the three parameters such as mobility, packet size, and 
network size are considered in the simulation part. When the packet sizes improve, 
the proposed model increased nearly 5–6% of PDR than existing techniques. When 
the node is 100, the EE-OHRA achieved 92%, ACO achieved 90%, and MCFA 
achieved 97%, where these existing techniques achieved 87% of PDR and proposed 
MCFA achieved 93% of PDR, when the node is 40. PDR is gradually increased 
for all techniques when the node size is increased. For instance, MCFA achieved 
91% of PDR for node 20, and it achieved 96% of PDR for node 80. From these 
various experimental analyses, it is proven that the proposed MCFA achieved better 
performance than other techniques. 



14 S. Venkatasubramanian and A. Suhasini

5 Conclusion 

In this research work, multipath routing is developed by MCFA-based CH selection 
technique for improving the network lifetime and stability of the MANET. From 
the group of clusters, the CH is elected based on the optimal solution of MCFA. 
Here, the main feature of the proposed algorithm is that local and global searches are 
integrated and the local trap is solved by the chaos mapping function. According to 
the visibility and reflection process, an optimal solution is obtained for electing the 
CH and multipath routing is carried out. The experiments are conducted to verify the 
performance of MCFA with existing techniques called ACO and OHRA model in 
terms of major parameters such as ETED, PDR, mobility speed, average jitter, and 
path optimality. The results proved that the MCFA achieved 97% of PDR, 30% of 
path optimality, 0.68 s of average jitter, 10 s of ETED for node 100, where the ACO 
model achieved 90% of PDR, 43% of path optimality, 0.75 s of average jitter, 28 s of 
ETED for the same node 100. This analysis proves that the MCFA achieved better 
performance than existing models for electing the CH that provides better multipath 
routing and improved the network lifetime. 
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Opinion Mining of Movie Reviews Using 
Hybrid Deep Learning Technique 

Yash Patel, Jaimeel Shah, and Shital Pathar 

Abstract Due to Internet, vast amount of data is generated day by day; from those 
data to find useful insights, there is need to identify and extract the subjective infor-
mation. Today’s trends show that people are buying any products or watching any 
movie on Web sites, and they write the feedbacks related to that product or movie, 
which will be helpful to business in terms of profit. For that, the need is analysis of 
written reviews which will be done by sentiment analysis. It is a method which is 
used to gauge opinions of individuals or groups of persons related to their products 
or movies. This method will extract the meaningful insights from the written reviews 
in the form of positive, negative, or neutral. Analysis of sentiment is also known as 
opinion mining. In this paper, hybrid deep learning model (CNN + LSTM) is applied 
on IMDB movie review dataset and performs a comparison with CNN model. 

Keywords Hybrid model · Convolutional neural network (CNN) · LSTM ·
CNN-LSTM · Glove word embedding · word2vec word embedding · Opinion 
mining 

1 Introduction 

Due to the corona pandemic, people are not going to theaters. They are watching 
movies from online digital platforms like Amazon Prime, Netflix, Hotstar, and some 
other Web sites. These online sites provide the platform on which customers are 
able to write and share their feedbacks about movie they have watched. Analysis 
of their positive opinions tells us particular movie’s box office collection success.
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Analysis of negative opinions tells us the strong and weak points of the movie. So, the 
analysis of customer opinions helps movie business to connect with their customers. 
That helps them to meet their customer expectations after doing the analysis. After 
the analysis, their business will grow. So analysis is important for business growth 
and benefits. Since movies play an important role in the entertainment industry, 
not only do they entertain people, but they also rely on ratings and profits based 
on reviews from all over the world [1]. Producers take better decisions from the 
online reviews, like how to satisfy their viewers and make more sales taking an 
advantage. It also helps viewers to quickly determine which movie to watch. The 
analysis of opinions is done using the sentiment analysis [2]. It is a technique which 
extracts and understands the emotions in form of positive or negative present in the 
text [3]. Extracting sentiments from the large dataset is a challenging task. For the 
processing of these large datasets, various deep learning algorithms are required. 
The deep learning algorithms are different from the traditional machine learning 
algorithms. Particularly, deep learning algorithms are not dependent on the different 
feature extraction techniques. They extract the features during the training time. 

2 Literature Review 

Due to corona pandemic, most of the businesses are running on online platforms. 
Expressing opinions and posting reviews about the product purchased or movies that 
are seen have become trending nowadays. Sentiment analysis performed on movie 
review dataset using deep learning model CNN also used machine learning algo-
rithms like Naïve Bayes, SVM, logistic regression, KNN, and ensemble methods. 
As a result, they found that the deep learning model CNN gives better performance 
than the other models [1]. Sentiment analysis is performed on mobile phone reviews 
dataset. Reviews are categorized using different machine learning techniques such 
as Naïve Bayes, SVM, and decision tree. Model performances of classifiers are 
compared and get result as SVM classifier gave better performance than the other 
machine learning methods [2]. Researchers did the sentiment analysis on the product 
review dataset, used different machine learning methods: Naïve Bayes and support 
vector machine (SVM), and found that the SVM technique gives better performance 
[3]. Deep learning technique LSTM is applied on custom review dataset which gives 
efficient result [4]. Sentiment classification of movie reviews is done using different 
machine learning classifiers such as decision tree, SVM, and maximum entropy. We 
compared the model performance and found that maximum entropy techniques give 
better accuracy [5]. Deep learning technique is applied for sentiment classification of 
smartphone review dataset. We used CNN as a deep learning method and compared 
their model performance with machine learning methods such as Naïve Bayes and 
support vector machine (SVM). A deep learning method is better performed than 
machine learning techniques [6]. Researchers performed sentiment analysis on movie 
reviews. Machine learning classifiers are applied on dataset. Naïve Bayes, KNN, 
and random forest classifiers are applied and achieved 81.4% accuracy [7]. Opinion
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mining is performed on movie reviews, and machine learning and deep learning 
methods are applied on the review dataset. For machine learning, SVM and Naïve 
Bayes techniques are used, and for deep learning, neural network technique is used. 
A deep learning technique gave better performance than the other methods [8]. Deep 
learning methods are applied on hotel’s review dataset for classification of senti-
ments. We applied convolutional neural networks (CNN) on hotel review data and 
classified into sentiments. Comparing the model performance of the CNN method 
with other methods and achieving the result as convolutional neural networks give 
better performance than the other methods [9]. Sentiment classification of restau-
rant reviews is done. We applied various machine learning models on the dataset 
and got highest accuracy by SVM classifier [10]. Sentiment analysis is applied on 
persian movie reviews. We performed deep learning techniques CNN and LSTM on 
review dataset and compared their model performance with machine learning tech-
niques like SVM, MLP, and logistic regression. The result found that LSTM model 
performance was better than the other techniques [11]. Machine learning classifiers 
such as decision tree, Naïve Bayes, and KNN are applied for sentiment analysis. 
We compared the performance of the models. Found result as Naïve Bayes model 
performed the better than the other models [12]. We performed sentiment analysis 
on Twitter dataset using machine learning classifiers such as decision tree and Naïve 
Bayes and found that decision tree machine learning classifiers gave better results 
[13]. We applied machine learning models Naïve Bayes and SVM on reviews dataset 
for the prediction of sentiments, compared their performances, and found that Naïve 
Bayes performance is better than the SVM. Different machine learning methods such 
as Naïve Bayes, maximum entropy, and SVM are applied on review dataset, and the 
performance using different evaluation parameters is measured [14]. We applied 
various machine learning and deep learning techniques on amazon review dataset 
for predicting their outcomes in form of positive and negative and achieved good 
accuracy [15]. 

3 Proposed Work 

The proposed diagram shows that the different steps are involved to predict the 
sentiment as positive or negative from the movie reviews (Fig. 1). 

To perform opinion mining or sentiment analysis on reviews, the need is to collect 
the data from standard sources. 

3.1 Collection of Data 

IMDB movie review dataset is used in this work. This dataset is available on Kaggle 
Web site. This dataset contains 50 K movie reviews.
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Fig. 1 Proposed model 

3.2 Pre-processing of Data 

Dataset is used in the form of CSV format. Pre-processing is the most important step, 
which helps for determining sentiments from the data. This step performs a major 
role in opinion mining tasks. It will remove the unnecessary and incomplete data and 
convert it into clean data. Different pre-processing steps involve tokenization, stop 
word removal, stemming, lemmatization, and punctuation removal. 

3.3 Text to Numeric Conversion 

Process of converting text information into numeric is called as vectorization process, 
which will be understood by the deep learning algorithms. In this work for the vector-
ization process, word2vec word embedding is used. In word embedding, text data 
are converted into vector format. I have used pre-trained word2vec word embedding 
to convert each word into a 300-dimensional vector size. In word2vec embedding 
technique, it represents the different words, which are used in the same context and 
have very close vector representation which will be useful to the model to understand 
meaning of the word correctly and predict the accurate outcomes. In this work, pre-
trained glove word embedding technique is also used to check the model performance 
of CNN-LSTM with word2vec word embedding with hybrid model CNN-LSTM.
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3.4 Segregation of Training and Test Data 

The most important step in machine learning and deep learning is to feed some 
amount of data into the model for the training purpose so that model can understand 
the meaning of that data, which will help the model for predicting the unseen data. 
From that, we will check the level of understanding of model how well it understands 
the data. So, to predict the unseen data by the model, necessary step is to first train 
the model, and for that, separation of data is required. In this work, we split the data 
into 80:20 ratio. We have taken 80% data for training the model and 20% for testing 
the model understanding. 

3.5 Classification 

After dividing the dataset into two parts, I feed the training data into the deep learning 
hybrid approach CNN-LSTM model. Keras library’s sequential layer is used for the 
model. The first layer of the hybrid model is the embedding layer. The embedding 
layer will convert the data into a dense vector size of 300, and this review matrix 
will be fed into the convolutional layer. Each filter in the CNN will extract specific 
features. It will pass to the max pooling layer. This layer selects max value from 
the parameters and reduces the dimensionality which reduces the complexity of 
computation. These spatial features are learned sequentially by an LSTM layer of 
150 units. Outputs from the LSTM model are passed in to the dense layer. As there are 
two labels that the model will predict for that purpose. Sigmoid activation function 
is used at the last layer. Model is trained using 50 epochs and 256 batch size. Now 
model is ready to predict the unseen data. In this work, 7080 training samples and 
3450 testing samples are taken (Fig. 2). 

Fig. 2 Hybrid model architecture
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3.5.1 Pseudocode for the CNN_LSTM Model 

Input: Model, train, test. 
// Model = keras sequential Model, train x = training data, test y = testing data. 
AF = RELU (), OAF = sigmoid (), 
Hyperparameters: filters, kernels, pool size, max_ sequence length, batch size, 

epochs. 
seq_in = Input(shape = (MSL)) // MSL = max_sequence_length of sentence. 
embedded_seq = embedding_layer(seq_in). 
X = CONV1D (NCF, WINSIZE, AF) (embedded_seq) //NCF = no of convolu-

tion filter, WINSIZE = Kernel size. 
X = MP1D(PS)(X) // MP1D = Max pooling 1D layer, PS = pooling size, 
X = LSTM (NOU, Dropout = 0.1, Recurrent_Dropout = 0.2) (X) //NOU = no 

of Units. 
Pred = FC (NC, OAF) (X) // NC = no of class to predict, FC = fully connected 

layer. 
Model = Model (seq_in, pred). 
Opt = Adam, Loss = binary cross entropy. 
model. Compile (Opt, Loss, AC) //opt = optimizer, AC = accuracy Measures. 
Model.fit (train x, train y, epochs, batch size, test x, test y). 

4 Result 

The model’s performance is measured using different evaluation parameters which 
are as follows: accuracy, precision, recall, etc. 

Table 1 shows that the glove word embedding with CNN-LSTM hybrid model 
achieved better accuracy than the word2vec word embedding with CNN-LSTM 
model. In this work, the reason behind to use hybrid model is CNN model can 
extract the important feature without seeing its position from the sentence; it means 
CNN cannot remember the position of the capture feature from the sentence so 
that model cannot understand the meaning of the whole sentence clearly. If those 
extracted features are passed sequence-wise to the LSTM model, then this LSTM 
model can remember the previous data of the input sentence. It means LSTM model 
will remember the sequence of extracted features, and from that, it will find the 
contextual meaning of the word from the surrounding words of the sentence. So

Table 1 Model performance 

No. Model Accuracy Precision Recall 

1 Word2VEC + CNN_LSTM 0.9071 0.89 1.00 

2 GLOVE + CNN_LSTM 0.9176 0.95 0.94 

3 Word2VEC + CNN 0.8050 0.75 0.83
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model will understand the meaning of whole sentence precisely and also gives better 
performance.

Figure 3 shows the receiver operating characteristic (ROC) curve for glove word 
embedding with CNN-LSTM hybrid classifier. 

The hybrid word2vec word embedding with CNN-LSTM model and glove word 
embedding with CNN-LSTM model performance comparison results are represented 
graphically which is shown in Fig. 4. 

Fig. 3 ROC curve 

Fig. 4 Performance 
measures
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5 Conclusion 

Opinion mining of movie reviews is done using hybrid deep learning approach. For 
that, word2vec word embedding with CNN-LSTM hybrid model is applied on IMDB 
movie review dataset. And its performance is compared with glove embedding with 
CNN-LSTM hybrid model. In this work, glove embedding with CNN-LSTM hybrid 
model performs better than the word2vec embedding with CNN-LSTM. So, by using 
different types of vectorization technique, it will affect the performance of the model. 
With an increase in size of data, model performance also increases. Batch size, No of 
epoch, optimizer, and activation functions affect the performance of the deep learning 
model. 
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Hybrid Approach to Predict the Death 
Rate of COVID-19 Patients 

P. Keerthika, P. Suresh, R. Manjula Devi, S. Vaishnavi, C. Shanmathi, 
and V. Surendar 

Abstract From closedown of December 2019, coronavirus has directly exhibited 
a lofty rate of transmission, coercing the World Health Organization to contend in 
the month of March 2020 that this unbeknownst coronavirus can be depicted as a 
pandemic. COVID-19 epidemic has guided to an operatic misplacement of deathly 
life over the public and presents an unbeknownst complaint to public fitness. It also 
affects the food systems of the person and the world of work. Once the person is 
infected by COVID, the metabolic exertion of vulnerable cells in his or her body is 
enhanced, similar as the one driven by COVID-19. The country’s dietary habits are 
analyzed to predict the particular person’s death rate. By using KNN algorithm, the 
performance metrics such as accuracy, precision, recall, and F1 score are evaluated 
for the country’s dietary habits. In this research, both clustering and classification 
are combined to increase the accuracy of the prediction of death rate of the person. 
K-means is used for the clustering of the countries, and KNN is used for classifying 
the countries. The 170 countries are clustered based on the country’s dietary habits, 
and other disease affected rate using K-means clustering algorithm. Countries are
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clustered into high and normal death rate countries based on the country’s dietary 
habits and another cluster into high and normal death rate based on the other disease 
affected rate rather than COVID-19. Using the country’s dietary habits and other 
disease affected clusters, the death rate of the person is predicted. After clustering 
the data based on the country’s dietary habits and other disease affected rate, the KNN 
algorithm is used to classify and identify the person’s death rate. Using clustering 
and classification algorithms in a combined way, an accuracy of 79% is achieved. 

Keywords Machine learning · COVID-19 · Classification · Country’s dietary 
habits · Other disease affected · Survival rate 
1 Introduction 

The severe acute respiratory motive coronavirus 2 contagion causes coronavirus 
illness, a transmittable disease. Kwekha-Rashid et al. [1] describes the adulthood of 
those infected with the contagion will hold genial to moderate respiratory symptoms 
and will get back without the lack of medical concentration. Some, on a different 
angle, will pick up critically crummy and deliver medical assistance. Sedate illness is 
additionally probable to walk out the elderly and those with bolstering medical condi-
tions analogous as cardiovascular indictment, diabetes, chronic respiratory indict-
ment, or cancer. De Felice and Polimeni [2] says that COVID-19 may frame anyone 
ill and bring them to pick up truly ill or dead-end at any age. Stay at least 1 cadence 
downward from people, burn out a fluently decent vizard, and splash your hands or 
apply an alcohol-predicated annoyance periodically to pinch-hit yourself and others 
from infection. Salam et al. [3] says that when it is your wander, get vaccinated and 
supervise foremost counsel. Larger respiratory driblets to lower aerosols are among 
the particles. Rustam et al. [4] refers that however, it is critical to borrow respiratory 
form, similar to coughing into a flexed elbow, if you are sick. 

2 Related Works 

2.1 Effects of COVID-19 on Patients with Other Disease 

The nimbus contagion complaint 2019 (COVID-19) epidemic has accelerated the 
dangers for cases with different conditions and has commanded an expressive colli-
sion on conventional healthcare capitals. Patients with lung disease, respiratory chal-
lenges or cancer who likewise hold COVID-19 held a significantly lesser mortality 
rate. Older era, manly coitus, a record of smoking, the presence of multitudinous 
functional comorbidities, interpretation deal, and developing malice are presently 
verified threat deputies for mortality in people with COVID-19. Pinter et al. [5] 
describes that rotundity and some attendant ails hold likewise existed recognized as 
probable clinical threat attorneys for mortality in people with COVID-19. Further-
more, they are at a higher risk of contracting opportunistic infections and having
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serious complications as a result of these illnesses. Postponing or changing the treat-
ment schedule may result in a negative consequence, with a well-documented impact 
on clinical outcomes. Furthermore, patients may be at a higher risk of infection as a 
result of their frequent hospital visits. Cases must peregrinate to establishments for 
treatment, despite considerable trip challenges, and must-have line to be filtered for 
COVID-19 infection gesticulations. Fu et al. [6] says that in a COVID-19-prioritized 
fitness network, we must equalize the COVID-19 difficulty and the precautionary 
conduct we are straining to restrict this epidemic with the irrefutable peril of enlarged 
morbidity and fate for cases. Punn et al. [7] says that patients, as well as healthcare 
practitioners, are unsure and concerned about the current epidemic and the amount of 
available information, which includes disinformation and rumors. Yadav [8] refers to 
whether individuals with cirrhosis and COVID-19 are more likely to decompensate 
or suffer acute-on-chronic liver failure (ACLF). 

2.2 Identification of COVID-19 Applying X-Rays and CT 
Scans 

The use of various machine learning methods facilitates the use of X-ray images and 
CT scans to diagnose COVID-19 more effectively. The accuracy rate of predicting 
COVID-19 using X-rays and CT scans range from 78% to more than 99%. Rasheed 
et al. [9] says that this method not only helps in identifying COVID-19 but also helps 
in predicting the severity of the disease and chance of early mortality. 

2.3 Diagnosis Based on Blood and Urine Tests 

COVID-19 is diagnosed using epidemiological factors, clinical characteristics, 
imaging results, and nucleic acid screening, among other things. These technolo-
gies took a long time to produce the diagnosis results and were prone to errors. 
Soares [10] says that for a patient with COVID-19 infection, many types of clinical 
data were obtained and manually merged by doctors to make diagnostic judgments. 
Using clinical information and blood/urine test data, this study looked at detecting 
critically unwell COVID-19 individuals from those with minor symptoms. 

2.4 Vaccination 

Enough vaccine boluses have nowadays been contributed to completely vaccinate 
44.6% of the world’s population, but the admeasurement has existed irregularly. 
The best vaccinations are very successful at reducing illness and death, stopping a
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pandemic requires a concerted approach. Vaccinating 70–85% of the US population, 
according to infectious-disease experts, would allow for a return to normalcy. That 
is a frightening degree of immunization on a worldwide basis. The current global 
immunization rate averages 31,953,362 doses per day. It will take another 5 months to 
cover 75% of the population at the current rate. This progress is under jeopardy. Ong 
et al. [11] says that new strains have resurrected epidemics, headed by the highly 
transmissible delta variant. Vaccines and viruses are now in a life-or-death battle. 
Abdulkareem et al. [12] refers that unvaccinated person are now more vulnerable 
than ever before. According to the most recent statistics, even among people who 
have been vaccinated, the delta variation can cause minor cases, and those who 
become ill can spread the disease to others. 

2.5 New Delegates Companies with COVID-19 Transmission 

Profitable differences, among numerous proxies associated to COVID-19 threat, 
accelerated the accident of COVID-19 transmission. Sear et al. [13] refers that 
COVID-19 losses were negatively associated with per capita sanitarium bunks. Blood 
varieties B and AB were displayed to be defensive against COVID-19, but blood 
variety A was planted to be a threat agent. Samui et al. [14] refers that COVID-
19 transmission is hampered additionally by lofty temperatures than by equatorial 
temperatures. 

2.6 Reduction in Mobility and COVID-19 Transmission 

Commonwealths have tried to degrade severe acute respiratory motive coronavirus 2 
transmission in reaction to the COVID-19 epidemic by confining population shifting 
through gregarious distancing ways, away lowering the composition of interactions. 
Mele and Magazzino [15] refers to minimizing neighborhood-position transmission 
of severe acute respiratory motive coronavirus 2 and ammunition endangered popu-
lations, gregarious spacing, case insulation, and covering possessed breaths routinely 
adopted. 

2.7 Environmental Perspective on COVID-19 

This outbreak has also impacted people’s lifestyles; it has resulted in widespread job 
losses and put millions of people’s lives in jeopardy as companies shut down to stop 
the virus from spreading, inferring that lights have been canceled and transportation 
networks have been shut down all around the world [16]. However, the COVID-19
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pandemic’s containment resulted in improved air quality in many cities throughout 
the world, as well as a reduction in water pollution in some areas. 

3 Proposed Work 

In this research, a hybrid of classification and clustering is used to predict the possi-
bility of survival of the particular person. The country’s dietary habits and other 
disease affected person data are analyzed to predict the particular person’s survival 
rate. The country’s dietary habits and the other disease affected person dataset are 
clustered into four types of clusters by using K-means. PCA algorithm is used to 
normalize the data. After clustering, the data in the dataset is given as the training 
data to the KNN algorithm. After training the model, a particular person’s details are 
given as input, to predict the particular patient’s survival rate based on the country 
the person belongs to, the dietary habits cluster and also with the help of other 
disease affected clusters. The country’s dietary habits and other disease affected 
person data are analyzed to predict the particular person’s survival rate. By using 
KNN algorithm on the country’s dietary habits and the other disease affected person 
dataset, the performance metrics such as accuracy, F1 score, recall, and precision are 
evaluated. 

3.1 PCA 

PCA is used to reduce the dataset’s dimensionality, minimizing the information loss 
and increasing the interpretability. PCA is the primary proportion reduction fashion, 
which facilitates us to decrease the size of the dataset and count undesirable connec-
tions. PCA is hypercritical while the dataset has millions of dimensions, we can use 
it to extract functions having redundant data. As we cannot fantasize redundant than 
three dimensions, we can use PCA to lessen the size to visualize the data. Dimensions 
of the dataset are to be reduced when there are many characteristics in the dataset, 
which makes distinguishing between relevant and redundant data difficult. In Fig. 1, 
the original data is rounded in between 0 to 1. 

The values in food supply in Kcal dataset, food supply in Kg dataset, fat supply 
dataset, protein dataset, and other disease affected dataset are dimensionally reduced 
using PCA. It does so via means of compressing the characteristic area via means 
of figuring out a subspace that captures maximum of the facts with inside the entire 
characteristic matrix. By this way, it reduces the dimensionality of the dataset.
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Fig. 1 Principal component analysis 

3.2 K-Means 

The K-means is used to find groups which have not been explicitly labeled in the 
data. It is used to find similarities in the data. 

• Intake for K-means clustering: Dataset K number of desired clusters. 
• Affair for K-means clustering: K set of clusters. 

In Fig. 2, each centroid point is clustered into K clusters. Initialize the composition 
of cluster k and gather the original centroid aimlessly. Also, the squared Euclidean 
length will be computed from each valuation to each cluster is reckoned, and each 
thing is charged to the closest cluster. After that, for each cluster, the new centroid

Fig. 2 K-means
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Fig. 3 KNN 

is reckoned and each value is now replaced by the separate cluster centroid. K-
means algorithm is easily adaptable to new dataset while training and testing data. 
Compared to other clustering algorithms, k-means gives fast and efficient results. 
Since the dataset supplied is generalized, the k-means algorithm produces the best 
result. So that k-means algorithm is chosen to cluster the dataset.

3.3 KNN 

KNN algorithm finds the parallelism between the latest data and formerly accessible 
data or case and adds the latest data into the order which is additionally analogous 
to the data. KNN stores already available categories and classifies the new data or 
case based on the similarity between data. So whenever new data comes, it classifies 
easily based on a well-suited category. In Fig. 3, there are two categories, category A 
and category B. A new data point arrived. The new data point belongs to category A 
or category B is decided by KNN algorithm based on Euclidean distance. Actually, 
KNN has quick calculation time and also it has high accuracy. KNN algorithm is 
easily adaptable to new data. So that KNN algorithm is chosen to classify the dataset. 
In this research, KNN is used to classify the data based on the similarity. 

3.4 Dataset 

In this exploration, salutary fashions of the country and disparate complaint affected 
dataset are employed to prognosticate the person’s survival grade. It combines data 
of dissimilar classes of food and COVID-19 cases and deaths each around the people. 
Each dataset contains data about 170 county’s food practices. The dataset includes
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Table 1 Dataset description Dataset Rows (countries) Columns (food 
habits) 

Food supply in Kcal 170 32 

Food supply in Kg 170 32 

Protein dataset 170 32 

Fat dataset 170 32 

Other disease dataset 170 5 

• % of fat consumed 
• % of food supply (in kilogram) consumed 
• % of energy (in kilocalories) consumed 
• % of protein consumed. 

The fat consumed dataset, food supply in kg dataset, food supply in kcal dataset, 
and protein consumed dataset contain animal products, aquatic products, fish, 
seafood, fruits, vegetables, meat, oil crops, pulses, cereals, species, and also COVID-
19 active cases, death cases, recovered cases, and population. The dataset also 
contains the details of the person affected with any other disease other than COVID-
19. It includes diseases like diabetes, chronic kidney disease (CKD), chronic obstruc-
tive pulmonary disease (COPD), obesity, and undernourishment. And also, it contains 
the active cases, confirmed cases, death, and recovered cases. Countries are clustered 
into high death rate and normal death rate countries based on other disease affected 
person dataset. Table 1 describes the number of rows and columns in each and every 
dataset. 

3.5 Hybrid Approach 

In this research, both clustering and classification are used to increase the accuracy. 
For clustering, the K-means algorithm is used. PCA is used for normalizing the 
dataset. For classification, KNN algorithm is used. PCA is the important method 
for reducing the dimensionality of the dataset. The K-means is used to find groups 
which have not been explicitly labeled in the data. It is used to find similarities 
in the country’s dietary dataset and other disease dataset. By using both k-means 
and KNN, the survival rate of the particular person was predicted. In this hybrid 
approach, clustering and classification algorithms are combined. Only by classifying 
the dataset, the accurate prediction cannot be achieved. Whereas by implementing 
clustering and classification algorithms in a combined way, the accurate prediction 
is achieved. Compared with performance metrics achieved only by classifying the 
dataset, the hybrid approach’s performance metrics like accuracy, F1 score, precision, 
and recall were increased.
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Fig. 4 Workflow 

3.6 Workflow 

First of all, all the required dataset is collected for clustering and classification. After 
collecting all the necessary data, the data in the dataset is preprocessed. The missing 
data in the dataset is replaced with −1. There is no categorical data in the dataset. 
For feature scaling, the PCA algorithm is used. The dietary habit dataset and other 
disease dataset are taken for training the model. By using K-means clustering, the 
country’s dietary habits and other disease affected person data are clustered into four 
clusters, namely high death rate countries and normal death rate countries. By using 
KNN algorithm, the dataset is classified. After classification, a particular person’s 
details are given as input, to predict the particular patient’s survival rate based on 
the country the person belongs to, the dietary habits dataset and also with the help 
of other disease affected dataset. 

Figure 4 describes the workflow of this research work. In this research, the 
country’s dietary habits and other disease affected person data are analyzed to predict 
the particular person’s survival rate. The country’s dietary habits and the other disease 
affected cluster are classified by using KNN algorithm. 

4 Result 

4.1 Performance Metrics 

Accuracy, Precision 

Delicacy (Accuracy) is a metric for assessing bracket miniatures. Informally, delicacy 
is the bit of prognostications the miniature was accurate. Formally, delicacy is the 
number of accurate prognostications per total number of prognostications. Precision 
is a metric that quantifies the number of correct positive prognostications made. 
Equation (2) describes the distinction between the caliber of true positive and the 
extension of true positive and false positive.
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Accuracy = (TP + TN) 
(TP + TN + FP + FN) 

(1) 

Precision = TP 

(TP + FP) 
(2) 

Recall, F1 Score 

Recall is a metric that quantifies the number of correct positive prognostications 
made out of all positive prognostications that could have been made. Equation (3) 
describes the anamnesis caliber of true positive and the extension of true positive 
and false negative. The F1 score is a measure of a model’s delicacy on a dataset. 
Equation (4) describes the F1 score as twice the rate of addition of perfection and 
recall to the addition of perfection and recall. 

Recall = TP 

(TP + FN) 
(3) 

F1 Score = 2 ∗
(
(precision ∗ recall) 
(precision + recall)

)
(4) 

4.2 Performance Evaluation 

Figure 5 describes the accuracy and precision for KNN classification and the hybrid 
approach. In the y-axis, the percentage is taken, and in the x-axis, accuracy and 
precision for KNN classification and hybrid approach were taken. Figure 6 describes

Fig. 5 Accuracy and precision
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Fig. 6 Recall value and F1 score 

the recall and F1 score value for KNN classification and hybrid approach. In the 
y-axis, the percentage is taken, and in the x-axis, the recall and F1 score value for 
KNN classification and hybrid approach were taken. From the below graphs, it is 
clear that the proposed system performs more efficiently than the existing system. 
The accuracy of the proposed system is 79%.

5 Conclusion and Future Work 

The goal of this project is to predict the person’s possibility of survival based on the 
country they belong to and if the person is affected by any other diseases. Punn et al. 
[7] refers that COVID-19 is being spread rapidly and many technologies have been 
identified for prediction of survival rate. KNN is the most commonly used classifi-
cation algorithm. Though many inventions have been made, using KNN algorithms 
is the best and fastest way to predict the survival rate of people. It stores all the data 
that is fed through clustering of the data based on country dietary habits and other 
diseases and classifies the new data, based on similarity in the test data and training 
data. The purpose of this project is to predict the person’s possibility of survival [17]. 
The future work of the project is to develop a Web-based application which will be 
useful for the hospital management system and make it free of cost and have planned 
to develop two additional modules, assessment using RNN and IoT. The analysis 
using RNN module will act as a voice-enabled chat bot and ask some questions to 
the users. It is intelligent to change the questions from the user’s mental state and 
their previous answers [18]. The final module is analysis using IoT which makes use 
of pulse rate monitors and EEG sensors to detect depression at a very accurate level. 
This will be very effective and useful for the doctors and also the public.
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A Study on Reinforcement 
Learning-Based Traffic Engineering 
in Software-Defined Networks 

A. Bhavani, Y. Ekshitha, A. Mounika, and U. Prabu 

Abstract Modern communication networks have grown highly complex and 
dynamic, making them difficult to describe, forecast, and govern. So, the software-
defined networks (SDNs) have emerged. It is a centralized network, and it is flexible 
to route network flows. Traffic engineering (TE) technologies are used with deep 
reinforcement learning (RL) in SDN to make networks more agile. Different strate-
gies for network balance, improvement, and minimizing maximum link usage in the 
overall network were considered. In this article, recent work on routing as well as TE 
in SDN and hybrid SDN is analyzed. The mathematical model and algorithm used 
in each method are interpreted, and an in-depth analysis has been done. 

Keywords Software-defined networks · Hybrid software-defined networks ·
Traffic engineering · Routing · Reinforcement learning 

1 Introduction 

SDN aims to separate the control plane, and data plane to make network management 
easier, cut operating costs, and encourage innovation and development [1]. It is a 
networking design that allows for a dynamically, efficient network arrangement to 
boost overall network ability while also making networks more agile and adaptable 
[2]. It enables software applications to govern the network centrally. This allows 
operators to control the whole network. It allows a controller to make centralized 
decisions and adaptively design packet-switching nodes [3]. The SDN architecture 
is shown in Fig. 1.
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Fig. 1 SDN architecture [4] 

1.1 Hybrid SDN 

A hybrid SDN may be a networking strategy that mixes ancient networking with 
software-defined network manner within the same atmosphere [5]. Engineers will 
operate SDN technologies and old shift rules on constant physical hardware in a very 
hybrid SDN [3]. Whereas traditional distributed networking protocols still steer the 
bulk of the traffic on the network, a network manager will style the SDN management 
plane to seek out and govern sure traffic flows. 

RL-Routing is a reinforcement learning routing technique that solves a traffic 
engineering (TE) problem in terms of throughput and delay in an SDN. Instead 
of constructing an exact mathematical model, RL-Routing tackles the TE problem 
through experience. One-to-many network setup for routing choices is used 
and extensive network information for state representation is considered. The 
reward mechanism, which uses network throughput and delay to optimize network 
throughput, can be adjusted to optimize upward or downward network throughput. 
The agent develops a policy that anticipates future behavior of the underlying network 
and offers improved routing paths between switches after receiving suitable training.
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1.2 Traffic Engineering 

TE is a network management technology that enhances the performance of networks 
by optimizing traffic routing approaches and communicating by anticipating and 
controlling the behavior of transmitted data [1]. Using data flow to determine link 
status paths within a network balances the load on multiple connections, routers, and 
switches [6]. This is particularly important in networks with several parallel paths. 

1.3 Routing 

Routing is the method of choosing the most convenient path through the associate 
network to send packets to a destination host or hosts so that the router forwards the 
packets to those hosts [6]. It is the method of creating a traffic path among a network, 
likewise as across and across many networks. The neural network’s purpose is to 
reduce network time delay while optimizing the packet pathways that are being 
addressed. The shortest path is regarded the most important issue in any routing 
method that may be carried out in real time. 

1.4 Reinforcement Learning 

RL could be an ML coaching strategy that rewards fascinating behaviors whereas 
laborious undesirable ones [7]. A reinforcement learning agent will understand and 
comprehend its surroundings, act, and learn through trial and error usually. It is all 
regarding working out a way to behave optimally during a given scenario to maximize 
reward. Associate degree agent explores associate degree unknown atmosphere to 
attain a goal within the reinforcement learning downside [8]. RL is made on the 
concept that the increasing of expected accumulative reward could also be wont to 
represent any goal. To maximize reward, the agent should learn to sense and disturb 
the state of the atmosphere through its activities. 

Both deep learning and reinforcement learning are self-learning systems. Deep 
learning involves learning from a training set and then applies that knowledge to 
fresh data, whereas reinforcement learning involves dynamically learning by altering 
actions depending on continuous response to enlarge a reward. Reinforcement 
learning and deep learning are not mutually inconsistent.
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1.5 Deep Reinforcement Learning 

Deep reinforcement learning may be a variety in ML that permits intelligent robots 
to find out from their actions within the same from that folk do [9]. The fact that 
associate agent is rewarded or penalized to support their actions is inherent during 
this variety of machine learning [10]. Deep RL may be an answer that features deep 
learning permitting agents to form selections supported by unstructured computer 
files while not manually constructing the state area. 

This paper’s primary contributions are summarized as follows: 

• The article shows different approaches to improve network performance using 
TE strategies with reinforcement learning in SDN and hybrid SDN. 

• Various routing methods in the software-defined network to improve network 
efficiency. 

• The paper shows a comparison of various traffic engineering and routing 
algorithms in SDN and hybrid SDN. 

The remainder of this paper is organized as follows: Sect. 2 represents the various 
TE methods in SDN and hybrid SDN using deep RL. Section 3 describes the different 
routing approaches in SDN, and Sect. 4 represents the comparison of various traffic 
engineering and routing algorithms in SDN and hybrid SDN. 

2 TE in SDN and Hybrid SDN Using Reinforcement 
Learning 

2.1 TE in Hybrid SDN 

Guo et al. [6] proposed a novel method on the TE in hybrid SDN. With the rise of 
software-defined networks (SDNs), network routing is becoming more centralized 
and flexible. Traffic engineering in hybrid SDNs is a topic that is attracting wide 
interest from academia and industry. RL-based traffic splitting method that learns 
to balance the dynamically changing traffic and address it through a traffic splitting 
agent in hybrid SDN. To generate a routing strategy for new traffic needs quickly 
and intelligently, a traffic splitting agent is created and learned offline using the RL 
algorithm to build a direct link between traffic demands and traffic splitting rules. The 
powerful traffic splitting guidelines provides the policies that can be used to set up 
the traffic splitting ratios on SDN switches. These switches can be advanced quickly 
and can expand rapidly once the traffic splitting agent has been learned [11]. It is 
usually recommended to create a suitable simulation environment to avoid routing 
loops. The traffic splitting guidelines are used to fulfill the interactive standards. 

An RL approach for tackling the TE problem of the hybrid SDN consists of two 
steps: offline learning and online routing. Draw the directed acyclic graph (DAG) 
[12] based on hybrid SDN architecture and traffic statistics to ensure a hybrid SDN
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environment with loop-free routing for the RL agent’s interaction during the offline 
learning stage. A traffic-partitioning agent is taught to make a direct link between 
the network environment and the routing techniques using the RL methods and the 
constructed DAG. When the demand of the traffic changes, the trained traffic splitting 
agent can quickly establish an acceptable routing scheme at the online routing stage. 

The TE problem’s network model is a hybrid SDN with dynamic traffics. The 
network topology is represented as an undirected graph H = (X, F), where X is the 
set of forwarding devices, which is made up of SDN switch Xs and router X1, and F 
is the link set, with C(f ) denoting the capacity of connection f ∈ F . 

The group of (TMs) may be indicated by b = {B1, B2, …,  Bn} also  ri may be the 
weight constant of TM bi. Those components Bi(p, q) to  bi speak the traffic demand 
starting from gadget p to gadget q.p,q ∈ X, W is the link weight setup under the OSPF 
protocol. Variable e means the partitioning of traffic flows. 

A collection of TMs B, the purpose of TE on the hybrid SDN is to increase the 
network performance by minimizing the maximum link usage (MLU) [13] for every 
single TM Bi. In the hybrid SDN, both the link weight settings w and the partitioning 
traffic movement f on each SDN switch decide the result of MLU. TE problems on 
hybrid SDN are defined as 

Minimize 
n∑

i=1 

rUmax 
i 

n∑

j=1 

ri = 1, 0 ≤ r j ≤ 1 

w( f ) ∈ N , ∀ f ∈ F 
0 ≤ Umax 

i ≤ 1 

A node q ∈ X and TM Bi ∈ B, we calculate node q’s MLK as below: 

MLK B(v) = max Ui (e) 

The value of MLK of node q in different TMs is calculated based on MLK(q) by 
computing equation 

score(v) =
∑

Bi∈B 
MLK Bi (v) 

The TE’s goal in hybrid S reduces the MLU as much as possible. As a result, MLU 
is included in constructing reward rt as defined to enable the traffic-partitioning agent 
to effectively learn optimal rules with small MLU
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rt = 

⎧ 
⎨ 

⎩ 

−e2( 1 a −1) 
0 

e2(a−1) 

a = Umax 
i /Umax 

t 

The index a represents the level of performance improvement after traffic-
partitioning rules are implemented at t time. 

RL approach is compared to other methods such as open shortest path first and 
WA-SRT. RL technique outperforms the OSPF method in terms of MLU reduction 
and comes close to the WA-SRTE method [14]. The RL approach demonstrates 
the ability to relate network status to traffic-partitioning rules, assisting in the link 
capacity balancing process. 

2.2 TE in Hybrid SDN 

Zhang et al. [5] proposed a novel method for TE issues with RL. By rerouting 
as several flows as potential, traffic engineering approaches area units capable of 
achieving the best performance [13]. One TE methodology for mitigating the impact 
of a network outage is to balance link usage by forwarding the bulk of traffic matrices 
that area unit wedged. The networking unit provides two examples: ECMP [15] and 
resending form of essential flows utilizing a code package. Extremely, crucial flows 
rerouting RL is another RL technique, mechanically learn the rules for choosing 
needed flow for every TM. CFR-RL formulates and solves an easy arithmetic draw-
back so as to direct these essential flows so as to balance network association 
usage. 

An RL-based technique for balancing network link utilization by learning crit-
ical flows selecting strategy and rerouting relevant essential flow. CFR-RL uses the 
reinforce [16] technique to train this neural network, with minor tweaks. Reward 
and state space of a key flow selection strategy utilizing a customized RL technique 
are all included. State space inputs are the traffic matrix, and RL issue necessitates 
a huge action space containing massive network nodes, with the LP function as a 
reward. ECMP routing is used to disperse  the traffic.  

State: An agent is given state ct = Tt , where Tt is TM at time t that provides 
information about each flow’s traffic demand. 

Action Space: Action spaces are of two types. They are discrete action space and 
continuous action space. Here, the agent chooses from a finite action set which distinct 
action to do using a discrete action space. Actions are conveyed as a single real-valued 
vector in a continuous action space. CFR-RL would choose P essential flows for each 
state st. Given that a network with K nodes has a total of K ∗ (K − 1) flows, RL issue 
will necessitate huge action space the value of the C p k∗(k−1). Permit agent to some P 
distinct actions in every time t by setting the action space to (0, 1, . . . ,  (K ∗ (K − 1))) 
[17].
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Reward: CFR-RL resends these key flows and gets the highest link usage U by 
resolving the problem of routing optimization after sampling P distinct essential 
flows for state ct . Reward  q is set to 1/U that reflects network performance after 
crucial traffic is rerouted to balance link use. 

The following is a description of the crucial flow rerouting problem. The goal 
is to acquire optimal routing ratios σ i, j s,d for each essential flow, so in MLU, U is 
minimized, given a network H (X, F) with the group of demands of traffic Bs, d for 
the set of essential flows ( f k) and link load Li, j supplied by the rest of the flows 
that are utilizing the default settings. We construct the problem of rerouting as an 
optimization to find all viable under-utilized pathways for the specified important 
flows 

minimize U +
∑

(i, j)∈F

∑

(s,d)∈ fk 

σ s,d i, j 

The optimal routing result for chosen important flow is derived by addressing the 
aforementioned LP problem with LP solvers. The SDN controller then installs and 
changes flow entries at the switches in the appropriate order. 

The CFR-RL scheme is presented with the goal of lowering maximum link utiliza-
tion in a network and minimizing network disturbance that causes service disrup-
tion. By resending just 11–20.3% of the entire traffic, CFR-RL delivers near-optimal 
performance. CFR-RL achieves optimal load balancing performance in excess of 
95% of the time. 

2.3 ScaleDRL Scheme for TE in SDN Using Pinning Control 

Sun et al. [10] proposed a method for SDN issues using TE. Deep reinforcement 
learning and software-defined learning able to develop a model-free TE system with 
the assistance of networking technologies. Existing DRL-based TE results, on the 
opposite hand, all have a quantifiability issue that forestalls them from getting used 
in giant networks. A method that mixes management theory associate degreed DRL 
technology is planned to develop an economical network management approach 
for TE [18]. ScaleDRL could be a planned approach that employs the construct of 
promise management theory to spot and label the group of network links as essen-
tial. Supported traffic distribution info received by SDN controller, DRL approach 
is utilized to effectively change the collection of link loads for vital links. The 
forwarding pathways of network flows are often dynamically modified employing a 
weighted shortest path technique. 

ScaleDRL presents a mechanism for evaluating the importance of network links in 
routing path development. A control theory-based flow selection algorithms is devel-
oped on this assessment approach [19]. ScaleDRL adapts the DRL method to manage 
communication network traffic allotment statistics and dynamically construct TE
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regulations. ScaleDRL is validated using OMNet++ in a fine-grained simulation 
with several network topologies of various sizes. 

The link weights are the goal of DRL algorithm in ScaleDRL. As a result, in order 
to pick a fraction of data plane links with pinning control, we basically introduce 
the concept of equilibrium to define the flow relevance in overall network’s routing 
patterns. Link centrality, in particular, refers to the correlations that exist between 
links as a result of routing pathways. 

For network H , R is to represent the group of node r and F is to represent links 
f between nodes, having H = (R, F). For a couple of node ri , r j ∈ R, that shall 
contain at least a single readdressing path pi, j = { f 1, f 2, . . . ,  f |o|} that will send 
traffic from ri to r j nodes, and represent the shortest path between them as o∗ 

i, j . 
With weighted shortest path algorithms, computed the shortest path on H , where 

value of weight for the link fm is represented by wm (0 ≤ m ≤ |F|). Use the indicator 
ym i, j to denote if link fm is acquire in o∗ 

i, j that is y
m 
i, j = 1 if  o∗ 

i, j carry fm, ym i, j = 0. 
The equilibrium of the link fm is defined as 

fm =
∑|R| 

i=1

∑|R| 
j=1 x

m 
i, j 

|R| × |R| 
A MDP is used to define model DRL’s working process (MDP) [20]. The DRL 

algorithms in the MDP interconnect with target environment. MDP is characterized 
as follows: 

N = (T , A, Q, S, Z ), 

with T represents state space s, A represents action space a, Q represents reward 
space q, S represents the group of probability P , and Z denoting a discount factor. 

The entire training goal of DRL algorithm is to increase the cumulative rewards 

Q = 
T∑

t=0 

γ t qt 

In numerous network topologies, the packets simulation reveals the ScaleDRL 
decreases typical end coordinated universal time up to 40% in comparison with 
progressive DRL-based TE system. The link centrality-based choice theme had the 
best performance of all the schemes studied that confirms the link centrality-based 
choice strategy. 

2.4 RL Approach for TE Based on Link Control 

Xu et al. [3] proposed a method for TE issues using RL. Deep reinforcement 
learning (DRL) permits to use of machine learning to make a model-free TE theme.
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Existing DRL-based TE solutions, on the opposite hand, cannot be utilized in massive 
networks. To develop a TE theme, a theme that mixes management theory and DRL 
is bestowed. The prompt arrange ScaleDRL selects link range in network and names 
the essential flows employing a construct from promise management theory [21]. A 
DRL technique is employed to dynamically alter the weights of links for essential 
flows supported traffic distribution statistics. The forwarding pathways of the flows 
will be dynamically changed employing a weighted shortest path technique. 

The basic idea for pinning management is during advanced and dominant whole 
network elements to attain network state consumes a lot of resources within the 
management algorithmic rule and so does not happen; instead, bound management 
signals in mere a part of the network may be removed to attain the supposed synchro-
nization mode. ScaleDRL is enforced supported SDN. There is a vital link algorithmic 
rule and a DRL algorithmic rule [22] that resides within the ScaleDRL management. 
With SDN, traffic distribution may be collected from time to time by the controller, 
and TE rules may be upgraded sporadically. Supported this technology, ScaleDRL 
operates in 2 categories: offline and online. Within the offline section, the link choice 
algorithmic rule analyzes constellation and a select group of flows as important 
network flows supported pin-control perspective. Within the online section, the DRL 
algorithmic rule manages flow weights to direct traffic networks. 

In link weight algorithm [19], for network H, R is to represent the group of 
node r, f is to represent links f between nodes, having H = (R, F). For a couple 
of nodes ri , r j ∈ R, that shall contain at least a single readdressing path pi, j = 
{ f 1, f 2, . . . ,  f |o|} that will send traffic from ri to rj nodes, and represent shortest 
path between them as o∗ 

i, j . 
With weighted shortest path algorithms, computed the shortest path on H , where 

value of weight for the link fm is represented by wm (0 ≤ m ≤ |F|). Use the indicator 
ym i, j to denote if link fm is acquire in o

∗ 
i, j that is y

m 
i, j = 1 if  o∗ 

i, j carry fm , y
m 
i, j = 0. 

The equilibrium β of the link fm is defined as 

β(bm) =
∑|R| 

i=1

∑|R| 
j=1 y

m 
i, j 

|R| × |R| 
DRL algorithm develop an action with in neural network to the surroundings at 

time t of MDP supported the observation of the state kt . The DRL algorithm obtains 
reward rt after at is performed in the environment, which assesses at’s performance 
in the environment. There are currently several forms of DRL algorithms, with the 
key distinction being the mechanism used to update the neural network parameters 
in DRL. The DRL framework we are using is ACKTR [23]. 

The packets simulation reveals the ScaleDRL decreases typical end coordinated 
universal time up to 40% in comparison with progressive DRL-based TE system.
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3 Routing in SDN Using Deep Reinforcement Learning 

3.1 RL-Routing: An SDN Routing Algorithm Based on DRL 

Chen et al. [7] proposed a method for routing in SDN based on RL. Because commu-
nication networks have become so complex and dynamic, they are challenging to 
describe and anticipate. To overcome traffic engineering challenge of SDN with 
respect to throughput, latency to create a reinforcement learning routing method. 
Instead of constructing an exact mathematical model, RL-Routing tackles TE prob-
lems through training. To employ a one-to-many network setup for routing options 
and use extensive network information for state representation. The reward method, 
which will use networks work rate and delay to optimize network throughput, may be 
adjusted to optimize up or down network work rate. The algorithm develops a rule 
which anticipates further behavior of basic networks and offers improved routing 
pathways among switches after receiving suitable training. 

The RL-Routing is located, how it interconnects with remaining components in 
SDN architecture. For message exchange, the controller attaches to switch over the 
OpenFlow path. There are two main modules in the RL-Routing application. They 
are network monitoring modules, which obtain network information through passive 
and active network measurements [24]. Network information relates to the position 
of network tool, such as flow delay and flow work rate. Another module is the action 
translator module, which converts the algorithm chosen action into the suitable group 
of OpenFlow messages to modify switch link tables. 

Assume network as DGH(X, F) where X = {s1, s2, . . .  sn} is set of switches and 
F ⊆ X × X is the group of the flows in a network, |F| = m. Consider the network 
flows are two-way directional means fi, j and f j , I are upward and downward flows 
connect to si . Neighbors of switches si are N (si ) =

{
s j ∈ X

}
.F

(
s j

) = { fi , k ∈ F} 
is group of adjacent edge to si . ssrc is the source switch. 

Let Dsrc ⊂ X − {ssrc} be collection of entire destination switch from ssrc. Path  
psrc,des is a path in network H (X, F) that interconnects ssrc to sdes to the order of 
switch

(
ssrc, si , s j , sk, sdes

)
, where the besides switches in order form edges in F , and 

every switch will be visited once. bt
(
fi, j

)
is link bandwidth fi, j that interconnects 

si to s j at period intervals Δt . Delay
(
fi, j

)
anderror t

(
fi, j

)
represent delay of link 

and indicator for the fault occurred in f i,j for time intervals Δt. Bandwidth of path 
bt

(
psrc,des

) = min bt
(
fi, j

)
is min bandwidth of the link at period intervals Δt . Delay 

of the path delayt
(
psrc,des

) = ∑
fi, j 

delay
(
fi, j

)
is addition of flow delay in path at period 

intervals Δt . 
The problem of TE is represented as given H(X, F), Ssrc, Dsrc and finds a group 

of flows for the succeeding ssrc’s data to switch in Dsrc. The aim is to increase 
swsrc’s work rate and reduces communications delay. 

The description of RL-Routing is given here. Then, provided a Q learning 
algorithm [25] to resolve the traffic engineering problem. 

Description of RL-Routing
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1. The template for routing is designated as O = (L , B, S, U, N ) where L ⊂ Sz 
represents state space. 

2. B represents action space. 
3. S : T × B → S represents reward function. 
4. U represents transition probability. 
5. N ∈ [0, 1] represents discount rate. 

On various network topologies, simulation output demonstrates the RL-Routing 
earns greater reward and allows host to send the big file quicker than OSPF and LL 
algorithm. On the NSF Net topology, for example, the total of RL-rewards routings 
is 119.30, where OSPF and LLs are 106.59 and 74.76. The average RL-Routing 
transmission period for 40 GB file is 25.2 s. OSPF and LL have 63 and 53.4 s. 

3.2 TIDE: Time-Relevant Deep Reinforcement Learning 
for Routing Optimization 

Sun et al. [8] proposed a novel method for routing issues. TIDE is a smart network 
control architecture in view of DRL that can progressively advance routing algo-
rithms in an SDN network without requiring human cooperation. TIDE has been 
completely tried and executed in a real-world network setting. The discoveries of 
the test show that TIDE can change the directing system powerfully founded on the 
network and can limit in general network sending delay by about 9% contrasted with 
standard calculations. The optimization has been studied for a protracted time in 
network style, and several other optimization ways are given by each lecturers and 
business. However, such systems are either too troublesome to use in applications 
or perform poorly. AI-based routing ways are planned in early years, with an emer-
gence of SDN and computing. TIDE, associate degree intelligent network manage-
ment design supported DRL that may effectively improve routings ways in associate 
degree network while not requiring intervention of human, is planned during this 
study. TIDE is tested and enforced during a real-world network surroundings. The 
results of the experiment show that TIDE will dynamically adapt the routing strategy 
supported the network state of affairs and improve the full network transmittal delay. 

To implement the automated routing strategy in SDN, an initial have to be 
compelled to build an Associate in Nursing intelligent network management design 
known as TIDE [26]. 3 logic planes form up the recommended design for intelligent 
network control: information plane, management plane, and AI plane. There are 3 
components to the intelligent call loop: reward, state and assortment, rule devel-
opment, and policy preparation. The most contributions are to execute intelligent 
routing management of a sending network, “collections-decision-adjustment” loop 
is bestowed, and RNN-based DRL system is rigorously created for abstracting traffic 
properties and might effectively develop a closure optimal routing set up counting 
on the ever-changing traffic distribution.
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The fundamental method of TIDE is DDPG [27], a DRL framework for constant 
control. DDPG’s result is not distinct as a narrow group of some actions, unlike 
the bulk of reinforcement learning models like DQN. In order to elegantly regulate 
entire network traffic flows, routing optimization usually requires adjusting the link 
capacity for every link. As a result, the link capacity space value in the network should 
be large, making constant algorithms like DDPG is a good choice for creating routing 
strategies. 

The interconnection process between agent and environment is viewed as a MDP 
in RL. The element tuple of MDP is O = (V , B, K , D, Z ), where V represents 
state space v, B represents action space b, K represents reward space k, D represents 
transition probability method, and z[0, 1] represents discount factor. An agent selects 
action b under state v according to rule, which is represented as (b|v) in normal rules 
and b = (v) in deterministic rules. 

Value functions are used to determine if a policy is beneficial or not. The value of 
C is a prominent value function in reinforcement learning. When choosing action b 
in state v, value of policy C is defined as [28] 

C(st, b) = E

[ ∞∑

k=0 

yk K (vt+k, bt+k)

]

TIDE decreases the overall transmission latency of entire traffic by around 9%. 
This is due to the growing unpredictability of noise traffic, which makes it more 
difficult for TIDE categorize network traffic, limiting TIDE’s capacity to make perfect 
decisions. 

3.3 QR-SDN: Toward Reinforcement Learning States, 
Actions, and Rewards for Direct Flow Routing 
in Software-Defined Networks 

Rischke et al. [9] proposed a novel method for SDN issues. QR-SDN could be 
an ancient tabular reinforcement learning system that builds and evaluates routing 
patterns of single flows in an action statehouse. The findings are accustomed produce 
a model-free reinforcement learning strategy. Owing to direct illustration of link 
routes within QR-SDN action statehouse, QR-SDN is the initial RL-Routing tech-
nique that changes many routing ways in which among given offer switch destination 
try whereas holding flow integrity. In alternative words, with QR-SDN, packets from 
an eternal flow follow a set routing path, however, flows from a continuing source 
destinations switches might take a spread of routes. QR-SDN tends to be enforced 
in an exceedingly extremely SDN compete for the testbed. 

The presentation of SDN link routing drawback to the economical higher cognitive 
process by RL agent is not totally been investigated. The planning of the states and 
actions, particularly, should be self-addressed as to adequately represent link routing
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drawback for a process by RL algorithm, to see, however, with success an action 
solves the flow routing drawback, we tend to utilize the reward. The total of latencies 
on these pathways of the flows is the planned incentive. 

Assume the network H (W, X ), where X is a collection of edges that connects a 
group of vertices W . We prefer to focus on a single communication flow, that is, the 
flows that convey data from a single sender to a single receiver. Flow e represents 
information transfer from a given sender se to a given receiver de for a certain 
application or transport layer context, such as a given TCP flow. E is commonly 
used to represent the group of all flows. We usually assume that flow e transfers a 
certain traffic rate Qe into the network from supply host. 

The path Vs,d is an order of vertices V = (p1, . . . ,  pn) from a group of every 
possible path V ∈ Vs,d interconnecting s to d, where group Vs,d might be defined by 
search algorithms like DFS [29–33]. 

The SDN controller’s RL agent monitors the environment by monitoring the 
required main performance indicator, as bandwidth, at different times t = 0, 1, 2 . . .. 
The observation contains reward St ∈ S ⊂ S and the environment’s state Rt from 
the group of states R = {R1, R2, . . .}. 

The state Rt should be made up of a table with the presently chosen paths Q for 
every flow e. An action Bt ∈ B is chosen based on the state R and its accompanying 
reward S. The group of alternative paths including the present path determines the 
set of actions B = {

Bt,1, Bt,2, . . .
}
. The total latencies Le along the present routes 

Vs,d of flows e ∈ E is reward St . 
For moderate to high loads, the link-preserving different routing of paths QR-

SDN provides much lesser latencies than conventional unicast path routing systems, 
according to the tests. Shifts, like load changes owing to additional flows that end, 
are successfully accommodated by QR-SDN. 

4 Comparison of Various Traffic Engineering and Routing 
Algorithms in SDN and Hybrid SDN 

In the section, various traffic engineering techniques and routing algorithms used in 
SDN and hybrid SDN are analyzed and given in Table 1. 

The mentioned algorithms or techniques (Table 2) are used to improve the perfor-
mance of the network and to increase the efficiency of routing in software-defined 
networking. Deep reinforcement algorithms and traffic engineering techniques that 
mentioned in the previous approaches are to optimize the maximum link utilization 
and to improve the flow routing in the network. Link selection algorithms are used to 
optimize distributed estimation and increase network performance. DRL algorithms 
are used for traffic control and channel rerouting in the network. RL framework helps 
to improve dynamically routing of flows in the network. So, to improve the efficiency 
of networks and to increase the overall performance of the SDN, it is needed to use 
traffic engineering schemes and reinforcement learning methods in the model.
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Table 1 An overview on various traffic engineering techniques and routing algorithms 

Research work Addressed 
issue 

Compared 
with 

Result 

Xu et al. [1] Traffic 
engineering 

Shortest path 
(SP), load 
balance, 
DDPG 

DRL-TE consistently outperforms DDPG 

Wu et al. [2] Deep 
reinforcement 
learning 

Convolution 
neural network 
(CNN), deep Q 
learning 
networking 
(DQN) 

Existing methods are outperformed by the 
proposed algorithm 

Sun et al. [3] Optimal traffic 
scheduling 

TIDE, 
DRL-TE 

ScaleDRL has better control performance 
than other DRL solutions 

Zhang et al. [5] Traffic 
engineering 

ECMP CFR-RL, able to derive to unknown traffic 
matrices, according to the evaluation 
findings 

Guo et al. [6] Traffic 
engineering 

OSPF, 
WA-SRTE, 
MCF 

The proposed ROAR method achieves 
near-optimal network performance in the 
hybrid SDN 

Chen et al. [7] Deep 
reinforcement 
learning 

LL, open 
shortest path 
first (OSPF), 
RL-Routing 

As a result of RL-Routing, a host can 
transfer the large data effectively than 
OSPF and receive higher rewards as a result 

Sun et al. [8] Routing 
optimization 

Quality of 
service (QoS) 

The effectiveness of TIDE is validated 

Rischke et al. [9] Reinforcement 
learning 

Deep 
reinforcement 
learning-traffic 
engineering 
(DRL-TE) 

A traditional tabular RL technique for the 
link routing in SDN was developed and 
assessed 

Sun et al. [10] Deep 
reinforcement 
learning 

Pinning 
control 

Validate the effectiveness of ScaleDRL 

5 Conclusion 

The state-of-the-art TE techniques and routing algorithms in SDN and hybrid SDN 
were analyzed in-depth. For each of the article, the issues addressed, mathematical 
model or algorithm used along with its core classification is tabulated very clearly 
for the researchers to have an idea on the literature. The study gives a very elaborated 
insight.
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Table 2 Mathematical model/algorithm used 

Mathematical model/algorithm Purpose of usage Classification 

DRL-TE The DRL-TE system is greatly  
reducing end-to-end delay as well 
as improving total utility 

Reinforcement learning 
algorithms 

TCCA-MADDPG algorithms For traffic control and channel 
rerouting, the objection function 
must be optimized 

Deep RL method 

Link selection algorithm To optimize the distributed 
estimation and improve the 
performance of network by 
changing topology 

Sorting algorithms 

Heuristic algorithm Faster and more efficient 
approach to solving a problem 

Reinforcement learning in 
SDN 

Reinforcement learning 
algorithm 

In computing, a method of 
determining what actions will be 
taken by software agents in a 
given circumstance 

Reinforcement learning 

Reinforcement learning routing 
algorithms 

RL framework helps improve 
adaptive routing algorithms 

Reinforcement learning 

1. Deep deterministic policy 
gradient algorithms 
2. Markov decisions process 

The Q-function and the policy are 
simultaneously learned 

Graph theory 

Flow routing algorithm To address the routing flows Flows routing in SDN 

DRL algorithm Flows weights for selected flows 
are dynamically adjusted with the 
DRL algorithm 

Pinning control 
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Enhancing the Performance 
of Heterogeneous Networks Using 
Optimized Cluster-Based Algorithm 

Abdullah Mohammed Abdullah Al-Amodi, Amlan Datta, 
Abdulrahman Mohammed Hussain Obaid, and Arunabha Das 

Abstract With an ever-increasing number of user equipment (UEs) and rising 
bandwidth demands of new applications, deployment dense heterogeneous cellular 
networks have been embraced in various network scenarios. The cells experience 
unloaded due to the random UEs mobility and cells deployment, which degrades 
the network performance such as handover success, throughput, and load distri-
bution. We propose an enhanced cluster-based algorithm for small cell mobility 
load-balancing networks to address such a problem. The conventional mobility 
load-balancing (MLB) algorithms consider only the contiguous neighboring cells 
and do not expand enough performance of the network, while other MLB algo-
rithms consider the neighboring cells of the total network experienced unneeded 
MLB actions. The proposed load-balancing algorithm studies overloaded cells and 
neighbors using the proposed efficiency parameter. To begin with and to identify 
the overloaded cells, we propose an efficiency factor B that compares a pre-defined 
threshold and the network threshold to control the algorithm triggering by modifying 
the CIO parameters of the cluster cells in both medium-loaded and overloaded cells 
triggering in both medium-loaded and overloaded cells. Then, to control the distri-
bution, we propose a method to shift only a portion of the serving cells load, so the 
target cell load after handover always be equal to or less than B. In a low UE speed 
scenario, the simulation results showed a lower standard deviation (SD) by 19.99% 
and enhanced throughput by 7.355%.
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1 Introduction 

Rising demands for mobile communication services with an increasing high data rate 
and quality of service (QoS) stimulate researchers to explore alternative solutions. In 
the year 2022, the anticipated demands of wireless data are 77 exabytes each month 
which represent 49 times of 2016 demands [1] [edge]. Small cells with low power and 
cost, and cover ten to several hundreds of meters were introduced to support those 
demands and increase the capacity to play the main role in the fifth generation (5G) 
of cellular communication, it is used to cover blind spots of the macrocells to raise 
the capacity of the mobile wireless network as well as the throughput which make 
the small cell density is the spine of the 5G networks [2, 3]. The design of the small 
cell was originally to extend the coverage of macrocell, the more utilization of small 
cells in a wireless network, the better throughput, and capacity the network gained. 
Small cells deployment increases rapidly for residential and non-residential areas, 
the deployment could be planned or unplanned depending on the policy of operators 
[cloude load est.] analysis [4]. In small cells, the mobility of user equipment (UE) 
increases due to the low power of small cells producing load imbalance of small cells 
across the network and the performance of the network degrades related to handover 
(HO) rate of success and capacity. The UEs may move to a small cell with a high 
data rate request which is higher than the cell capacity, the cell gets congested and 
leads to failures of HO or poor quality of service (QoS) [2, 5]. 

Diverse solutions have been proposed to decrease the problem of load balancing 
and enhance the network performance, mobility parameters for intra-LTE in 
comparison with the mobility of non-optimized/static cell characteristics, the auto-
adjustment depending on the present load of the small cell improve the capacity of the 
system [6]. However, the forced load balancing must not have a detrimental impact 
on UE QoS. In [7], researchers were the first to demonstrate the effectiveness of basic 
load-balancing algorithms in decreasing call blockage rates and increasing cell edge 
throughput using simulation for auto-adjustment. In [8], overloaded cells arrange 
UEs according to the best nearby eNB based on measurements of RSRP and load 
of neighboring cells, per each handover offset value, it classifies the surrounding 
eNBs in decreasing order depending on the number of feasible handovers. If the 
anticipated load at the neighboring eNB does not exceed the allowed level, the entire 
group will be handed over. In the optimization area, the MLB approach introduced in 
[9, 10] took into account non-adjacent neighborhood cells in the optimization zone. 
When shifting UEs from source cells, the radio connection state of neighboring 
cells is considered. MLB enhancing and handover parameter optimization (HPO) 
algorithms affect UE handover decisions. This interaction minimizes the desirable 
outcomes of every function. The coordination among MLB and HPO is examined 
in [11]. The coordinator gives a solution that volume the capabilities of the separate
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algorithms to improve performance. In [12], the researchers introduced a multi-
traffic load-balancing algorithm that restores the load to enhance the capacity of the 
network. The algorithm improves the quality of service of the UE (QoS) by adopting 
a new cell reselection method, two parameters (handover and time to trigger (TTT)) 
are adaptively modified to eliminate the rates of call drop and enhance the load 
balancing by handing over the edge UE of serving cells to the under-load neighbor 
cells. The process considers two conditions: physical resource blocks (PRB) and 
signal strength to detect statues of overloaded cells, and a fixed threshold is used 
which cannot predict adopting the variation of the network. 

In [13], the algorithm was presented based on the status of network load and load 
estimation, the algorithm adjusts the parameters of HO depending on to load status of 
the overloaded serving cell and neighbor cells. Overloaded cells are detected by the 
adaptive threshold, which is changed according to the average load of the network 
situation. To prevent the HO ping pong, the movable load from overloaded cell 
to light-loaded neighbor cell was considered with restricted conditions. To control 
the overloaded serving and light-loaded neighbor cells. Besides, the algorithm takes 
into account the estimated load of both overloaded serving and light-loaded neighbor 
cells. However, the algorithm did not consider the overloaded cell load status as well 
as the load estimation of the edge UE load after handover. In [14], an enhanced adap-
tive load-balancing algorithm for small cells was introduced, and the parameters of 
HO are adjusted over the network by proposing a “load-balancing efficiency factor.” 
The algorithm estimates the edge UE loads after handover and the remaining avail-
able load of neighbor cells and specifies the operation sequence. However, offloading 
from an overloaded cell to light-loaded cell was restricted with conditions, one of 
these conditions was the difference load between the overloaded and light-loaded 
cells and was less than the gap threshold (0.1) which in some cases the offloading 
cannot be accomplished. In [15], the authors introduced an algorithm to create cluster 
MLB. The method takes into account any overloaded cells in the network and the 
adjacent cells to create N tiers. The technique provides local load balancing by modi-
fying the CIO parameters of the cluster cells. Since load balancing is done inside 
clusters, the unrequired MLB activities are eliminated to improve the network more 
effectively. 

This work is structured as: Section 2 explains the system model, it describes 
the adaptive threshold as well. Section 3 provides an overview of the load-
balancing control factors. The architecture of the access network is shown in 
Fig. 1, and the proposed algorithms are presented in Sect. 4. Then, the performance 
assessment is introduced and followed by the paper’s conclusions. 

2 System Model 

The main objective of this paper is to create a balanced network and take the advantage 
of the unused physical resource block (PRB) of the neighbor cell for those overloaded
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Fig. 1 Architecture of the network 

serving cells which can be accomplished by shifting the UEs of overloaded cell edge 
to the light-loaded cell and applying some measurements. 

2.1 Network Architecture 

This work considers the ultra-dense LTE network which is made up of a collec-
tion of cells, S, and includes small and macrocells, and several UEs, E, as done in 
[16]. The cell set is denoted by S = 1,…, S, while the UE subset is denoted by 
E = 1, …, U. The macrocells of the network in the scenario were organized in 
a hexagonal design of three, upon each section operating as an individual cell. The 
small cells, on the other hand, are considered to be omnidirectional and uni-sectored; 
subsequently, they work in open access mode as depicted in Fig. 1. The cells were 
linked together by an (X2) interface, to directly interact with one another and execute 
functions like mobility optimization, load management, handovers, and so on [17]. 
Accordingly, UE handovers among small cells are feasible. UEs, be able to travel 
freely across network cells the dual connectivity capability of UEs in this research 
is excluded. A centralized self-organizing network (SON) subsystem is used for 
network parameter estimation [18]. The network’s cells are linked to the SON unit 
through the S1 interface [19]. To accomplish load balancing, the SON gathers the 
relevant load information, and the parameters of handover are improved. 

2.2 Cell Load Measurements 

Balancing the cells‘ loads will improve the performance of the wireless network by 
finding a measurement to calculate the cell loads (number of users, processing load,
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transparent load, and radio load) accurately. To do so, we must know the used PRBs 
of a cell to find PRBU or load ratio RB, which is called the ratio of the used physical 
RBs of the cell to the total PRBs in a certain time T. The average resource block 
utilization ratio of a small cell i at time t, L 

t 
i can be expressed as: 

L 
t 
i =

∑
t∈(t−T,t) RB

t 
i 

T .SPRB 
(1) 

where RBt 
i is the number of the allocated blocks and SPR  B  is the total number of 

PRBs at duration time t. 
For a small cell, when the average pt i is high, it directs to a high load and low 

unused resources. However, if pt i reaches 1, the cell has no available resources and 
the moved UEs to the cell will be dropped or experienced low throughput. In this 
paper, we proposed an algorithm to decrease the load of the overloaded cells by 
shifting UEs to light-loaded neighbor cells. 

2.3 Formulation of the Problem 

The main objective of this work is to make balance and take the advantage of the 
available PRBs of the neighbor cell for those overloaded serving cells which can be 
accomplished by shifting the edge UEs of the overloaded cells to the light-loaded 
cells by applying some measurements [20]. 

For a network of an S small cells at time t during the T period of time the average 
network load [4, 13, 14]. 

L 
t 
net =

∑
i∈s L 

t 
i 

S 
. (2) 

The standard deviation of p in the network among all cells is 

σ
(
pt

) =

/(
L 
t 
i − L t net

)2 

S 
(3) 

The expression of the problem indicates minimizing the average load ratio (PBRs) 

0 ≤ RBt 
i ≤ SPRB, ∀i ∈ S, ∀t ∈ (t − T , t) (4) 

To move a load of an overloaded cell to a light-loaded cell and perform a balanced 
network, the handover parameters are adjusted adaptively and monitor the impact of 
the shifted load on the neighbor cell.
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2.4 Load Threshold Calculation 

MLB algorithm aims to reduce a load of overloaded cells below the pre-defined 
threshold to balance the network load. To achieve that we introduce a method to 
balance the network of small cell loads by categorizing the network into three levels: 
light load, medium load, and overload cells. 

The light load network is considered when the threshold is lower than the pre-
threshold (Ppre), while when the network threshold is equal or higher than pre-
threshold, the network is considered as medium loads, and the network reached the 
threshold, PThr then it is considered an overloaded determined as: 

PThr  = 
1 

N

∑

i∈N 
Li (5) 

where Ppre is a selected value that represents a medium load network. 

3 Control Parameters 

3.1 Handover Parameters for Load Balancing 

In LTE, eight events were specified to report the measurements, six of them for the 
measurements of intra-LTE, and two for inter-RAT measurements (B1 and B2). In 
our paper, we will consider load balancing for intra-LTE. 

UEs trigger (A1, A2, A4, and A5) events to compare the events with a given 
threshold. A1event is triggered when the signal quality of a serving cell became 
greater than a specified threshold. UE triggers the A2 event when serving cell signal 
quality becomes worse than the pre-defined threshold. A4 event is activated when 
the signal quality of the neighbor cell became better than a given threshold. UE 
triggers the A5 event when the neighbor cell signal quality became better than that 
given threshold. However, (A3 and A6) events are triggered when the real-time signal 
quality is compared among cells. UE triggers the A3 event under carrier aggregation 
when the offset of the neighbor cell is better than the serving cell’s offset. A6 event 
under carrier aggregation when the offset of the neighbor cell is better than secondary 
cells. Based on the UE demands, primary cells add or remove the secondary cells 
when considering carrier aggregation. A3 is used to find the best neighbor cell and 
triggers handover if the criteria of A3 triggering satisfy longer than the time to trigger 
(TTT). A3 event reporting measurement is: 

Mn + Ofn + Ocn − Hys > Mp + Ofp + Ocp + Off (6a)
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where Mn and Mp are the average values of RSRP; Ofn and Ofp are the frequency-
specific offsets; Ocn and Ocp are the target and serving cells individual offsets respec-
tively, Hyst is hysteresis parameter, and Off is the offset of A3 between the main and 
neighbor cells. For inter-frequency, Ofn and Ofp are used so we forego them. Ocn, 
Ocp, and Off parameters are changed to shift the handover decision area. The load 
state of source and neighbor cells is playing a big role in delaying or hastening the 
handover. By increasing the neighbor cell Ocn value or decreasing the serving cell 
Ocp, the range of the cell is reduced and UE is handed over to the neighbor cell. 

3.2 Information of Serving Cells Edge—UEs 

SON is used to achieve load balance in the network, by shifting the UEs from the over-
loaded serving cell to under-loaded neighbor cells. The UEs of overloaded serving 
cells are being nominee to be shifted to under-loaded cells, UEs trigger an A4 event 
when the neighbor cell’s RSRP is better than a given threshold. Each cell of the 
network collects the information from its UEs to share that information with SON 
including the A4 event. 

Triggered A4 event expressed as: 

Mn + Ofn + Ocn − Hys > Threshold (6b) 

When A4 is accomplished, the measurements will be reported by the UEs. The 
small cell provides the information of edge UEs (when a reasonable threshold value 
is set and only UEs that report measurements are selected), and the candidate UEs 
are listed to be shifted from full loaded serving cell to the light-loaded neighbor cell 
as a result of network load balancing. 

3.3 SNR Estimation 

The PRBs of UEs in LTE are allocated for serving cells based on channel quality 
indicators (CQI) that report all UEs. To achieve load balance, the required PRBs of 
UEs needed to be found and estimated at the neighbor cell before HO. Unfortunately, 
in LTE networks the information of CQI of the neighbor cells is unsupported, which 
forces us to predict the required PRBs by Shannon formula. We use RSRQ measure-
ment reports of the neighbor cell information to estimate the SINR (θ ) and stated 
as: 

θ = p 

I + N 
(7)
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where P indicates serving cell signal power, I is the average interference, and N is 
the noise. 

Based on [21] by using RSRP, P can be formulated as: 

P = x .12.SPRB.RSRP (8) 

x Is pre antenna subcarrier factor. 
RSSI based on [22], 

RSSI = P + I + N (9) 

And based on [23], RSRQ is formulated as: 

RSRP = SPRB. 
RSRP 

RSSI 
(10) 

Therefore, from the above equations, SINR becomes: 

θi = 1 
1 

12.RSRQ + x 
(11) 

4 Algorithms Proposed 

In this portion, we present our proposed algorithms regarding load balancing, which 
is executed in the subset of SON. Table 1 clarifies the algorithm notations. 

The load information is collected from all the cells to compute the threshold PThr, 
and to that end, we propose a method to compare PThr with a pre-defined threshold 
Ppre to identify the higher value of them and set as a threshold which given a name 
of efficiency parameter B. 

B → max
(
PThr, Ppre

)
(12) 

B function is to control the algorithm triggering and categorizing the light, 
medium, and overloaded cells by selecting the values of PThr and Ppre. For instance, 
if the PThr is lower than Ppre, the network load is under-loaded so the threshold 
becomes Ppre and the algorithm is triggered for the medium-loaded cells that reach 
Ppre. When PThr is higher than Ppre then the network cells are considered as over-
loaded. The load balancing is created for the medium and overloaded cells. The 
average load of overloaded small cells over the value of B triggers the algorithm 
until the network becomes more balanced.
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Table 1 Flowchart summary 
notation 

Notations Description 

Li Average resource block utilization ratio of a small 
cell i at time t 

PThr Threshold load of network 

Ppre The selected value represents the network medium 
load 

B Efficiency parameter 

c0 Cluster cells to perform load balancing with 

pc0 Average RBUR of a cell in a cluster 

mth Maximum tires of neighboring to form a cluster 

L Cluster cells 

L(i,u) Movable load of an edge cell i

~Li Estimated cell load after the handover of the UE u 

L̃(i,u) Serving cell i consumed load by UE u 

L̃( j,u) Estimated load of a UE u at target cell j 

Rf Rescue factor 

CIO(i→j) Specific offset parameter of cell i for neighbor cell 
j 

4.1 Cluster Forming 

Formation of cluster idea is inspired from [15], it begins with collecting information 
of edge users and the suitable (best) neighbor cells for them as explained in Sect. 3.2, 
the movable UEs are considered by information of edge UEs, and the system is 
demonstrated as described in [15] by directed multigraph which is, in brief, indicated 
that the cell can join the cluster if it has an incoming edge for other neighbor cells. 

The SON starts to gather the cluster information after generating such a graph. For 
that purpose, our proposed algorithm gathers all cells’ load status in the graph and 
calculates the PThr using (5), then it discovers overloaded cells using (12) if their load 
is higher than the efficiency parameter (B). A new cluster is formed to include those 
overloaded cells is formed. After that, it selects the overloaded cells for the neighbors 
as first-tier, gradually, the cells are added to clusters, but only if the contiguous cells 
share as a minimum one incoming edge at least from any of the cluster members 
and it is not included into another cluster. Once the algorithm adds a contiguous cell 
to a particular cluster, it labels it as a cell cluster member. This method is repeated 
until the neighbor cells are complete. If the list of neighbors is complete and PC0 
remained greater than B, the process involves the cluster follow-tier of neighbors 
until the maximum allowable adjacent tier, mmax, is fulfilled. 

Clusters are produced for the overloaded cells in the graph using the procedure 
described above. The cluster evaluated load balancing is depicted in Fig. 2c, which 
was built from the network depicted in Fig. 2a. The technique constructs a cluster 
with Cell 1 as a member for the overloaded Cell 1. The program then takes Cells 2
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Fig. 2 Construction of directed multigraph network a network with 4 small cells and 10 UEs b 
modeled graph of the network c cluster for load balance 

and 3 and adds them as well. However, because Cell 4 does not share any incoming 
edges from the other members, then it is excluded from the cluster. The flowchart of 
algorithm 1 is illustrated in Fig. 3. 

4.2 Load Balancing 

Shifting loads of medium/overloaded serving cells to light/medium neighbor cells is 
done using the proposed algorithms by adjusting the cell CIO parameters to detect 
the medium/overloaded cells of the cluster. In that end, any edge UEs of overloaded 
cells share the coverage with the neighbor cells report RSRPs of neighbor cells and 
then put in descending order, the edge UEs of the overloaded cells are transferred 
one after another so that the serving cell load becomes lower than or equal to B. 
However, the movable loads are estimated for serving and neighbor cells before the 
handover decision. In the serving cell, PRBs are used to calculate the accumulative 
load of the edge UEs. The movable load of an edge UE u in a serving cell i, L(i,u) is 
determined as:
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Fig. 3 Cluster forming flowchart 

L(i,u) =
∑

t∈(t−T,t) RB
t 
(i,u) 

T .SPRB 
(13) 

where RBt 
(i,u) is PRBs that are allocated by overloaded cell i to UE u. 

The estimated cell load of a serving cell after handover of the UE u, ~Li is calculated 
as
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~Li = Li − L(i,u) (14) 

The neighbor cell signal quality would be different for the shifted UE; therefore, 
the needed PRB will be different as well. 

The estimation load of the moved (shifted) load to a target (neighbor) cell j 
becomes

~L j = L j + L̃( j,u) (15) 

where 

L̃( j,u) = RB( j,u) 

1000.NPRB 
(16) 

If ~L j is lower than B, the serving and target CIO values are informed by the 
algorithm so the candidate edge UE could be moved to the target neighbor cell as: 

CIO(i → j ) = Mp − Mn + Hyst + Δ (17) 

While 1 

CIO( j → i ) = −CIO(i → j) (18)

Δ is a specified LTE cemented step [18]. 
If ~L j is higher than B, we proposed a factor that transfers partition of the load that 

makes ~L j lower than or equal to B which is named rescue factor R f . 

R f = 
B− 

L(i,u)

~L j (19)

~L j0 = L j + R f ~L( j,u) (20) 

Figures 4 and 5 represent cluster forming, load balancing, and unloading process 
flowcharts, respectively. 

5 Performance Assessment 

5.1 Environment of Simulation 

To investigate the proposed algorithm, we introduce the network of four macrocells 
and ten small cells, the users have been set as 200 UEs as in Fig. 6a, and the network
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Fig. 4 Load-balancing 
flowchart 

has been performed with small cells of a bandwidth of 20 MHz which enables 100 
PRBs. The network Tx power was modeled to 24 dBm and propagation loss as non-
line of sight. Channel and QoS aware (CQA) scheduler was used to allot resources to 
UEs. The pre-threshold was set to 0.35, and the remaining parameters are illustrated 
in Table 2. 

50% of static and non-uniform UEs were spread over the network and 50% in a 
random circular mechanism (RCM).
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Fig. 5 Unloading process flowchart 

6 Assessment of Performance 

We investigated two major features to evaluate the suggested method. The first consid-
eration is load distribution across cells. We used the standard deviation of RBURs 
among cells to calculate load distribution. The second consideration is network
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Fig. 6 a Environment of simulation, b radio atmosphere map 

throughput. A load-balancing algorithm may balance network load by putting big 
CIO values in the unsuitable cells, resulting in network performance degradation. As 
a result, we investigated the impact of using MLB methods on network throughput. 

Throughput = 
u∑

i=1 

DRi . 

where DRi is the average received data rate by UEi. 
We compared the proposed algorithm with two earlier algorithm approaches for 

performance validation: the enhanced mobility load-balancing algorithm [14] and 
the clustered mobility load-balancing algorithm [15]. For clarity, we refer to [15] 
as proposed MLB, [14] as enhanced MLB, and the simulations not using MLB 
algorithm as No MLB in the figures.
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Table 2 Simulation 
parameters 

Parameters Values 

Macrocell Small cell 

Cells number 3 40 

Cell layout Hexagonal grid Manhattan layout 

Cell high 25 m 5 m  

Tx power 46 dBi 24 dBi 

Max. antenna 10 dBi 5 dBi  

Antenna mode Directional Isotropic 

Inter-site distance 500 m 35 m 

System bandwidth 20 MHz 20 MHz 

Path loss PL = 147.4 + 43.3 log10(D) 
Fading Standard deviation 4 dB, log normal 

Noise 5 dB  

Resource scheduling CQA scheduler 

Ppre 0.38 

Hysteresis 2 dB  

TTT 256 ms 

User Tx power 2 dBi  

User antenna high 1 m  

Traffic model 2 Mbps at a guaranteed bit rate GBR 

A. Effect on Load Distribution 

To investigate the effect of the proposed method on load distribution among cells, the 
three network scenarios were simulated for 10 min of real-time network operation. 
The standard deviation among the cells using three distinct MLB techniques in the 
scenarios is shown in Fig. 7. Since No MLB is taken into account, the overloaded 
cells do not deliver sufficient resources to the UEs due to a shortage of resources; 
however, the low-loaded cells are under-used. As a consequence, the standard devi-
ation is increased in the figure once the network excludes the MLB algorithm. MLB 
algorithms, on the other hand, divide the load over the cell; as a result, the RBUR 
SD accumulates when the MLB is used. 

As soon as the UEs’ speed is low, the SD converges gradually and is constant. 
However, the higher speed of the UE the higher oscillations in SD. Because high-
speed UEs regularly modify network topology, gigantic handover numbers cause 
fluctuated loads across cells. As an outcome, the load-balancing approach nominates 
fewer UEs to be shifted, leaving load balancing more difficult for MLB algorithms. 
Regardless of different user mobility, data discloses that the proposed method reduces 
the RBUR standard deviation among cells more than existing algorithms. Because 
the suggested approach takes into account when exactly to make load balancing by 
categorizing the network loads into levels and triggers the process of unloading when 
the network has a medium load to avoid the complexity calculations.
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Fig. 7 RBUR cells standard deviation 

B. Throughput effect 

Figure 8 depicts a network throughput comparison using several MLB algorithms 
with three different UE mobility scenarios. Due to a shortage of available resources 
in the overloaded cells, they are unable to distribute the resources needed to the 
UEs, and the data rate of UE in such overloaded cells is compromised. The MLB 
algorithms assist overloaded cells to distribute the needed resources to UEs to sustain 
the data rates by equally distributing the load among the cells. As a result, when 
MLB techniques are used in the network, the throughput increases. Our proposed 
algorithm outperformed the existing MLB techniques because it distributes the load

Fig. 8 Network throughput of multi speed scenarios
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more equally throughout the cells by moving relevant edge UEs and the resources 
allocated to the UEs most effectively.

Figure 8 demonstrates that in low speeds of UE, our algorithm boosted the 
average network throughput by 7.355%. Due to the frequent changes in network 
structure, the network throughput at higher speeds decreased compared to lower 
speeds. However, in the three mobility scenarios, our proposed technique provided 
the maximum network performance. As a consequence, simulation results from many 
areas show that the proposed algorithm achieves more even load balancing. Hence, 
the throughput of the network is increased. 

C. Influence of tiers on MLB 

We investigated the impact of neighboring tiers on load balancing, and the network 
situation with low-velocity UEs is tested using the suggested approach in Algorithm 
1 while taking four values as mmax. Figure 9 compares the performance of standard 
deviation across the cells, and it shows that providing more adjacent tiers improves 
the performance of the suggested load-balancing algorithm since so many neighbors 
enhance the chance for load balancing. Nonetheless, the suggested four-tiered algo-
rithm’s performance gets saturation. Nonetheless, the suggested four-tiered algo-
rithm’s performance gets saturated. Figure 10 depicts the achieved throughput of 
network simulations. The network throughput improves as the number of surrounding 
layers grows in load balancing. However, there is a slight difference in throughput 
between the situations of third and fourth tiers. 

D. Effect on real network 

Small cells in reality are generally arranged casually. Hence, to demonstrate the 
stability of our algorithm, we investigated its effect on a network with randomly 
placed small cells. Small cell deployment data came from a scenario in [15]. For the 
aim of applying a heterogeneous network, we evaluated 40 small cells and installed

Fig. 9 Network tiers RBUR standard deviation
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Fig. 10 Network tiers throughput 

three macrocells over the networked system. Figure 6b depicts the radio atmosphere 
map of the network under consideration. In all, two hundred UEs are deployed in the 
network. Originally, 75% of them were installed within the small cell transmission 
range, and the remains were distributed randomly across the network. Automobile 
UEs and pedestrian UEs were modeled for UE mobility. The speeds of the pedestrian 
UEs were chosen at random between five and ten km/h. Furthermore, for automobile 
users, we fixed the speeds at random around ten km/h and thirty km/h. beyond the 
small cell network, UEs were represented as random walked UEs with a random 
speed set up between five to ten km/h.

The SD analysis of the MLB methods in the system with uneven small cell 
deployment is shown in Fig. 11.

Fig. 11 Network standard deviation
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Fig. 12 Overall network throughput 

The picture shows that, despite varying cell sizes, random small cell installation, 
and specified user mobility, our suggested algorithm performs better than the previous 
MLB algorithms. The overall performance in terms of the average throughput is 
depicted in Fig. 12. The graph shows that the proposed technique outperformed the 
other algorithms.

7 Conclusion 

In this work, we presented an ultra-dense heterogeneous networks mobility load-
balancing clustering algorithm that first, categorizes the load status of a small cell as 
under-loaded, light-loaded (medium), or overloaded using the proposed efficiency 
parameter which considers the maximum value between the pre-threshold and adap-
tive threshold. In the case of shifting loads from overloaded/light-loaded cells to light-
loaded/under-loaded cells, the proposed rescue factor estimates the load statuses of 
the target cell after handover to assure its load is less than the adaptive threshold. 
The system simulation of the proposed algorithm showed a reduction of standard 
deviation by 19.99% and increased the throughput by 7.355%, and PRB utilization 
is increased as compared to No MLB. 
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Abstract Irony is a sarcastic term that is used to actively criticize people. Irony is 
frequently expressed through indirect phrases. Politics, sports, business, and social 
media are the different places where ironic statements can be found. Some people can 
perceive irony in words, while others are clueless about how others have expressed 
themselves. To recognize these elements of speech, various machine learning and 
deep learning algorithms are applied. The main purpose of this study is to propose a 
broad summary of the ironic and non-ironic words found in subreddit data were used 
to categorize the text comments. This manuscript describes about the well-known 
datasets that are used to create the ironic detection networks by providing a major 
focus on classifying the comments. The considered dataset is partitioned to make 
the task easier. Finally, the process used for identifying irony phrases and the most 
successful classifiers and evaluation criteria are also discussed. 
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1 Introduction 

Sarcasm is a feeling that people share although the precise term does not correspond 
to the underlying meaning. It is easy to comprehend and evaluate sarcastic statements 
made in front of others, but determining the true meaning of the context digitally 
is more difficult. Since social media is a free forum for everyone to express true 
emotions of people, they feel and write their opinions in the best possible way [1, 2]. 
For instance: In this tweet: “There’s nothing like a crowded library with no empty 
seats to make me happy,” even if no harsh terms are used in this statement; the 
digitally accurately designed sarcasm analyzer records the person’s feelings, which 
will convey the sentence’s exact meaning [3, 4]. People employ positive emotion 
(love) in this example; however, the entire tweet indicate negative views about the 
library. 

According to the Random House dictionary, sarcasm is the act of speaking or 
writing anything that is the polar opposite of what you intend. The Macmillan English 
dictionary states that sarcasm is the act of expressing or writing anything that is the 
polar opposite of what you mean, a strongly ironical insult or of communicating in 
a way that is intended to make another person feel inadequate or demonstrate that 
you are upset. According to the Collins English dictionary, mocking, contemptuous, 
or sarcastic phrases are used to express insults or disdain. 

This survey gives clear insights into many sarcasm detection algorithms proposed 
by various researchers. The remaining part of the paper will proceed as follows: 

The following section is about to discuss the different types of sarcasm with a 
detailed literature review. Further, a research discussion has been initiated on feature 
set analysis. A variety of methods for detecting sarcasm are also addressed. In a 
table, certain study articles are contrasted. Finally, the proposed study is concluded 
with some final thoughts and possible future research directions. 

Literature Survey 

Many researchers have studied sarcasm’s attributes, such as theories of sarcasm, 
syntactic characteristics, sarcasm’s psycholinguistic aspects, lexical features, 
semantic properties, and so on [5, 6]. As a result, the goal of this study is to present 
the most prevalent strategy to detect sarcasm, which has gone as far as semantic high-
lights as well as the data analysis methods that applies a machine learning method 
in the preceding 15 years. 

The research study proposed by Deep et al. [7] aims to automate the process of 
classifying sarcastic tweets into four categories: positive, negative, self-deprecating, 
and miscellaneous by using three types of features: lexical, pragmatic, and linguistic. 
For multiclass classification, four machine learning classifiers were used: logistic 
regression, Naive Bayes, random forest, and support vector machine. The results 
show that the binary and multiclass sarcasm detection may reach accuracy up to 
89% and 39%, respectively. 

According to Pawar and Bhingarkar [8], sentiment analysis refers to the detection 
and aggregation of expressed attitudes and opinions of Internet users in a certain
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community. This research proposes an example-based strategy for detecting mockery 
using Twitter data. Mocking and non-snide tweets are differentiated using four sets 
of principles that cover a wide spectrum of mockery. The proposed method with 
different sets as well as supplementary expenditure classes is examined. 

Most of the previous research study uses text data to identify sarcasm, according 
to Das and Clark [9]; however, a few recent studies propose using visual data. No 
research study has attempted to analyze the user interaction patterns as a source of 
sarcasm detection. This study describes about the supervised machine learning-based 
method that considers both the content of postings (e.g., text, picture) and how people 
interact with such posts on Facebook. 

We investigate a new pattern-based methodology for detecting sarcasm, as well as 
a behavioral modeling strategy for successful sarcasm identification by analyzing the 
content of tweets while considering the activity attributes of people based on their 
prior actions, according to Deshmukh and Solanke [10]. Random forest, support 
vector machine (SVM), k-nearest neighbors (KNN), and maximum entropy were 
among the classifiers tested. 

Ashwitha et al. [11] concluded that the observable element overcomes any issues, 
but it becomes hard to recognize its exacting and planned implications. Recognizing 
the text from the Internet-based informal communities like Facebook, Twitter, Insta-
gram, studies, and different spots has become critical as it influences social and indi-
vidual collaborations. Sarcasm detection is also remaining as a significant challenges 
for natural language processing [NLP] models. 

The research study conducted by Bharti et al. [12] reveals that different methods 
are developed to extract the text aspects such as lexical, hyperbolic, behavioral, and 
universal facts. The machine learning classifiers that are considered in this work 
include support vector machines, Naive Bayes, maximum entropy, and decision 
trees. Finally, this research study has used an extracted feature set to train the afore-
mentioned classifiers to detect sarcasm in Twitter data. In comparison to existing 
methodologies, this work has achieved a significant increase in accuracy. 

Katyayan and Joshi [13] have proposed a sentiment analysis (opinion mining) 
attempts to enhance a computer’s accuracy and enable the computers to use natural 
language processing (NLP) methods to discern human emotions in many types 
of online writing. Several attempts have been made by researchers to develop 
interpretable robots for recognizing sarcasm. 

Haripriya and Patil [14] have overcome any barrier between the exact and 
expected outcome. Mockery recognition is a significant challenge in natural language 
processing (NLP) domain. Moreover, the mockery/sarcasm detection is required for 
providing better comprehension to fill in a point of interaction for providing a shared 
correspondence among machines and people. 

Product reviews on e-commerce sites have become increasingly important in 
deciding which items to purchase. However, the conclusions of the product reviews 
are unreliable due to the extensive sarcastic remarks. By combining the methodolo-
gies of sentiment analysis and fuzzy, Felbo et al. [15] have proposed a novel strategy 
in the field of sarcasm identification by comparing the apparently sarcastic thoughts 
of reviews from other consumers of similar products. According to the conclusions
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Fig. 1 Logistic regression is depicted as a block diagram 

of this study, the greater the gap between positive and negative ratings, the more 
negative the review appears. 

2 Existing Work 

2.1 Logistic Regression 

Logistic regression is a method used for classifying data in machine learning. 
Researchers commonly use logistic regression whenever it is required to group data 
into two or more classes. Binary logistic regression is the first, while multiclass 
logistic regression is the second. The binary class has two classes, as the name 
implies: Yes/No, True/False, 0/1, and so on. In multiclass classification, there are 
more than two classes for classifying data. A classification strategy for categorical 
variables such as Yes/No, True/False, 0/1, and so on is logistic regression (Fig. 1). 

2.2 Support Vector Machine 

SVM (supervised machine learning) is a type of machine learning that can be used to 
address both classification and regression challenges. However, it is mostly employed 
to solve categorization issues. Every piece of information is represented as a point in 
n-layered space (where n is the number of highlights), with the value of each element 
acting as the incentive for a certain location in the SVM calculation. It accomplishes 
this by identifying the hyperplane that clearly separates the two groups. Support
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Fig. 2 Block diagram of SVM 

vectors are simply the directions in which each individual perceives the world. The 
SVM classifier is an effective approach to separate the two classes (hyperplane or 
line). 

The main goal of the support vector machine approach is to create a decision 
boundary for dividing the n-dimensional space into different categories, which can 
be readily transferred to a new data center in the ideal class in the near future. The 
optimum decision boundary may be considered as the hyperplane. Other applica-
tions of this support vector machine technology include text classification, image 
categorization, and face recognition (Fig. 2). 

2.3 Dataset Description 

Totally, 1.3 million sarcastic comments from the online review site Reddit are 
included in the dataset. This dataset was created by extracting (sarcasm) tags from 
Reddit comments (not by me:) This tag is frequently used by Redditors to signal 
that their comments are sarcastic and not meant to be taken seriously, and it is a 
good predictor of sarcastic comment content. The training and testing set accounts 
for 80% and 20% of the data collected. 

3 Proposed Work 

As the name implies, Bayes denotes the Bayes theorem, whereas Naive denotes 
simplicity.
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The following assumptions are made for the proposed algorithm: 

1. The order in which the words appear makes no impact; however, the repetition 
of terms does. 

2. Words in one document class have no bearing on the other. 

Working: 

Step 1: Extract raw text with or without the #sarcastic label. Cleaning, stop word 
removal, stemming, and lemmatization are all important preprocessing stages. 
Step 2: Using scikit learn TF-IDF vectorisers, convert the text into TF-IDF vectors. 
Step 3: Each document should be represented as a word document with a TF-IDF 
score. 
Step 4: Find  P(X|Y = y) for all the documents that fall under a specific label and 
use it to create a probabilistic model. 
Step 5: It has y, which is more likely to produce X. 

The NB classifier is referred to as a probabilistic learning model. It is used to solve 
order problems and is based on Bayes’ hypothesis. A major underlying assumption 
of this technique is the autonomy of the highlights or qualities connected with a 
forecast. This technique builds expectations about every event to a specified class 
by processing the class earlier likelihood, the probability to a given class, the back 
likelihood, and the indicator earlier likelihood. 

P(H |E) = P(H ) ∗ P(E |H )P(E) 

where 

• P(H|E) is the chance of class c given a predictor’s posterior probability. 
• P(H) is the probability of class. 
• P(E|H) is the probability of the predictor given class, which is the likelihood. 
• P(E) is the prior probability of a predictor. 

4 Result and Discussion 

When evaluating the accuracy of these three machine learning algorithms for iden-
tifying irony in a dataset, it was observed that the Naive Bayes strategy outperforms 
the other two. The X-axis depicts the fraction of measures acquired, while the Y-axis 
depicts various situations under which distinct conclusions are obtained. The find-
ings demonstrate that the Naive Bayes algorithm detects irony phrases/words in the 
given dataset with a success rate of 74%.
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4.1 Performance Metrics 

The cycle in which a prepared model is examined by using a testing informational 
index is referred to as model approval. The preparation set is established by using 
the testing informational index, which is a separate piece of comparable informative 
collection. The purpose of model approval is to assess the model’s accuracy and 
execution in light of previous data for which we already have actual results. 

Metrics considered for evaluation: accuracy, precision, recall, F1-score. 

The following are the resultant graphs obtained under each considered metrics 
(Figs. 3, 4, 5 and 6). 

For a more effective comparison, the aggregated findings have been structured 
into a table (Table 1). 

Low false-positive rate is related to high accuracy. For the suggested task, we 
received an accuracy of 0.74. Recall (sensitivity) is the ratio of properly anticipated

Fig. 3 Accuracy graph
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Fig. 4 Precision graph 

Fig. 5 Recall graph

positive feedback to all input in the actual class; moreover, recall is the ratio of 
correctly predicted positive feedback to all feedback in the actual class. When false 
positives and false negatives have the same cost, accuracy works best.
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Fig. 6 F1-score graph 

Table 1 Accuracy comparison table 

Algorithm Accuracy (%) Precision (%) Recall (%) F1-score (%) 

Logistic regression 65 70 72 72 

Support vector machine 72 69 65 60 

Naive Bayes 74 65 69 65 

5 Conclusion and Future Work 

Many preprocessing techniques are used to identify irony phrases/words in the 
dataset. The Reddit dataset was used to evaluate the logistic regression, support 
vector machine, and Naive Bayes techniques for detecting sarcasm, wherein the 
Naive Bayes strategy is proving to be the ideal option. Algorithms including logistic 
regression and SVM were used on the Reddit dataset, with the Naive Bayes approach 
delivering the best results with an accuracy of 74%. Furthermore, it is highly essen-
tial to develop more powerful modules based on other algorithms, such as a hybrid 
approach, which may be more reliable while offering more accurate and faster results. 
This hybrid method can not only be utilized for this, but it can also be used for many 
more relevant and even non-relatable scenarios that may be tackled by using this 
discovery and making it more valuable and opening up new platforms for solving 
the challenges using machine learning algorithm.
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A Delicate Authentication Mechanism 
for IoT Devices with Lower Overhead 
Issues 

R. Raja and R. Saraswathi 

Abstract IoT sensor/edge nodes are vulnerable to many well-known threats. Main-
taining the absolute reliability of any IoT LAN requires validating edge nodes 
before entering a network, mainly post entering a sleep state. These IoT nodes 
possess limited resources and measurable limits, making this a complicated issue. 
IoT equipment is frequently exposed to the elements since many IoT installations 
occur in unregulated settings. Equipment cloning and the theft of private keys from 
edge nodes are among the most common threats on IoT networks because of their 
easy physical access. These issues motivate to design a highly authentic device that 
intends to connect with other devices to preserve the stored and incoming data. 
When the authentication information matches, the connection is established with 
requesting device. This work aims to create an ultra-thin verification mechanism for 
IoT LAN-connected end equipment. The gateway, which serves as edge computing 
equipment, authenticates the end-user equipment. Formal and informal safety checks 
are performed on the recommended verification process. The simulation is done in 
MATLAB 2020a environment, where the proposed delicate authentication scheme 
works well with superior outcomes. 

Keywords IoT · Edge nodes · Authentication scheme · Secure nodes · Lower 
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1 Introduction 

Outdoor IoT deployments are difficult to secure due to easy access to sensor nodes. 
To be eligible for an IoT LAN, equipment must be able to detect and respond to 
environmental conditions via wireless communication. Most of these equipment are 
sensors that collect information wirelessly and send it to gateway/cloud application. 
IoT networks need selectors to perform appropriately. The actuators reply to service 
requests from the gateway or cloud application as per the measured attributes. Any 
environmental area can be monitored and managed in real-time using IoT. Their 
safety and information protection are critical because of this reliance on networked, 
intelligent equipment. Due to the nature of crucial real-time systems, frequent 
patching is not feasible. Encrypted private keys are sent to the platform to authen-
ticate IoT edge nodes, followed by cross-validation. An authenticated requester has 
been pre-registered. Ordinarily, the device’s non-volatile memory contains the equip-
ment’s hard-coded private key. That means, an opponent can use a machine to copy 
the private key shared by the client and server during verification [1]. Attackers can 
break trust in an IoT LAN using two methods given below: 

• In the first approach, an attacker could use hardware tools such as AVR Dragon 
[1] to make a clone of the authentic equipment. The attacker would then convert 
the firmware into an image file. The private keys contained in the memory will 
be passed over to the cloned equipment together with the firmware during this 
retrieval operation. The cloned one is effectively authenticated to enter the network 
as a legitimate one [2]. 

• In the other technique, the attacker will retrieve the firmware and then reverse 
engineer the hexadecimal code to retrieve the private key. Once, the attacker 
has obtained the private key, they can create their HTTP request according to 
the platform’s encoding format and then transmit the incorrect information to 
the forum. This methodology necessitates reverse-engineering proficiency on the 
attacker’s part [3]. Complex verification techniques are required to counter such 
attacks. The primary issues in establishing a thin verification safety paradigm are 
two-fold: 

• IoT nodes have limited resources. Reduced equipment memory (≤ 
2K B  R  AMand32K Bmemor y) and ultra-low and minimum power availability 
introduce multiple fresh safety measures in the IoT domain. 

• Typical safety models are nearly impossible to implement in such limited 
networks; protecting it from common threats such as eavesdropping, faking the IP 
address, node fabrication, and flooding is roughly impossible [4]. So, a reasonable 
option would be to keep expensive computations at the gateway and keep light 
analyses at the edge nodes [5]. 

Our proposed strategy achieves this goal and is summarized below: 
(1) How to build reliability among participating equipment is always a funda-

mental and practical challenge in an IoT ecosystem. This study aims to clarify that 
IoT network is protected from possible attacks that arise from simple access to edge
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nodes. (2) Before establishing a reliable connection, each edge node in a network can 
authenticate itself with the coordinator/gateway node. (3) Because the edge nodes 
lack resources, they cannot securely store keys, allowing trust attributes to be readily 
stolen and trust to be demolished. (4) Given the limits of the edge nodes, it is crit-
ical to maintaining the verification process as simple, requiring the fewest resources 
and consuming the least amount of battery power. (5) Else, keeping a static key to 
complete the verification phase is not ideal for IoT systems. (6) Here, a delicate 
authentication mechanism is proposed to establish a better scheme to measure the 
security among the edge nodes. The major research contribution is listed below: 

(1) To model an efficient authentication mechanism to reduce the overhead among 
the IoT connected devices. 

(2) The authentication mechanism performs authentication verification and 
acknowledgment among the shared keys for preserving the incoming and shared 
data. 

(3) The simulation is done in MATLAB 2020a environment, and the performance 
is compared with various other approaches. 

The work is structured as: In Sect. 2, an elaborate discussion is made regarding the 
various existing approaches and the pros and cons. The methodology is discussed in 
Sect. 3 and intends to provide a superior authentication mechanism. The numerical 
results are discussed in Sect. 4 with the graphical representation, where the summary 
is interpreted in Sect. 5. 

2 Related Works 

The set of edge nodes joins the AC supply and forms the recommended verification 
mechanism in [6] which is adequate for home automation equipment. Because calcu-
lation at the edge nodes is intensive, it is not suitable for sensor nodes with limited 
resources when the verification is needed frequently than which is provided in [6]. 
Aside from this shortcoming, MAC values are employed in the paradigm, which uses 
a similar private key to produce and validate the records transferred. The sender and 
recipient messages are exchanged with pre-agreed keys afore commencing commu-
nications, comparable to symmetric encryption. The MAC problem relies on the user 
who performs validation with MAC and spoofs MACs for other messages. 

The verification technique [7] offers a new approach for establishing trust between 
sensor nodes, proxy servers, and the cloud. The computation is routed through the 
proxy to limit resource usage at the sensor nodes and connect to the cloud. Nodes 
can execute symmetric key encryption using this key. Expecting a secure connection 
between sensors and proxies in most installations where nodes are is not a feasible 
without the transmission of keys in encrypted form. The suggested approach’s weak-
ness is the long run of private key because it is retained in memory. The author in 
[8] discusses thin fundamental exchange and mutual verification approaches based 
on hash function. Edge nodes must execute rather intensive computing as part of the
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handshaking process, which drains the batteries again. In [9], the author suggested a 
verification approach based on the equipment’s unique fingerprints. As the environ-
mental impacts surrounding items, the presented technique can distinguish between 
safety threats and regular changes in fingerprints. It recommends a RSS approach for 
proximity recognition using antenna. It is intended for smart home systems, where 
an attacker attempts to meddle with intelligent equipment. The differences in both 
scenarios are sufficient to detect potential threat buildups. 

The author in [10] proposes a thin IoT verification protocol. It uses a two-phase 
verification process: static and continuous. To authenticate equipment at the start of 
a verification period T , a stationary verification phase is employed, while a constant 
verification method is used to establish all observed information transmissions within 
the current verification period T . During the verification window T , the static verifi-
cation approach creates a verification token for the connecting equipment. After that, 
a gateway can validate the reliability of the sensor during T verification period and 
whenever fresh information is exchanged. This technique does not employ encryp-
tion. The system relies on a private key created by the gateway and sent unencrypted 
to the nodes. This key is easily sniffed. The keys are supposed to be held in safe 
memory, easily accessible via a memory dump. The major research challenges with 
the various existing IoT implementations are: (1) insecure network services, (2) insuf-
ficient authorization and authentication, (3) insecure web interface, (4) poor physical 
security, (5) insufficient security configuration, and (6) insecure mobile interface. 

3 Methodology 

In the IoT ecosystem, edge nodes, or “things”, are primarily made up of actuators and 
sensors that sense to requests initiated by applications located on a gateway or in the 
cloud. Due to their limited resources, edge nodes are vulnerable to a broader range 
of threat vectors. The majority of sensor nodes spend most of their lives in a dormant 
state. Another sensor continuously senses its surroundings but transmits information 
only when values change beyond a specified threshold. Sensors that continually 
stream information are those found in essential infrastructure. The first two categories 
of sensor operation modes necessitate regular verification, whereas the third requires 
handshake before transferring the sensed values. In some cases, anytime equipment 
rouses and answers a request, it should authenticate itself to the gateway to ensure 
that the intended equipment is accessing the network. This approach is intended 
for equipment that operates in the first two modes, whereas constantly streaming 
edge nodes are verified once. In such cases, the session timeout length might be set 
to a large amount, reducing the frequency with which the re-verification phase is 
invoked. Alternately, the streaming edge nodes can be re-verified if they go silent for 
an extended period. Figure 1 depicts the overall centralized delicate authentication 
scheme.

IoT equipment would have to verify itself to transmit encrypted information 
using securely kept keys. It must always preserve a unique identification resistant
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Fig. 1 Centralized delicate authentication scheme

to spoofing and the related encryption keys in the equipment for verification and 
encryption reasons. Unless these attributes are securely saved, the verification and 
encryption mechanisms would be useless. The software techniques are insecure, 
mainly when attackers use software vulnerabilities to enter an IoT LAN. The private 
is utilized for data decryption along with the counterpart, and the public key is used 
for encryption purpose. The key needs to safeguard as it is the only key to perform data 
encryption and decryption. Therefore, the encryption key is used for preserving the 
incoming data from the connected IoT devices. Hardware-based solutions for essen-
tial safety are more visible and tougher to breach. Adding encryption to the nodes is 
always expensive in constrained energy. Therefore, it is utilized with prudence afore 
widespread implementations. 

(a) Verification scheme 

With the initiation of authentication cycle between the edge and gateway, 
the gateway needs to maintain the hardware id (Hid) with initialized 
vector (Vi ), nonce (Nn), and random number (Rn). It is securely exchanged 
among the corresponding edges, where the gateway evaluates the Key = 
h(hidden ⊕ Nn) and keynext = h(Hidden ⊕ Rn). Then, it sets Keyprevious = 
Keyretreive and Keyprevious = Keynext for the successive cycles. Gateway 
needs to initiate the encryption key Ekey = hidden ⊕ Vi . The prelimi-
nary packet is provided in the form of Ekey

(
hidden, Keyretrieve, Keynext, Nn

)
. 

Then, the gateway needs to maintain a record with authentication table with 
a form of  Hidden, Vi , Rn, H (Nn), Keyretrieve, Keynext, Ekey, SY N , and AC K . 
The gateway transfers the encrypted packets to the nodes, and the nodes have 
to transfer the receipt of the authentication packet by decrypting the message. 

(b) Verification-based acknowledge phase



92 R. Raja and R. Saraswathi

The nodes evaluate the decrypted key (Dkey) as Dkey = hidden ⊕ Vi . With 
the Dkey, the incoming packets are decrypted to the edge and the parame-
ters are hauled out. Then, it preserves the memory location with the present 
Keynext value for decrypting the authentication packet for the successive cycles 
transferred by the gateway. The decrypted key is preserved for the successive 
cycle as stored as Dkey = present KEYnext. The nodes set the key for every 
packet as the encryption key for authentication is transferred to the nodes via 
gateway. The encrypted key is set as Ekey = keyretrieval. The authentication-
based packet acknowledgment derived from the nodes is provided to the gateway
� h(Nn), Ekey(hidden, Keynext � . Pseudocode 1 depicts the connectivity 
among the heterogeneous network nodes. For instance, the connectivity is estab-
lished among two gateways. The key is generated with 128 bits and establishes 
the authentication cycle. The authentication measure is to be evaluated between 
the two nodes, and the key is retrieved between the available and hidden nodes 
(id). The successive key values are generated based on the authentication cycle. 
The key is generated for preserving the stored information among the nodes. 
The retrieval key is used for authentication with retrieval key and decryption 
key. 

Pseudocode 1: 

1. Generate gateway using the successive parameters; 

2. Hid  = 32 → providedas128bit 
3. Initialize vector value to establish security and authentication cycle; 

4. Set randomno; 
5. Set Nonce; 
6. Evaluate authentication with gateway measure; 

7. Keyretrei  ve = h(Hiddenid  ⊕ Nn); 
8. Keysuccessive = h(Hiddenid  ⊕ Rn); 
9. Store the successive key values with authentication cycle; 

10. Keypreserve = Keyretreive; 
11. Keysuccessive = Keynext; 
12. Generate encrypted key; 

13. Ekey = Hidden ⊕ Vi ; 
14. Generate authentication table for successive evaluation; 

15. Use Keyretrieve value for authenticating the acknowledged packet with decrypted key; 

16. end process 

(c) Thin model 

The delicate approach offloads much of the critical calculation, nonce creation, 
and random number to the gateway to preserve entire computing overheads to a 
minimum value. The edge nodes may start to operate within the constraints of
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the limited resources. The edge node decrypts the acknowledgment packet using 
fundamental values exchanged during the prior authentication phase already and 
encrypts the data along with the keys from the present process. An entry in the 
auth table represents each acknowledgment phase. An ACK is acquired from 
the node when the verification phase is tagged successfully. The SYN flag is 
set for entry, and gateway upgrades the ACK flag in the authentication table. If 
an authentication with SYN/ACK packet is lost, the process is repeated for a 
certain number of rounds to finish the authentication phase. 

4 Numerical Results 

The simulation is done in the MATLAB 2020a environment, where most edge nodes 
consider the battery power. As a result, each computation costs the node extra 
power. The goal of the experiments in this part is to demonstrate that the calcu-
lation suggested running on the edge nodes does not result in a significant rise in 
battery usage. The assessment set included a coordinator/gateway and end equipment 
that could function as either a router or an edge node. Table 1 depicts the voltage 
drop during the process of authentication. 

Figure 2 depicts the comparison of authentication versus time (s). Based on the 
authentication, more number of devices are connected and the voltage drops when the 
node initiates the process with authentication. Further, the voltage drains with further 
process like transmission, reception, and so on. The proposed delicate authentication

Table 1 Voltage drop analysis after authentication 

Authentication-based voltage–time drainage 

Time Voltage Current (mA) Current (A) Power (Watt) 

1 3.1 50.3 0.0514 0.1540 

1.05 2.94 51 0.0510 0.1450 

1.09 2.93 51.1 0.0509 0.1485 

1.13 2.92 51.2 0.0508 0.1476 

1.17 2.92 51 0.0509 0.1475 

1.3 2.89 51.6 0.0510 0.1457 

1.25 2.90 51.8 0.0511 0.1457 

1.29 2.90 51.8 0.0512 0.1458 

1.4 2.86 51.7 0.0507 0.1452 

1.45 2.86 51.5 0.0506 0.1449 

1.49 2.84 51.4 0.0505 0.1437 

1.53 2.82 50.4 0.0503 0.1414 

1.57 2.82 50.4 0.0504 0.1415 

2.1 2.80 50.3 0.0502 0.1401 
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Fig. 2 Time-based voltage drain 

scheme is tested with the available edge nodes and routers. The experimentation is 
done based on authentication and without an authentication mechanism. The authen-
tication mechanism wants the router to be awake and respond to the query from the 
coordinate nodes. The nodes transfer the series or successive requests from every 
selective second and communicate the sensed values to the coordinates. The routers 
and edge nodes are maintained in the LOS with the coordinate nodes devoid of any 
obstacles from the intermediate nodes. The authentication with the end devices is 
continued and remains alive until the voltage drops to 2.50 V. 

Tables 1 and 2 depict the current and voltage drainage in amps and milliamps of 
the anticipated model (without and with authentication). While the network model is 
configured with routers and coordinators, the routers must be awake throughout the 
entire cycle and perform continuous streaming with essential parameters. During the 
preliminary stage, the power drain is higher for enabling authentication; however, 
the voltage drainage shows some consistency. The t-test value shows the observed 
difference among the mean values with appropriate voltage drop significantly with 
and without authentication.

The nodes are configured as edges where the router acts as a medium and assists 
the nodes to hop the data to available gateway (nearby). It may acknowledge to the 
request from the gateway and remain ideal without active. Some routers remained in 
the awakening stage and configured to receive the request and response. Based on 
Figs. 2, 3, 4, and 5, it is evident that the power utilization and voltage drop (without 
and with authentication) are not so significant to achieve overhead. Therefore, the
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Table 2 t-test analysis t-test 

Variables Mean value (router 
gateway) 

Mean (edge 
gateway) 

Drainage (V) 
without 
authentication 

2.689 2.8528 

Drainage (V) with 
authentication 

2.6593 2.8356 

Current (I) without 
authentication 

49.9808 51.2365 

Current (I) with 
authentication 

49.8756 50.9797 

Current drop 
without 
authentication 

0.2372 0.1486 

Current drop with 
authentication 

0.1254 0.1468

authentication scheme consumes elemental power and pretends to offer a delicate 
authentication mechanism. 

Fig. 3 Current drain analysis
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Fig. 4 t-test analysis (router to gateway) 

Fig. 5 t-test analysis (edge to gateway)
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5 Conclusion 

The edge nodes in the current IoT implementation rely on encryption keys for safe 
connections. Those keys are often held immediately or chosen from a pool of keys 
controlled by a reliable distribution center. The asymmetric encryption keys are 
created by a third party in mathematical procedures. These are measurably expensive 
with limited processing power. To solve these flaws, we designed and implemented an 
appropriate encryption generation system in which verification records are built and 
protectively shared among the edges and gateways with low measurable overheads. 
Like many other traditional verification approaches, our suggested method does not 
necessitate the memory of static key value over the equipment as keys are protectively 
transferred to avoid message and equipment replicate threats. Those two types of 
attacks are widespread on IoT equipment deployed in the field. Tests were carried 
out to validate the efficacy of our approach. Our simulation results indicated no 
considerable variation in power drainage on IoT equipment. 
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A Comprehensive Study on Crop Disease 
Prediction Using Learning Approaches 

S. Sandeepkumar and K. Jagan Mohan 

Abstract The detection of plant disease is an important problem that requires 
concentrating on the effective production of agriculture and the economy. The tradi-
tional techniques were used to detect this plant disease, but it is a difficult task that 
needs a lot of time, work, and expertise. The recent research gathered more attention 
recently between researchers, practitioners, and academicians called automatic detec-
tion of plant disease. This automation uses two techniques called machine learning 
and deep learning that helps for the identification of plant disease at the earlier stage 
as it finds in leaves of plants. A complete examination was done for the evaluation 
using the modern study on the possibility of acquiring the machine learning models 
to find the plant disease. There are four methods of diseases and infection on crops. 
Primarily, various possible diseases and infections on various crop types are investi-
gated with the cause for the happening and feasible symptoms for the identifications. 
A thorough investigation on the various pace is needed that is evolved in the detection 
of plant disease and the categorization with the help of deep learning and machine 
learning that are given. Different datasets that are there in online to detect plant disease 
are also provided. A complete investigation regarding different machine learning and 
deep learning depending on the classification models is discussed, which are given 
previously and are suggested over the world by various researches for the four above-
mentioned crops related to the evaluation on performance, the used dataset, and the 
method of feature extraction. Finally, different difficulties are listed and presented 
when using machine learning and deep learning techniques to identify the plant 
disease and present the future research scope. 
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1 Introduction 

The world’s population will increase up to 9.1 billion by 2050, according to the 
Food and Agriculture Organization (FAO) of the United Nations. Henceforth, the 
rate of growth needs to be risen to 70% by 2050 [1] to manage the huge number of 
people’s nutrient needs. Moreover, various features are considered as the constraints 
to increasing the production of foods, such as the unavailability of cultivation and 
clean water in large areas. However, crop disease is the result of the considerable 
minimization in both the quality of crops and the number of crops. 

There are few damages that created an intense impact on the economy that gives 
low income to the farmer and high prices to the customers in food. Further, this leads 
to wide shortages of food that follows serious hunger and deprivation, especially 
in the states which are not developed where the preventive measures are restricted. 
Generally, human resources physically identify crop diseases via visiting the crops 
regions. Moreover, this is impossible practically, and it is a time-consuming activity 
for humans to examine every plant [2]. Henceforth, there is a delay often while 
examining the steps of crops disease because of the available manpower with restric-
tion. Henceforth, the recognition of crop disease is essential at the initial stage. It 
also improves the rate of food production and secures the farmers from expensive 
processes for spraying. The research community has shifted the concentration to 
present and analyse computer-oriented techniques to manage the difficulties for the 
detection of plant disease manually. These techniques are used to make this complex 
task easy and to enhance the automated techniques for the analysis of crops efficiently 
[3]. 

Primarily, suggested techniques are used at the earlier stage in immunology and 
molecular biology for the detection of diseases in crops [4, 5]. Moreover, huge 
resources, costs, and human experts are needed by these techniques that need to be 
implemented. The majority of regions for cultivation are small and implemented in 
non-developed nations by people with minimal income, and this is stated according 
to FOA [6]. Henceforth, this is not practically possible to them due to expensive 
solutions, and authors require suggesting effective and efficient techniques available 
to each farmer [7]. New machine learning techniques are used that are based on the 
hand-coded techniques in the field of agriculture to increase the power of decision-
making [8]. A large amount of information is collected in the real world due to the 
enhancement of digital methods on which machine learning-based techniques are 
used for making the optimal decisions. The process of detecting the crop disease is 
tested with the methods such as decision trees (DT) [9], support vector machines 
(SVM) [10], K-nearest neighbours (KNN) [11], and Gaussian frameworks [12]. The 
computational methods that have hand-coded key points are easy to use, and there 
is no need for much training data. 

Moreover, these approaches are time-consuming and require human expertise 
skills. Further, the traditional machine learning models having keypoint’s computa-
tional techniques face a trade among complexity and powerful detection. Using the 
small feature set lowers to localize the system’s effectiveness as the computational
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high keypoint’s vector enhances the economic burden [13]. Henceforth, the improve-
ment on the performance should be needed, especially for the decision support model, 
which helps to convert a large number of data to the beneficial recommendation. 

It is evident that the efficiency of deep learning-based techniques like CNN [14], 
recurrent neural networks (RNNs) [15], and deep belief networks [16, 17] is used in  
various applications, which includes segmentation of image [18], classification [19], 
detection of change [20], and agriculture. For instance CNN is used to empower 
under the deep learning-based technique, which perceives the optimal elements 
automatically from the input samples with no intervention of human expertise. The 
human brain’s processing is emulated with the help of using deep learning-based 
approaches. The numerous object samples are observed to identify and localize the 
objects by people. Object recognition and pattern recognition follow the same steps 
by the techniques. Rather than customized machine learning-based approaches, deep 
learning architectures create more accurate outcomes that improve decision-making. 
Deep learning frameworks are inspected for resolving the difficult issues due to the 
extensive progression of the hardware equipment in a considerably low time period. 

The deep learning-related techniques exhibit modern accuracy in the agriculture 
field and have also been general to various works. The significant performance has 
been achieved by the various forms of deep neural networks (DNNs) above hyper-
spectral analysis [21]. GoogLeNet [22], AlexNet [23], VGG [24], and ResNet [25] are  
a few common CNN models that perform better in the classification of crop-related 
tasks that is to predict the quantity of yield, detection of crop heads, counting the fruit, 
detection of plant disease, classification, and more. The minimum pre-processing and 
effort in calculation with powerful results are achieved by these frameworks. Hence-
forth, exploiting the topological data from the input images results from the better 
performance for localization of objects by the deep learning-based approaches and 
unvaried to the post-processing attacks such as translation, rotation. Also, this tech-
nique creates good results with respect to quality along with pre-trained approaches. 
Since a large volume of work is introduced to detect and classify crop disease, 
improvisation is needed in these frameworks. 

Rather than the intelligence of the human brain, the capabilities of machine 
learning methods are significant to solve the difficulties in the problems of the real 
world. The low efficiency and high processing time are the important problems of 
machine learning-based approaches on the detection of crop disease. Also, these 
techniques create long code, which enhances the complexity computationally. Deep 
learning methods are introduced to manage these issues of long codes and, more-
over, at the costs of improved complexity of code. However, these techniques are not 
useful for the identification of various diseases above a single sample, and existing 
techniques are not common to the real-world scenarios also to locate the various 
examples in a single image for a similar disease [26]. Table 1 depicts the comparison 
of various existing approaches.
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Table 1 Comparative analysis of various existing approaches 

Method Performance Advantages Disadvantages 

K-FLBPCM 
framework, along with 
a support vector 
machine, was used for 
the classification of 
crop disease [3] 

98.63% of accuracy The classification 
accuracy is improved 
in the method to the 
plants having the same 
morphological textures 

The distorted samples 
face the accuracy 
degrades while 
detecting the plant 
disease 

DLQP technique along 
with support vector 
machine classifier was 
presented for the 
classification of 
different plant diseases 
[7] 

96.53% of accuracy This method is 
powerful for the 
classification to detect 
the disease on plant 
leaves undergoing 
intense scale and angle 
variations in input 
samples 

Further improvements 
are needed on the 
performance of 
classification 

GLCM technique 
along with the Harris 
method was used to 
compute the features, 
while the SVM 
classifier was used to 
classify the tea plant 
disease [14] 

98.5% of accuracy This method can able 
to detect the infected 
segment of leaves from 
the complicated 
background 

High computational 
cost is the problem in 
this method 

SVM classifier along 
with the LBP 
algorithm was used to 
classify the plant 
disease [14] 

95% of accuracy Better generalization 
power is used in this 
method 

Degradation on the  
performance of 
classification over 
noisy samples 

The important points 
were calculated by 
using GLCM and LBP 
descriptors, while the 
SVM was used to 
classify the plant 
disease [16] 

98.2% of accuracy The framework can 
locate the diseased 
plant portion from the 
suspected samples 
under the presence of 
intense light variations 

Results are described 
for the smaller datasets 

Random forest 
classifier along with 
HOG approach was 
used for the 
classification on the 
samples of infected 
plants to different 
classes [19] 

70.14% of accuracy This method is 
effective 
computationally 

Further improvements 
are needed on the 
performance of 
classification

(continued)
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Table 1 (continued)

Method Performance Advantages Disadvantages

GLCM methods, along 
with SVM classifier 
and K-means 
clustering, were used 
for the classification of 
turmeric leaves disease 
[20] 

91% of accuracy Infected plant leaves 
can be located in this 
method from the blurry 
samples 

Infected plant leaves 
can be located in this 
method from the blurry 
samples 

A deep learning-based 
technique called FSL 
was used for the 
detection and 
classification of plant 
disease [20] 

91.4% of accuracy Less training data is 
used in this approach 

Results are described 
for the smaller datasets 

The CNN-based 
architecture was used 
for the localization and 
classification of tomato 
crops diseases [24] 

91.2% of accuracy This method is 
effective 
computationally 

The problem of 
over-fitting has 
occurred in this method 
in smaller classes 

Mobile 
application-based 
approach which used 
the deep 
learning-based model 
called ResNet50 was 
used for the 
classification on the 
different maize crops 
disease [25] 

99% of accuracy Better generalization 
power is used in this 
method 

Because of the 
processing power and 
the requirements on the 
consumption of battery, 
this method will not be 
suitable for all mobile 
phones 

Faster-RCNN model 
was used to classify 
the tomato crops 
disease [26] 

mAP 97.18% This method is 
powerful when the 
distortions and noise 
are there in suspected 
samples 

This approach is not 
suitable economically 

A deep learning model 
called AlexNet, along 
with the K-nearest 
neighbour classifier, 
was employed for the 
classification of tomato 
leaves like being 
healthy or unhealthy 
[28] 

76.1% of accuracy Infected areas are 
identified from the 
low-intensity images 
in this method 

This technique is 
time-consuming and 
works slowly

(continued)
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Table 1 (continued)

Method Performance Advantages Disadvantages

Deep Siamese network 
along with K-nearest 
neighbour classifier 
was employed to 
classify the plant 
disease [29] 

96% of accuracy Samples classification 
accuracy was improved 
in this method with 
complicated 
backgrounds 

This method is affected 
by  the issue of  
over-fitting 

CNN-based technique 
along with a residual 
network was used to 
compute and classify 
the deep features [30] 

98% of accuracy This method is 
powerful for noisy 
samples 

This technique is 
expensive 
computationally 

Deep learning-based 
technique along with 
the LeNet approach 
was used for the 
extraction of important 
points and 
classification of the 
class samples into 
healthy and unhealthy 
[30] 

94.8% of accuracy Less training data is 
needed for this method 

This method is not 
powerful for noisy 
images 

2 Reviews on Plant Disease 

Plant diseases are of two types. They are (i) abiotic and (ii) biotic. Abiotic diseases 
arise in plants due to various elements such as very high temperature, extreme mois-
ture, insufficient vitamins, bad mild, greenhouses gases, and bad soil pH. Biotic 
diseases arise from dwelling organisms like bacteria, insects, viruses, and fungi [12]. 
The challenging tasks are identifying and classifying the diseases and the infections 
in plants, and these diseases are not visible just by visualizing them. Various plant 
diseases and infections also generally have symptoms, which are usually between 
various plant diseases that challenge recognizing the exact disease in plants. In certain 
scenarios, the uncommon signs or symptoms such as the unusual growth of leaves, 
leaves colour distortion, stunted growth degraded and shrunk pods are used to analyse 
the disease, and the process of identifying the disease is difficult. For example the 
blatant case of the infected leaves helps to predict the disease using these symptoms. 
Early identification and diagnosis of the plant disease are critical processes to safe-
guard the circumstance, yield of the crop, and the economy incorporated with the 
agriculture area. There are some datasets used for crop disease prediction. They are: 
(1) Kaggle dataset; (2) PlantDoc; (3) Village dataset; and so on. Figure 1 depicts four 
diverse types disease identified in rice leaves.



A Comprehensive Study on Crop Disease Prediction … 105

a) Rice 
blast 

b) Red 
blight 

c) Stripe 
blight 

d) Sheath 
blight 

Fig. 1 Four types of disease in rice leaf 

3 Reviews on Crop Disease Prediction 

The identification of plant disease automatically denotes the infections that require 
the hour and need to lower the infections of the crop and loss the crops caused by 
the infections. The plant diseases are identified, which is an automated process that 
will minimize the cost of labour needed in the monitoring of crops continuously 
and closely for the occurred infection. Computer vision and machine learning are 
generalized techniques that automatically evolve consecutive steps to find possible 
diseases in crops and plants. This ranges from achieving and gathering the pictures 
of the plant with the help of various IoT sensors that deploys in the farming fields to 
the gathered images are processed to feed to the machine learning models to classify 
the plants as affected or not affected. 

Digital image processing has the leading and critical phases, which helps for the 
conversion of a visible image to an array of binary records for extra processing on a 
computer. The process of detaining and achieving the suitable images of the objects 
that leads to machine learning models to learn and classify the purpose is known as 
image acquisition. The high-resolution digital cameras [9, 25] is used to capture the 
image in this step. The usage of smartphones helps to capture the samples of images 
in different assisted formats such as png, jpg, gif [26]. The images are transferred to 
the stage of pre-processing images after successfully acquiring the needed images 
based on the requirements. When the collected image is not relevant to the processing 
sage, the strategies are performed to enhance the image [27]. There are three steps 
included in the image acquisition technique [27]. They are: (i) using the optical 
system, the energy is accumulated, (ii) energy is reflected from the surface of the 
target object, and (iii) the amount of energy is measured by the sensors. 

The success of automated classification of plant diseases has a significant role 
played by the complete step of image acquisition. The accuracy and correctness of
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Fig. 2 Samples from Village dataset 

the entire technique depend on the quantity and quality of the collected images, and 
the images are utilized for training the machine learning techniques [9]. Deploying 
the IoT-based collecting devices in the farming field helps to achieve the classification 
of plant images as healthy or unhealthy that can be configured periodically to capture 
the images of the crops. The machine learning techniques that are used to classify 
and identify the affected diseases in the plant can be trained with the help of previous 
image databases of the plants, which are available already in the study. Different 
popular datasets are there in the study, which contains both the healthy and unhealthy 
images of different plants (see Fig. 2). Few datasets are paid, but many of the datasets 
are available free of cost. They can be utilized to train the model and evaluate the 
performance of the suggested machine learning related classification technique. 

The first stage of image acquisition is the image pre-processing that performs 
on the achieved images to get the images to the standard benchmark features, and 
different machine learning techniques are applied to these features. Image size regu-
larization is the different pre-processing step evolved in this stage to adjust the images 
based on the used colour scale of the image and so on. The computational cost is 
reduced, and the make standards on resolutions of images to a particular standard 
benchmark are used by the pre-processing stage. The aim of image pre-processing 
is to modify the intensities of the images to highlight the targeted regions [28]. The 
background images are selected as a white base to reduce the complexity [8]. Pre-
processing techniques are used widely, such as removal of distortion, removal of 
noise, conversion of colour space, cropping the image, enhancing and smoothing 
the image. The most commonly used pre-processing methods are saturation, hue, 
and value method (HSV), as it duplicates the humans sensing abilities. The process 
of removing the background and masking is utilized to fasten the processing and 
enhance accuracy [9]. However, this mirrors the human sensing features, the trans-
formation of coloured image to popular hue, saturation, and intensity (HSV) repre-
sentation of colour space. The components are attenuated using the low-pass high 
frequency. The negative weighting coefficients are used by the high pass filter for
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the adjacent pixels, which improves the areas of the image adequately with more 
gradient intensity so as to highlight the information precisely [15]. The contours in 
the images are emphasized by the Laplacian filter, and it is utilized to modify the 
gradients distribution of an image [16]. Either maximal or minimal value from the 
group of most adjoining pixels is used for the maximal and minimal filter that works 
as analytical filters, which switches every pixel value [17]. Fast Fourier transform 
algorithm helps the spatial frequency domain of an image to transform the image 
from the Fourier transform (FT) [18]. Sigma likelihood of the Gaussian dispersion 
uses the straightforward and robust common smoothing channel, and the picture 
clamour is smoothed by taking the average of local pixels that includes the power 
with the fixed middle pixel sigma scope [19]. Traditional image processing approach 
involves interconnected steps such as segmentation, feature extraction, and classifi-
cation. Hence, the prediction depends on given features in this method. Deep learning 
method operates directly on raw pixels and learns features by itself (Fig. 3) [9]. 

Data acquisition 

Data pre-processing and 
augmentation 

Feature extraction with 
pre-trained model 

Fine-tuning 

Classification Testing dataset 

Training dataset 

Results and analysis 

Fig. 3 Block diagram for disease prediction process
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4 Reviews on Segmentation Process 

The process of subdividing the image into its component objects is called segmen-
tation. The major goal is to examine every object for the extraction of a few useful 
features. The differentiation of healthy and unhealthy segments of an image is done 
on the basis of the extracted features [2, 9]. The segmentation is performed by sending 
the achieved and pre-processed images for the extraction of different relevant, useful 
attributes needed in the classification and learning process of the infected leaves. 
Segmentation involves some steps. The first step of this technique works at the pixel 
level to select the seed points. Certain criteria are used for the region to start growing, 
like greyscale, the intensity of pixel, similarity, and adjacency. 

• The complete image is segmented into the pattern of cells. 
• Every cell pattern is relevant to the adjoined cells, and it is attached to the region 

that depends on the same intensity values. 
• The region is developed continuously by analysing the nearest regions till there 

is no remaining combinative region. 
• The above steps are repeated till all cells are attached to the related segment or 

region. 

5 Reviews on Feature Extraction 

The pre-trained model can be used as a separate feature extraction programme, in 
which case input can be pre-processed by the model or portion of the model to a 
given an output (e.g. vector of numbers) for each input image that can then use 
as input when training a new model. The colour, morphology, and texture are the 
basic features of an image. The better results are produced by the morphological 
features for the disclosure of affected regions of leaves than other features [2, 30]. The 
Gabor texture and colour moments have utilized the features of colours generally, 
which are achieved using a number of approaches such as colour histogram [14], 
colour correlogram [15], colour R moment [16]. Contrast, variance, homogenous, 
and entropy are the attributes that are associated with the textures. The results are 
better by the texture features for the problems in detecting the plant disease [9]. 
The properties of texture are entropy, energy, the moment of inertia, homogeneity, 
and so on of the needed portion can be calculated with the help of the grey-level 
co-occurrence matrix (GLCM) [11, 17]. The extraction of texture features with the 
help of other approaches such as difference operator, FT, discrete cosine transform 
(DCT), and wavelet packet decomposition techniques [9]. On the basis of colour 
features, the results for the classification of plant leaves diseases are desired and 
better [18].
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6 Reviews on Classification 

Machine learning means computers learning from data using algorithms to perform 
a task without being explicitly programmed. Deep learning uses a complex struc-
ture of algorithms modelled on the human brain. This enables the processing of 
unstructured data such as documents, images, and text. The process of identifying 
and classifying the input data into various related sample classes is known as clas-
sification. The exact detection and the input data are separated in this phase into 
various classes. This phase is the initial task in the vision of the computer. The 
plant images are classified and managed into various classifications in the phase 
of plant leaves classification that is related to the infected disease. In this phase, 
leaves are categorized as healthy and unhealthy. The classification of the infected 
leaves is classified further into possible disease classes, especially when the leaf is 
suffered. The detection of disease is easier than the classification of disease. Hence, 
the relevant classifiers are selected depending on the critical problems during the 
classification of diseases. Machine learning approaches are common of two types. 
They are unsupervised and supervised models. Generally, the classifier techniques 
are used such as support vector machine (SVM), K-means, random forest (RF), 
decision tree, genetic algorithm (GA), KNN, artificial neural network (ANN), fuzzy 
C-means, BPNN, convolutional neural network (CNN), and fuzzy logic. Moreover, 
BPNN, CNN, and ANN are taken for the different classification issues that include 
the detection of disease in plants. These techniques better classify the plant leaves 
with automatic extraction of features [20]. Applying fine-tuning allows us to utilize 
pre-trained networks to recognize classes they were not originally trained on. And 
furthermore, this method can lead to higher accuracy than transfer learning via feature 
extraction. 

7 Performance Metrics 

For classifying the crop images, researchers must assess the quality of the classi-
fication findings before evaluating the classifier’s performance. The classification 
performance is computed to graphically illustrate the viability of the newly designed 
algorithm, followed by a comparative study of existing classification algorithms 
and additional enhancements depending on their inadequacies [5]. Kappa statistics, 
production accuracy, posterior probability, total classification accuracy, user accu-
racy, and other assessment indicators are commonly employed, and its execution 
principle will be momentarily introduced underneath. 

a. Confusion matrix 

This is also known as an error matrix and is utilized to see if the classifica-
tion result matches the original ground cover. It is the foundation for several 
additional assessment criteria. It is expressed in Eq. (1):
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X = 

⎡ 

⎢⎣ 
x11 · · ·  x1c 
... 

. . . 
... 

xc1 · · ·  xcc 

⎤ 

⎥⎦ (1) 

where ni j  = number of subcategories and xi j  = number of categories. The 
element on the diagonal indicates the number of successfully split data points, 
and (i, j = 1, 2, . . . ,  n) denotes the number of samples from the n-th category 
split into the (n-1)-th category. Where i is the absolute number, and j is the total 
number of sample elements. 

n = 
c∑

i=1 

c∑
j=1 

xi j (2) 

b. Overall Accuracy 

The overall prediction accuracy is improved using the adoption of more data. 
The missing and outlier values need to be considered along with proper feature 
engineering and representation. The overall accuracy is calculated by dividing 
the number of accurately sampled data points by the entire sample. The formula 
for the computation is expressed in Eq. (3): 

POA  =
∑c 

i=1 xii∑c 
i=1

∑c 
j=1 xi j  

(3) 

c. Kappa Coefficient 

Kappa coefficient is commonly used to estimate interrater reliability and can be 
employed in the context of test–retest. In test–retest, the Kappa coefficient indi-
cates the extent of agreement between frequencies of two sets of data collected 
on two different occasions. The Kappa factor may be used to analyse the division 
outcomes of images in a particular way, and it examines the number of success-
fully split sample points and the number of erroneous divisions when evaluating 
classification performance, which is highly compelling. The following formula 
can be utilized based just on the confusion matrix and expressed in Eq. (4): 

PKC  = 
n

∑c 
i=1 xii  − n

∑c 
i=1(xi+xi+) 

n2 − ∑c 
i=1(xi+xi+) 

(4) 

where ‘n’ is the total number of items in each row; xi+ is the sum of the elements in 
each row. It is expressed in Eq. (5): 

xi+ = 
c∑

i=1 

xi j (5)



A Comprehensive Study on Crop Disease Prediction … 111

Here, xi+ denotes the total of the items in each column. Then, precision, accuracy, 
recall, and F-measure are among the performance measures evaluated for prediction. 
The performance indicators are based on the confusion matrix, with TP denoting a 
lot of positive instances that are positive, TN representing the number of negative 
instances that are negative, FP indicating the series of adverse instances that are 
positive but are intended just to be positive, and FN indicating the number of positive 
instances that are negative but are designed to be positive. The model’s capacity 
to handle a real example positively or negatively is solely dependent on the accu-
racy of the land cover/land use forecast. The fraction of correctly predicted positive 
instances out of all optimistic predictions supplied by the predictor model is precision. 
Equation (6) expresses it as follows: 

Precision = T P  

(T P  + FP) 
(6) 

The recall is represented as the percentage of projected positive events that are 
always positive. It is written like this in Eq. (7): 

Recall = T P  

(T P  + FN  ) 
(7) 

The F1-score is a commonly used metric for classification issues. The recall 
and accuracy rates are calculated using the average harmonic technique, with 
the maximum value set to 1 and the minimum value set to 0. Equation (8) is a  
mathematical expression for it: 

F1-score = 2 ∗ 
precision ∗ recall 
precision + recall 

(8) 

Specificity is defined as the ability to correctly forecast samples that are not 
deemed valid, i.e. true negative samples. Equation (9) is a mathematical expression 
for it: 

Specificity = T N  

FP  + T N  
∗ 100 (9) 

8 Research Challenges 

The technique is needed for the extraction of the infected region from the image 
called segmentation. Moreover, the process of extracting the infected region of a leaf 
segment from the image is considered tedious when the background of the image 
has colour rather than black and white, or it has few elements such as leaves, plants, 
grass, soil [18]. When the farmer needs to find the crops diseases from the fields, the
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image has various elements in the background in the real world. Henceforth, there is a 
capability by the system to remove the entire unwanted elements to acquire the needed 
segment alone from an image. Most researchers have utilized a few thousand pictures 
in the study for the training of models. Data augmentation is the provided solution in 
deep learning to enhance the learning dataset size. Data augmentation is the process 
of modifying or ‘augmenting’ a dataset with additional data. This additional data can 
be anything from images to text, and its use in machine learning algorithms helps 
improve their performance. The accuracy for the prediction model of disease will be 
increased using a large dataset to train the model, but the computational cost is high. 
The covariate shift arises from the difference among distributions of trained data to 
learn data and the model on which the model is used. 

9 Future Enhancements 

The minimization of crop loss is essential by taking the relevant precaution at 
the earlier stages in forecasting disease. Some mobile-based applications and web 
services are used for the forecasting of disease, and this information will be delivered 
to the public. In the literature, highly efficient and accurate models are presented. 
Moreover, in real-world mobile applications and websites, these models are needed to 
be deployed and tested. Hence, the farmers can utilize the modern automatic disease 
detection approaches directly by having the image of doubted plant leaves in their 
farming [19]. There is a restriction that is no real-time machine learning techniques 
accessible for the identification of disease, and these are taken from the existing 
studies. 

10 Conclusion 

The exact classification and recognition of plant diseases are important for farming 
crops. There are different difficulties considered in the manual detection of crops, 
such as substantial efforts are needed related to the labour, cost, and expertise to 
accurately detect the disease of crops. In addition, various attributes are considered, 
such as farming scale, various types of diseases, and the relevant symptoms for 
various diseases. The detection of diseases is difficult to work for a farmer, and the 
diseases need to be found accurately and on a timely basis. This will reflect on the 
yield and also on the quality of crops. Hence, automatic plant disease detection is 
introduced to consider the mentioned problems with the help of deep learning and 
machine learning models. Different deep learning techniques are used for the earlier 
prediction of diseases efficiently and in a robust manner by examining the leaves of 
plants. Moreover, it is essential to find different popular machine learning models to 
synthesize higher and suited best for these applications. This also involves steps that 
are basic to automatically detect the plant’s disease from infection. The deep learning
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methods are also required to identify the reason from which the plant is suffering. A 
detailed investigation needs to be taken to find different machine learning and deep 
learning models in the study. This study helps to understand which learning model 
can give better results in various difficult real-time farming conditions. Numerous 
studies were investigated by the manuscript, and suitable models are investigated 
to detect the plant’s disease, its classification, and different infections which can 
occur in various types of plants. There are different difficulties while using the deep 
learning models that impacts are identified on the performance of the automated 
detection systems of plant disease. 
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Design of Various SRAM Attainment 
for FINFET 

K. Thiagarajan, Karrar Hussain, G. Suresh Kumar, C. Senthilkumar, 
and Rashmi Maniar 

Abstract The FinFET generates a lot of effort, which leads to a higher level of 
control in the conditional channel. Despite its low performance, 6T static process 
of random-access memory is modified by circuit function design. This increases the 
speed of static random-access memory by reducing the bit line with loading effect. 
With a standard level of cell, 6T static random-access memory face challenges in 
terms of stability and degradation. It causes disruption in low-level power mode. 
With a reduced low level of threshold voltage, 6T SRAM has difficulties with output 
level voltage. In 6 T-type SRAM cell, the conditional transistor destroys the entire 
read operation. In 6 T SRAM cell, noises destroy the stored level data in nodes, which 
establishes a direct path between the bit line and storage nodes. We must overcome 
the 8T-level SRAM as a cell in their recommended read-level stability. To improve 
the 8T-level SRAM read level of stability, the FinFET with 6T and 8T for conditional 
achievement of SRAM in 8T level for static random-access memory, and 10T type 
for SRAM with cells has been increased to improve the need to compare different 
results by using micro wind as a tool.
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Keywords Fin field-effect transistor · Low power · SRAM · System on chip 

1 Introduction 

The SRAM area is projected to exceed 90% of the total chip area due to the greater 
convergence and efficiency. The SRAM’s substantial contribution has a significant 
effect on chip yield and cost. The tiny systems technology is used in elevated SRAM 
cells to improve the data storage density, rendering them more susceptible to process 
variation. As per the result of process variance, the actual output deviates from the 
expected value and the device parameter differs from the actual return. 

One more issue in scaled technology is increased energy consumption, moreover 
active power increases with scaling besides leakage power. Lower power consump-
tion can be done by lower supply voltage, but it has a negative impact on cell stability. 
In SRAM cell, voltage-level scaling is limited by low reliability and improved process 
differences. In nm technology, attaining the power requirements with a certain level 
of system tolerance has become a significant challenge. 

The SRAM cells access time and stabilization are also affected by process 
variables. The most common SRAM cell stability failure mechanisms are write, 
read, keep, and access time failures. It promotes energy usage and reduces cell 
activity. Further, the stability loss occurs when the voltage level is decreased from 
a design matrix perspective, and there is still insufficient research analysis available 
to compare different reported low-voltage process invariant cells in nm technology. 

2 Literature Survey 

A lot of work is done in field of SRAM cell design. In SRAM cells, several researchers 
have made significant efforts to reduce strength and improve the stability and design 
process [1]. Various cell designs based on loop cutting, size, linking bit lines to 
pseudo-storage nodes, to make reading and writing as stable as possible, as well as 
read–write assist approaches have been given in the literature [2]. Excessive leakage 
current is another drawback with SRAM cells. Lowering the supply voltage can 
help to decrease it. Stack transistor technique is one of the available circuit-level 
approaches to minimize leakage current [3–5]. Stability and leakage current are the 
important issues in nanometer region. To solve these issues, various process invariant 
SRAM cells based on Schmitt trigger, transmission gate, and read buffer have been 
proposed in the literature [6–8]. 

Stack transistor is a technique, which is used to minimize leakage current in many 
circuit-level approaches [9]. As technologist mentioned, stability and leakage current 
make the important issue in nanometer region. SRAM cells based on transmission 
gate, read buffer, and Schmitt trigger are proposed in the literature to address the 
above issues [10].
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Loop cutting, connecting bit lines to pseudo-storage nodes, sizing are some of 
such techniques. Cutting the input between the inverters, while read process is the 
result of loop cutting technique, and the stored data is fully free from bit line noise. To 
reach desire stability, write and read ports have to split and configure independently, 
and one more strategy is explained in the literature [11, 12]. 

Currently, to solve stability and process parameter issues, a lot of research going 
on in invariant SRAM cells. Still now, few works are available effectively to compare 
low-voltage SRAM cell architecture, process variance, and stability in nm technology 
[13]. The main theme of this paper is to look into previously published SRAM cell 
designs for leakage, efficiency, stability, current, and process variation robustness. 
And, it will induce the researchers in solving the issue of nm technology SRAM 
design [14]. 

3 Invariant SRAM Cell for Low-Voltage Process 

CMOS-based IOT (ST-3) SRAM cell with low-voltage invariant read–write is 
proposed. The stored data is not disturbed by bit lines. Thus, the ST-3 SRAM cell 
improves the read stability. 

Through weak inverter pairs, the write stability gets increased. To achieve low 
leakage current in hold mode, the ST-3 SRAM cell uses stack transistor technique. 
Further, ST-3 cell is used for low-voltage operation. In proposed cell, three sigma (3σ 
= 30% variation) deviations in threshold voltage due to inter-dia process parameter 
are used to explain the process tolerance. The simultaneous use of Schmitt trigger 
and read buffer techniques shows higher process tolerance. 

3.1 Proposed Condition for 10T-Type SRAM Cell 

The ST-3 cell seems like a conventional 6T SRAM cell except that inverter M3-M1 
and M6-M4 are connected to M7-M8 and M9-M10 network, respectively. When read 
word line (RWL) signal is asserted high, the lower sub-circuit is used to read data 
from internal storage node, and the upper sub-circuit is used to write data into the 
cell. In addition, M9 and M7 transistors are used to reduce leakage level current in 
standby mode. To achieve higher density, the proposed system has used minimum 
width and minimum length (W = L = 32 nm) transistors. During read mode, the 
proposed level of 10T with SRAM cell appear, which is explained in Fig. 1, and it 
makes VDD (logic ‘1’). The RWL transistor makes VDD with WWL kept at GND 
to start read operation. If logic is “1”, store it to node Q, then BL makes discharge 
level to series connected with NMOS transistors level along M7 and M8. 

RWL is turned to VDD, and 10T SRAM cell enhances the read operation in the 
proposed system. Also, node Q in high, turn on the read access transistor M8. As a 
result, by transistor M7 and M8, the read current (Ion) flows from BL to GND. Due
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Fig. 1 Read 
operation—ST-3 SRAM cell 

to voltage divider network, the intermediate node VD increases to positive value, 
which is done in bit line discharge path. Now, the threshold voltage of transistor M1 
increases and source voltage (VGS) of transistor M1 turns to negative. At Q node, 
the increased threshold voltage helps to preserve logic “1” until M1 gate voltage is 
less than the increased threshold voltage. So, the inverter in ST-3 SRAM cell shows 
voltage transfer characteristic (VTC) like an ideal inverter. The node voltage Q = 
VDD is maintained till the positive feedback mechanism between Q and VD is valid. 
During write operation data is written as Q from BL and QB from BLB through 
transistors M2 and M5 to internal storage with their nodes. 

Consider that, data at node QB is “0” and Q is “1”. To commence, write operation 
RWL is maintained at 0 V signal WWL transitions to VDD. RWL read control 
signal interrupts the write access transistor (M5 and M2) node QB and Q also GND 
connection of the inverters (M4-M6 and M1-M3). Proposed cell shows better writing 
ability, however, the inverter does not have connectivity with GND, and cell data 
changes easily because the strength is reduced (Fig. 2). 

By stack transistor M9 and M7, low leakage current is produced by the proposed 
system. Voltage of the data storage node is not changed during the read mode (not

Fig. 2 Write operation with 
SRAM cell
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changed to positive value) it is based on Schmitt trigger technique and buffer tech-
nique unlike conventional 6T SRAM cell. Because of read buffer (gate sensing) 
technique, LP-10T cell and 9T cell enhance read stability. Stored logic is sensed 
by gate sensing technique through the gate of the transistor. However, by Schmitt 
trigger technique, ST-1 and ST-2 SRAM cells improve read stability. In ST-3 cell 
both techniques are used simultaneously, so compared to all other SRAM cell the 
proposed cell gives more read stability.

Also during hold mode, the proposed cell is disconnected from GND requires less 
leakage current in hold mode. Design parameter analysis of the proposed 10T SRAM 
cell is explained in further section. The proposed ST-3 cell is based on read–write 
decoupled technique and Schmitt trigger. Henceforth, ST-3 cell results are compared 
with LP-10T cells. 

3.2 Performance Parameter Analysis 

The performance of the SRAM cell is characterized by bit line leakage current (Ioff) 
parameters. The Ion/Ioff parameter is used to calculate large size SRAM design. 
Similarly, for high performance memory design, the Ion is considered as the key 
parameter. To characterize ST-3 SRAM cells effectively, it is necessary to know 
these parameters. 

The TRA (read access time or read delay) of a SRAM cell is defined as the time 
difference between the 50 m V falling edge of BLB or BL and 50% rising edge of 
signal RWL. Here, we calculated read access time only for possible data value (when 
Q is high). We assumed that RWL takes 1 ps to move from VDD to GND (slope) 
and GND (0 V) to VDD (0.9 V). Supply voltage of 0.4 to 0.9 V to all SRAM cells 
for read access time (Table 1). 

Comparison of the read access time of all SRAM cells at the nominal supply 
voltage (0.9 V) is plotted in Fig. 3. 

TRA is compared to ST-1 SRAM cell, ST-2 SRAM cell and 6T SRAM cell, 
respectively at 0.9 V. Because of larger body effect in read buffer transistor (M8 in

Table 1 0.4015 to 0.899 V ranges for read access time with different SRAM cells 

VDD(V) RAT (s) 

Random-access memory 
for 6T-S 

Random-access memory 
for 9T-S 

Random-access memory 
for 10T-S 

0.4015 0.845E−10 FAIL FAIL 

0.5235 2.201E−10 1.01E−10 1.1203E−10 

0.6235 3.203E−11 2.508E−11 3.2102E−11 

0.699 4.1021E−11 1.128E−11 1.1502E−11 

0.799 2.056E−11 1.209E−11 1.1012E−11 

0.899 1.3306E−11 5.5514E−12 5.215E−12
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Fig. 3 SRAM cells different 
ranges from 0.899 V for read 
access time 

this case) the penalty occurs. The “1” in Q (assumed) turns on the transistor M8 
and “0” in QB (assumed) turns off the transistor M10, which transfers the node 
voltage VD to higher than GND potential, when 50mv difference is occur between 
BL and BLB. It is raised consequently, the reduction in voltage increases body 
effect, threshold voltage and strength of the transistor M8. So it takes more time 
to discharge BL. Consequently, M2 transistor (in 6T SRAM cell) body effect is 
relatively much smaller than transistor M8 (in ST-3 SRAM cell). In discharge path, 
the ST-1 SRAM cell has three transistors, so it takes long time for read access than 
ST-2 SRAM cell. ST-2 has two transistors in discharge path, so the same read delay 
occur as conventional 6T SRAM cell. Read delay for various SRAM cells at low 
supply voltage (0.5 V) is mentioned here. Lower read delay of ST-3 SRAM cells is 
compared with LP-10T and 9T cells, respectively. TWA (write access time) or write 
time of SRAM cell is defined as the time difference between the time when data is 
written into memory cell and write word line (WWL) (Fig. 4, Table 2).

Fig. 4 SRAM cells ranges 
at 0.899 V with write access 
time
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Table 2 From 0.399 V to 0.899 V ranges from SRAM cells for write access time 

VDD(V) Write access time (s) 

6T-S random-access 
memory 

9T-S random-access 
memory 

10T-S random -ccess 
memory 

0.399 FAIL FAIL FAIL 

0.491 6.8809E−11 6.212E−11 6.12E−11 

0.592 4.1122E−11 3.2213E−11 3.11E−11 

0.693 3.0121E−11 2.223E−11 2.12E−11 

0.799 2.130E−11 2.23E−11 2.11E−11 

0.899 2.150E−11 2.22E−11 2.112E−11 

4 Conclusion 

The proposed research work represents the fast read–write with low leakage and low-
voltage process invariant SRAM cell for future technology applications. The result 
from this paper suggests that, the process tolerance capability of SRAM cells dramat-
ically increases by joining read buffer technique with Schmitt trigger technique. From 
the simulations results, we know that this technique not only provides high RSNM 
but also gives tight RSNM distribution when compared with other SRAM cells. 

The first type of proposed cell shows the value 3.56×, 3.56× and 3.43× as the 
penalty indicates the read access time which is the value 6T and also ST-9-type 
SRAM cells value ranges from 0.9 V, and the indication of higher effect through the 
body effect in which the read value of buffer through the transistor. The second part of 
the value with the number as the control line most of the greater conventional through 
the 6T SRAM cell; SRAM architecture required for the condition different in SRAM 
architecture. A design through the working condition of framework as the variation 
in the design matrices in the SRAM cells as the application of nanotechnology 
nodes. Over all proposed cell shows does not sufficient higher enhancement were 
the condition is the most of the design parameters over the earlier SRAM cells. 
Therefore, it may be an attractive choice. It is an SRAM cell having a minimum 
size transistor; therefore, it is suitable for robust high-density sub-threshold SRAM 
designs. Hence, the proposed 10T SRAM cell is a valid choice for future SRAM 
design. 
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A Novel Channel Estimation Technique 
for Intelligent Reflecting Surface 
(IRS)-Aided MmWave Systems Based 
on Sparse Kalman Filter (SKF) 

S. Nandan and M. Abdul Rahiman 

Abstract Intelligent reflecting surface (IRS) has been materialized as a new phys-
ical layer technology to reconfigure and intelligently control the wireless propa-
gation environment. However, for improved system performance in the presence 
of IRS, knowledge of proper channel state information (CSI) is essential. In this 
paper, we present a novel and efficient channel estimation technique based on 
sparse Kalman filter (SKF) in intelligent reflecting surface-supported (IRS) multiple 
input multiple output (MIMO) millimeter wave (mmWave) wireless communica-
tion systems. In addition, we mitigate the training overhead by taking advantage of 
the sparse attributes and low-rank behavior of the IRS-mmWave MIMO-cascaded 
channel. Channel effect is evaluated with Rayleigh fading and QPSK as the modu-
lation technique. Simulation results demonstrate that our proposed sparse Kalman 
filter-based channel estimation method outperforms the conventional methods in 
the matter of channel estimation accuracy, bit error rate performance, and reduced 
training overhead. 

Keywords IRS-assisted mmWave systems · mmWave wireless communication ·
IRS channel estimation · Sparse channel · Kalman filter 

1 Introduction 

Future wireless communication systems mandate a superior data rate and increased 
spectrum and energy efficiency, better coverage, and reduced latency since they 
should support billions of interconnected devices. Unfortunately, existing methods 
like mmWave and massive-MIMO (mMIMO) are deficient in forgathering these 
requirements [1–3]. Therefore, intelligent reflecting surfaces (IRSs) have stood out as 
a savvy radio concept for reconfiguring and controlling the wireless communication 
channel. Scattering and reflection in wireless surroundings are modeled as system
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parameters since they are stochastic. IRS enables reconfiguration of the wireless 
environment with reduced power consumption. They are furnished with many low-
cost passive reflective elements like phase shifters and dipoles. IRS is an exclusive 
hardware technology for enhancing signal coverage, lessen energy consumption, and 
to reduce the implementation costs. It in-holds many small, passive, and inexpensive 
reflecting elements. They only reflect the incident signal with an adjustable phase shift 
and doesn’t require a devoted energy source for further handling and retransmission, 
and hence, IRS has now been included in recent wireless communication systems. 

IRS can be employed in mmWave wireless communication systems because of 
its ability to extend coverage with reduced power consumption because of its passive 
reflections. Particularly, when the direct path between the transmitter and received 
is blocked, the IRS helps to deliver a virtual line-of-sight path through passive 
reflections. Furthermore, by suitably crafting the reflections in the elements, we 
can enhance the beamforming gain and overall system performance. A wide range 
of frequency spectrum is on tap in the mmWave frequency range (i.e., 30–300 GHz). 
But, specifically, for outdoor communication, these frequencies encounter degrada-
tion in performance mainly because of first-order reflections and scattering. In addi-
tion, the shadowing effect will also affect the received signal strength. The sparsity 
and low-rank nature of the mmWave channel is another challenge. But, this spar-
sity property is wielded properly to predict the channel in mmWave systems with 
hybrid architecture [4]. The introduction of IRS enhances the system performance 
if the direct link between the base station and the user is blocked [5]. To utilize the 
complete potential of IRS, the fidelity of guessed channel state information (CSI) is 
extremely important. The sparse attributes of the mmWave channel can be capitalized 
to perform various channel recovery techniques. There are two methods of channel 
estimation available in the literature, viz., semi-passive IRS channel estimation and 
fully passive channel estimation. Several semi-passive methods are explained in [6], 
in which low power but active elements like sensors interlaced over IRS elements 
are used for channel estimation. This will reduce the training overhead since the base 
station IRS channel and IRS-user channel are estimated separately. Unfortunately, 
this increases the overall power consumption. 

For fully passive IRS estimation, a strategy evolved from the least square (LS) is 
engaged [7]. Since a fully passive scheme doesn’t have active elements, instead of 
separate channel estimation, the cascaded base station-IRS-user channel is estimated. 
Even though the cascaded channel dimension is large, it exhibits sparse and low-rank 
characteristics, which can be put to use for lowering the training expenses consid-
erably. One of the most fundamental iterative greedy algorithms for sparse channel 
estimation is orthogonal matching pursuit (OMP), applied in [8] and [9], which is a 
low complex method. For predicting channel in doubly selective systems, Kalman 
filter using the method of sparse Bayesian learning (SBL) is explained in [10], and a 
Kalman filter employed channel assessment, and tracking in MIMO-OFDM systems 
is explained in [11], but both methods are not extended for IRS-aided communication 
systems. Channel judgment with the help of sparse matrix factorization is one of the 
methods in which low-rank configuration of the channels are utilized for estimation. 
A group of passive elements is switched ON and OFF alternatively, but this increases
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the complexity since separate amplitude management is required for the same. SBL 
[12] has proved to surpass various sparse techniques like FOCUSS and basis pursuit 
(BP). Other compressed sensing algorithms are adaptive grid matching pursuit [13], 
atomic norm minimization [14], and iterative reweighted method [15]. Even though 
various channel prediction methods are offered in literature, efficient techniques are 
yet to be hunted up in IRS-aided mmWave systems for faithful judgment of CSI. 

In this paper, we have developed an efficient and accurate method built on sparse 
Kalman filter (SKF) for estimating the cascaded channel in IRS-assisted mmWave 
systems. Stepping on the sparsity inherent in mmWave channel, the burden over 
training is minimized. We have harnessed the sparsity traits in the channel to recover 
the cascaded state information. Simulation results verify that our proposed method of 
estimating the IRS channel outplays the established approaches in terms of channel 
estimation accuracy, bit error rate performance, and reduced training overhead. 

2 System Model and Problem Formulation 

Assume an mmWave communication system downlink transmission supported by 
IRS consisting of N number of passive reflecting elements mounted on a 2D plane as 
shown in Fig. 1. Initially, assume a narrowband system with only one antenna at the 
transmitter and the receiver units. This will be later extended to wideband multiple 
antenna case in this paper. 

Let xb(t) represents the complex baseband transmitted signal and αke− j ϕk be the 
baseband channel coefficient between transmitter and the kth reflecting element, 
where k ∈ {1, 2, . . .  N }. The received passband signal ỹk(t) at the kth element is 
given as follows: 

ỹk(t) = Re{αke
− j ϕk xb(t)e 

j2π fc t } (1)

Fig. 1 Basic principle of 
IRS
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Let βk denotes the reflection amplitude in the kth element and tk be the time delay 
introduced to the incident signal; then, the reflected signal from the IRS element, 
yk(t), is given as:

yk(t) = βk ỹk(t − tk) (2) 

= Re{βkαke
− jϕk xb(t − tk)e j2π fc(t−tk )} (3) 

Considering the narrowband assumption, this can be approximated as: 

yk(t) ≈ Re
{[

βke
− jθ k αke

− jϕk xb(t)
]
e j2π fc t

}
(4) 

where θk is the phase shift introduced by the kth reflecting element. Thus, 

yk(t) ≈ Re{βke
− jθ k x

'
b(t)e 

j2π fc t } (5) 

where x
'
b(t) = αke− jϕk xb(t) is the equivalent baseband signal of ỹk(t). 

Equation (5) can be re-written as 

yk(t) ≈ Re{xo b(t)e j2π fc t } (6) 

where xo b (t) = βke− j θ k x
'
b(t) is the baseband equivalent of yk(t). The IRS-reflected 

signal will experience a similar narrowband flat fading from the kth reflecting element 
to the user device, and hence, the baseband channel coefficient is given by αr 

k e
− jϕr 

k . 
The received passband signal at the user device via the IRS, yr k (t) is thus given as: 

yr k (t) = Re
{[

αke
− jϕk βke 

jθ k αr 
k e

− j ϕr 
k xb(t)

]
e j2π fc t (7) 

The channel coefficients in the cascaded channel model in (7) can be written as 
f ∗ 
k = αke− jϕk and gk = αr 

k e
− jϕr 

k , where f ∗ 
k corresponds to the channel coefficients 

between transmitter and kth reflecting element and gk represents the element-user 
device link. Equation (12) can thus be re-written as 

yr k (t) = Re{[ f ∗ 
k βke 

j θ k gk xb(t)]e j2π fc t } (8) 

= Re{yk(t)e j2π fc t } (9) 

where yk(t) is the baseband signal model from (8). The resultant baseband signal 
from all the N reflecting elements (neglecting coupling effects) can thus be expressed 
as:
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y(t) =
(

N∑

k=1 

f ∗ 
k βke 

j θ k gk

(

xb(t) (10) 

= fH Qgxb(t) (11) 

where fH =[ f ∗1 , f ∗2 . . . ,  f ∗ 
N ], g = [g1, g2 . . . ,  gN ]T and Q = diag(β1e j θ 1 , β2e jθ 2 …, 

βN e j θ N ). Q is called reflection matrix and is a complex diagonal matrix of size N×N . 
Reflection matrix is diagonal since the elementwise reflections are independent, and 
there is no coupling between IRS elements. These channel coefficients depend on 
the path loss, large-scale shadowing, and small-scale fading effects. If there exists a 
direct linkage from the transmitter to the receiver, the received signal y derived from 
the reflection model explained in (11) can be written as 

y = (
f H Qg + h∗ 

d

)√ 
Pt x + n (12) 

where Pt is the transmit power allotted to the base station and n indicates the additive 
white Gaussian noise (AWGN). Extending this channel model to the MIMO case with 
Nt transmit antennas, Nr receive antennas and N IRS elements and supposing that 
there exists a narrowband flat-faded environment, the received signal is expressed as 

y = (
FH QG + Hd

)
x + n (13) 

where F ∈ CN×Nt , G ∈ CN×Nr and Hd ∈ CNt×Nr . 
Assuming that the direct channel between base station and user is absent, this can 

be equivalently written as 

y = (
eH (t)Hd(t)

)
x + n (14) 

where H is the cascaded channel, d(t) is the beamforming vector adopted at the 
base station and d ∈ CNt and e = [

e jθ 1 , e jθ 2 . . . ,  e j θ N
]T 

. Our aim is to attain perfect 
cognizance of the cascade channel matrix for th conjunct achievement of active as 
well as passive beamforming, i.e., optimize d and e to peak the signal power bagged 
at the receiver. 

Our intention here is for predicting the cascaded channel matrix H arising out of 
the observations at the receiver {y(t)}. In our case, this operation is brought off at 
the user, and not at the IRS. Based on the parametric spatial model explained in [11], 
the cascaded channel through IRS can also be expressed as: 

HI RS  = 
L∑

l=1 

αd 
l α

I RS  
l aR

(
θ r 
l , ϕ

r 
l

)
a∗ 
T

(
θ t l , ϕ

t 
l

)
(15)
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where αd 
l and α

I RS  
l represent the path gain corresponding to lth direct path and lth 

IRS-assisted path. aR and aT indicate the array response vector at the receiver and 
transmitter, respectively. Here, θ corresponds to the azimuth angle, and ϕ indicates 
the elevation angle. The amplitude/phase parameter α I RS  

l is controllable by IRS. 
Moreover, a meta-surface-based IRS can control the angles of arrival θ r 

l and ϕ
r 
l . 

3 Proposed Channel Estimation Method 

The cascaded channel between base station-IRS-user is estimated for uplink and 
downlink transmission for fully passive channel estimation. Figure 2 shows a fully 
passive estimation scheme. By exploiting the channel reciprocity property in TDD 
systems, estimation is done in one direction (uplink/downlink) and uses the same to 
compute the CSI in the other direction. Hence, we can use the fully passive scheme 
for TDD and FDD systems. 

3.1 Sparse Kalman Filter (SKF)-Dependent IRS Channel 
Estimation 

Kalman filter is a technique used to estimate the states of a linear system. Among 
the available potential filters, the Kalman filter outshines since it minimizes the 
variance confederated with the error happened during estimation. The conventional 
Kalman filter-based (KF) IRS channel estimation of time-varying signals does not 
deal with the sparsity of the channel and hence results in performance degradation. 
The proposed sparse Kalman filter estimator combines the advantages of Kalman 
filter and an improved version of sparse Bayesian learning (I-SBL). Let hs denotes

Fig. 2 Fully passive IRS 
channel
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the sparse beam space vector and assumes a parameterized Gaussian prior to hs .

p(hs; P) = 
L∏

l=1 

G2∏

g=1 

1 

πρl 
e− |hs,g (k)| 

ρl (16) 

where ρl denotes the hyperparameters, P is the hyperparameter matrix, and G corre-
sponds to the set size of quantized spatial angles. Let h̃s,k|k−1 denotes the predicted 
estimate and Es,k|k−1 denotes the error covariance matrix of the sparse beam space 
vector at the kth filtering block. The estimate of hyperparameter matrix is denoted as 
P̃ [n] 
k ; filtered estimate and corresponding error covariance matrix are denoted as h̃s,k|k 

and Es,k|k, respectively, and are obtained from the standard Kalman filter prediction 
step explained as follows: 

Predictionstep : h̃s,k|k−1 = δ ̃hs,k−1|k−1 (17) 

where h̃s,k|k−1 is the prediction at time k, δ is the temporal correlation, and h̃s,k−1|k−1 

is the estimate at time k − 1. If the measurement matrix is denoted by M , then the 
prediction of measurement or observation at time k is obtained as 

ỹk|k−1 = M h̃s,k|k−1 (18) 

Es,k|k−1 = δ2 Es,k−1|k−1 + (1 − δ2 ) P̃ [n] 
k (19) 

Since sparse Kalman filter estimation proposed here involves an improved version 
of SBL, it is formed on the expectation–maximization (EM) algorithm. Using this, 
one shall be able to find the maximum likelihood estimates by making do with 
iterative steps. EM algorithm encompasses two courses of action—initial one is the 
expectation step (E-Step) which yields the mean value of log-likelihood function. 
In the maximization step (M-Step), we update the estimate of hyperparameter. The 
detailed explanation of modified EM algorithm is as follows: 

Expectation step (E-Step). The Bayesian hierarchy of the system is modeled as 
follows: 

p
(
hs |yk; P; σ 2

) = 
p
(
yk |hs; σ 2

)
p(hs; P)

∑
hs 
p
(
yk |hs; σ 2

)
p(hs; P) 

(20) 

where the conditional likelihood p
(
yk |hs; σ 2

)
and apriori probability p(hs; P) are 

complex Gaussian distributed parameters, i.e., p
(
yk |hs; σ 2

) ∼ CN (Mhs, σ  2 I ) and 
p(hs; P) ∼ CN (0, P). The hidden hyperparameter matrix P can be written as 

P = Udiag{ρ0V0, ρ1V1, . . . ρL−1VL−1} (21)
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where V0, V1, . . .  VL−1 are covariance sub-matrix elements, the channel tap count 
be L , and ρl is the hyperparameter that manipulates the channel sparsity. Thus, the 
aposteriori likelihood p

(
hs |yk; P; σ 2

)
is also Gaussian and can be expressed as 

p
(
hs |yk; P; σ 2

) ∼ CN (μn 
y,k, E

n 
y,k ) (22) 

with aposteriori mean value 

μn 
y,k = En 

y,k M H
(
σ2)−1 

yk (23) 

and aposteriori error covariance 

En 
y,k =

[
M H R−1 

w M + ( P̃ [n] 
k )

−1
]−1 

(24) 

Maximization step (M-Step). M-step involves upsurge in the value of the joint 
likelihood function p(yk; ϕ), where ϕ = {

γl , V , σ  2
}
. This is equivalent to mini-

mizing the log-likelihood function −log p(yk;ϕ). Taking the derivative and equating 
to zero yields 

V = 
1 

L N 

L N−1∑

l=0

(
En 
y,k,l + hs,l hH 

s,l

)

γl 
(25) 

where L N be the non-zero channel tap count at the current EM iteration and 

γl = 
1 

Nr 
trace

[
V −1(hs,l hH 

s,l

)]
(26) 

From this, the residual noise power can be computed as 

σ 2 =
||yk − Mhs|| +  σ

∧2
{
Nr L − Tr

[
En 
y,k

(
P̃ [n] 
k

)−1
]}

L p − L + 1 
(27) 

Thus, we compute and update the hyperparameters, and the prediction and hyper-
parameter updating steps are continued iteratively until the convergence is reached. 
The correction steps in sparse Kalman filter are similar to that of in standard Kalman 
filter algorithm and is explained as follows: 

Kalmangain, Gk = Es,k|k−1 M H (σ2 + MEs,k|k−1M H )
−1 

(28) 

Innovation, ye,k = yk − ỹk|k−1 (29)
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Fig. 3 Block schematic of 
sparse Kalman filter 
estimation 

h̃s,k|k = h̃s,k|k−1 + Gk ye,k (30) 

Es,k|k = (I − Gk M)Es,k|k−1 (31) 

The termination criterion selected for our SKF algorithm is a given below.

||h̃k s − h̃k−1 
s ||

||h̃k s||
≤ ε (32) 

The block schematic of sparse Kalman filter estimator is as shown in Fig. 3. 

where ε is the convergence threshold and its value determines the accuracy of the 
SKF filter. P0 

k is initially obtained from the training sequence. 

4 Simulation Results 

We introduce the achieved simulation results in this section to validate the effective-
ness of the proposed sparse Kalman filter-based channel estimation scheme. Further-
more, the results are compared with the traditional methods—orthogonal matching 
pursuit algorithm (OMP), the traditional Kalman filter relied method and SBL. Table 
1 shows the parameters considered. 

Figure 4 shows the comparative plot of normalized mean square error values 
obtained by implementing the orthogonal matching pursuit (OMP) algorithm, SBL 
algorithm, standard Kalman filter estimation, and the proposed sparse Kalman filter 
estimation. 

Results show that the proposed method exceeds all other prevailing methods 
available in literature in the matter of the mean square error. Standard Kalman filter 
shows poor performance compared to OMP and SBL because of its inability to
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Table 1 Parameters considered for simulation 

Sl. No. Parameter Value 

1 No. of transmit antennas 32 

2 No. of receive antennas (Nr ) 32 

3 No. of IRS elements (N ) 64 

4 No. of RF chains 8 

5 No. of pilot symbols (L p) 32 

6 No. of iterations 100 

7 No. of channel taps (L) 4 

8 Doppler shift ( fD) 300 Hz 

9 Fading type Rayleigh 

10 Block length (L B ) 300 μs 

11 Coherence time 3 ms 

12 Channel estimation category Cascaded (Fully passive) 

13 Modulation scheme QPSK 

14 Convergence threshold (ε) 1 × 10−3 

15 Error Correction schemes Nil 

16 Normalized MSE calculation 1 
Nt Nr

||H̃ − H||2 

17 Simulation software Python 3.8 

Fig. 4 Normalized MSE 
versus SNR plot 

exploit the sparsity property of the high-dimension cascaded channel. Simulation 
results obtained here show that there is a significant increase in the performance of 
the proposed scheme at high SNR regions compared to OMP and SBL. This clearly 
indicates the improvement in channel estimation accuracy. 

Figure 5 demonstrates the bit error rate efficacy of the system by incorporating the 
proposed and existing channel estimation method. Since channel estimation accuracy 
is high for our proposed method, the reliability of overall communication increases,
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Fig. 5 BER versus SNR plot 

i.e., the bit error rate of the proposed method significantly reduces at high SNR region. 
For example, for a bit error probability value of 1.5× 10−3 , there shows an improve-
ment of approximately 7 dB in the SNR value for our proposed scheme compared 
to the existing SBL-based estimation. Proper error correction coding schemes may 
be employed to reduce the BER range in practical scenarios. 

The number of pilot symbols (L p) assumed for simulation is 32. The proposed 
method outperforms all other methods for a given fixed pilot sequence length. As 
pilot size increases, the overall estimation performance improves, but at the cost 
of increased overhead. The pilot size is comparable to the number of transceiver 
antennas, and hence, the burden over channel training in the proposed scheme is 
much less, without degrading the estimation accuracy and reliability. 

5 Conclusion 

A novel and efficient method for the estimation of cascaded channel in IRS-aided 
mmWave wireless systems possessing fully passive IRS structure using sparse 
Kalman filter (SKF) is proposed in this paper. Instead of estimating the base station-
IRS and IRS-user channels separately, the cascaded channel from the base station 
to the user is estimated upon the assumption that the direct connection between the 
base station and the user device is completely blocked. Since accurate CSI is an 
important parameter for optimizing the passive reflections in IRS, the beamforming 
gain can be maximized using our proposed method. Simulation results exhibit the 
superior potential of the proposed method in contrast with the existing prevalent 
sparse recovery techniques concerning the estimation accuracy, BER performance, 
and reduced training overhead.
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Low-Power Bit Pair Recoding Technique 
Using Pre-encoding Mechanism 

K. B. Sowmya, Vishal G. Sarashetti, and Anil Nageshwar Rangapure 

Abstract Multipliers are widely used in the arithmetic units of digital signal proces-
sors. The objective is to design Bit Pair Recoding technique using M-GDI, CMOS 
technology and to analyze the performance of Bit Pair Recoding technique in terms 
of area, power, and latency. The methodology of the project consists of a Bit Pair 
Recoding technique as a top module. In the first step, the pre-encoder is designed 
for Bit Pair Recoding. The second and third steps involve developing an encoder to 
generate encoded signals and developing a decoder that generates the partial prod-
ucts for the respective encoded signals, a multiplier register to hold the data from the 
data bus, and developing a carry propagation adder for the purpose of adding partial 
products. The Bit Pair Recoding technique is designed using CMOS 45 nm tech-
nology and M-GDI 45 nm technology. The power consumption of the design with 
M-GDI 45 nm technology using a pre-encoded mechanism is about 6.0197 mW. The 
Bit Pair Recoding technique with M-GDI 45 nm technology provides 17.82. 

Keywords Bit Pair Recoding · M-GDI technology · ALU · Pre-encoder 

1 Introduction 

Multipliers are the most important blocks of multimedia, microprocessors, and dig-
ital signal processors. Multipliers are widely used in convolution neural networks 
(CNNs) for the purpose of multiply accumulate (MAC) operations [1, 2]. Multi-
pliers play an important role in a variety of hardware platforms, including image 
processing, graphics, and robotic applications. It is necessary to design digital sig-
nal processing (DSP) systems and portable multimedia applications which typically 
require low-power consumption, reduced design cycle, and high processing ability. 
As the multimedia applications and DSP systems are highly multiplication intensive 
in nature, the power consumption and performance of these systems are dominated 
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by multiplication blocks. Hence, it is necessary to develop high-performance and 
power-efficient multipliers. The Bit Pair Recoding technique is popularly used to 
enhance the performance of multiplier because it helps to minimize the number of 
partial products by half [3]. 

1.1 Length of Manuscript 

Bit Pair Recoding technique with a pre-encoded mechanism has been developed to 
minimize the power consumption of the Bit Pair Recoding technique. Along with 
signal processing applications, multimedia, and 3D graphics, performance in most 
cases strongly depends on the effectiveness of the hardware used for computing 
multiplications. It is needed to develop a power-efficient multiplier to compose high-
performance and low-power applications in order to reduce a considerable amount of 
energy. Traditional array multipliers generate so many partial products, N ∗ N mul-
tiplication has N partial product rows. Accumulation of all partial products in order 
to generate a final product. The power consumption of array multipliers is very high, 
and hence, they are not power efficient. Booth algorithm with radix-2 Booth tech-
nique is used to enhance the performance of the multiplication [4], and compressor 
technique is used to enhance the working at low voltage supply [5]. The Booth algo-
rithm with radix-4 technique is used to minimize the number of partial product rows 
by half in order to aid the multiplication [6, 7], and radix-4 serial–parallel multiplier 
technique is also used for accelerating applications such as artificial neural networks, 
digital filters, and other machine learning algorithms [8]. The same Bit Pair Recod-
ing technology is proposed to multiply the two signed numbers as shown in [9]. The 
redundant binary multipliers are used to reduce the power consumption [7] which 
is same as Bit Pair Recoding mechanism. In the second phase of the multiplication, 
we can achieve a reduction in power consumption, cost, and improvement in the 
overall performance of the Bit Pair Recoding technique. The basic Bit Pair Recod-
ing technique consists of simple encoding/decoding methods [10]. The traditional 
designs of Bit Pair Recoding techniques suffer from the high cost of encoders and 
high power consumption. The performance of the encoder and decoder is improved 
by the pre-encoder mechanism. The efficient adder is implemented in radix-4 booth 
multiplier to accelerate the multiplication process [11, 12]. 

2 Theory and Concepts 

The Bit Pair Recoding technique as a top module consists of sub-blocks such as 
decoder, encoder, and pre-encoder. The encoder and pre-encoder are designed based 
on the Bit Pair Recoding technique. The Bit Pair Recoding technique is chosen to 
generate fewer partial products compared to the traditional multiplier. The 16×16 bit 
booth multiplier based on novel 4-2 compressor also works on the same principle of 
reducing the power and also making the multiplier to work at high frequencies [13].
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Table 1 Encoded signals of the Bit Pair Recoding scheme [3] 

Y2i+1 Y2i Y2i−1 Operation 
on X 

ZEROi negi oti cori 

0 0 0 0X 1 0 d 0 

0 0 1 +1X 0 0 1 0 

0 1 0 +1X 0 0 1 0 

0 1 1 +2X 0 0 0 0 

1 0 0 −2X 0 1 0 1 

1 0 1 −1X 0 1 1 1 

1 1 0 −1X 0 1 1 1 

1 1 1 0X 1 1 d 1 

2.1 Traditional Bit Pair Recoding Technique 

The important blocks in the Bit Pair Recoding technique are the encoder and the 
decoder. Multiplication is the basic arithmetic operation. The performance and power 
consumption of the multiplier are very important. The conventional multiplier gen-
erates partial products in a huge number; i.e., N ∗ N multiplication has N partial 
product rows, and the final product is obtained by the accumulation of all the gen-
erated partial products. Since the basic multiplier consists of a larger number of 
generated partial products, it is considered to be less power efficient. 

X × Y = X ×
(

−yn−12
n−1 + 

n−2∑
i=0 

yi 2
i

)

= X × 
n 
2 −1∑
i=0 

(−2y2i+1 + y2i + y2i−1) 2
2i 

= X × 
n 
2 

(2.1) 

X × Y = 

−1∑
i=0 

Mi2
2i 

n 
2 −1∑
i=0 

Mi2
2i X (2.2) 

To facilitate the multiplication, the Bit Pair Recoding technique can minimize 
the number of partial product rows by half. The powerful method to improve the 
performance of the multiplication is to use Bit Pair Recoding technique. Table 1 
shows the Bit Pair Recoding scheme. The Bit Pair Recoding technique partitions 
the multiplier Y (Yn−1, Yn−2 . . .  Y0) into overlapping groups of continuous three bits. 
Encoding each group and then decoding them is performed in order to perform
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multiplication operation with multiplicand X (Xn−1, Xn−2 . . .  X0) to generate partial 
products. The n-bit multiplication using Bit Pair Recoding technique can be expressed 
as Eq. (2.2). 

Multiplier Y and Multiplicand X are n bit two’s complement numbers. Based 
on the continuous three bits of multiplier Y (Y2i+1, Y2i , Y2i−1), the corresponding 
coefficient Mi are generated by the Bit Pair Recoding technique. The coefficient Mi 

has five possible values (±1, ±2, and 0) as shown in Table 1. The Bit Pair Recoding 
technique can minimize the number of partial product rows by half as shown in 
Eq. 2.2, and one particular feature is that the corresponding partial products are 0’s 
when the continuous three bits of multiplier Y (Y2i+1, Y2i , Y2i−1) (Mi = 0) have the  
same value. 

2.2 System Architecture of Bit Pair Recoding Technique 
Using Pre-encoding Mechanism 

The architecture of the Bit Pair Recoding technique consists of encoders, decoders, 
pre-encoding mechanism, and multiplier registers in order to store the multiplicand 
and multiplier bits from the data bus as shown in Fig. 1. 

In Fig. 2, it is shown that the Bit Pair Recoding technique with a pre-encoding 
mechanism consists of partial product rows that each row consists of one encoder and 
(n + 1) decoders. The encoder and decoder generate the partial products. Generated 
partial products are added using full adders and carry propagation adders to get the 
final product. 

Fig. 1 Architecture of Bit Pair Recoding technique with pre-encoding mechanism
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Fig. 2 Architecture of Bit Pair Recoding technique with pre-encoding mechanism 

3 Design 

The Bit Pair Recoding technique as a top module consists of sub-blocks such as 
decoder, encoder, pre-encoder, multiplier register, and carry propagation adder. The 
design of the encoder and pre-encoder is developed based on the concept of the Bit 
Pair Recoding technique. The decoder implementation is based on output signals 
from the pre-encoder and encoder that produce partial products. Generated partial 
products are accumulated through the carry propagation adder to get the final result. 

3.1 Design Considerations 

The timing chart of the Bit Pair Recoding technique using a pre-encoded mechanism 
is shown in Fig. 3. Before the multiplication, i.e., multiplication phase, during data 
setup time, the multiplier Y and multiplicand X are set on the data bus. Figure 3 
illustrates that the negative level of the clock pulse is represented with a pre-encode 
phase, and the positive level of the clock pulse is represented with a multiplication 
phase by the encoder and decoder. 

During the pre-encode phase, the multiplier is fed as input to the pre-encoder. 
Based on the generated pre-encoder output, the encoder and decoder perform the 
multiplication operation.
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Fig. 3 Timing chart of the Bit Pair Recoding technique using pre-encoded mechanism [3] 

Fig. 4 Gate-level design of pre-encoder [3] 

3.2 Design of Pre-encoder 

In a multiplier redundant switching activities make the multiplier to consume large 
amount of power. To overcome this problem, pre-encoder is integrated to find the 
“0X” case. (As mentioned in Table 1, truth table Bit Pair Recoding scheme.) By 
integrating the pre-encoder, redundant switching activities of the encoder and decoder 
are reduced. On arrival of “0X” case, with the pre-encoded mechanism both the 
encoder and decoder are turned off. 

The Bit Pair Recoding technique is integration of multiplier and multiplicand 
registers, pre-encoders, and multiplier (includes adders, the low-cost encoder and 
decoder). 

Figure 4 shows the gate-level implementation of the pre-encoder. The pre-encoder 
mechanism can detect the “0X” case throughout the pre-encode phase. To detect 
the “0X” case beforehand of the multiplication, pre-encoders are inserted into the 
design. As shown in Fig. 1, i.e., the architecture of the Bit Pair Recoding technique, 
it is needed to integrate the pre-encoder for every encoder. 

On arrival of the “0X” case, the pre-encoder output of the pre-encoder is set to 
HIGH. The arrival of the “0X” case immediately turns off the corresponding decoders 
and encoders, and the corresponding partial products are set to “0” to reduce the 
redundant switching activities. As the “0X” case is processed by pre-encoders before-
hand, the decoders and encoders only need to perform the multiplication operation 
for “±1X” and “±2X” cases. 

The output of the pre-encoder, i.e., ZEROi , can be written as 

ZEROi = ((Y2n+1)
' × (Y2i )

' × (Y2n−1)
'
)db + ((Y2n+1) × (Y2i ) × (Y2n−1))db 

(3.1) 
In the pre-encode phase, the pre-encoder starts to detect the “0X” case on the 

arrival of multiplier Y on the data bus. The signal ZEROi is generated to control
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Fig. 5 a Gate-level design of encoder, b the gate-level design of decoder 

the low-cost encoder and decoder. According to the signal ZEROi , the encoder and 
decoder work in the multiplication phase. 

3.3 Design of Encoder and Decoder 

Figure 5a, b shows the gate-level design of the encoder and decoder, respectively. 
In the pre-encode phase, if the bits of the multiplier are not the same, the encoder 

and decoder responsible to generate the corresponding partial products in the mul-
tiplication phase [3]. In the pre-encode phase, if the bits of the multiplier are the 
same, the signal ZEROi will be set to value 1 by the pre-encoder. The encoder and 
decoder are turned off, and the partial product is set to 0 directly [3]. Table 1 shows 
the pre-encode Bit Pair Recoding scheme. 

The inputs Y2i+1, Y2i and Y2i−1 to the encoder are the outputs of the corresponding 
multiplier registers (from architecture). The encoder generates the signals negi and 
oti , and they are given as, 

negi = Y2n+1 (3.2) 

oti = Y2n+1 ∧ Y2i (3.3) 

cori = Y2n+1 × (ZEROi )
'

(3.4) 

Signal negi is equal to Y2i+1, and signal oti can be generated by an XOR operation 
between Y2i−1 and Y2i ; correction bits can be generated by an AND operation of Y2i+1 

and ZERO
'
i . 

The output of the corresponding multiplicand register is connected to the input 
X j of the corresponding decoder. The decoder can generate the corresponding par-
tial products according to the encoded signals of the pre-encoder and encoder. As 
mentioned before, the partial products should be 0 when the case “0X” occurs. The 
partial product of “+1X” is  X j , and the partial product of “−1X” is X

'
j . The partial 

product of “+2X” is  X j−1, and the partial product of “−2X” is X
'
j−1.
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Partial product (±1X) = negi ∧ X j 
= nX  j 

(3.5) 

Partial product (±2X) = negi ∧ X j−1 

= nX  j−1 
(3.6) 

Partial product(i, j ) = ZEROi × 0 + ZERO'
i × (oti × nX  j + ot'i × nX  j−1) 

(3.7) 

4 Result Analysis 

To verify the design of the Bit Pair Recoding technique, the Cadence Virtuoso tool is 
used. The multiplication result for various input combinations is verified functionally. 
The power analysis of the Bit Pair Recoding technique is verified for different input 
combinations. Comparative analysis of Bit Pair Recoding among CMOS 45 nm 
technology and MGDI 45 nm technology is done. 

4.1 Inference of the Results Obtained 

From Table 2, it is observed that 

• According to the analysis, the number of transistors in CMOS technology is 4040 
and 3320 in M-GDI technology. Hence, it is observed that the number of transistors 
using M-GDI is much less than CMOS technology. 

• Implementation of the design using M-GDI technology results in reduction of 
complexity and area of the design. 

• Power reduction is also achieved in M-GDI technology compared with CMOS 
technology. 

• The overall minimum power reduction achieved in Bit Pair Recoding technique is 
about 6.0197 mW. 

The implemented ALU has the following features: 

• The design of ALU in M-GDI with 45 nm technology, it is observed that the total 
power consumption is about 18.919 mW, and the total number of transistors used 
to design the ALU is about 4358. 

• Implementation of the ALU design using M-GDI technology results in reduction 
of complexity and area of the design.
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Table 2 Power calculation for various input combination 

Traditional 
(CMOS) 
design with 
180 nm 
technology 

Traditional 
(CMOS) 
design with 
45 nm 
technology 

MGDI with 
180 nm 
technology 

MGDI with 
45 nm 
technology 

No of 
transistors 
used 

Pre-encoder 34 34 34 34 

Encoder 36 36 30 30 

Decoder 23 23 17 17 

Total power 
consumption 
(uW) 

Pre-encoder 551.0046 29.41 392.755 19.609 

Encoder 909.199 27.165 449.291 27.683 

Decoder 126.133 9.108 483.113 25.262 

Transistors 
used 

4040 4040 3320 3320 

Total delay 
(ns) 

27.54 25.93 26.18 25.69 

• The amount of time taken to compute multiplication operation has been reduced 
by replacing traditional multiplier by a Bit Pair Recoding technique using pre-
encoding technique. The total delay achieved in ALU is about 31.01 ns. 

The verification of the implemented Bit Pair Recoding technique is done in the 
ANALOG Design Environment (ADE) of the Cadence Virtuoso tool. The design 
with M-GDI 45 nm technology is implemented using fewer transistors, and hence, 
the cost of the design is much reduced using M-GDI 45 nm technology. The designed 
Bit Pair Recoding technique is integrated into the ALU as a multiplication part, and 
performance analysis of the ALU is done. 

5 Conclusion 

Implementation of the design is completed in Cadence Virtuoso in CMOS Tech-
nology and M-GDI Technology in 45 nm technology, and the results show that the 
design using M-GDI technology can provide a significant reduction in the number 
of transistors used, reduction in area, reduction in power consumption, and delay 
compared with the design using CMOS Technology. The number of transistors is 
reduced by nearly 720 in M-GDI technology, and also reduced delay is achieved 
compared to CMOS technology. It is observed that the Bit Pair Recoding technique 
with M-GDI 45 nm technology provides 17.82% more efficiency in transistor count
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than CMOS 45 nm technology. The total delay of the design with M-GDI 45 nm 
technology is comparable to CMOS technology. 

The ALU is designed. The multiplication part of the ALU is replaced with the Bit 
Pair Recoding technique, and it is observed that the transistor count, overall delay, 
and power consumption reduction are efficiently achieved. 

6 Future Enhancement 

The present work on the Bit Pair Recoding technique using pre-encoding architecture 
can be extended in various applications and in various directions. Some suggestions 
are given below: 

• Digital signal processing (DSP) applications with computationally very high con-
volution require Bit Pair Recoding techniques in order to save power and reduce 
the complexity and area of the circuit. 

• Machine learning and artificial intelligence applications with deep learning neutral 
networks require high-speed multipliers compared to conventional multipliers. 
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A Survey of Deep Learning Region 
Proposal and Background Recognition 
Techniques for Moving Object Detection 

T. G. Vibha and S. Sivaramakrishnan 

Abstract Object detection is the technique of locating targets in an image scene. 
Moving object detection is to track the object in successive frames which forms the 
video. Moving object detection forms the primary step in surveillance applications 
and traffic monitoring systems. With the advent of deep learning remarkable per-
formance is observed in object detection. But the following challenges of detecting 
small and low-resolution moving objects in the region of interest (ROI), objects with 
infrequent motion still remain. Deep learning background detection techniques aim 
at cancelling global camera motion and background movements. The review focuses 
on the strengths and weaknesses of various deep learning-based moving target region 
proposal networks and background separation methods. 

Keywords Deep learning · Region proposal · Convolutional neural network ·
Object detection · Average precision 

1 Introduction 

Deep learning has led to a marked transformation in computer vision field by giving 
promising results. One such area where the rapid betterment seen with the deep 
learning networks is object and moving object detection in videos. Moving object 
detection forms the decisive part for video surveillance systems. 

Object detection, tracking and localization form the primary step in video surveil-
lance applications and also in scene interpretation. Scene understanding requires 
pedestrian detection, direction recognition, identifying moving vehicles in a scene, 
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tracking different objects. The steps involved for detection includes capturing the 
region of interest, distinguishing them as foreground and background, labelling them 
and tracking the same in video for surveillance purpose. 

The continuous research is going on in the object detection field with the basis 
of deep learning networks for achieving enhanced detector performance. The chal-
lenges of recognizing small low-resolution objects, cancelling camera, jitter motion, 
detecting objects with infrequent motions are being addressed by refining deep learn-
ing networks. The paper focuses on various deep learning-based region localization 
networks and background separation techniques for moving object detection. 

2 Region Proposal Networks 

Few of the region localization networks and techniques used for moving object 
detection are discussed below. The various such networks focus on identifying the 
region of interest which forms of the boundary of the object to be detected under 
consideration. 

2.1 RCNN and Fast RCNN—Object and Motion Detection 

With the recent development in deep learning approaches, region-based convolu-
tional neural networks (RCNN) and fast RCNN have shown a remarkable improve-
ment in proposing objects in a scene. Figure 1 explains the RCNN [1] architecture 
which employs a selective methodology of searching of objects in an image and 
drawing the bounding box around it. The obtained region projections are passed 
through the convolution networks which extract the feature maps from the proposed 
regions. The co-ordinate offsets for each object are calculated by finding a good 
fitting bounding box over overlapping boxes. The offset calculation goes as given 
by Eqs. 1, 2, 3 and 4. The objects are classified as background with intersection over 
union (IOU) < 0.3 and as a class for IOU > 0.7. 

Ox = (xg − xr)/wr (1) 

Oy = (yg − yr)/hr (2) 

Og = log (wg/wr) (3) 

Oh = log (hg/hr) (4) 

where xg, yg, wg, hg are co-ordinates, width and height of ground truth box and xr, 
yr, wr, hr are co-ordinates, width and height of region. Ox , Oy, Og, Oh are detected 
object offsets.
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Fig. 1 RCNN functional blocks 

RCNN-based moving vehicle recognition was proposed [2], wherein background 
subtraction is used for obtaining the area of interest against selective search to detect 
moving vehicles. The ROIs thus obtained are wrapped and applied to CNN for feature 
drawing from the region proposed. Finally, support vector machine (SVM) classifier 
recognizes the moving vehicle in the scene. Rigorous pixel movement happening due 
to faster motion is smoothened/averaged using box filtering technique. This approach 
showed an improved identification accuracy and precision as compared with SVM 
+ Histogram (HOG), K-Nearest Neighbours (KNN) + HOG, Decision tree + HOG 
techniques. 

The limitation of the increased training period and computation due to convolu-
tional networks used for drawing the features from each identified regions proposed 
is addressed in fast RCNN [3] proposed by Girshick by combining the RCNN fea-
tures along with some added layers to reduce training as well as computation time. 
Figure 2 explains fast RCNN which unlike RCNN performs the convolution on input 
image drawing out the feature vectors. Then it employs the selective search method-
ology which proposes regions of interest from projected feature maps. This reduces 
the computation time as compared to RCNN which does the selective search over 
the whole image. Later an ROI pooling is applied on all the featured maps in the 
cropped area downscaling to fixed size as given by Eqs. 5 and 6. 

New (x, y) co-ordinates = Old (x/n, y/n) (5) 

New width and height (w, h) = Old (w/n, h/n) (6) 

where n is the compression factor. After downsizing fully connected layers and 
classifier functions puts the regions into various identified object classes. Training 
and testing time are reduced by using both training classifier and regressor. The 
regressor offset calculation for drawing bounding boxes goes with RCNN. 

2.2 Faster RCNN-Object Detection 

Ren et al. [4] proposed this method as an improvement over RCNN and fast RCNN 
which adds a region proposal network (RPN) against for selective region projection 
method used. RPN employs a sliding window which moves over the entire feature 
map obtained from convolutional layers by downscaling the maps. This is shared 
across both classifier and regressor. The advantage is the classifier outputs the iden-
tified class with the scores assigning each region of interest (ROI) with the object 
and not object probability. The regressor outputs the boxes over regions by calcu-
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Fig. 2 Fast RCNN functional blocks 

Fig. 3 Faster RCNN architecture 

lating width, height and depth. The architecture in Fig. 3 describes the faster RCNN 
functions. 

Dimou et al. [5] along with faster RCNN as detector picked up the challenges 
of detecting the region of interest in the presence of motion blur, occlusion, moving 
background and severe scale changes with the CCTV video surveillance clips. They 
proposed an idea of heterogeneous training and data augmentation as an improvement 
for detection of objects in such challenging scenarios. The fine-tuning of the deep 
learning tracking system is done through RPN + Spatial transformer network (SPN). 
Along with that data augmentation is included to increase the training dataset by 
means of heterogeneous data sources and adding blurred instances. Blurred instances 
are developed by convolving original images with motion blurred kernels as repre-
sented by Eq. 7. 

Bi = i ∗ k. (7) 

where i—input image and K—kernel used. 
Faster RCNN is used as the detector and is modelled using Recurrent Neural 

Networks (RNN) + SPN [6] which aims for accurate position detection of targets
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through scaling, rotation zooming so on as given in Eqs. 8 and 9. 

A f = Spatial transformation(fconv(i)) (8) 

ht = frnntrans(A f , ht−1) (9) 

where A f —current frame affine transformation, ht−1 is the RNN model hidden state 
in the preceding step. The performance improvement is seen in terms of average 
precision (AP). The AP without blur and with blurring effect is found to be 63.2 and 
62.3% on VOC10 dataset. 

2.3 Mask RCNN and Its Extensions for Object/Moving 
Object Detections 

Mask RCNN [7] as an extension to faster RCNN outputs an objectness mask on 
each region of interest which results in a better separation of moving background 
from foreground. Mask is usually a binary mask created on the detected objects in 
the bounding boxes which provides a clear vision. Mask layer is implemented as a 
fully convolutional network (FCN) on each obtained region proposed which outputs 
a segmentation mask. This network is added in parallel with classifier and bounding 
box predictor. Mask RCNN architecture is described in Fig. 4. 

Zhou et al. [8] have proposed a fusion of two masks, saliency mask through 
optical flow and objectness mask using Mask RCNN and arrived at improved contour 
accuracy and region similarity as given by Eq. 10. 

Fm = D(S, r )
⋂

O (10) 

Fig. 4 Mask RCNN architecture
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Fm represents the fused segmentation mask by performing dilation (D) on saliency 
mask S and then applying the intersections of dilated generic object mask with 
the objectness mask (O). Forward propagation is applied on the mask obtained by 
fusion to improve segmentation accuracy which considers the segmentation masks 
propagated through the previous frame to the current one and is applied on both the 
saliency and objectness masks to obtain the refined one as mentioned in Eq. 11. 

Refined mask = Dilation(refined saliency mask, r )
⋂

refined objectness mask. 
(11) 

2.4 Spatio-Temporal—Moving Region Proposal and 
Detection 

Target detection in an image frame has achieved an enormous development with 
the use of deep convolutional networks, among which various RCNN networks play 
a significant role in localizing the objects by proposing the bounding boxes over 
it. Survey by Wang et al. [9] identified that most of the area proposal networks 
fail in detecting low-resolution objects and henceforth proposed a MPNET frame-
work which extracts the features of different resolutions from convolution layers by 
employing VGG16. The multi-dimension information about the moving objects is 
extracted from adjacent frames, and a fused spatial temporal information of the same 
is obtained. The implementation is depicted in Eqs. 12 and 13. 

Frame Difference: � f = Fm − Fm−1 for each frame. (12) 

Normalize the feature difference for each frame �F = 
n∑

i=0

� f /n (13) 

where n represents no of channels for each convolution layer. After this morpholog-
ical process is applied to reduce noise and detect the edges of the moving objects, 
and a bounding box is drawn over the moving targets; these steps are carried out for 
all the frames of the video and on all layers resulting in the detection of objects with 
different scales. The bounding box adjustment is done over the target to avoid the 
ambiguities among the detected targets which includes scaling adjustment, extract-
ing feature blocks, normalizing and adding fully connected layers to grab global 
features and fed into classifier to separate objects from background. Non-maximum 
suppression (NMS) filtering is done to overcome any overlapping boxes for the same 
object. To overcome the problems faced when there are moving objects in the scene 
score detection method is employed which is intended to localize the object in next 
frame based on the previous frame co-ordinates. Here confidence scores are attached
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to the objects as high when object’s score is greater than threshold th and as low for 
low-resolution objects whenever the object’s score falls within range tmin-th where 
tmin is the minimum threshold. Object location in say (n + 1) frame is predicted 
based on the width, height, change in width and height of object from n − 1 to n 
frames. The relative motion of object along the x and y co-ordinates is used to predict 
the co-ordinates, width, height of object in n + 1 frame. The th = 0.5 and tmin = 0.3 
give improved performance in terms of average precision on AVSS dataset. 

Huang et al. [10] also proposed a attention-based convolutional model which 
concentrates on maintaining temporal consistency in a video by focussing on the 
moving regions. A flow-guided model is initially employed to extract the mov-
ing object dimensions and is passed through convolution unit to decide on revis-
ing and removing the amount of past information. The convolution unit is built as 
Bidirectional-Convolutional Gated Recurrent Unit (Bi-ConvGRU) to extract spatio-
temporal information bidirectionally. Two such Bi-ConvGRUs are used to encode 
and refine the spatio-temporal information in both the directions. A convolution layer 
in between two Bi-ConvGRUs is used to produce a focussed weighted map. 

Han et al. [11] have proposed the following end-to-end model for multi-target 
tracking (MTT) by maintaining spatial and temporal coherency. In MTT, the problem 
is to find associate resembling objects in the successive frames by tracking their paths. 
To address the problem resemblance matrix is created after extracting the features 
using VGG16. The matrix is calculated for similarity of object features between the 
present and previous frames. Then the accumulator matrix is obtained by adding 
the feature similarity matrix of present and previous frames. Hungarian algorithm 
is employed to update the path of targets by finding the most appropriate match to 
the target in the current frame. A residual-like network module (SRN) is combined 
with VGG16 to capture the resemblance in successive frames at pixel level. Octave 
convolutional network (OCN) is used to decrease the spatial redundancy. Tracking 
accuracy and suppression of false negatives are increased as compared to MOT15 
and MOT17 datasets. 

Kang et al. [12] have looked into improving the moving object detection results 
by propagating the temporal information to neighbouring frames in the form of 
tubelet scoring. It includes the still image object detection CNN networks DeepID 
and CRAFT to obtain the region proposals for the object and scoring is given for 
the proposed areas for separating them as object and background. The scoring is 
averaged to improve the detection score. The ranking for detection scores is given 
using threshold concept, thus separating the classes as high confidence and low 
confidence. This is followed by suppression of low-ranked classes reducing false 
positives and by propagating the motion information through the frames to recover 
false negatives.
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2.5 LSTM and Bidirectional LSTM—Moving Object 
Detection 

Chen et al. [13] proposed a pixel-wise segmentation approach for localizing the 
foreground moving objects which incorporated LSTM architecture. The encoder– 
decoder architecture proposes the foreground objects by depicting the probability in 
terms of pixel. The input segmented video frames are passed sequentially through 
the LSTM network which detects the moving objects by paying attention on moving 
areas and assigning weights. The attention-based LSTM architecture is shown in 
Fig. 5. 

The LSTM networks with the advantage of having long memory as compared to 
RNNs are utilized to maintain temporal consistency by keeping the memory from 
previous frame sequences. Through hidden states it learns to localize the moving 
objects in the video based on the weightage as given by the perceptron network. The 
perceptron network concentrates on the moving objects by considering the motion 
property which explores the relative position of the objects from frame to frame to 
decide on the attention to be paid on each object. Equations 14, 15, 16, 17 and 18 
describe the above operation. 

⎡ 

⎢⎢⎣ 

ft 
it 
nt 
ot 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎣ 

σw  f h  
σwih  

tanh wnh 

σwoh 
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⎥⎥⎦ h(t − 1) + 
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⎢⎢⎣ 
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σwi x  

tanh wnx  

σwox 

⎤ 
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b f 
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bn 
bo 

⎤ 

⎥⎥⎦ (14) 

ct = cit  + c f t (15) 

Fig. 5 LSTM architecture
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cit  = it ∗ nt (16) 

c f t  = ct−1 ∗ ft (17) 

ht = tanh(ct ) ∗ ot (18) 

cit  = cell state output of input gate. 
c f t  = cell state output of forget gate. 
nt = output of input node. 
ht = hidden state at time t. 
w f h , wih , wnh , woh are the weights attached to forget gate, input gate, input node, 
output gate with respect to hidden state input and w f x  , wi x  , wnx  , wox with respect 
to input nodes. b f , bi , bn, bo are the added biases. 

Detection of moving events in a complex background is another research area in 
object detection. Chen et al. [14] carried out the work by considering the complicated 
background by introducing the Gaussian noise. The approach includes Mask RCNN 
to mask the localized objects and VGG16 to draw out the detected features, followed 
by bidirectional LSTM network which considers both previous frame contents as well 
as future thus the network learns temporal information from both the directions, and 
the required features are highlighted using weighted attention method. The forward 
propagation method is employed which inputs the previous frame features to the next 
node through hidden layers along with the input frame. Background propagation is 
performed in the similar way, thus preserving the temporal information. The output 
features thus obtained from both directions are averaged out and provided as the 
detected object output. The bidirectional LSTM network is shown in Fig. 6. 

Fig. 6 Bidirectional LSTM architecture
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2.6 Cascaded RCNN-High Quality Object Detection 

To reduce the false positives is one more research area in object detection. Cascaded 
RCNN was proposed by Cai [15] which is built as series of detection, classification 
and bounding box blocks. The output of one stage is used for training the other stage 
thus IOU can be varied from stage to stage to improve similarity between ground 
truth and detected target which results in reduction of false positives. The proposed 
cascaded version of RCNN shows an improvement over the datasets such as COCO, 
pascal VOC, Kitti which are presumed to be challenging datasets. 

2.7 Cuboid Region Proposal Network (CPN)—For Video 
Object Detection 

Tang et al. [16] proposed a cuboid proposal for localizing object region in videos 
which takes n frames as input as against RPN and outputs cuboid boxes over each 
object region by computing width height and spatial co-ordinates over all the frames. 
This results in n boxes for each location. The videos are divided as small segments, 
and again fast RCNN is applied on all the frames to output refined boxes over the 
location and assign a classification score by calculating mean of the scores obtained 
over all the frames. The temporal coherency is maintained by assigning the highest 
score for the region class by picking the one from the pool of small video slices whose 
IOU crosses the threshold. The method shows an improvement in mean average 
precision (mAP) of 74.5%. 

2.8 Comparison Table for Various Region Proposal Object 
Detection Methods 

Table 1 shows the comparison among various detection techniques regarding the 
challenges taken, outcomes observed and future way to carry out the research. 

3 Background Recognition Methods for Moving Target 
Detection 

Accurate recognition of background is one of the important aspects in moving target 
detection in videos as there arise problems due to illumination changes, camera jitter 
motion and shadow formation. It also creates an ambiguity in the classification of 
moving objects as foreground and background objects. The other challenges are 
infrequent motion of objects, blurriness created due to fast motion and so on. Some
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of the techniques designed to address the issues are discussed here. The performance 
of the system is evaluated in terms of the reduction of false positives and negatives. 

3.1 CNN-Based Background Detection 

Identification of correct background is one of the crucial parts in object detection, so 
Patil and Murala [17] have proposed a one such novel network named as ‘MSFGNet’ 
which performs moving object detection by overcoming infrequent moving objects 
in a video. This network was developed in comparison with histogram-based back-
ground extraction which lacked in detecting the rare motions of the objects. The 
model is built as background approximation network which consists of combina-
tional convolutional and pooling layers to estimate background by eliminating rarely 
moving objects. This is as depicted in Eqs. 19, 20 and 21. 

Ot (temporal pooling layer output) = average(all input pixels over N frames) 
(19) 

Oc(convolution layer output) = (K ∗ Ot ) + bias (20) 

where K = kernel 8 ∗ 3 ∗ 3 

Om(output of max pooling layer) = maximum(Oc) with stride = 8. (21) 

The obtained background is stitched to all n video frames, followed by coupling 
the stitched frames and original video stream frames from input side by maintaining 
the temporal consistency. So, it results in 2n video frames. The difference between 
original and coupled frames highlights the semantic features. 

An end-to-end encoder–decoder VGG16 network is designed with reduced con-
volutional layers to extract the foreground objects which is capable of detecting infre-
quent moving objects as well. The network is trained with CD Net 2014, LASIESTA 
and PTIS datasets through stochastic gradient descent backpropagation method by 
adjusting weights. The improvement in results is shown in terms of F-measure, pre-
cision and recall parameters by comparing it with the state-of-the-art methods and 
shows improvement in execution time on testing set. 

Zhou et al. [18] have proposed deep alignment network which incorporates base 
network, transformation network with an alignment estimation module for identify-
ing the occluded objects detected in the region. Here the ResNet used as base networks 
captures the object features from the input image. The input image is the detected 
pedestrian as obtained from an automatic detector. The inaccurately detected input 
image is aligned through alignment model by employing affine transformation and 
is provided as input to transformation network which determines the effectiveness 
of the alignment of input image by computing loss function.
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The affine transformation: (source co-ordinates) = (rotation and scaling) applied 
on (target co-ordinates) and bilinear sampling is applied on input features obtained 
from second ResNet block so as to obtain corrected version of misaligned input 
vectors. 

This is followed by construction of association cost matrix and applying Hungar-
ian algorithm for keeping the trajectories of the detected objects through the input 
frames which is described in Eqs. 22 and 23. 

Cost(t (i )(n−1), t (i )n) =
[
a · U (i )( j ) 

n + (1 − a) · cosine distance(n), U (i)( j ) 
n > Uth 

b · U (i)( j) 
n + (1 − b) · cosine distance(n), otherwise

]

(22) 
where 

U (i)( j ) 
n (IOU) = 

area(target as detected in (n − 1)th frame
⋂

target as detected in nth frame) 
area(target as detected in (n − 1)th frame

⋃
target as detected in nth frame) 

(23) 

Kalman filter is employed for detecting occluded positions of the targets and such 
frames are again fed into the ResNet transformation model for reidentification. Model 
is trained using MOT16 (7 videos with challenging scenarios), ISSIA, PETS09, TUD. 
State-of-the-art comparison shows improved results for metrics. (Multiple objects 
tracking precision, False positives, False negatives, multi-target tracking accuracy 
and so on.) With faster RCNN as the detector, the proposed framework shows an 
increase in the accuracy of 19.7% and increased precision but doesn’t show improve-
ment over false positive reduction for which the reason was found to be the use of 
automatic trackers and the setting highest threshold value for occlusion. Other limi-
tations mentioned are the model that was not able to follow the path of such targets, 
which resulted in false merging with two nearby targets in a detected box, in handling 
long-term occlusions and rapid camera movement. They proposed utilizing semantic 
information as a solution for handling abrupt changes in a scene. 

Dominguez et al. [19] proposed a methodology of detecting pedestrians which 
includes linear SVM and HOG technique to first detect the pedestrians and is the 
detected pedestrian frames are input to optical flow method which performs the 
subtraction of the image sequences to obtain consecutive subtracted frames and are 
summed up which depicts the direction of the pedestrian movement which forms 
the output frame for their dataset, and this is applied to the CNN architecture which 
detects the person by drawing a bounding box by extracting the hidden features. 
The CNN architectures such as AlexNet (19), GoogleNet (19) and ResNet (20) are 
modified and trained as required for their application. Classification accuracy was 
found to be−74.8 to 83.8%. They mentioned the future scope is to train the pretrained 
CNN through online leraning and use of data augmentation. 

Maczyta et al. [20] proposed a motion saliency approach which involves two 
main stages consisting first in cancelling the global motion due to the camera move-
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ment, then in applying a deep learning classification framework. First stage is based 
on image warping and on residual flow, respectively. Experiments on real videos 
demonstration are carried out. The best method (RFS-Motion2D) reaches an overall 
accuracy of 87.5% on real dataset, and even 93.3% on the DAVIS 2016 dataset. It 
takes advantage of explicit motion information given by the residual flow. Future 
work is to improve the dominant motion, estimation for complex scenes, and to 
investigate the introduction of temporal regularization. 

3.2 Contextual Recurrent Neural Networks (CRNN)-Based 
Background Estimation 

Fan et al. [21] have proposed a method of encoding an image scene to overcome 
ambiguities in classifying background and foreground due to similarity in pixel val-
ues among the objects. The method tries to solve the same by considering three 
contexts local, global and topic (GIST) features to enhance the classification accu-
racy. Local context is implemented as acyclic directed graphs to model long range of 
an image. Global context is implemented by applying maxpooling technique on all 
3 * 3 partitioned image which captures the entire image information in concatenated 
form. Image topic context is implemented by extracting GIST features which extract 
an image as low-level channels which includes intensity, colour, orientation and so 
on. All the models include RNN to extract the hidden features. The proposed model 
is tested on CamVid, KITTI and Cityscapes (traffic scene datasets) and Sift flow and 
Stanford-background (outdoor scene datasets), and the performance is verified using 
the metrics like pixel accuracy, class accuracy and mean intersection over union. An 
attention model is adopted to improve effectiveness. The method shows an increased 
accuracy in terms of pixel and class in comparison with previously identified meth-
ods. The limitations stated are misclassification of pixels among objects of similar 
appearance and missing of small objects due to pooling. This provides a scope for 
improving pixel and class accuracy further in terms of distinguishing similar and 
detecting small objects. 

3.3 Bilateral Texturing Method 

Nasaruddin et al. [22] proposed an attention-based method which aims at separating 
the background and foreground region to localize the moving vehicles in a scene by 
removing camera jitters, swaying movements and other unwanted noise. They created 
a new dataset by employing data augmentation, and bilateral texturing method is 
employed which includes hamming distance calculation between the adjacent frames 
to detect moving region which is the attention region. This is provided as an input 
to the YOLOv3 [deep CNN] which classifies the vehicles by drawing a bounding
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box around the objects. Improved performance is seen in terms of False Positive rate 
(FPR), False Negative Rate (FNR), Precision and F-measure. The YOLOv3 model 
is trained using CDNet dataset. 

3.4 Dual Background for Object Detection 

Shadow detection and illumination changes that happen in the scene are one more 
challenge in obtaining the accurate background [23]. Dual background (DB) [24], 
wherein two separate backgrounds are created from incoming video frames. That 
is, the ‘present background’ is created from first frame and is upgraded recurrently 
at rapid rate between frames and a ‘buffered background’ is created by maintaining 
pixel equality in all those regions deprived of any changes. The process is repeated 
at slower rate as compared to ‘present background’. The difference between the two 
gives the steady objects in the scene. Park et al. used this double background concept 
along with object masking to detect shadow regions. The segmented steady object 
obtained from dual background method is compared with the object mask obtained 
by mask RCNN for validation. If there exists a match between the background 
pixels obtained from DB and segmented object mask obtained from video frames, it 
indicates that region is steady and is regarded as shadow region. 

4 Conclusion 

The paper describes various deep learning-based object and moving object detection 
methodologies. The survey is carried out by concentrating on various region proposal 
techniques aimed at improving average precision to enhance the detection system 
performance. Referring to the comparison Table 1, the various region proposal net-
works focus on detecting region of interest aiming at reducing the computation time 
and training time. The evaluation is done through accuracy and mean average pre-
cision. Cascaded RCNN shows an improved precision of around 8% which can be 
considered against single stage RCNN. From the observation, spatio-temporal and 
LSTM-based region proposals give good results as they keep in track information 
from previous frames as well thus maintaining temporal coherency among the video 
frames. Spatio-temporal technique provides an improvement on average precision 
of around 4.32%. Various background detection techniques are also discussed which 
concentrate on overcoming the challenges like illumination changes, blurred motion, 
camera motion that occurs while detecting moving objects are also discussed. The 
paper also provides future perspective for research in moving object detection.
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Evaluation of Machine Learning 
Approaches for Prediction of Dengue 
Fever 

Tasmiah Rahman and Md. Mahmudur Rahman 

Abstract Dengue is a mosquito-borne, deadly viral disease that is a major threat to 
public health all over the world. Dengue and covid-19 symptoms are almost same, 
and sometimes, people are confused about which disease they are infected with. 
This year in Bangladesh dengue and covid-19 patients have been increasing at an 
alarming rate, and most of the time people didn’t properly recognize the disease. 
A developing country like Bangladesh has faced many difficulties to handle this 
situation. The target of this research work is to analyze the symptoms and predict the 
chances to get infected with dengue fever. Machine learning techniques are widely 
utilized in the health industry to detect fraud in treatment at lower cost, predictive 
analysis, cure the disease. Four machine learning algorithms are used which are 
support vector machine, decision tree, K-nearest neighbor, random forest to predict 
dengue fever based on symptoms. The results were compared for percentage split and 
K-fold cross-validation method for before and after applying principal component 
analysis. The experimental result shows that the support vector machine algorithm 
provides the highest performance compared to others algorithms. 

Keywords Bangladesh ·Machine learning · Support vector machine · Principal 
component analysis · Dengue · Cross-validation · Percentage split 

1 Introduction 

Dengue is a mosquito-tainted viral illness that can spread rapidly under tropical 
climatic conditions. Dengue is primarily caused by the bite of female mosquito called 
“Aedes aegypti”. Mainly the prevalence of dengue is increasing due to variations 
in temperature, rainfall and unplanned rapid urbanization. Dengue epidemic first
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clinically identify in Asia, Africa, and North America occurred nearly concurrently 
in 1780s condition as “Break Bone Fever.” 3.9 billion people all over the world are 
in danger of infection with dengue viruses [1]. Each year almost 50 million people 
are suffering from dengue fever worldwide. Today, dengue cases have multiplied 
all throughout the planet; regardless, the genuine numeral of dengue occurrence 
is either never or some of the time erroneously dispersed. Dengue virus is found 
in torrid and sub-torrid weather around the globe, especially in townish and semi-
townish areas. Outrageous dengue is a primary wellspring of passing among kids and 
authentic sickness in some Latin American and Asian nations. Dengue fever has no 
specific treatment, but early, prediction can reduce the damage of health. Dengue is 
a mosquito-borne disease which is specially found in sub-tropical and tropical areas 
in the whole world. 

This year dengue fever turned into a terribly situation in Bangladesh. The direc-
torate general of health services (DGHSs) announced that 6450 patients are hospi-
talized this year and 28 people are death among them [2]. Most of the people in 
the country are affected in DEN-3 that is a dengue virus variant which can rise the 
mortality risk. Bangladesh outbreaks of DEN-1 and DEN-2 variants, previous year, 
but this year DEN-3 is more prevalent. However, due to the covid-19 epidemic this 
year, dengue has become riskier and more complex because dengue fever patients 
show the same symptoms like covid-19 pandemic, and it makes difficulties for 
diagnosis this disease [3]. 

Machine learning is one the important and motivating extent of research work 
with the legitimate of invention comprehensive knowledge from huge number of 
data sets. For identify hidden knowledge in health data, health care is most popular 
field application in machine learning. Machine learning is utilized in health industry 
to detect fraud in treatment at lower cost, health insurance, cure the disease. In this 
work, different machine learning models are utilized to acquisition the best model 
which predict dengue fever more accurately. 

2 Related Work 

Significant amount of deed was done by numerous researches all over the world on 
disease prediction utilizing machine learning and data mining tools. Mostly, they 
have used one of the two, either data mining or machine learning, to create a model, 
often times by utilizing several techniques of their choice. The following is a brief 
description of some of those works. 

Permatasari et al. in their research work, they utilized quadratic discriminant 
analysis and mapping the occurrence within five areas in Palembang founded on 
different attributes, for example, gender, blood group, age, etc. 66.7% was the accu-
rate percentage of the mapping outcome [4]. Saif et al. published an article where they 
utilized 1047 data. They applied support vector machine and random forest classifier 
and found the result is almost same which are 0.694 for support vector machine and 
0.681 for random forest classifier [5]. Ramandeep et al. applied clustering in their



Evaluation of Machine Learning Approaches for Prediction … 167

research work which is a part of datamining. They classified patients’ information 
by gender, age between 25–60, and attribute. In this work, they find the maximum 
ratio of male gender. Dengue fever in most case rely on Rashes and Myalgia [6]. 
Kamran et al. did a work where they collected the dataset from DHQ hospital Jhelum, 
Pakistan. They utilized Naïve Bayesian, J48, random tree, and SMO algorithms and 
find the highest accuracy 88% from J48 and 92% from Naïve Bayesian algorithms [7]. 
Fatimah et al. developed a dengue fever prediction system by utilizing clinical symp-
toms. They utilized multilayer feed-forward neural network and find 90% accuracy 
of prediction [8]. Jorge et al. compared two machine learning algorithms which are 
ANN and SVM that help in medical diagnosis. ANN-MLP produced the best perfor-
mance and achieved 96% accuracy, 97% specificity, and 96% sensitivity [9]. Abdiel 
et al. proposed a model to predict dengue fever outbreak where they used ANN algo-
rithm that was trained with genetic algorithm. They discuss that ANN algorithm had 
an excellent predictive ability [10]. In another work, Abdul et al. utilized discriminant 
analysis (DA) and principal component analysis (PCA) to predict dengue possibility. 
DA method found the accuracy between 93 and 98%, specificity between 94 and 
100%, and sensitivity between 75 and 89% [11]. Sanjudevi et al. used decision tree, 
support vector machine, and SMO for prediction of dengue fever in their research 
work. They achieved the highest accuracy from support vector machine which is 99% 
[12]. In another research work, permatasari et al. were used two different machine 
learning techniques that are artificial neural network (ANN) and random forest (RF) 
with ten-fold cross-validation method. They found the highest accuracy 58% from 
random forest classifier [13]. Shalini et al. applied decision tree, artificial neural 
network, and Naïve Bayes algorithms in their research work where the used 110 
patient information for prediction of dengue fever. They find the highest accuracy 
from ANN algorithm which is 79.09% [14]. Shameem et al. utilized support vector 
machine for analysis dengue fever. They found 0.9042 accuracy in this research work 
[15]. Sungheeta et al. in their research work for detection and classification of diabetes 
retinopathy, they utilized image processing, SVM, Naive Bayes and proposed deep 
features CNN. They found 97% accuracy from proposed deep features CNN which 
is the highest among all methods [16]. In another research work, Milan Tripathi et al. 
utilized three machine learning methods which are Naive Bayes, SVM, and LSTM 
for detecting sentiment of covid-19 tweets analysis, where they utilized 4035 data. 
After analysis, they found the highest accuracy from LSTM classifier which is 79% 
[17]. 

3 Proposed Method 

In this study, a several number of machine learning techniques are analyzed for 
dengue fever prediction. The first quest was to acquire a dataset with numerical value. 
Then, prepare the dataset for utilize. At the end, using percentage split, tenfold cross-
validation, performance matrix, and various classifications are evaluated for finding 
the best model which can predict dengue fever more accurately. Figure 1 shows the
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Fig. 1 Workflow of the 
proposed system 

workflow of our system. 

3.1 Dataset 

Dataset is called the heart of any research work. This is one of the most important 
part. This dataset is collected by using survey and Internet from the people who 
are affected in dengue fever and who have dengue fever symptoms. Dengue fever 
symptoms are used for making this dataset. By surveying, we are collected 1116 
people’s information where 646 are not affected in dengue fever and 470 people are 
affected in dengue fever which is shown in Fig. 2. Here, “0” means not affected by 
dengue fever, and “1” means affected by dengue fever. Symptoms of dengue fever 
which we used to make our dataset are given in Table 1.
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Fig. 2 Patient’s distribution 

Table 1 Symptoms of dengue fever 

Most common Moderate Severe 

Fever, cough, fatigue, muscle 
pain 

Sore throat, rashes, severe 
headache, loss of taste, nausea, 
pain back of the eyes 

Bleeding, low heart rate, 
platelet decrease, black closet 

3.2 Data Preprocessing 

Dataset preprocessing is necessary for making the dataset suitable to use. After 
preprocess, we are able to apply different machine learning methods. Real-life data 
are most of the time contain many errors, incomplete, and lack of many behaviors. 
We prepare this data by applying different preprocess method. Computer can only 
work with numeric value. In this work, we convert categorical values to numeric 
value by using level encoding. We also handle the missing value by using the mean 
values of that column. 

3.3 Principal Component Analysis (PCA) 

Principal Component Analysis (PCA) which is a dimensionality wane technique 
that utilized orthogonal variation to reduce a huge set of instances to a tiny set 
of instances while retaining most of the information present. The procedure works 
by converting the highly correlated variables of the original dataset to a smaller 
number of uncorrelated linear instances called principal components. These principal 
components then account for most of the variance of the original dataset. PCA is very 
useful when the data have dimensions of 3 or higher since it becomes extremely hard 
to make predictions from such large amount of actuality. Furthermore, visualization 
of high dimensional data is also difficult. PCA solves this problem regarding data 
visualization as well. Number of principal components is less than or equal to the 
smaller of the number of original features or the number of observations. Initially,
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the dataset comprised 1116 observations and 16 useful features, so the maximum 
number of principal components was 16. 

3.4 Train-Test Split 

This method is utilized for evaluating the performance of different machine learning 
algorithms; it is utilized in supervised machine learning algorithms and also utilized 
in classification and regression problems. In this method, the dataset is separated into 
two parts. The larger part is utilized for training dataset, and the smaller part is used 
for testing the model. In this work, we utilized 70% data for trained the model and 
30% data for test the model. 

3.5 K-Fold Cross-Validation 

Cross-validation is a great way to evaluate performances estimators or machine 
learning techniques. The dataset is split in to two parts, one for training the estimators 
and the other to test its performance. After the model is trained, its cross_val_score is 
calculated, which is the measurement of how good of a learner that model is, K-fold 
cross-validation is a resampling procedure with only one parameter, K that assesses 
machine learning algorithms on a finite data. The data sample is to be divided in to 
K number of groups, hence the name K-fold cross-validation. The idea is to train the 
algorithm using a little from the data sample and approximate the performance of 
the model on unseen data, i.e., data not used in the training phase. 

3.6 Algorithms 

For implementation of the work, we use four different machine learning algorithms 
these are support vector machine (SVM), random forest (RF), decision tree (DT), 
k-nearest neighbor (KNN). We applied these algorithms in our dataset for both train– 
test split and cross-validation method. Then, compare the result by using different 
parameter. 

Random Forest (RF). Random forest is a machine learning techniques that are 
utilized for performing both relapse and characterization issues. It is somewhat of 
an amazing and famous troupe classifier which is utilizing choice tree calculation 
in a randomize way. It is joined of various choice tree. To assemble each and every 
choice tree, it utilizes sacking method. At the point, when we group another item, we 
got order from each tree as tree vote. What’s more, the significant decision in favor 
of grouping is acknowledged. That is the reason it rather gives more exact result than
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single choice tree. What’s more, on account of relapse takes the normal of the yields 
by various trees. 

Support Vector Machine (SVM). It is a supervised machine learning techniques 
utilized in both classification and regression process. An assortment piece capacity 
is given by SVM to explicit choice capacities, with the chance of indicating custom 
portions, making them extremely adaptable. Likewise, they are highly retention 
productive as they utilize subsets of preparing focuses to the choice capacities. For 
linear classifier, SVM uses subset of training data, and it is used to represent deci-
sion boundary. The hyperplane depends of maximum width of margin, so you have to 
choose most optimal one hyperplane. It is not equally performed well on any unseen 
example. 

Decision Tree (DT). One of the most broadly utilized and effective technique for 
classification and prediction is the decision tree. It is a tree-like development anyway 
changed, for instance its establishment is at the top, included different center points 
and branches. At the point, when an information comes in the model, decision tree 
shows the class of that specific info. The meaning of decision node is only test. Test 
is performed on the quality. To make a decision tree, we need a dataset. Then, at that 
point, we need to ascertain the entropy of target worth and indicator quality worth. 
Then, at that point, we will accumulate data of all trait lastly which characteristic 
has more data it would be root node. In this manner, information would be parted, 
and we will get our decision tree and might settle on decision. 

K -Nearest Neighbor (KNN). KNN is a kind of supervised machine learning tech-
niques that is normally utilized in classification and prediction problems. Nonethe-
less, this calculation could likewise be utilized as a predictive regression model. The 
principle thought of it is to appoint a worth to another information point depen-
dent on the fact that it is so near different information focuses, previously existing 
in the dataset. By appointing the worth, KNN hence orders that specific informa-
tion highlights a specific gathering closest to it. As, rather than having a particular 
preparing stage, this calculation utilizes the information for preparing, while at the 
same time arranging new information focuses, it is named as a lazy learner calcu-
lation. It is otherwise called a non-parametric calculation since it doesn’t make any 
presumptions about the fundamental information during classification. 

4 Experimental Result Analysis 

For finding the expected output, I applied percentage split and K-fold cross-validation 
method. In percentage split method, I utilized 70% data for trained the model and 
30% data for test the models. On the other hand, in K-fold cross-validation method, 
where, I use the value of K is 10. I also compare the result for before and after principal 
component analysis for both percentage split and cross-validation method where I 
use eight principal components. I applied four different machine learning algorithms 
to this method for finding the dengue disease more accurately. These algorithms are 
support vector machine (SVM), decision tree (DT), random forest (RF), K-nearest
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neighbor (KNN). The performance of machine learning algorithms is evaluated using 
several performance metrics. They were accuracy, precision, recall, and f1-measure. 

4.1 Evaluation Matrix 

Accuracy = [(no of true positive + no of true negative)/total number] 
Precision (p) = [no of true positive/predicted yes] 
Recall (r) = [no of true positive/actual yes] 
F1-Measure = [2 * (p * r)/(p + r)] 

4.2 Compare Results 

After utilizing several machine learning algorithms. We compared the result based 
on different parameter. In this section, we will compare the results and find the best 
model which is better for prediction of dengue fever disease. 

In Table 2, we see that percentage method is used for analyzing the result. Here, 
70% data are used for training the model, and 30% data are utilized for test the model. 
To compare the result, we applied four different machine learning algorithms which 
are support vector machine, decision tree, random forest, K-nearest neighbor. We 
applied these algorithms for before and after principal component analysis where 
we use eight principal components. Here, in the table, we see that support vector 
machine algorithm provides the highest accuracy which is 87.16% before applying 
PCA and 87.76% after principal component analysis. Precision, recall, and F1-score 
also justify that support vector machine is the best algorithm within all algorithms 
which we applied in our dataset (Fig. 3). 

In Table 3, we see that k-fold cross-validation method is used for analyzing the 
result. Here, the value of k is 10. To compare the result, we applied four different 
machine learning algorithms which are support vector machine, decision tree, random

Table 2 Comparison of evaluation matrix for percentage split 

Precision Recall F1-score Accuracy (%) 

Without PCA RF 0.812 0.760 0.785 82.38 

SVM 0.861 0.830 0.845 87.16 

DT 0.75 0.760 0.755 79.10 

KNN 0.852 0.774 0.811 84.77 

With PCA RF 0.804 0.781 0.792 82.68 

SVM 0.863 0.845 0.854 87.76 

DT 0.712 0.697 0.704 74.62 

KNN 0.846 0.774 0.808 84.47
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Fig. 3 Accuracy result for before and after applying PCA in percentage split method 

Table 3 Comparison of evaluation matrix for tenfold cross-validation 

Precision Recall F1-score Accuracy (%) 

Without PCA RF 0.809 0.768 0.788 82.31 

SVM 0.856 0.823 0.839 86.70 

DT 0.715 0.742 0.728 76.31 

KNN 0.823 0.812 0.817 84.73 

With PCA RT 0.784 0.768 0.776 80.70 

SVM 0.856 0.823 0.839 86.70 

DT 0.710 0.742 0.726 75.59 

KNN 0.823 0.812 0.817 84.73

forest, K-nearest neighbor. We applied these algorithms for before and after principal 
component analysis where we use eight principal components. Here, in the table, we 
see that support vector machine algorithm provides the highest accuracy which is 
86.70% before applying PCA and also 86.70% after principal component analysis. 
Precision, recall, and F1-score also justify that support vector machine is the best 
algorithm among all algorithms which we applied in our dataset (Fig. 4).
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Fig. 4 Accuracy result for before and after applying PCA in tenfold cross-validation method 

5 Conclusion 

The target of this research work is to find out a model which can predict dengue 
fever at an early stage and can reduce the risk of health. If a person provides some 
symptoms of weakness to the model, it can predict that the person has dengue fever or 
not. For finding that four several machine learning algorithms are utilized which are 
support vector machine, decision tree, random forest, K-nearest neighbor. The results 
are compared by percentage split and cross-validation method where 70% data are 
utilized as trained data and 30% data are utilized for test the model in percentage split 
method and k-fold cross-validation method the value of k is 10. The experimental 
results show that support vector machine algorithms provide the highest accuracy 
which is 87.16% in percentage split and 86.70% for tenfold cross-validation before 
applying PCA. After applying eight principal components, support vector machine 
also provides the highest accuracy which is 87.76% in percentage split and 86.70% 
in tenfold cross-validation method. The precision, recall, and F1-measure values also 
performed better in SVM algorithm. In the future, we can use more related features. 
Advanced and combined algorithms to improve this model.
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Exclusive Item Recommendation 
to the Online Shopping Customers Based 
on Category Using Clickstream and UID 
Matrix 

R. Suguna, P. Sathishkumar, and S. Deepa 

Abstract Online shopping becomes indispensable among the people worldwide. 
Clickstream, collaborative filtering and machine learning algorithms play a consider-
able role to analyze the browsing behavior and predict the next click of the customers. 
In this research, k-nearest neighbor is applied to classify the customers into three 
groups: Regular, Special and Exceptional. User-Item-Detail matrix is constructed to 
identify the similarity among the online customers. Exclusive recommendation is 
provided to the customers based on user classification. The accuracy of the research 
is evaluated with the parameters precision, recall, and f-scores. 

Keywords Clickstream · Item recommendation · K-nearest neighbor ·
Collaborative filtering · User item detail · Item rating 

1 Introduction 

The growth of e-commerce applications is abundant now-a-days. The entire world is 
shrinking down into homes in line for the pandemic situation. The current pandemic 
situation proves the importance and necessity of online shopping and its prominence. 
The proposed research work uses the clickstream data of the online customers to 
investigate their surfing actions and enhance the shopping experience. In this difficult 
situation, e-commerce applications rightly help the people to fulfill their essential 
needs. On the other hand, it is obligatory for e-commerce sites to understand the needs 
of the customers and maintain the relationship with them [1, 2]. It is necessary to
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predict the future surfing actions of the customers to recommend a set of items to them 
[3]. It is the ancestral role of the e-commerce applications to satisfy the customers’ 
expectations and enhance their shopping experience. The above said is achieved by 
recommending a set of products to the customers who are mostly liked to them [4]. 
The accomplishment of the suggestion system purely stands on the exact prediction 
of the customer’s future anticipation and recommending a set of items to them [2, 5]. 
Most of the e-commerce sites attempt to recommend the products to the customers by 
using the reviews and rating of the products. [1–3, 6] Collaborative recommendation 
approach also plays a major role for endorsing the most relevant products to the 
online shoppers [6, 7]. The clickstream information helps the e-commerce sites to 
identify the shopper’s behavior [8–10]. 

The e-commerce sites monitor every click of the customers and obtain information 
about customer’s interest, preferences and willingness [9]. Reference [2] the weblogs 
are stored in client machines, central machines and proxy servers. The customers 
can remove the client machine weblogs while clearing the browsing history [4, 5]. 
Weblogs store the each and every visit and movement of the Internet users which 
helps the e-commerce sites to know the preferences of the customers [1]. References 
[2, 11] the satisfaction of any recommender system depends on the quality of the 
items recommended to the active customers [1–4, 6]. This paper focuses on collabo-
rative recommendation approaches along with machine learning techniques. Because 
the pure collaborative filtering approach has its own limitations namely sparsity and 
scalability issues [2]. This research recommends items to the online shoppers based 
on the memory based approach of collaborative approach. Memory based collabora-
tive approach provides recommendations based on the similarity that exists between 
the online shoppers and items. In this approach, user similarity and item similarity 
is considered for future recommendation [5, 12, 13]. 

Figure 1 depicts the general workflow of collaborative-based recommender system 
using clickstream information. 

Fig. 1 Collaborative recommender system
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2 Literature Review 

2.1 Clickstream Data 

The online shoppers browsing and buying behavior was analyzed using the click-
stream information [3–5, 7–10, 14–16]. The clickstreams were collected from 
weblogs to know about the customer’s interest and behavior. 

2.2 Preprocessing 

Preprocessing [1–4, 6, 15] helps to make the data suitable for investigation. The 
result of the investigation stage understood the customers in a better way by using 
the preprocessed click stream. 

2.3 Machine Learning Algorithm for Next Click Prediction 

The future browsing pattern of the customers are predicted by using the recurrent 
neural networks [6], neuro fuzzy classification [2], deep forest model [17], k-Clique 
[11] of deep learning techniques. The deep learning algorithms [10, 13, 17, 18] have  
proved the improved result in the research of web recommendation. This research 
has utilized the clickstream of online customers. The next click of the customers was 
predicted by using the deep learning techniques [10]. Reference [14] a framework 
was constructed by the authors which focuses on both clicked and not clicked items by 
the customers. The framework was experimented by the real time data and proven the 
success rate of the research. References [3, 15] Markov Chains and its algorithms 
were used along with click stream data of the customers to learn their switching 
pattern. 

References [17] the users were classified into three types based on their purchase 
behavior namely, frequent, potential and synthetic users. Reference [1] clustering 
and classification techniques were used along with web usage mining to predict the 
customer’s future behavior. References [12, 19, 20] here data mining algorithms were 
devised for each individual user’s device to analyze and predict their future browsing 
pattern for recommendation. Reference [21] multivariate real time sequence analysis, 
[22] location-based recommender system were also proposed by the researchers to 
improve the future prdiction accuracy by using the clickstream data. 

The existing research works have utilized the clickstream information to analyze 
the customer behavior and recommend the items based on the item ratings and number 
of clicks on the specific items. Majority of the research have utilized the item rating 
for recommendation. Deep learning and data mining techniques were applied for
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user grouping. From the literature survey it is found that user grouping and item 
rating plays a major role for web recommendation in the existing research. 

This research methodology is proposed to classify the customers into three major 
groups purely on their past purchase history not on the browsing pattern. Items are 
recommneded to the customers exclusively based on their past purchase behavior. 

3 Proposed Methodology 

The proposed methodology (UID-KNN) focuses on constructing a framework which 
performs (i) Click stream preprocessing (ii) User classification according to their 
purchase pattern (iii) Constructing User-Item-Detail for each user category and (iv) 
Provide an exclusive recommendation of items to the customers. The novelty of 
the research work is to classify the users based on their purchase history rather 
than item click and provide exclusive item recommendation for each classification. 
The algorithm classifies the users into three groups (i) Regular (ii) Special and (iii) 
Exceptional customers. The regular customers are one who use the e-commerce site 
for their day to day / monthly purchase. The e-commerce sites recommends the items 
of (i) same brand that they already purchased (ii) items of similar product in other 
brands and (iii) discouted items. The framework recommends exclusive top most 
items to the customers shown in Fig. 2. 

This methodology helps the e-commerce sites to provide special discouts to the 
regular customers. The specific customers are one who makes the purchase through 
e-commerce sites for a specific set of items like clothes, sanitary items, groceries, etc.

Fig. 2 Work flow of proposed mathodology
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Fig. 3 Site topology 

So, exclusive item recommendation is necessary for this kind of customers to enhance 
their shopping experience. The exceptional customers uses e-commerce sites very 
rarely for their purchase. This research classify all the exceptional customers in one 
group and recommend the exclusive items based on their past research experience. 
In this research approach, KNN algorithm is applied for user classification based on 
Euclidean distance measure.

User Identification Clickstream data is analyzed by finding the unique users. 
Unique users are identified either by user id or unique ip address. Let us consider 
U = (u1, u2, u3 …un) are a set of users, unique user ui is identified by ip address, 
agent logs and by using user id. 

Session Identification The online shoppers spend time to view the products, its 
description and other customer reviews. Here session time is considered for login 
and logout of the user account. In some cases login and logout time of the device is 
also considered as a session. If no surfing for 30 min then it is considered as a new 
session. Let us consider S = (p1, p2, p3, …, pn), where the shopper visits the web 
pages p1, p2, p3, …, pn during the session S. 

Path Completion It is an important aspect to complete the path and identify the 
missing path. User’s traversal path plays a major role in identifying their preferences. 
Consider the given site topology in Fig. 3. 

The authentic surfing of web page sequence is A—D—C—B—C—D—A. The 
user is surfing the web pages by using the back button. The web pages A, D, C are 
visited twice during the session. The web pages visited through back buttons are not 
recorded in the web server. 

3.1 User Classification Using KNN Classifier 

In this research users are classified into either in one group by using the KNN 
algorithm. KNN is a simplest classifier and random modeling, the result of future 
prediction is automatically recalculated based on the data sets given to the model. 
The proposed research uses cliclstream information which are changing in nature. 
The KNN modeling is well suited to handly the clickstream information and classify 
the customers. It uses the Euclidean distance similarity measure for classifying the
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customers. The prposed research work clasifies the users according to their purchase 
behavior not a browsing pattern. The algorithm is as follows: 

Algorithm: KNN 

Input: Input the training data set 
Procedure: 
Find the optimal value of K 
Compute a class value for new data 
Begin 
Calculate the distance(P,Qi); i = 1 to n  
(P–New data point and Q–Items in training data set) 
Sort the distances in increasing order with corrosponding training data 
Choose the top K rows 
Get the most frequent class from the choses K rows 

End 

Here the focus of the e-commerce site is regular and special customers. Exclusive 
product recommendation is provided to them to improve the customer satisfaction as 
well as to increase the sales rate of the e-commerce sites. Whenever the customer logs 
into the e-commerce sites, the algorithm provides exclusive item recommendations 
to the customers based on their classification. The top exclusive items are extracted 
based on the collaborative recommendation approach. The KNN algorithm is applied 
to classify the customers by using the Euclidean distance measure by considering the 
following attributes mentioned below which are obtained from the clickstream data. 
The algorithm uses the below formula to find the similarity between the customers. 

(a, b) = 
/
(a1 − b1)2 + (a2 − b2)2 +  · · ·  +  (an − bn)2 (1) 

d(a, b) = 
1∑

i=1 

/
(ai − bi )2 (2) 

where: a—data point, b—data point. 
The attributes considered for user classification of each user U = {i, r, t, h, c, w, 

p} is given in Table 1. 

3.2 Construction of UID (User-Item-Detail) Matrix 

This approach concentrates on the construction of a User-Item-Detail matrix rather 
than the common way of constructing User-Item Rating matrix. Users are classified 
based on the information obtained from clickstream, namely, time spent on each page 
and number of hits on that particular page, adding the product to the cart, adding 
the product to the wish list and making the payment. Once the users’ classification
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Table 1 Classification 
attributes 

Attribute Description 

i Item 

r Rating 

t Time spend on viewing the product 

h Number of hits 

c Item added to the cart 

w Item  added to wish list  

p User makes the payment 

j Just surfing 

is obtained, the second step is to construct the User-Item-Detail which is expressed 
mathematically as follows: 

U I  D  = U (i, r, t, h, c, w,  p) (3) 

Here the User-Item-Detail matrix is constructed by including the above attributes 
to provide the future recommendation to the existing and current active users. Table 2 
shows the User-Item-Detail matrix with the attributes. Table 3 represents the numeric 
conversion of Table 2. The value 1 represent Yes (Y) and 0 represent No (N) which 
is given in Table 3. 

From Tables 2 and 3, it is observed that User 1 (U1) is viewing the items I1 and I2 
and purchasing only the item I1. Likewise the second user is viewing the item I1 and 
not purchasing the same. He has added the items to the cart and wish list for his future 
transaction. User 3 (U3) is surfing the items I1, I2 and I3 and purchasing only the 
item I1 and adding the remaining items to the wish list and cart, respectively. In the 
same way, the details are recorded for all the users. Based on the purchase history of 
the users, they are classified. The next step of the proposed research methodology is, 
for each user classification, items are grouped for each user based on their purchase 
history for the current as well as from the past. This research considers the past six 
months browsing history of the users. Table 4 shows the attributes of the matrix.

Table 2 User-item-detail matrix 

User ID Item Item rate Time spent 
on the 
itempage 

No. of Hits 
on the item 
page 

Item added 
to the cart 

Item added 
to the wish 
list 

Item 
purchased 

U1 I1 4 5 12 Y Y Y 

U1 I2 5 6 4 Y N N 

U2 I1 4 3 6 Y Y N 

U3 I1 4 5 12 Y Y Y 

U3 I2 5 6 4 N Y N 

U3 I3 4 3 6 Y Y N
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Table 3 User-item-detail matrix (numeric conversion) 

User ID Item Item rate Time spent 
on the 
itempage 

No. of Hits 
on the item 
page 

Item added 
to the cart 

Item added 
to the wish 
list 

Item 
purchased 

U1 I1 4 5 12 1 1 1 

U1 I2 5 6 4 1 0 0 

U2 I1 4 3 6 1 1 0 

U3 I1 4 5 15 1 1 1 

U3 I2 5 6 4 0 1 0 

U3 I3 4 3 6 1 1 0 

Table 4 Attribute of 
item-details matrix 

Attribute Description 

i Item 

ar Average rating of an item 

at Average time spent to view the item in minutes 

ah Average number of users hit the items 

c Number of users added the item to shopping cart 

w Number of users added the item to wishlist 

p Number of users purchased the item 

Table 5 depicts the Item-Detail matrix of each item hit by the users listed in table. In 
this matrix the average rating of each product is considered in 1–5 scale rating.

The range 5 indicates the top rating and 1 indicates the lower rating of the item. 
The average time spent by the users to view the item is considered in terms of 
minutes. Because if the users have an intention to purchase the items, they have 
spent more time viewing the items by seeing its descriptions, ratings, review and 
images. Here the average time is calculated in minutes. The next attribute is the

Table 5 Item-details matrix 

Item Avg rate (1–5, 
5-Top, 1-Low) 

Avg time in 
mins 

Avg hit Number of 
users adding 
the item to 
cart 

Number of 
users adding 
the item to 
wishlist 

Number of 
users purchase 
the item 

I1 4 5 25 150 567 356 

I2 5 2 34 145 654 345 

I3 3 3 10 125 453 210 

I4 4 2 8 50 230 110 

I5 2 2 5 10 35 35 

I6 1 2 3 0 20 30
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average number of hits to the items by the user. In general users are viewing different 
products or items during their surfing. They may view the same item many times if 
they wish to purchase the item. The new technique incorporated in this research is 
the consideration of the number of users adding the item to wish list, cart and for 
purchase. These attributes help to find the more suitable items to the current active 
users for future recommendation. Based on the above mentioned matrix, individual 
sets of recommendations are provided to the customers of different categories. The 
customers who added the items to the shopping cart and wish list have the probability 
of purchasing the same or same kind of items in the future. The customers who only 
browse the items are considered a special category that needs special attention to 
tempt them to purchase the items to acquire the new customers. Consider that, let 
U denote user, I denote Item and D denotes details. The User-Item-Details matrix is 
mathematically expressed as follows:

M1 = User × Item (4) 

M2 = Item × Details (5) 

M3 = User × Item × Details (6) 

where M1, M2, M3 represent matrices. In this research instead of constructing a 
single user-item rating matrix, three exclusive UID matrices are constructed for 
regular, special and window type customers. This unique matrix construction, namely 
UID (Regular), UID (Special) and UID (Exceptional) for the three categories of users 
helps to obtain a more accurate result. 

3.3 Exclusive Recommendation of Top Items to Individual 
User Category 

After the construction of the User-Item-Detail matrix, the top N items are recom-
mended to the users who are interested in the particular items. The below algorithm 
provides exclusive item recommendation to the users based on their user category. 

The algorithm recommends the products exclusively to each group of customers. 
Consider an example: suppose if the customer purchases an electronic related item 
online frequently, then more electronic related top rated items are recommended to the 
users. And another customer is adding the cloth items to the wish list or shopping cart, 
then the related items are recommended to them positively. The ultimate objective 
is to assist the online customers to provide an exclusive recommendation of the 
products based on the users group.
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4 Experimental Result 

4.1 Data Set 

The data sets of Amazon and Flipkart online shopping from kaggle. The size of the 
flipkart data set is 5630 KB and totally 20,568 records are available. The Amazon 
online shopping data set consists of 4350 KB and 18,346 customers weblogs. The 
dataset consists of ipaddress, username, session time, sequence of clikcks made by 
users on a particular session. The datasets are extracted in.csv files with comma sepa-
rator. The work is implemented in python. In order to evaluate the recommendation 
precision, the data sets are divided into training and testing dataset. 70% of the data 
is applied for training sets and 30% is for testing. 14,397 records from Amazon and 
12,842 records from Flipkart are considered to train the classifier. 

4.2 Evaluation Metrics and Performance Analysis 

In this research, the accuracy of the classification and recommendation is experi-
mented by using The Mean Absolute Error (MAE) and Root Mean Square Error 
(RMSE). The lowest values of MAE and RMSE show the improved performance in 
the recommendation system. Finally the system is assessed by applying the quality 
parameters namely, recall, precision and f-measure. 

MAE—Produce the average of all the absolute value differences between the true 
and the predicted rating. The lower the MAE the better the accuracy. 

MAE = 
1 

N 

n∑
i=1 

|di | − |di |
Δ

(7) 

where di—actual user group, di'—predicted user group and n—number of users. 
RMSE—This formula calculates the mean value of all the squared differences 

of actual and predicted user classification of KNN algorithm. The large number of 
error ratings of RMSE leads to poor results in classification. 

RMSE = 
/
1 

n

∑n 

i=1 
(di − di )

Δ2 
(8) 

The proposed methodology UID-KNN is compared with Item Rating (IR-
KNN) and User-Item Rating (UIR_KNN) algorithms. Table 6 shows the improved 
performance of the proposed methodology for both the data sets for MAE and MRSE. 

Figures 4 and 5 depicts the improved performance of UID-KNN algorithm when 
compared to the existing research which based on item rating. The prposed algorithm
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Table 6 Performance result based on MAE and MRSE 

Methodology Amazon Flipkart 

MAE MRSE MAE MRSE 

IR-KNN 1.283 1.283 1.287 1.284 

UIR-KNN 1.283 1.282 1.286 1.283 

UID-KNN 1.234 1.242 1.232 1.243 

Fig. 4 Performance result 
(Flikart) 

1.22 
1.24 
1.26 
1.28 
1.3 

Flipkart 

MAE 

MRSE 

Fig. 5 Performance result 
(Amazon) 

1.22 
1.24 
1.26 
1.28 
1.3 

Amazon 

MAE 

MRSE 

produces the lower value of MAE and MRSE, 1.23 and 1.24, respectively, in both 
the data sets. 

To proves the accuracy of the recommendation system with the standard param-
eters precision, recall and f-measure. The higher values of the parameters show the 
highest accuracy of the top N recommendation system. The below are the metrics to 
evaluate the accuracy of the proposed recommendation system. 

Precision = TP 

TP + FP 
∗ 100 (9) 

Recall = 
TP 

TP + FN 
∗ 100 (10) 

F-measure = 2 ∗ 
Precision ∗ Recall 
Precision + Recall 

(11) 

where TP—True positive, FN—False negative. 
Table 7 describes the accuracy of the recommendation system with the parameters 

precision, recall and f-measure for Amazon and Flipkart data sets.
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Table 7 Performance result based on F-Score 

Methodology Amazon Flipkart 

Precision Recall F-measure Precision Recall F-measure 

IR-KNN 0.786 0.782 0.78 0.787 0.783 0.78 

UIR-KNN 0.887 0.865 0.88 0.886 0.865 0.88 

UID-KNN 0.987 0.983 0.98 0.988 0.983 0.99 

Fig. 6 Performance of 
recommendation (Amazon) 
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Fig. 7 Performance of 
recommendation (Flipkart) 
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Figures 6 and 7 depict the obtained values of the research work for the parame-
ters precision, recall and accuracy. The exclusive recommendation system by using 
various parameters and classification algorithm proves its ameliorations by giving 
realistic experimental results in the adequate parameters through Figs. 6 and 7 with 
the exactness rate of 98% in Amazon data set and 99% in the Flipkart data set in 
f-score values. 

5 Conclusion 

It is very interesting and difficult to know the behavior and future surfing of the 
online customers. This research aims to introduce a new recommender system which 
understands the expectations of the online customers by using their clickstream 
information. Here the exclusive recommendation is done based on the collaborative 
filtering approach and User-Item-Detail matrix. The new methodology proves the 
recommendation accuracy rate 98%. The existing research works used the Item
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Rating matrix which gave the accuracy rate of 88% The proposed algorithm gives 
better accuracy to classify the users as well as for recommending top N items to the 
customers. In future, a customer specific recommendation system by using a deep 
learning approach may be developed to advance the customer’s satisfactory level. 

References 

1. Anandhi D, Ahmed M (2019) Prediction of user’s type and navigation pattern using clus-
tering and classification algorithms. Cluster Computing 22. https://doi.org/10.1007/s10586-
017-1090-2 

2. Dash S, Luhach AK et al (2019) A neuro-fuzzy approach for user behavior classification and 
prediction. Journal of Cloud Computing 8:17. https://doi.org/10.1186/s13677-019-0144-9 

3. Chanyoung P, Donghyun K, Min-Chul Y, Jung-Tae L, Hwanjo Y (2020) Click-aware purchase 
prediction with push at the top. Information Sciences 521:350–364. https://doi.org/ https://doi. 
org/10.1016/j.ins.2020.02.062 

4. Chi Y, Jiang T, He D, Meng R (2017) Towards an integrated clickstream data analysis framework 
for understanding web users’ information behavior. In: International conference proceedings, 
pp 279–292. https://doi.org/10.9776/17027 

5. Chu |Y, Yang HK, Peng WC (2019) Predicting online user purchase behavior based on browsing 
history. In: 2019 IEEE 35th international conference on data engineering workshops (ICDEW). 
pp 185–192. https://doi.org/10.1109/ICDEW.2019.00-13 

6. Toth A, Tan L, Di Fabbrizio G, Datta A (2017) Predicting shopping behavior with mixture of 
RNNs. SIGIR 2017 eCom. Tokyo, Japan (2017) 

7. Esmeli R, Bader-El-Den M, Abdullahi H (2021) Towards early purchase intention prediction in 
online session based retailing systems. Electron Markets 31:697–715. https://doi.org/10.1007/ 
s12525-020-00448-x 

8. Filvà DA, Forment MA, García-Peñalvo FJ, Escudero DF, Casañ MJ (2019) Clickstream for 
learning analytics to assess students’ behavior with scratch. Futur Gener Comput Syst 93:673– 
686. https://doi.org/10.1016/j.future.2018.10.057 

9. Houda Z, Adil H, Mohammed R (2019) A novel approach to dynamic profiling of E-customers 
considering clickstream data and online reviews. IJECE 9(1):602–612. https://doi.org/10. 
11591/ijece.v9i1.pp602-612 

10. Koehn D, Lessmann S, Schaal M (2020) Predicting online shopping behaviour from clickstream 
data using deep learning. Expert Syst Appl 150:113342. https://doi.org/10.1016/j.eswa.2020. 
113342 

11. Samuel M (2020) Patient diet recommendation system using K-clique and deep learning 
classifiers. J Artif Intell 2(2):121–130 

12. Haoxiang W, Smys S (2021) Big data analysis and perturbation using data mining algorithm. 
Journal of Soft Computing Paradigm (JSCP) 3(01):19–28 

13. Kottursamy K (2021) A review on finding efficient approach to detect customer emotion 
analysis using deep learning analysis. JTCSST 3(2):95–113 

14. Requena B, Cassani G, Tagliabue J et al (2020) Shopper intent prediction from clickstream 
e-commerce data with minimal browsing information. Sci Rep 10:16983. https://doi.org/10. 
1038/s41598-020-73622-y 

15. Swapna DK (2017) Analysis of clickstream data using Markov chains. In: Seventeenth AIMS 
international conference on management, pp 1135–1137 

16. Yao S, Yoo H, Sun L, Du X (2019) Using machine learning to address customer privacy 
concerns: an application with click-stream data. SSRN Electron J. https://doi.org/10.2139/ 
ssrn.3314787

https://doi.org/10.1007/s10586-017-1090-2
https://doi.org/10.1007/s10586-017-1090-2
https://doi.org/10.1186/s13677-019-0144-9
https://doi.org/
https://doi.org/10.1016/j.ins.2020.02.062
https://doi.org/10.1016/j.ins.2020.02.062
https://doi.org/10.9776/17027
https://doi.org/10.1109/ICDEW.2019.00-13
https://doi.org/10.1007/s12525-020-00448-x
https://doi.org/10.1007/s12525-020-00448-x
https://doi.org/10.1016/j.future.2018.10.057
https://doi.org/10.11591/ijece.v9i1.pp602-612
https://doi.org/10.11591/ijece.v9i1.pp602-612
https://doi.org/10.1016/j.eswa.2020.113342
https://doi.org/10.1016/j.eswa.2020.113342
https://doi.org/10.1038/s41598-020-73622-y
https://doi.org/10.1038/s41598-020-73622-y
https://doi.org/10.2139/ssrn.3314787
https://doi.org/10.2139/ssrn.3314787


190 R. Suguna et al.

17. Zhang W, Wang M (2021) An improved deep forest model for prediction of e-commerce 
consumers’ repurchase behavior. PLoS ONE 16(9):e0255906. https://doi.org/10.1371/journal. 
pone.0255906 

18. Senthilkumar T (2021) Construction of hybrid deep learning model for predicting children 
behavior based on their emotional reaction. Journal of Information Technology 3(01):29–43. 
https://doi.org/10.36548/jitdw.2021.1.004 

19. Karthigaikumar P (2021) Industrial quality prediction system through data mining algorithm. 
JEI 3(2):126–137. https://doi.org/10.36548/jei.2021.2.005 

20. Suma V, Shavige MH (2020) Data mining based prediction of demand in Indian market for 
refurbished electronics. JSCP 2(2):101–110. https://doi.org/10.36548/jscp.2020.2.007 

21. Guo L, Zhang B, Zhao X (2021) A consumer behavior prediction model based on multivariate 
real-time sequence analysis. Math Probl Eng. https://doi.org/10.1155/2021/6688750 

22. Vijesh C, Jennifer SR (2021) Location-based orientation context dependent recommender 
system for users. JTCSST 3(01):14–23. https://doi.org/10.36548/jtcsst.2021.1.002

https://doi.org/10.1371/journal.pone.0255906
https://doi.org/10.1371/journal.pone.0255906
https://doi.org/10.36548/jitdw.2021.1.004
https://doi.org/10.36548/jei.2021.2.005
https://doi.org/10.36548/jscp.2020.2.007
https://doi.org/10.1155/2021/6688750
https://doi.org/10.36548/jtcsst.2021.1.002


Android Malware Detection Using 
Machine Learning Classifiers 

Ajay Bandi and Lunduk Sherpa 

Abstract The Android operating system has changed what mobile can do. The 
population of Android mobile users has been increasing, and the number continues 
to grow as the number of mobile users increases. Primarily, the applications used 
in Android devices are distributed via the Google Play Store. These applications 
are required to meet several criteria in order to be distributed via the Play Store. 
However, attackers sometimes find their way to compromise the Android operating 
system devices and steal users’ sensitive information. Malicious software or malware 
is designed to extract data from users by compromising their devices for financial 
gain or other reasons. This study uses machine learning algorithms to detect Android 
malware in the Android malware dataset. Using CICAndMal2017 dataset, random 
sampling was done to extract a balanced dataset. Feature engineering was performed 
to obtain the most significant features. Machine learning algorithms were trained 
using the balanced dataset with selected features. Initially, all the models were trained 
using ‘Label’ as the target variable and then ‘Family’ as the target variable. Maximum 
accuracy of approximately 99% was obtained using random forest in both cases. 

Keywords Android malware detection ·Malware ·Machine learning algorithms ·
Feature selection 

1 Introduction 

Nearly half of the global population use smartphones. Users tend to store private 
information on their smartphones. The security of users’ information requires a top 
priority. Despite all the measures used to keep the information secure, malware 
attacks are still prevalent. There are numerous types of malware and techniques to 
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inject them into the target system. Some of the most common and dangerous types of 
malware are Adware, Ransomware [4], and Scareware. Depending on their purpose 
and method of delivery, they vary from one another. 

The Android security sometimes fails to detect malicious software and is dis-
tributed through the official Play Store. Users’ information is compromised through 
some programs distributed through the Play Store [8]. Android, being one of the 
most popular smartphones operating systems [15], has gained many attackers’ atten-
tion. Thousands of malware applications have been discovered in recent years. With 
every update in the security features, the attacks get even more troublesome to detect. 
Machine learning and other techniques [13, 14, 16, 17] are used to detect Android 
malware. Machine learning algorithms can be trained to formalize the principles 
hidden in the dataset used to train the model. A properly trained model can reason 
the features of previously unseen dataset [7]. Based on the model’s approaches, each 
model has a different capacity and problems they suit their best. 

This paper is organized as follows: Sect. 2 includes the proposed work. Section 3 
includes the related work where we discuss various approaches taken for Android 
malware detection. Section 4 includes the dataset description. Section 5 discusses 
the procedure used in this study. Section 6 discusses the various machine learning 
algorithms used in this study. Section 7 describes the results and analysis of our 
study. Section 8 discusses the limitations and future work. In Sect. 9, we present the 
conclusion of our study. 

2 Proposed Work 

In this study using the CICAndMal 2017 dataset, machine learning algorithms are 
trained to detect Android malware. The model classifies the malware into one of 
the four types included in our dataset: Adware, Scareware, Ransomware, and SMS 
malware. The overall project flow is shown in Fig. 1. Using five different machine 
learning algorithms, supervised as well as unsupervised, we train our model using 
dataset obtained post feature engineering. Without compromising the accuracy of 
the models used, most significant features are extracted, and their performances are 
compared. 

3 Related Work 

Using cloud technology in edge computing and traffic clustering, He et al. [9] devel-
oped a new method for identifying Android malware. To begin, the authors routed 
traffic between Android mobile devices to edge nodes. The edge server delivers to 
the cloud platform mobile traffic content features in plain text extracted from HTTP 
flows, as well as traffic behavior such as packet intervals. To detect malware, they 
utilized a method to automatically evaluate the commonalities between apps and
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Fig. 1 Proposed methodology 

clusters. Malware was identified using similarity algorithms such as TF-IDF and 
cosine. A total of 400 Android applications was employed to evaluate their method, 
yielding an average accuracy of 96.9. 

Bibi et al. [5] used a deep learning framework based on the long short-term mem-
ory (LSTM) to detect Ransomware malware. To enhance Android malware detection 
and family classification using conversation level, this study chose 609 categories 
from the CICAndMal2017 dataset, including benign and Ransomware data. They 
used eight feature selection algorithms, such as Chi-Square and information gain, to 
select the top 19 flow-level features. A model was built using those features with an 
accuracy of 97%. 

The authors Chen et al. [6] used a portion of the CICAndMal2017 dataset, select-
ing one PCAP file containing packet data of the network for each malware family. 
Their samples were chosen randomly, and features were extracted from PCAP files. 
A Java program was created that used the flow-level technique to separate network 
flows. Then, using a Python program, fifteen features were extracted. The minimum 
size of the sent packet within a flow was one of the features. There are three super-
vised machine learning classifiers: K-nearest neighbors, random forest, and decision 
tree. Data were divided into two categories: malicious and non-malicious. Following 
that, the malware was classified into three sub-categories: Adware, Ransomware, and 
Scareware. Recall, precision, and F1-score are the three metrics used by the authors 
to measure the model’s performance. The results show that the random forest classi-
fier had the best results for malware-benign classification, with an F1-score of 92% 
and precision and recall of 95%. The other classifiers accounted for more than 85% 
for all used metrics.
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Arora and Peddoju [2] prioritize network traffic elements of Android malware 
based on IG and Chi-Square tests. Internet traffic features were eliminated using 
their proposed technique to increase accuracy results and simplify the training and 
testing stages. Statistical analysis approaches were employed to rate the features. 
Nine out of 22 parameters are adequate for better detection accuracy, according to 
the suggested algorithm. Similarly, the study findings reveal that both training/testing 
times could be reduced by 50% and 30%, respectively. In this study, we also attempted 
to train our models using two target variables to predict the label as well as family 
of malware. We were unable to train some of the models proposed in this study, and 
the training time increased significantly. 

4 Datasets 

The dataset used in this study was obtained from the University of New Brunswick’s 
website. The CICAndMal2017 dataset [12] is used to perform our analysis. This 
dataset contains four different types of malware. Both malware and benign appli-
cations were installed on real smartphones to generate the dataset. Three states of 
data capturing were defined to acquire a comprehensive view of malware samples, 
viz., installation, before restart, and after restart. CICFlowMeter is a network traffic 
flow generator and analyzer that has been used for anomaly detection and in vari-
ous cybersecurity datasets. During all three states, 85 features are extracted using 
CICFlowMeter-V3. The dataset downloaded from the website contained several 
Excel files containing 42 different families of malware, including benign records. In 
order to prepare the data for curation, all the Excel files were merged using R-Studio. 
An additional feature was included in the dataset so that the dataset contains a sepa-
rate column for malware type and family. Four different types of malware analyzed 
in this study are: 

1. Adware: This malware bombards the user with pop-up ads. Adware hides in the 
user device and serves ads. Adware can also monitor users’ behavior online and 
serve ads accordingly. In our dataset, there are ten different families of Adware, 
namely Dowgin, Ewind, Feiwo, Gooligan, Kemoge, Koodous, Mobidash, Self-
mite, Shaunet, and Youmi. 

2. Ransomware: Ransomware blocks access to the victim’s data or computer files 
and demands a ransom to restore access to the victim. This could result in loss 
of sensitive information and can cause costly disruption to operations [11]. The 
dataset used in this study consists of ten different families of Ransomware, namely 
Charger, Jisut, Koler, LockerPin, Simplocker, Pletor, PornDroid, RansomBO, 
Svpeng, and WannaLocker. 

3. Scareware: This malware manipulates users by using fake virus warning pop-
ups and other tricks to gain access to users’ personal information. Scareware 
makes users believe that their computer is infected by viruses and coaxes them to 
install unnecessary software. Eleven different families of scareware are included



Android Malware Detection Using Machine Learning Classifiers 195

in the dataset used in this study. Namely, they are AndroidDefender, Android-
Spy.277, AV, AVpass, FakeApp, FakeApp.AL, FakeAV, FakeJobOffer, Fake-
TaoBao, Penetho, and VirusShield. 

4. SMSMalware: This malware exploits the victims’ mobile device via SMS text. 
Without users’ consent, this malware can cause several detrimental effects. The 
attacker can gain access to users’ personal information. In addition, attackers can 
also change, delete, expose, and misuse users’ data. In this study, there are 11 
different families of SMSMalware, namely BeanBot, Biige, FakeInst, FakeMart, 
FakeNotify, Jifake, Mazarbot, Nandrobox, Plankton, SMSsniffer, and Zsone. 

5 Data Curation 

The raw data obtained directly from the source must be processed before performing 
any analysis. The data quality determines how much information can be extracted 
from the data. We performed random sampling to obtain a balanced dataset from the 
raw data, and using data cleaning tools, we cleaned the data for further analysis. 

5.1 Random Sampling 

The raw dataset was not balanced and contained multiple CSV files for each type of 
malware family. A balanced dataset including all types of malware is required for 
our analysis. In order to obtain a balanced dataset, a CSV file was created for each 
malware family. A total of 42 different CSV files was created. Random sampling 
has been performed on these CSV files to obtain a sample of 3000 records from 
each family, including benign records. Samples obtained after random sampling are 
merged to create a balanced dataset containing 156,000 observations. No weightages 
have been assigned to attributes in our dataset. Figure 2 shows the random sampling 
framework for malware dataset. 

Fig. 2 Sampling framework
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5.2 Data Cleaning 

Data cleaning is an essential aspect of the data science life cycle. For any data to be 
processed for analysis, it is important to clean the data. Data cleaning is the process 
of removing unnecessary noise from the data. Prior to data cleaning, datasets usually 
contain missing values, incomplete or incorrectly formatted data, varying data types, 
etc. The dataset obtained after random sampling contained several missing values. 
Some features required formatting in order to proceed further for analysis. In this 
study, we performed the following processes to clean the dataset: 

1. Special characters were removed from the following features: 

(a) Source.IP 
(b) Destination.IP 
(c) Timestamp 

2. Rows with missing values were removed. 
3. All infinity values were first replaced with the Nan values, and all the Nan values 

were filled with 0. 
4. All the features datatype were formatted to Float. 
5. The values in the target feature ‘Label’ and ‘Family’ were replaced with numerical 

values. 
6. Single value features were removed from the data frame using variance threshold. 
7. Rows containing Nan as the value for ‘Label’ and ‘Family’ were removed. 

5.3 Feature Selection 

The initial and most crucial step in our model design should be feature selection. 
The process of selecting the appropriate attributes that have a substantial impact on 
anticipating our output is known as feature selection. The key benefits of feature 
selection are lowering overfitting, improving accuracy, and shortening training time. 
Figure 3 shows the feature selection framework. The univariate feature selection 
technique selects the most suited features based on the univariate statistical tests. 
We will compare all attributes to the target variable to see a significant association 
between them, which is what an analysis of variance, or ANOVA, is all about. For the 
scoring function, we have chosen f classif. Using Scikit-learn library, SelectKBest, 
and f_classif modules, scores for all features are calculated. The top 15 features 
selected by univariate selection are shown in Fig. 4. 

Dataset obtained after univariate feature selection contains 156,000 records and 
15 most significant features. Prior to training our model, we split our dataset into 
train and test set at 4:1 ratio. The train set is used to train all the models proposed 
to be used in this study. We use modules from Scikit-learn library [10] to train our 
models and evaluate their performance metrices.
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Fig. 3 Feature selection framework 

Fig. 4 Top 15 features 
selected by univariate 
selection 

6 Machine Learning Algorithms 

This section introduces various machine learning algorithms used to train the datasets. 
A decision tree is a decision-making tool that predicts alternative outcomes using 

a tree-like decision-making paradigm. It covers the consequences of events, resource 
costs, and decision utility. Decision trees seem like a flowchart or an algorithm with 
just conditional control statements. 

Random forest is an ensemble learning technique for classification, regression, 
and other operations in machine learning that uses a large number of decision trees 
during training. They are quick and versatile, and they are a good way to mine high-
dimensional data. Random forest expands the classification and regression techniques 
we explored earlier using decision trees. The times for random woodland runs are 
quite quick. They are pretty excellent at dealing with incomplete or incorrect data. 
On the downside, they cannot forecast beyond the extent of the training data, and 
they are prone to over fitting noisy datasets. 

The K-nearest neighbor (kNN) technique is a straightforward supervised 
machine learning approach for classification and regression. Using a similar met-
ric, the distance function, KNN keeps track of available inputs and categorizes new 
data. Statistical estimation and pattern recognition are two of KNN’s essential uses. 
The KNN algorithm calculates the distances between two requests. 

Naive Bayes is another very effective and commonly used machine learning clas-
sifier. The Naive Bayes algorithm family encompasses both supervised and unsu-
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pervised learning techniques. The Bayes Theorem is used to create the Naive Bayes 
classifiers, a set of classification algorithms based on the Bayes Theorem. It is a 
group of algorithms with a familiar concept: Each pair of features to be categorized 
is distinct from the others. The most common application of Naive Bayes is to esti-
mate the likelihood of distinct groups based on a range of attributes. It is primarily 
used for text classification in data mining. 

In stochastic gradient boosting, individual models are not entirely random sub-
sets of data and characteristics. They are developed in order, with cases with inac-
curate predictions and significant mistakes receiving more weight. The primary idea 
is that during learning, occurrences that are difficult to predict accurately (‘difficult’ 
circumstances) would be concentrated on so that the model can learn from previous 
errors. We call this SGB when we train each ensemble on a portion of the training 
set, and it can help improve the model’s generalizability. 

In this research project, a randomly sampled balanced dataset was taken, then 
cleaned using a few data cleaning techniques. We performed the feature selection 
techniques to determine the best optimal features to be given as input to the machine 
learning algorithms and train them. Considering those top 15 features, we imple-
mented all the machine learning algorithms by taking the ‘Label’ feature as the 
target variable. After evaluating the machine learning algorithms by calculating the 
‘accuracy’, ‘F1-score’, ‘precision’, and ‘Recall’, we repeated this whole process 
taking the ‘Family’ feature as the target variable. Our machine learning models will 
calculate what kind of attack it is or is it benign. In addition to that, it will classify 
which family makes the malware attack belongs. The libraries that are used to to 
implement the ML algorithms are: Sklearn, Matplotlib, Pandas, NumPy. 

7 Results and Analysis 

The features obtained after univariate feature selection were used to train our mod-
els. The dataset was split into train and test data. We trained all the models using the 
train set, and their corresponding performance was evaluated using measures like 
accuracy, precision, recall, and F1-score. To assess all our data and ensure all the 
observations have been used to evaluate our models, we performed K-fold cross-
validation. We computed the average accuracy for all the models. Bibi et al. [5] have  
done similar classification on CICAndMal2017 data. The model proposed using neu-
ral nets in [5] obtained an accuracy of 97.08% which did not surpass the maximum 
accuracy we obtained using decision tree and random forest. Abuthawabeh and Mah-
moud [1] performed similar classification on the malware detection, malware type 
categorization, and malware family classification. For all three classifications, the 
extra trees classifier achieved the highest weighted accuracy percentage of 87.75%, 
79.97%, and 66.71%, respectively. 

Using univariate feature selection, we obtained the top 15 features. Prior to that, 
we trained our models using all the features. Our models performed better using 
the top 15 features. Table 1 shows the results obtained using the ‘Label’ feature as
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Table 1 Using ‘Label’ as the target variable 

ML model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

Decision tree 99.63 99.63 99.63 99.63 

Random forest 99.54 99.54 99.54 99.54 

K-nearest 
neighbors 

93.67 93.67 93.67 93.67 

Naïve Bayes 61.80 61.80 61.80 61.80 

Stochastic 
gradient boosting 

94.07 94.07 94.07 94.07 

Table 2 Using ‘Family’ as the target variable 

ML model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

Decision tree 99.01 99.01 99.01 99.01 

Random forest 99.08 99.08 99.08 99.08 

K-nearest 
neighbors 

62.00 62.00 62.00 62.00 

Naïve Bayes 44.42 44.42 44.420 44.42 

Stochastic 
gradient boosting 

62.25 62.25 62.25 62.25 

our target variable. Models were trained to classify into five different classifications, 
including benign. We obtained more than 90% accuracy from all the models used 
except Naïve Bayes. One of the possible reasons why Naïve Bayes showed low 
performance is the assumption of equally important and independent features that 
the algorithm relies on. Table 2 shows the results obtained using the ‘Family’ features 
as our target variable. Unlike Table 1, in this case, models were trained to classify 
into 43 different classifications, including benign. Decision tree and random forest 
performed best of all with approximately 99% accuracy. The details on the code work 
and the documents used for this analysis are uploaded in our GitHub repository [3]. 

8 Limitations 

During this work, we encountered issues working with the target variables. When 
we trained our ML models with two target variables, namely ‘Label’ and ‘Family’, 
we were not able to evaluate those multi-class multi-output scenarios. This was the 
major constraint we encountered while working on this study. One-hot encoding 
technique for feature scaling could not be executed due to the large volume of data 
present in our dataset. Despite taking only 15 features, neural net’s training time was 
considerably long, so we did not include neural net as our model.
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9 Conclusions 

In this study, we used random sampling to generate 156,000 records balanced dataset. 
By performing a feature selection technique, we came up with the ML algorithms’ top 
15 features given as training datasets. After training those ML models and evaluating 
the results, we observed that decision tree, random forest, and stochastic gradient 
boosting algorithms had performed well with around 99% accuracy when taking 
‘Label’ as the target variable. Taking the ‘Family’ feature as the target variable, only 
the decision tree and random forest provided better results with 99.01 and 99.08% 
accuracy. Decision tree and random forest can be used to detect Android malware 
by installing a system that has this model installed. This could save operation costs 
and prevent data from being lost. 

Comparatively, Android is one of the most famous mobile OSs in the world. This 
also tends to give rise to android’s vulnerability to malware. Due to open-source OS, 
it is easier for hackers to tamper with devices running Android OS. Similar study [3] 
could be done on platforms like iOS depending on what data features are available. 
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Approaches for Detection of Diabetic 
Retinopathy: A Review 

B. Sowmyashree, K. Rao Mahesh, and H. K. Chethan 

Abstract Fundus images are mainly used for the screening and detection of retinal 
diseases. Defect in the eye’s posterioir blood vessel causes Diabetic retinopathy. 
Proliferate Diabetes Retinopathy and Proliferate Diabetes Retinopathy are the two 
stages of diabetes that develops over the time. The retinal fundus image is commonly 
used in clinics to diagnose and treat a variety of eye disorders. It is also one of the 
most important resource for diabetic retinopathy mass screening. In this paper, a 
survey has been made on various techniques available in image processing such 
as morphological operations and texture analysis to identify diabetic retinopathy. 
This survey extended to investigate machine learning and deep learning approach to 
extract various features namely, area of hard exudates, microaneurysms and blood 
vessels to identify and detect the depth of the disease. Finally, the review has provided 
a summary and analysis of most of the recent techniques adapted to detect diabetic 
retinopathy. 

Keywords Blood vessels · Deep learning · Diabetic retinopathy ·Machine 
learning ·Morphological operation 

1 Introduction 

One of the primary difficulties of modern health care is the rapid growth of diabetes. 
The number of persons suffering from the condition is increasing at an alarming rate. 
Over the next 25 years, the World Health Organization predicts that the population of 
diabetes would rise from 130 to 350 million [1]. According to the survey, only 50% of
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the patients aware of the condition aggravatesthe issue. Diabetes also has significant 
late consequences from a medical standpoint. Heart disease, renal problems, and 
retinopathy are just a few of the complications that might arise as a result of macro 
and microvascular changes. Diabetes, for example, is the fifth-deadliest illness in the 
United States, and there is still no treatment. In 2002, the entire yearly economic 
cost of diabetes in the United States was projected as $132 B [2]. DR is a frequent 
diabetic condition. It is, in fact, quite ubiquitous that the main cause of blindness 
among western working-class people is Diabetes. It is becoming more prevalent not 
just in industrialized countries, but also in developing countries. Unfortunately, most 
underdeveloped nations lack basic DR case coding. 75% of persons with DR are 
thought to live in poor nations [3]. The issue is particularly terrible in developing 
nations due to insufficient therapy. In most of the country, 25% of the diabetic people 
likely to be suffer from blindness than those who do not have diabetes. Diabetes is 
becoming more prevalent not just in industrialized countries, but also in developing 
countries. Unfortunately, most underdeveloped nations lack basic DR case coding. 
75% of persons with DR are thought to live in poor nations [3]. The issue is particu-
larly terrible in developing nations due to insufficient therapy. Digital image capture 
technology must be employed to reduce the cost of such screenings since it allows 
us to apply existing image processing approaches to automate the identification of 
anomalies in fundus images [4]. The following is the format of this review: First part 
discusses the consequences of diabetes on the eye to meet the objectives of this article. 
Blood vessel area, discharges, hemorrhages, microaneurysms, and textures are all 
caused by these impacts as in Fig. 1 [5]. These characteristics are used to identify

Fig. 1 Different types of DR lesions
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Table 1 Classifications of DR stages 

DR stages Level lesions 

Stage-0 
Stage-1 
Stage-2 
Stage-3 
Proliferative DR 

No lesions 
Only microaneuryms 
Microaneuryms anf few exudates 
Venous bleading, prominentintraretinal microvascular abnormalities 
New vessels on disc, detachment of retina 

Fig. 2 Fundus images of retina. a Normal. b Mild. c Moderate. d Severe. e PDR 

DR automatically. The next focus will be on several automated detection techniques 
that have been described in scientific literature under the section on automatic detec-
tion of DR phases as in Table 1. The benefits and drawbacks of several techniques 
are presented in the comment section. The final portion of this study summarizes 
the findings and suggests future research. DR is a frequent diabetic condition that 
arises when excessive blood sugar levels damage the blood capillaries in the retina, 
producing swelling and leaking as in Fig. 2 [6]. In a later stage of DR, the vision 
may be entirely gone. The global prevalence of DR-related blindness is 2.6% [7]. 
As a result, diabetic patients should have their retinas screened regularly to diagnose 
early detection of DR, keep track of its progress, and avert blindness.

Lesions are areas in the fundus image that show up as leaking blood and fluids. 
Ophthalmologist’s manual diagnosis of DR is prolonged, involves an enough work, 
and may result in wrong-diagnosis. As a result, employing a system for computer-
assisted diagnostics can help to prevent wrong diagnosis. And in turn it will save the 
time, and endeavor of the physician. Deep learning (DL) has evolved and embraced 
in numerous disciplines over the decade, including medical image analysis. The 
extraction of hand-crafted features is not required by DL approaches, although they 
do require a huge quantity of data for training [8–10]. Machine learning (ML) 
approaches, on the other hand, involve hand-crafted features for its applications. 
Furthermore, ML methods do not require a large amount of data for training. To 
identify DR, ML algorithms must first extract the vessel, as described in [11]. Then, 
as in [12], extract the characteristics of DR lesions for categorization. Segmentation, 
classification, retrieval, detection, and registration of pictures are examples of DL 
applications [13]. Convolutional neural network (CNN) is a form of DL technique 
for image processing that is extensively utilized [14], highly effective, and successful 
[15, 16]. Significance of automation toward detection of DR has been acknowledged 
long back. Previous attempts using image classification, pattern recognition, and
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ML have made remarkable progress. The objective of this challenge is to push an 
automated detection system to its limits, preferably leading to models with realistic 
clinical potential, using color fundus image as input. 

2 Detection of Diabetic Retinopathy with Image Processing 
Approach 

A simple image processing method to detect stages of DR is as illustrated in Fig. 3. 
Before the detection, the fundus image needs to pass through several stages like 
preprocessing, feature extraction, and classification. To know about the depth of DR, 
features like a blood vessel, MA, EX, and HM need to be extracted from the fundus 
image. 

Yitian et al. [17] have developed Infinite Perimeter Active Contour Model with 
Hybrid-region Information (IPACHI) approach. Here, the authors segmented the 
blood vessels using an automated technique. Finally, the authors compared their 
approach with different models like Chan Vase (CV) model, Distance Regularized 
Level Set Evolution (DRLSE) Model, Ribbon of Twins (ROT) Model, and the Infinite 
Perimeter Active Contour (IPAC) Model. DRIVE, STARE, and VAMPIRE datasets 
have been used by the authors for their research. To get better results compared with 
existing methods, filters like Eigen value-based Filter and Wavelet Filters were used.

Fig. 3 DR detection using image processing
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Zhun et al. [18], proposed an approach to improve accuracy and computa-
tional time. Authors have used Morphological operators and Isotropic Undecimated 
Wavelet Transform (IUWT) to achieve enhanced vessel image. Finally, the major 
vessels region is extracted using Skeleton extraction and Simple Linear Iterative Clus-
tering (SLIC). The results generated concludes that the proposed method outperforms 
only for abnormal fundus images.

Orlando et al. [19] worked on the Conditional Random Field (CRF) method for 
vessel extraction from fundus image. In this work, the Fully Connected CRF (FC-
CRF) technique outperforms the local neighborhood-based approach on data sets: 
DRIVE, STARE, CHASEDB1, and HRF. According to the results, this strategy 
surpasses other strategies like sensitivity, Matthew’s Correlation Coefficient (MCC), 
mean, and F1-score. According to the authors their technique is more suited for 
elongated structures. 

Hu et al. [20] have combined a multi-scale convolution neural network with an 
enhanced loss function and CRFs to identify more details and challenging instances, 
resulting in a unique retinal vascular segmentation technique. Despite the suggested 
approach’s high segmentation efficiency and efficacy, there is still a misjudgement 
in detecting low contrast of small thin blood vessels, resulting in low sensitivity. 

Kaur et al. [21] suggested a three-phased segmentation approach that is unique and 
generalized. Viz. (i) Image enhancement of the retina (ii) Adaptive image quantiza-
tion and dynamic decision thresholding to get the actual exudates; (iii) Removal 
of anatomical features such as blood vessels and optic disc to avoid unwanted 
interference impact during exudates segmentation. Both lesion-based and image-
based methods were used in the trials. The suggested method’s performance was 
assessed using images collected clinically and publicly. In the suggested technique, 
the computation time is 9.36 s. 

Khojasteh et al. [22] suggested a novel color space for fundus images using 
RGB channels, (i) the RGB space’s second Eigen channels, (ii) the Hue/Saturation 
and Intensity (HSI) space’s hue, and (iii) saturation channels. When compared to 
traditional color spaces, the proposed color space has better replicability. 

3 Detection of Diabetic Retinopathy with Machine 
Learning 

A typical DL method to detect stages of DR is as illustrated in Fig. 4. Even here, before 
the detection, the fundus image needs to pass through several stages as preprocessing, 
feature extraction, etc. To know about the depth of DR a separate test set and train 
set of fundus images are prepared. Finally, blood vessel, Microaneurysms (MA), 
Exudates (EXs), and Hemorrhages (HMs) features are extracted and classified using 
a suitable model. 

Joao et al. [23] have described how different measures of visual evoked capacity 
may be utilized to identify DR patients. In most cases, DR is a condition in which



206 B. Sowmyashree et al.

Fig. 4 DR detection using machine learning approach 

the body’s blood vessels become dry and thick. Unfortunately, many persons with 
this disease are ignorant of the symptoms, and even when they are, the symptoms 
often too late for effective treatment. The evaluation of the optical nerve and the 
optical brain center can pave the way for a faster diagnosis and a better prognosis 
throughout the recovery phase by allowing for a more accurate calculation of the 
evoked potential reaction that occurs in the optic nerve in diabetic patients. 

Retinal disease screening through the textural method has been proposed by 
Foeady et al. [24]. The division potential in the fundus of the eye is studied in 
this article, and it can distinguish between neurotic and strong images. The goal 
of this study is to look at successful text reading methods using a specific surface 
descriptor. It is important to note that the goal of the study is to record reading method 
differences in the text so that the researchers may develop a novel approach that is 
similar to, how people read the material. 

Zeng et al. have focused on an automated method using local pattern modifications 
[25]. This new and proficient approach is discovered to depict a community with 
DR. The fundus image is split into a few locations, from which regions of concern 
are eliminated, and the remaining ones are included into a descriptor’s enhanced 
highlight vector. Local patterns and the random forest methods were used to detect 
DR and age-related degeneration of muscle in fundus images. 

In terms of vision, style, and method, the two latest evaluations, are compared in 
this approach developed by Badar et al. [26]. Furthermore, Authors used a multi-layer 
architecture arrangement to improve the performance of the system in a comprehen-
sible way. Van Grinsven et al. have developed a selective sampling approach to 
decrease the quantity of required feature and to maintain a minimum time during 
training process. During training, samples are constantly changed by the authors, 
depending on the results of the current classification iteration. The classifier was 
a 9-layer CNN, which was influenced by VGG. The CNN with selective sampling 
(SeS) beat the CNN without selective sampling (NSeS) on the Kaggle competition
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and Messidor datasets and there is a decrease in the training epochshas been observed 
[27]. 

For the detection of MAs, Dai et al. proposed a multi-sieving convolutional neural 
network (MS-CNN) based on the clinical data set. Here, the authors have developed 
an algorithm to create a crude segmentation of microaneurysms. Finally, the authors 
trained a poor image-to-text algorithm to develop a crude segmentation of microa-
neurysms. Then, using the rough segmentation as a guide, the suggested MS-CNN 
was employed to construct superior segmentation. Then, using the rough segmenta-
tion as a guide, the suggested MS-CNN has been utilized to create final exclusive 
segmentation. MS-CNN uses an approach like boosting to address the data imbalance 
problem [28]. 

Deep Vessel is a fully convolutional network (FCN) suggested by Fu et al. To 
aid the network’s learning of multi-scale characteristics, they used a side-output 
approach. A CRF layer was utilized at the end of the net to further model non-local 
pixel correlations [29]. A fully convolutional network was also proposed by Dasgupta 
and Singh. Six convolution layers, one down-sampling layer and one up-sampling 
layer make up their network [30]. 

Feng et al. presented a FCN that is compared to U-Net in terms of simplicity. 
Their network only does two up-samples and down-samples. They created entropy 
to quantify the fraction of vessel pixels in the patch. This method by means of the 
authors can resolve the class imbalance which exists between background and blood 
vessels. Half of the patches are chosen at random throughout the training phase, 
while the other half are chosen from high entropy patches [31]. 

To identify referable DR, Natarajan et al. have presented a screening method using 
a smartphone technology. According to the authors, users may receive quick DR 
diagnostic results through their developed application. This kind of offline approach 
exhibits greater impact in the field where there is a lack medical resources [32]. 
Through this research work, DR can be diagnosed with low-cost equipment and in a 
simple manner. 

Tan et al. were the first to use CNN consists of ten layers to automatically and 
concurrently segment various lesions, including exudates, hemorrhages, and microa-
neurysms, with result assessed at bit level. The authors contribution proved that a 
single CNN design may segment many lesions at the same time. Carson et al. utilized 
a CNN to classify picture patches into five categories as, normal, microaneurysms, 
dot-blot hemorrhages, exudates or cotton wool patches, and high-risk lesions. They 
enlisted the help of two physicians to double-check and validate the results, which 
included 243 images from different data sets. Here, the picture patching approach 
has been employed and demonstrating that even with minimal training samples, good 
performance may be attained with this method [33]. 

Porwal et al. detailed the IDRiD dataset and the setting for the ISBI2018 task 
“Diabetic Retinopathy Segmentation and Grading”. Here, the authors have developed 
a number of exceptional DL approach from the competition, as well as lessons learned 
from assessing the entries [34]. 

Exudates have also been discovered using morphological methods by Sopharak 
et al. Walter et al. identified exudates based on their gray level variance. Following
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the starting location, mathematical morphology techniques were used to compute 
the contours of the exudates. Depending on the initial threshold value, the applicant 
exudes areas. The second criterion is the bare minimum of meaning that a nominee 
must have to stand out from his or her backdrop pixels. They also achieved an 
accuracy of 92.8% for 15 abnormal retinal images. 

Microaneurysms, soft exudates, hard exudates, and hemorrhages were all 
segmented using a combination of local and global characteristics by Adem et al. 
Using a low-resolution-based original input image, a Global-Net was utilized to 
collect more context information [35]. They also used a Local-Net to gather more 
specific information by using cropped picture patches as input. The backbone of both 
Global-Net and Local-Net is a U-Net like encoder-decoder architecture. 

Hatanaka et al. [36, 37] proposed utilizing density analysis, a rule-based approach, 
and three Mahalanobis distance classifiers to identify hemorrhage. The propsed 
method achieved a sensitivity of 80% and specificity of 80%. The green channel’s 
contrast was improved using gray level grouping-based contrast enhancement. 
Then, using automated seed generation, potential red lesions were retrieved. The 
hybrid classifier was adopted to distinguish real red lesions from non-red lesions 
by combining the k-nearest neighbor (kNN) and Gaussian mixture models (GMM) 
classifiers. The best sensitivity achieved was 87%, with a specificity of 95.53%. 

Using a morphological technique and “Ball”-shaped structural elements, Acharya 
et al. [31] discovered hemorrhages by removing the blood artery from hemorrhage 
candidates. In [21], vessel extraction was done using mathematical morphological 
and fuzzy clustering approaches. By inhibiting arteries and fovea, hemorrhages and 
microaneurysms were observed. Finally, authors have developed a hybrid technique 
to detect red lesions. The mathematical morphology approach was used to extract 
red candidates. Red lesion candidates were classified using the KNN classifier. The 
system has a sensitivity of 100% and a specificity of 87%. 

To locate blood vessels and hemorrhages, Matei and Matei [17] and Langroudi 
and Sadjedi [18] employed morphological procedures and thresholding. Maximum 
of Multiple Linear Top Hats (MMLTH) was enhanced in [19] by employing a 
multi-scale technique to discover possible hemorrhages and the region expanding 
surrounding them. The thresholding and skeletonizing approach was used to detect 
local vessels. SVM classifier was used to classify blot hemorrhages. 

The maximal sensitivity and specificity of the technique were 98.60 and 95.50, 
respectively. Zhang and Chutatape [38] presented a bottom-up approach to brilliant 
lesion identification and a top-down approach to dark lesion detection. Hemorrhages 
are initially detected in the Region of Interest by computing the evidence value of 
each pixel using SVM. To pick features, the kernel PCA and PCA are employed. 
The SVM Classifier with kernel produces 90.6% true positives, compared to 89.1% 
for PCA.
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4 Data Set 

To develop the algorithms, researchers used the publicly available retinal image 
databases for testing and evaluating the performance of their methods. These 
databases provide a common platform for comparison. Digital Retinal Images for 
Vessel Extraction (DRIVE) Database, Structured Analysis of the Retina (STARE), 
MESSIDOR Database, DIARETDB Database, Kaggle Database, Indian Diabetic 
Retinopathy Image Dataset (IDRiD) are the major available data set for the research 
purpose. Along with this researcher have found the required data set in Messidor, 
e-Ophtha EX, CHASE, HRF, HEI-MED, ROC Dataset, Mums DB, etc. [35]. 

5 Observation and Discussion 

The DR is a progressive disease, early detection of which helps in providing treatment 
at initial stages which in turn overcomes sighting issues of eye. The manual inspection 
of which causes erroneous results and can be overcome by automatic DR detection 
techniques. Several researchers have worked on assessment of DR classification 
based on five stages (Normal, Mild-NPDR, Moderate-NPDR, Severe-NPDR, PDR) 
in accordance with the severity of the disease. The literature reveals the use of both 
supervised and unsupervised techniques in segmentation of identified features such 
as Blood vessel, Microaneurysms, Exudates, and Hemorrhages for DR detection. The 
other features such as Cotton wool spots, Cup-to-Disc ratio, and Neovascularisation 
also contributes toward DR detection which are unaddressed in this survey. A large 
amount of machine learning approaches has been applied for the grading of diabetic 
retinopathy but did not focus on all the aspects of diabetic retinopathy. This survey 
gives an exposure toward numerous classifiers with distinct performance which were 
evaluated based on Accuracies, Sensitivity, Specificity, AUC. 

Most of the databases in the literature were collected from standard databases such 
as Messidor, DIARETDB, Kaggle, e-Ophtha EX, DRIVE, STARE, CHASE, HRF, 
HEI-MED, ROC Dataset, Mums DB, except Adem [35]. The particular segmentation 
technique used in the literature are restricted to limited type of standard datasets 
and insubstantial number of samples. Nonetheless standard datasets which requires 
less preprocessing, the consideration of clinical-based datasets gives way for more 
enhancement methods. The studies do not cover the wider phases of diseases in 
a particular stage. There is a need for the work that applies a common technique 
to all the stages of DR and gives best performance consistency. Furthermore, it is 
observed that advanced diagnosis of DR hang on machine learning approaches with 
pre-trained models which diminishes the effectiveness of the study. Training using 
substantial clinical data and based on the application would lead to much promising 
testing results.
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6 Future Research Areas 

Based on the review, DR must be diagnosed using recent methods and detection of 
different stages need to be included in the research. There is a need to come up with 
an algorithm that will overcome the existing problems like early detection effectively. 
As a novel approach, hybrid technology can be tested to achieve better performance. 

7 Conclusion 

The retinal blood vessels are damaged in DR due to fluid leakage from these vessels. 
Exudates, hemorrhages, microaneurysms, and textures are all distinct types of lesions 
that are utilized to determine the stage of DR. A study of several image processing 
methods for DR lesion identification is discussed in this work. This article also 
includes an overview of current studies on the use of DL in the diagnosis of DR 
and then able to categorize these pictures as PDR or NPDR. Even though DL has 
paved the path for more accurate diagnosis and treatment, a study suggests that 
ophthalmologists must enhance their performance, interpretability, and trustwor-
thiness. This survey gives an exposure toward numerous classifiers with distinct 
performance which were evaluated based on Accuracies, Sensitivity, Specificity, 
AUC. A few authors also proposed that Hybrid approach be used to achieve greater 
accuracy and efficacy in DR detection. Authors conclude that long-term diabetes 
results in the development of microaneurysms, which thereafter result in exudates 
and hemorrhages. These are the signs and symptoms of DR, which can result in 
severe vision loss or possibly blindness. Finally, the authors conclude that to mini-
mize these difficulties, it is critical to identify DR in the early stage by using novel 
technology. 
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Analytical Performance in Data Lake 
Storage of Big Data Analytics 
by Databricks Delta Lake for Stock 
Market Analysis 

A. Yasmin and S. Kamalakkannan 

Abstract In this paper, a Delta Lake workspace is created by using Azure portal; 
whereas, the ADLS Gen2 (ADLSG2) acts as primary storage account with a container 
to store workspace data. Despite the hype, ADLSG2 is immutable and it cannot 
perform analytics. This drawback leads to the introduction of Azure Databricks Delta 
Lake (ADDL) to fascinate the learning pattern that can be utilized for developing 
a support system to anlyze stock market and initiate better prediction on forecasted 
stock price. Databricks enhancement is an open source named Delta Lake, which 
remains as a pipeline for atomicity consistency isolation durability (ACID) table 
storage layer over cloud object stores. Finally, the ADDL performance is evaluated 
with the existing big data platform by using the parameters like memory usage and 
CPU usage. 

Keywords Big data analytic (BDA) · ADLS Gen2 · Databricks Delta Lake ·
ACID transactions · Stock market · Cluster · Apache spark 

1 Introduction 

Financial transactions have evolved from the time of ancient goods trading systems 
to the current state of the art in E-commerce systems. Financial service industries 
such as banking, insurance, stock trading, and mutual fund investments have grown 
significantly as a result of rapid human civilization growth and recent technolog-
ical breakthroughs. Prior to the digital era, a large number of human workforce is 
required for all types of transactions as well as business intelligence. At present,
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the digital world has highly evolved by enabling clear and transparent transaction 
and generating huge amount of digital data. Thus, the digital footprints have been 
approved for performing a precise analysis based on the recent field named analytics, 
which assist in generating clear and legitimate business decisions. Based on the ever-
increasing young clients, the requirements and desires have been increased along with 
globalization. However, the financial service industries have generated immense vari-
eties of data with an extreme speed may lead to a new generation of data analytics 
instance, which is named as BDA. Hence, the large data are analyzed and provided 
with a better client experience and also the data management may signify the BDA 
experts. 

The client requirement of data processing and increased data volume may lead to 
the evolution of big data concept [1, 2]. The concept of big data is dependent upon 
six facets, namely volume, variability, velocity, veracity, value, and variety [3]. The 
aforementioned characteristics demonstrated that the big data can manage not just 
volume but also provide important data and ideas for the source [4]. Data Lakes are a 
supporting solution to the big data storage challenge by acting as a massively scalable 
storage solution capable of storing large amounts of unstructured and heterogeneous 
data in an unstructured and heterogeneous form [5]. The key advantage of a Data 
Lake lies in its capacity to store data in its original form by utilizing a schema on-
read approach [6] to process data at runtime. A data lake is also expected to provide 
the ability to effectively perform analytics, batch processing, and real-time analysis 
on large volumes of data. This is achieved by combining the benefits of database 
from both SQL and NoSQL approaches and further supplementing them with both 
online transaction processing (OLTP) as well as online analytical processing (OLAP) 
capacities. The data elements are tagged in the lake with an ID and often it will carry 
additional metadata. 

In an organization, the data lakes will assist in improving the archival, capture, 
exploration, and refinement of raw data. However, the data lake performs as a scalable 
system to store and analyze the retained data in their inhabitant format and utilized to 
extract the desired knowledge [7]. Therefore, the data lake can neither be designed 
from the scratch nor established based on the traditional software solutions [8]. 
Thus, the various data lake implementations have utilized Apache Hadoop as a base 
platform [9]. One of the recent trends that earned most recognition is Data Lake. This 
is utilized for storing data in their raw format with simple architecture. Moreover, 
each entity of data present in the lake gets connected with unique identifier and an 
extended metadata set. Hence, the client can be able to create purpose-built schema 
to query the relevant data, which leads to a smaller dataset, which assist in analyzing 
and finding the solutions for client’s requirements. Hence, no fixed schema has been 
defined earlier and there are certain questions to discuss about the probability of data 
becoming improbable. 

At present, the recent systems are provided with high capacity as well as scal-
ability enhancement. In 2016, Delta Lake has developed by Databricks to assist in 
storing data in which the respective objects will be considered as part of a table and 
further Data Lake is performed as a transaction log in the format of Parquet. It enables 
the data to scale billions of objects per table [10]. Delta Lake act as a storage layer
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and it is an open source, which fetches dependability to Data Lake. It is a technology 
that builds robust data lakes and remains as a vital component for building the cloud 
data platform. Delta Lake has integrated both streaming and batch data processing 
during the provision of ACID transactions as well as handling of scalable metadata. 
Delta Lake is finally compliant with Apache Spark APIs and functions on top of the 
existing data lake. Based on the workload pattern, the Delta Lake can be configured 
on Databricks. Append a transaction log which begins with an entry has described all 
of the existing files and the Delta Lake has capability to transform a current directory 
of Parquet files into the table of Delta Lake with zero copies. In 2019, Delta Lake 
has advanced its development by covering 50% of computing hours on Databricks. 
Additionally, the layer of metadata is placed naturally to implement the data quality 
enforcement features. Delta Lakes perform data processing in a different order and 
the data is maintained in the original form by Data Lake. The preparation proce-
dure may not be completed till the data is requested by the applications or the query 
gets executed. As a result, it violates the data warehouse’s typical ETL principles; 
whereas, Delta Lake promotes the new extract load transform (ELT) data processing 
order instead of extract transform load (ETL). In Delta Lake, no data schema is prede-
fined and the data gets extracted from source and get transferred to a data lake based 
on the required metadata that gets involved. Hence, Delta Lake can be able to handle 
both write-intensive workloads and read-intensive workloads which is transactions 
as well as analytics that reuniting two distinct concerns like write and read. One of 
the instances for Delta Lake is a schema enforcement feature which ensures data 
uploaded to a database that meets its schema, as well as a constraints API. It allows 
table owners to specify limits on the data being ingested. Records that breach these 
standards may be automatically rejected or quarantined by Delta’s client libraries. 
These simple features have shown to be quite effective in improving the quality of 
Data Lake-based pipelines. Therefore, this research focuses on ADDL to perform 
BDA efficiently without losing of data from ADLSG2 and transforms to the same 
ADLSG2 as the user end. Thus, the ADDL involved in ADLSG2 because it is 
immutable which does not perform analytics, but ADDL assist to perform those 
BDA process for stock market analysis in forecasting the stock price and deliver to 
the user end through ADDL. 

The paper is organized as follows in which Sect. 2 deliberates the related work of 
the existing data lake storage techniques as well as benefits of Delta Lake to manage 
the database management system (DBMS) and also manage analytics in BDA based 
on user end requirement. The proposed ADDL to support ADLSG2 for BDA is 
done through Apache spark pool with Azure protocol is illustrated in Sect. 3. The  
evaluation results of proposed ADDL design with ADLSG2 for BDA are compared 
with the existing BDA tools using parameters like CPU utilization and memory 
usage are calculated is illustrated in Sect. 4. Finally, Sect. 5 deal with concluding 
the proposed ADDL design with ADLSG2 has performed the ELT process instead 
of ETL process which assists in write as well as read the data. Thus, it assists the 
proposed design to execute the BDA using spark pool and make the stock market 
analyzer to predict the data using historical data.
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2 Literature Review 

Azure Data Lake is a framework which is adaptable, versatile, efficient, and stable. 
It can store and analyzes a wide variety of data and has been designed for massive 
workloads with high throughput requirements. It can be accessed via Storm, U-SQL, 
Hive, and Spark, among other methods. The ADLS and Azure Data Lake Analytics 
(ADLA) together make up Microsoft’s data lake solution. 

Data Lake assists to store data in its default format using a simple architecture. All 
data entity present in the lake has a unique identifier and an extended metadata set. 
This performed as a purpose-built schema which are created by the client based on 
the query related data which lead to a less amount of dataset that can be analyzed for 
providing solutions to client’s questions. Moreover, there is no fixed schema that has 
been defined earlier and there are certain questions discussed about the probability 
of data become improbable [11]. T.S. Hukkeri et al. have discussed a brief idea about 
the various data lake solutions available in the market for the consumers. It includes 
Hadoop, AWS, and Azure data lake architecture. Apache Hadoop is considered as 
an industry standard for Data lakes. Both Amazon Web Services (AWS) data lakes 
and Azure Data Lake have constructed wrappers around Hadoop in order to solve 
concerns about its raw data and lack of data security [12]. Snezhana Sulova has 
discussed an ideas of data warehouse and Data Lake are explained by the author 
along with its positives and negatives. This review discusses a quick overview about 
how Data Lake can be used to address the challenges faced by the smart grid data 
management systems [13]. Surabhi DHegde et al. have explained data lake lambda 
architecture for analyzing the data. The emerging big data concepts consists of both 
Data Lake and fast data is explained. While both data lakes and big data are able 
to store and process more data, fast data gives real-time insights rapidly based on 
limited data [14]. 

C. Diaconu et al. illustrate the infrastructure of RSL-HK ring that perform as a 
foundation for addressing ADLS which supports very huge files and folders. This 
infrastructure has provided an efficient, high memory size, scalable, and persistent 
state which are the essential metrics required from metadata services. The implemen-
tation of this infrastructure involves with new combination of Paxos and design of 
recent transactional in-memory block data management. The availability and scala-
bility of RSL-HK ring is dependent upon the capability of dynamically adding novel 
Paxos rings as well as accumulating machines to the existing Paxos ring. Similarly, 
the RSL-HK Paxos components are dependent on the implementation over Cosmos 
that provided very high availability across hundreds of ring utilized for production 
in several years. Thus, the leverage technology for transactional in-memory block 
management is utilized for SQL Hekaton [15]. The agile BI basic principle has been 
introduced for providing an exact data at right time to the accurate analytical process 
is the legitimate implementation of Delta Lake. As the results, the first phase of a 
project in an organization for product development has reduced the errors as well as 
costs of subsequent stages [16]. The major conditions to be followed for successful 
Delta Lake data source implementations are as follows [17, 18]
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• The purpose and requirements of using Delta Lake are defined clearly.
• Create and execute the strategy of data management in Delta Lake.
• Procedures are created for security and control in data access as well as utilizing 

the data effectively.
• Generate new and additional data source for analysis instead of BI infrastructure 

sole components. 

The declarative version has been offered for successive data frame APIs are 
utilized in those libraries that mapped the data preparation computation into the plans 
of Spark SQL query and obtain benefits from the optimizations in both Delta Lake as 
well as Delta Engine. However, this method is applicable in Spark data frames as well 
as Koalas [19]. The koalas have defined the recent data frame API for spark which 
provide enhanced compatibility with Pandas. Hence, the organizations are creating a 
large range in the version of ML-specific data and the feature store system has assist 
in re-implementing default DBMS functionality. This may be easier for utilizing 
abstraction of Data Lake with built-in function of DBMS that help to implement the 
feature store functionality. Simultaneously, declarative ML systems like factorized 
ML might potentially outperform a Lakehouse [20]. Instead of searching into raw 
files in a data lake, cloud-native DBMS provides a solution as serverless engines 
that assist in integrating with affluent layers of metadata management using Delta 
Lake which help for accomplishing enhanced performance [21]. Thus, Delta Lake 
has acknowledged the applications to create a specific extensive action in their log 
record objects with Web-based applications and version attributes to monitor the 
application with specific data likely to be offset associated with input stream is an 
instance. This application has ensured that the Delta Lake can accumulated the recent 
data and stored it in a version field atomically by providing this data in the same log 
record. The similar log records are used as an appropriate delta in add and removal 
of events that are recorded into the log atomically. In order to get a unique ID, each 
application can effectively create its app ID at random space and in the case of Spark 
structured streaming, the feature utilized is Delta Lake connector. [22]. 

This session discusses the data lake architecture with Hadoop benefits as well as 
Delta Lake assisted for enhancing the optimization with spark SQL but benefit of 
BDA with better computation and memory storage usage is not obtained. Moreover, 
this session discusses the individual performance of ADLS and ADDL which does 
not support stock market analysis. Hence, the ADDL with ADLS is combined to 
accomplish better BDA process in stock market analysis and performance of big 
data platform is discussed in the following sessions. 

3 Research Methodology 

In the domain of trading, stock price prediction is an essential factor that assists in 
determining the profit for the customer. This research is focuses on predicting of stock 
price by machine learning (ML), which has to be progressed by using bulk and Tera
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bytes data. However, the bulk data transformation and storage can be done through 
big data platform. Hence, this work involves the ADDL for streaming the bulk and 
large data without buffer and data loss. Thus, the Azure protocol has introduced an 
architecture for BDA that designed to maintain the data mounting, data processing, 
and also data analysis. In addition, the threshold generated from an organization 
has created into the big data domain is different which completely based on the 
customer capacity and their accessing tools. In some cases, very large data sources 
like hundreds of gigabytes and hundreds of terabytes may process as a workload for 
the tool. It may handle by advance of big datasets which represent the meaning of 
big data. 

Delta Lakes perform data processing in a different order and the data is main-
tained in the original form by Data Lake. The preparation procedure may not be 
completed till the data is requested by the applications or the query gets executed. 
As a result, it violates the data warehouse’s typical ETL principles; whereas, Delta 
Lake promotes the new extract load transform (ELT) data processing order instead 
of extract transform load (ETL). In Delta Lake, no data schema is predefined, and 
the data gets extracted from a source and transferred to a data lake based on the 
required metadata that gets involved. Hence, Delta Lake can be able to handle 
both write-intensive workloads and read-intensive workloads as well as analytics 
that reunite two distinct concerns like write and read. Furthermore, rather than 
explicitly referring to the quantity of the data, this concept represents the value 
that can be extracted from datasets by using advanced analytics. Instead, the data 
source size may be considered during the circumstances tend data source to be larger. 
The ADDL has integrated Azure protocol with Databrick analytics by using spark 
pool is as shown in Fig. 1. 

Moreover, this architecture has been proposed to resolve various challenges like 
rapid pace arrival of data that constantly demanded are collected and other hand with 
slow arrival of data with very large chunks. Hence, the Azure Databricks is introduced 
to face advanced analytical issues as well as the requirement of ML. Thus, data source 
is stored in ADLSG2 may be real-time data or batch processing data. The batch layer 
is a cold path that maintain all type of receiving data in terms of original form and 
performs batch processing. Once the batch view gets generated as an outcome of 
processing has enabled high-precision calculation across massive datasets, which is 
time-consuming. The raw data progressed in batch layer is immutable; whereas, the 
recent data is often accumulated to the earlier data, and the earlier data is not even 
obliterated. All changes done to the value of a specific data are recorded as a recent 
event record with a time stamp. This enables to re-compute at any point of time 
throughout the data collection’s existence. Thus, the capability in re-compute the 
batch view from the initial data source data is critical since it enables the creation of 
new aspects as the system evolves. 

The performance of data storage through ADLSG2 with global accessibility and 
partner ecosystem has made the platform in selecting analytics customers as well as 
partners over the world. The subsequent process is event processing; whereas, Azure 
event grid is arranged as a service for completely managed event routing. In addition, 
the serverless performance is executed through Azure functions to compute engine
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Fig. 1 Big data architecture using ADDL with ADLSG2

and Azure logic apps for workflow orchestration engine, which make the event-based 
processing to perform easier and workflows get responded to the events in real time. 
This research focuses on batch processing due to very large data sources and in 
general, the solution of big data gets accomplished in processing the data files by 
long running batch jobs (LRBJ). The purpose of LRBJ is to aggregate, filter, and 
prepare the data for analysis. Once the external data source is created, the utilization 
of data source and its relative path to file are added in the OPENROWSET function.
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In addition, the entire absolute URI is not required for the client files but defining the 
custom credentials is utilized to access the storage location. Hence, these jobs are 
involved by reading the data source files, processing of data analytics, and writing 
of output to the new files. Thus, the data storage stores the data from various sources 
lands in ADLSG2 through Azure data factory that perform as an orchestration and 
other data movement tools. The events generated from the ADLSG2 for new file 
creation, updating of files, and modify by renaming or deleting of files that are 
routed through Delta Lake as event grid and Azure function by ADDL get connected 
are shown in Fig. 2.

The Azure function performs to make client interacts with the Data Lake service at 
the account level. It acts as the primary storage and produces operations for retrieving 
and configuring the account properties; whereas, the operations like list, create, and 
delete file systems in the account by Delta Lake as spark pool. Thus, the operations 
related to a specific file system, directory or file, the clients to those entities can also 
be retrieved by using functions like

• get_file_client,
• get_directory_client,
• get_file_system_client. 

Moreover, the Databricks has provided a very fast and easy way to set up and 
utilize a cluster; whereas, the setup of cluster in Databricks is easy as heck. Hence, 
the new cluster is created on the home page with the event log by spark pool is shown 
in Fig. 3. Thus, it is done through clicking the “Create cluster” in which name of the 
cluster needs to be chosen for the specific cluster. Reading of data can be accelerated 
through Delta cache by generating remote file copies in the nodes local storage using 
the format of fast intermediate data. When the files have been retrieved from a remote

Fig. 2 Connection of batch processing by ADLSG2 to Azure Databricks
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Fig. 3 New cluster generated in Azure Databricks 

location, it is understood that data gets cached automatically. The subsequent reads 
of similar data have been performed locally that results in improving the reading 
speed significantly. Moreover, the Delta cache consists of local remote data copies 
which can be able to enhance the queries performance in a wide range but cannot be 
utilized for storing the arbitrary sub-queries results. Hence, the data preparation of 
the respective CSV files is made read into the data frames after clustering is done. 
Thus, the Delta cache has ability to read and execute data faster than the Spark cache 
due to usage of effective decompression algorithms from the Delta cache. As the 
results, the output data in the optimal format has more processing by whole-stage 
code generation.

There are several solutions in big data to prepare analysis and even serve the data 
process in a structured format, which is queried by ADDL as an analytical tool by 
using spark pool. This research has involved ADDL with ADLSG2 for providing 
a manageable service to large-scale and cloud-based data warehousing. The major 
focus of big data solutions is utilized for providing knowledge into the data over 
analysis as well as reporting. However, empowering the users for analyzing the 
data using ADDL with ADLSG2 as a data modeling layer which can perform a 
multidimensional online analytical processing (OLAP) cube model over services of 
Azure analysis. In general, the solutions of big data solutions involve copied data 
processing operations are enclosed in workflows that sinks have been loaded with 
the processing data into analytical data store. Finally, it transforms the source data 
and move the data among several sources for projecting the results to a report. Thus, 
the process is used to automate the workflows using an orchestration technology like 
Azure data factory. The performance of ADDL is evaluated with the existing big 
data platform using the parameters like memory usage, CPU usage, and load time.
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4 Result and Discussions 

In this experimental implementation of Databricks, runtime is done through an open 
source of Apache Spark APIs using highly optimized execution engine that creates 
essential performance gain while compared to general source of Apache Spark avail-
able on ADLS platform. However, predicate pushdown technique has been applied 
through Spark SQL for defining filters if essential. Hence, the query processing stage 
gets verified by defining explain command to query. When the query plan consists of 
PushedFilter, the query gets optimized for selecting the essential data by predicate 
returns with either True or False. In the case of no PushedFilter in query plan, it gets 
casted with condition. 

Moreover, the core engine is made wrapped with additional services like ADDL 
with spark pool for connecting the ADLS using cluster for developer productivity 
and enterprise governance. Therefore, this experiment is done by cloud environment 
using Azure protocol with the system configuration of system with 6 core, 8 GB of 
RAM. This research has implemented the ADDL strategy with ADLSG2 for BDA 
and it can be evaluated using the Quality of Service (QoS) performance. In addition, 
the proposed architecture of ADDL with ADLSG2 method has the capability to fulfill 
the suitable demand in various kinds of diverse data frames. Hence, the ADDL with 
ADLSG2 method generated analytical as well as storage that can be analyzed through 
metrics by load time and produced less utilization of the CPU and memory. Thus, the 
metrics illustrate that usage has progressively reduced the data utilization cost. The 
QoS parameters for the proposed ADDL with ADLSG2 with optimization outcome 
for specific date time data processing is given in Table 1. It revealed that the traditional 
ADLSG2 CPU utilization and usage of memory are more when compared to ADDL 
with ADLSG2 CPU utilization and usage of memory. This assists in performing better 
stock market analysis, which computes as well as consume less memory instances.

Table 1 Comparative of optimization outcome from ADDL with ADLSG2 versus traditional 
ADLSG2 

Date time CPU usage in MHZ Memory usage in KB 

ADDL with 
ADLSG2 

Traditional 
ADLSG2 

ADDL with 
ADLSG2 

Traditional 
ADLSG2 

2016-02-02 
00:00:00 

58.00 81.24 116,763 135,286.8906 

2016-02-02 
00:05:00 

106.49 123.05 333,189 406,408.00 

2016-02-02 
00:10:00 

61.23 68.06 148,478 163,492.1875 

2016-02-02 
00:15:00 

48.47 65.72 128,810 151,165.3906 

2016-02-02 
00:20:00 

59.71 64.16 116,280 140,813.1718
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Fig. 4 Memory usage of Azure Databricks versus traditional ADLS 

Memory Usage

Figure 4 has illustrated memory usage from ADDL with ADLSG2 and traditional 
ADLS in which specific date time is considered randomly. The date time interval is 
considered every 5 min, and the utilization of memory for the respective data source 
by the consumer is comparatively lower in ADDL with ADLSG2 than traditional 
ADLSG2 has determined that ADDL support BDA in stock market analysis by 
consuming less memory storage usage. In 2016:02:02 00:05:00, CPU utilization of 
ADDL with ADLSG2 is 406.41 MB higher than traditional ADLSG2 (333.19 MB), 
respectively. Thus, it determines that usage of memory by ADDL with ADLSG2 is 
less and quite beneficial to allocate more activities for storage in read as well as write 
to analyze the BDA based on stock market client requirements. 

Figure 5 has illustrates CPU utilization from ADDL with ADLSG2 and traditional 
ADLS in which specific date time is considered randomly. The date time interval is 
considered every 5 min and the utilization of CPU for the respective data source by the 
consumer is comparatively lower in ADDL with ADLSG2 than traditional ADLSG2 
has determined that ADDL support BDA in stock market analysis by consuming less 
computation. In 2016:02:02 00:05:00, CPU utilization of ADDL with ADLSG2 is 
123.05 MHz higher than traditional ADLSG2 (106.49 MHz). Thus, the utilization 
of CPU by ADDL with ADLSG2 is less and quite beneficial to analyze and compute 
more activities for analyzing the BDA based on stock market client requirements. 

The performance of large dataset loading into Delta Lake has challenged the 
ADLS for writing operations and further prompting ADDL to join ADLSG2 for 
improved writing. Figure 6 depicts the results. The Delta statistics collections have 
accumulated the essential overloads. The transaction processing performance council 
(TPC) is an enterprise class for decision support benchmarked as TPC-DS is used to 
measure the response time of query generated in a single user mode. Similarly, this 
research is more focused on load time with 250 GB to analyze the table of TPC-DS
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Fig. 5 CPU usage of Azure Databricks versus traditional ADLS 
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store sales, which is generally formatted as CSV files on a cluster with master system 
as one i3-2xlarge and six i3-2xlarge workers. The resulted average with 2 runs and 
Spark pool performance in writing to Delta Lake is similar like writing to Parquet 
has determined that statistical collection does not accumulate significant overhead 
in the other data loading work. 

ELT has the operation parallelized to the dataset, and disk I/O is generally opti-
mized at the engine level to produce rapid throughput. The scaling of ELT with the 
existing ADLSG2 hardware and RDBMS engine which even ignored scalability. 
This even generate better ELT leverages with the existing DBMS and keeps all data 
in the DBMS all the time. In operational system of TPC-DS, data is provided by flat 
files that referred to as the refreshed dataset. Thus, it initiate with the reading of the 
refreshed dataset and the ELT process in TPC-DS has involved in integration and 
data consolidation from operational systems. It is applied to diverse the workload 
consisting of data transformations with effective loading time for better performance 
of throughput in workload.
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5 Conclusion 

Delta Lake is solely implemented as a storage format and provided with access 
protocol sets to client with ease in operation as well as availability. This provides 
client with direct and high bandwidth to the object store. Delta Lake has been 
utilized by several organization for processing Terabytes of data source per day 
and it has generally replaced more complicated architecture, which involve various 
data management system. The presentation of Delta Lake with ACID table as storage 
layer in cloud object storage enables an extensive range of DBMS performance as 
well as data management with a reduced expense. The architecture of ADDL with 
ADLSG2 has produced a storage with read and write operations by considering the 
ELT operation on the data source. The evaluation is done by utilizing the performance 
metrics like CPU utilization and memory usage and it has also compared ADDL with 
ADLSG2 and traditional ADLSG2. As a result, the consumption of CPU utilization 
and memory usage has been reduced in ADDL with ADLSG2 in the existing big data 
platform. The load time is calculated by using TPC-DS for determining the writing 
performance and the load time consumption is less in ADDL when compared with 
parquet and 3rd party of parquet. Henceforth, the ADDL writing performance illus-
trates the load time of analysis, as writing performance is better in performing BDA 
in stock market with efficient utilization of CPU and memory along with a reduced 
cost. 
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M, Boncz P, Ghodsi A, Paranjpye S, Senster P, Xin R, Zaharia M (2020) Delta lake: high-
performance ACID table storage over cloud object stores. VLDB



226 A. Yasmin and S. Kamalakkannan

11. Inmon B (2016) Data lake architecture: designing the data lake and avoiding the garbage dump. 
Technics Publications 

12. Hukkeri TS, Kanoria V, Shetty J (2020) A study of enterprise data lake solutions. Int Res J Eng 
Technol (IRJET) 07(05) 

13. Sulova S (2019) The usage of data lake for business ıntelligence data analysis. Conference 
Paper 

14. Surabhi DH, Ravinarayana B (2016) Survey paper on data lake. Int J Sci Res (IJSR) ISSN 
2319–7064 

15. Diaconu C, Freedman C, Ismert E, Larson PA, Mittal P, Stonecipher R, Verma N, Zwilling M 
(2013) Hekaton: SQL server’s memory-optimized OLTP engine. In: Proceedings of the 2013 
ACM SIGMOD ınternational conference on management of data, pp 1243–1254 

16. Nacheva R (2015) Principles of user ınterface design: ımportant rules that every designer should 
follow. Izvestia J Union of Scientists Varna. Econ Sci 140–149 

17. Khıne P, Wang Z (2018) Data lake: a new ideology in big data era, ITM Web of Conferences 
17, WCSN 2017 

18. Yordanova S, Stefanova K (2019) Big data challenges—definition Characteristics Technolo-
gies. Sci Papers UNWE 1:13–31 

19. Armbrust M, Xin RS, Lian C, Huai Y, Liu D, Bradley JK, Meng X, Kaftan T, Franklin MJ, 
Ghodsi A, Zaharia M (2015) Spark SQL: relational data processing in spark. In SIGMOD 

20. Li S, Chen L, Kumar A (2019) Enabling and optimizing non-linear feature interactions in 
factorized linear algebra. In SIGMOD, pp 1571–1588 

21. Perron M, Castro Fernandez R, DeWitt D, Madden S (2020) Starling: a scalable query engine 
on cloud functions. In SIGMOD, pp 131–141 

22. Armbrust M, Das T, Torres J, Yavuz B, Zhu S, Xin R, Ghodsi A, Stoica I, Zaharia M 
(2018) Structured streaming: a declarative API for real-time applications in Apache Spark. 
In SIGMOD, pp 601–613, New York, NY, USA



Degraded Factors Analysis in Multimedia 
Data Using Deep Learning Algorithm 
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Abstract Because artificial illumination is created in an indoor environment, multi-
media data is recorded in an optimal atmosphere. On the other hand, in an outdoor 
setting, it is critical to eliminate the weather influence. Outdoor vision devices are 
used to capture scenes in surveillance. Due to the enormous size of the drips, the items 
will get motion blurred in changing weather conditions. Several computer vision 
techniques that employ feature information, such as object identification, tracking, 
segmentation, and recognition, will be harmed by these disturbances. Even if only 
a little portion of the object is obscured, the object cannot be accurately tracked. 
Rainfall features that pixel image is not entirely surrounded by rain in all data. The 
dynamic adverse weather model is researched for restoration resolution. Rainfall is 
a very important part of a bad weather system. Rain-fed energy has a strong local 
structure and is strongly influenced by backlight. When light passes, it is repeated 
and visible, shining in the surrounding area. The movement fades, when it falls at 
a high rate. The vehemence of the rain line is therefore, determined by the light of 
the descent, the radiation of the backdrop, and the unification time of the camera. 
Particles of rain and ice are very difficult to analyze. Rain-like spatial and temporal 
occurrences can be produced by some scene dynamics. In this work, we will look into 
ambient light estimation for submitted multimedia material using image processing 
algorithms. With in-depth reading techniques, we improved light measurement and 
used the histogram measurement method. 
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1 Introduction 

The images taken in bad weather conditions may degraded due to the presence of 
some factors like dust, fog, snow, and rain. While shooting outside, garbage in the 
climate absorbs and disperses light as it passes from the scene to the computerized 
camera. Such weakened snap photographs much of the time need visual clarity and 
give helpless perspective on the scene’s substance. This effect is disrupting when 
driving, just as for business and creative picture takers. The light reflected from a 
story is spread all through the climate before it arrives at the camera in pretty much 
every reasonable case [1, 2]. This is on the grounds that to the presence of sprayers, 
like residue, fog, and exhaust, which cause gentle to go astray from its expected way 
of transmission. In significant distance pictures or hazy scenes, this technique has a 
standard effect at the photograph, wherein contrasts are diminished and surface hues 
arise as weak. Such corrupted photographs routinely need apparent distinctiveness 
and request, and also, they give an awful perceivability of the scene substance. This 
impact can be a disturbance to fledgling, business, and inventive picture takers just 
as sabotage the extraordinary of submerged and ethereal pictures. This can like-
wise be the situation for satellite TV for PC imaging that is utilized for parcel 
purposes which incorporates map making and web planning, land-use arranging, 
archaic exploration, and ecological examination [3–5]. The charming of photograph 
taken under awful perceivability is normally debased by utilizing the presence of 
mist, murkiness, exhaust cloud, or fog. Since the climate changed into impacted, 
the differentiation of the photograph is essentially diminished. Dimness decrease (or 
dehazing) is very well known in both client/computational pictures and PC vision 
programming [6, 7]. Dehazing is a procedure for eliminating murkiness from a photo-
graph. To start with, eliminating the murkiness works on the scene’s perceivability 
and adjusts the shading shift brought about by the hermetically sealed. The image 
with no dimness is all the more outwardly engaging. Second, most PC vision calcula-
tions, from low-level picture handling to unnecessary stage object acknowledgment, 
expect that the passage photograph (after radiometric adjustment) addresses the scene 
brilliance. The exhibition of innovative and perceptive calculations (e.g., trademark 
discovery, sifting, and photometric examination) will definitely be tormented by the 
one-sided, low appraisal scene brilliance [8–10]. Last, the murkiness evacuation can 
create profundity data and gain numerous vision calculations and prevalent picture 
upgrading. Cloudiness or haze might be an advantageous profundity sign for scene 
understanding. The horrible dimness picture can be put to appropriate use. Notwith-
standing, cloudiness end is a troublesome difficulty because of the reality that the fog 
is relying upon the obscure power realities. The difficulty is under limited assuming 
that the middle is just a solitary fog picture. Figure 1 shows the dehazing system 
[11].



Degraded Factors Analysis in Multimedia Data Using Deep Learning… 229

Fig. 1 Defogging in image processing pipeline 

2 Related Work 

Singh et al. [12] using a single coefficient-based slope image that is primarily delib-
erated to acquire the precise transmission map. The suggested procedure has been 
evaluated on five popular external images. Test outcome displays that the colors of 
the haze-free pictures are not disfigured. The proposed method has a small variety of 
artifacts and retains larger edges than the current fog removal. We try to restore the 
appearance of foggy external images and at the same time, press the artifact to restore 
the radiometric element to adverse weather conditions. The primary contributions 
of this study are: A redesigned therapeutic approach with a dynamic threshold has 
been grown to eliminate the DCP problem correlated with the atmosphere. The use 
of a dynamic threshold cost further reduces the degree of distortion of the shade. The 
gradient-oriented image has been modified by looking at an improved manual image. 
It has the power to get better of that problem of halo artifact and reverse gradient. 
The created coefficient of the directed gradient for cleaning the image is then used 
to increase the expected air velocity. 

Hu et al. [13] single-image fog elimination is essential for surveillance packages 
and many defogging strategies had been proposed, recently. The atmospheric condi-
tions such as the scattering properties of foggy photos depends upon the intensity 
records of scene is not fully handiest now a days, however additionally the atmo-
spheric aerosol model which has more distinguished effect on illumination in a fog 
scene than in a haze scene. However, present defogging methods complicate haze 
and fog, and that they fail to consider fully about the scattering houses. Thus, those 
methods are not sufficient to cast off fog consequences, in particular, for pictures 
in maritime surveillance. Therefore, this paper proposes a single-photograph defog-
ging approach for visible maritime surveillance. Firstly, a broad scattering version is 
proposed to rapid a fog photograph in the glow-shaped environmental illumination.
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Then, an illumination decomposition algorithm is proposed to dispose of the glow 
effect on the air mild radiance and get better a fog layer, wherein items on the limitless 
distance have uniform luminance. Secondly, a transmission map estimation molded 
on the non-neighborhood haze-traces previous is useful to constrain the transmission 
map into a reasonable range for the entire fog photograph. 

Bansal et al. [14] summarized present country of the paintings picture defog-
ging algorithms. Firstly, a photograph elegance set of policies has been presented, 
and then, we summarized present country of the art picture healing primarily based 
photograph defogging algorithms. Finally, we summarized image first-rate evalua-
tion strategies observed by the usage of their comparisons of various photograph 
defogging algorithms. Problems with image deterioration and the scope of the future 
were mentioned later. The fog changes because the ratio of the air package reaches 
the filling space. The actual difference between fog and mist is in the appearance of 
a much lower due to its predecessor. There are many sorts of fog (e.g., radiation fog, 
advection fog, and lots of others.) which fluctuate from each other of their formation 
methods. Here, we can use separate words instead. Aerosol particles could also be 
small suspended within a gas that area unit bigger than air molecules, however, it 
is minute than haze droplets. Haze developed a distinct gray or blue color which 
influences the appearance. 

Zhou et al. [15] have been proposed to address the debasement of the photograph 
and work on the evaluation of the picture. In view of special defogging norms, those 
standard procedures can be arranged into classifications: Photograph reclamation 
methodologies dependent on the actual form and picture defogging strategies depen-
dent on photograph improvement. To manage the problem that the retinex set of rules 
cannot effectively enhance tone and component simultaneously, we exhort a retinex 
basically based Laplacian pyramid method for picture defogging. The procedure is 
cultivated by means of MSRCR and Laplacian pyramid, and it does not requires 
additional equipment contraptions. The normal defogging way incorporates three 
imperative parts: brightening shading upgrade, detail of reflected picture trouble 
improvement, and direct weighted combination. Initially, we transfer the gamma 
adjustment light lower got back to reflected picture to acquire conceal improvement. 
And afterward, the component upgrade is finished by means of the Laplacian pyramid 
to technique the reflected picture issue. At long last, the component extra legitimate 
picture and shade revised picture are utilized to recreate the smooth photograph. 

Tufail Z et al. [16] proposed based totally at the dark channel earlier (DCP). 
Existing nation-of-the-art photograph defogging techniques, the usage of DCP fails 
to show premiere performance for the challenge of picture defogging. Their outcomes 
are both low in contrast or compromised with the aid of artifacts. We have projected 
a new method to examine the transmission map and applied a Laplacian filter out 
to refine the transmission map. Experimental results show that the proposed tech-
nique estimates fog more accurately, and the reconstructed photographs have higher 
color assessment. Halo effects and thin fog layer which may be seen in defogged 
pics of other strategies are removed the use of the proposed technique. Furthermore, 
fog effect, SSIM, DS, and AQI values display that the photographs reconstructed 
with the aid of proposed approach showcase higher perceptual pleasant as compared
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to current photograph defogging methods. In destiny, our proposed technique may 
be advanced to reconstruct fog unfastened photograph from dense foggy photograph 
also algorithm can be optimized to reconstruct fog unfastened image on run time. The 
perceptual great of outside scene photographs is crucial for know-how and analyzing 
the surroundings to perform automatic tasks together with navigation, object detec-
tion, and recognition. Scattering or absorption of light in damaging climate due to 
fog and haze can significantly restrict the visibility of outdoor scenes. Therefore, 
pictures taken in such climatic conditions be afflicted by lower comparison, dwin-
dled hues, and luminance imbalance, ensuing in items some distance from camera 
nearly invisible. 

Gao et al. [17] proposed to characterize the extra right barometrical gentle via 
presenting a versatile variable technique. Then, dissimilar to conventional darkish 
channel past, a solitary assessment approach is given by utilizing melding dull and 
gentle channels to gauge additional extraordinary climatic light and conveyance. 
Then, at that point, we take on the dim picture like hue picture as a steerage photo-
graph to refine the conveyance to likewise bring down the time intricacy. Focusing on 
the area of low conveyance, an extraordinary remuneration work is made to improve 
the locale of low conveyance and stay away from shading bending. Also, a straight-
forward and amazing estimation approach is proposed to conclude boundaries in 
reimbursement include. At long last, the unmistakable distant photograph is set up 
through a ventured forward climatic dissipating model. Broad trials on genuine world 
datasets uncover that the proposed strategy outflanks various diverse spic and span 
systems each on abstract and objective excellent audits. 

Salazar-colors et al. [18] have to address an alternate off between restoration 
nice, below distinctive fog intensities and situations, and time consumption. On the 
contrary hand, thinking about exceptional noticeable reaches, the proposed strategy 
demonstrates a prevalent by and large execution basically in three out of five magnifi-
cent degrees, than the wide range of various defogging procedures under uncommon 
light and assessment circumstances. What is more, the proposed approach achieved 
the second one pleasant exhibition using the no-reference NIQE metric. At long last, 
the proposed strategy has the base handling time (underneath comparative states of 
programming and equipment), thinking about stand-out picture goals, in contrast 
with all inspected calculations that is a really significant for parcels PC inventive 
and farsighted projects. Subsequently, the proposed strategy decreases normal DCP 
antiquities, accomplishing a higher mending on sky districts than the methods in 
explored writing, bringing down over-soaked regions, and achieving a right reaction 
with a satisfactory substitute off among stand-out phases of fog and calculation time. 
This proposed technique has a quicker handling time; at the same time, it could not 
be thought about an honest assessment for the explanation that, the methodology is 
executed on Python, and done utilizing GPUs. Also, it is far basic to see that with 
the most extreme photograph length (19,201,080) considered in this canvases, this 
strategy conveys a memory goofs; along these lines, it very well might be viewed 
as that an absolutely significant element of the proposed approach is its usefulness 
of being carried out in conventional inserted structures, making it fitting for being 
utilized, in actuality, PC vision projects to perform defogging obligations online.



232 A. Selvi et al.

Tufai et al.  [19] have been comprehensively utilized in research for picture defog-
ging strategies dependent on substantial model. Because of the presence of haze, the 
photograph is debased in expressions of three boundaries this is splendor, conceal 
correlation, and feature data. Mist will expand scene brilliance, lessens the shading 
assessment, and disposes of side records. A bunch of rules should have been planned 
which can act in this manner to upgrade each of the three boundaries. The ensuing 
advance of this procedure is refinement of transmission map. For refinement of trans-
mission map, particular procedures like, smooth matting, respective channel out, or 
directed channel are proposed in past techniques. In this work, we proposed a region 
keeping and smoothing channels. Slopes of transmission map are determined the 
use of Laplacian sift through, and afterward those angle esteems are deducted from 
transmission guide to hold region insights. Then, at that point, we carried out directed 
clear out to smoothen the edge protected transmission map without losing the edge 
records. 

Hassan et al. [20] proposed a unique cascade strategy for the treatment of visi-
bility in foggy pictures. The scheduled cascade is implied totally on a mix of enrich-
ment and body fashions; restricted comparisons with variable bar graph activity 
(CLAHE) and non-black picture element limit with strategic assumption methods 
(NBPC + PA). The utilization of CLAHE is consistent with the appearance of a 
smoggy picture, but it creates a color and disfigurement of the element, improves 
sound and develop halo result. We rectified this shortcoming by delivering the result 
to NBPC + PA. To enhance the overall cascade presentation of the two strategies, we 
determine the appropriate parameters. The proposed cascading uses male or female 
power in two processes which also provides better results to remove the same fog 
and chronic fog. We present the goal of first phase testing and improvement of 
visibility with various fog images. The test results validate advanced fog cascade 
removal techniques compared to existing fog removal algorithms. The proposed fog 
removal method that combines the capabilities of CLAHE processes with NBPC + 
PA demonstrates overall performance to improve the visibility of uniform fog shots 
and fog shortened shots. In completed test experiments, the proposed fog removal 
method is compared with other existing fog removal procedures. Performance differ-
ences suggest individual improvements in policy clauses for large amounts of visible 
testing and improvement. 

Yuan et al. [21] proposed a clever photograph defogging procedure called NIN-
DehazeNet for solo picture. This methodology gauges the transmission map by means 
of NIN-DehazeNet consolidating network-in-network with single-image dehazing 
through multiscale convolutional neural networks (MSCNNs). By looking the actual 
level, the transmission gauge of the murky picture is fundamentally based on the 
informed rendition, after which the expected barometrical light and figured trans-
mission map is emulated. Broad analyses have shown that the proposed calculation 
over execution traditional strategies. Picture dehazing is a troublesome issue inside 
the discipline of PC inventive and farsighted. The explanation of image dehazing is to 
improve an unmistakable photograph from single-boisterous body because of murk-
iness, mist, or smoke. The dehazing calculations have consequently been generally 
thought about, as a difficult case of (unwell presented) photograph rebuilding and
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upgrade. Like various difficulties like picture denoising and topnotch choice prior 
dehazing compositions expected the accessibility of more than one photographs from 
a similar scene. In any case, the cloudiness expulsion from solo photograph has now 
gotten the predominant standing, taking into account that, it is miles extra reasonable 
for sensible settings. This paper centered at the problem of solo picture dehazing. 

The comparative study is shown in Table 1. 

Table 1 Comparative study of papers 

S. No. Tıtle Methodology Demerits 

1 Single-image defogging by gain gradient 
image filter 

Gain gradient 
image filter 

Does not support all 
images 

2 Single-image defogging based on illumination 
decomposition for visual maritime 
surveillance 

Haze-lines prior Pixel density can be 
loosed 

3 A review of image restoration-based image 
defogging algorithms 

Independent 
component 
analysis (ICA) 

Does not support 
high-level fog 

4 Retinex-based Laplacian pyramid method for 
image defogging 

Laplacian 
pyramid method 

Difficult to 
reconstruct the 
images 

5 Improved dark channel prior for image 
defogging using RGB and YCbCr color space 

Dark channel 
prior 

Image quality is 
less 

6 A novel UAV sensing ımage defogging 
method 

Dark channel 
prior (DCP) 
method 

Provide time 
complexity is high 

7 Fast single-image defogging with robust sky 
detection 

Hybrid subjective 
testing set from 
realistic 
single-image 
dehazing 

This is conventional 
method to provide 
defogged images 

8 Optimization of transmission map for 
improved image defogging 

Adaptive 
defogging 
method 

Provide high 
number of noise 
ratio 

9 Cascaded method of removing image index 
based on physical models and enhancements 

Contrast limited 
adaptive 
histogram 
equalization 
(CLAHE) 

Structure can be 
loosed 

10 Single-image dehazing via NIN-DehazeNet DehazeNet 
framework 

Support limited 
datasets
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3 Existing Methodologies 

Fog, rain drops, and haze pixels are removed from photographs using a variety of 
ways. And some methods are, 

3.1 Dark Channel Prior 

Need to the dark channel to get a more reasonable outcome, the dull channel earlier 
is eliminated from the assessment of encompassing light in the dehazed picture [22, 
5]. This methodology is most generally utilized for non-sky patches, which have 
exceptionally low force at a couple of pixels in a single-shading channel. Due to 
three factors, the dim channel’s low power overwhelms are: 

1. Bright things or surfaces 
2. Shadows (shadows of vehicle, structures, and so on) 
3. Dull things or surfaces (dark tree trunk and stone). 

Since open air photographs are frequently loaded up with shadows, the picture’s 
dim channels will be very dim. A hazy picture is more splendid than its non-hazy 
partner because of mist (air-light). Thus, the dark channel of a hazy picture will have 
a higher force in regions, where there is more mist. Thus, the visual force of the dark 
channel is a good guess of the mist thickness. To accomplish great outcomes in dim 
channel previously, we apply pre and post-handling stages. Delicate matting, three-
dimensional sifting, and other post-handling methods are utilized [23, 24]. Let I(z) 
is input picture, Y (z) is murky picture, and J(z) is the transmission of the medium. 
The weakening of the picture can be communicated as: 

Yatt (z) = I (z)J (z) (1) 

The influence of the fog about air-light effect is expressed as: 

Yairlight (z) = K (1 − J (z)) (2) 

Dark channel for the random image I is expressed as: 

I dark (z) = 
min 

A ∈ �(z)

(
min I c ( A)

)
(3) 

In this, Ic is the shading picture involving RGB parts, and (z) portrays a nearby fix 
which has its starting point at z. The low power of dim channels is a direct result of 
shadows in pictures, shading items, and dull articles in pictures. After dim channel 
earlier, we really want to appraise transmission J(z) for continuing further with the 
arrangement. The transmission map profundity is created with the help of assessing 
colors expect atmospheric light K [25].



Degraded Factors Analysis in Multimedia Data Using Deep Learning… 235

3.2 Bilateral Filtering 

With a nonlinear combination of close by picture values, bilateral filtering smooth’s 
pictures while also preserving edges. Bilateral is non-iterative, local, and simple. 
The bilateral filter includes a gray vary or colors primarily based mostly on their 
geometric similarities and measuring similarities, and prefers approximate values to 
distant values in each area and width. Piecewise constant answers are obtained by 
using a bilateral filter with clean edges. The use of a two-dimensional filter no longer 
provides a reduction in working efficiency. Sorting does this by changing each pixel 
by the weight of its nearby pixels. With the distance in the image plane and the gap on 
the depth axis, the weight assigned to each one nearby pixel decreases. In comparison 
to other methods, this clear out allows us to arrive about faster [26, 27]. We employ 
preprocessing and submit remodeling processes for improved results while using the 
bilateral filter. The histogram measurement is used as a preprocessing step, while 
the histogram extension is used to prepare the dispatch. These steps help to produce 
an image evaluation before and after the reality using the sided channel. Because 
this set of criteria is independent of fog density, it may be applied to photographs 
taken in dense fog. It would not necessitate user involvement. It is terribly helpful 
for chase and navigation for client the industry. Bilateral clean out is a non-abrasive 
filter that protects the edges of images. In any pixel in an image, the intensity cost is 
replaced by a weighted depth value averaged from surrounding pixels. This weight 
could be based on a Gaussian distribution. Importantly, the weights are reached from 
the distance between Euclidean pixels and the radiometric variances (example, range 
differences, which include intensity distance, color depth, and so forth.). This ensures 
crisp edges by looping through all pixels in a methodical manner and modifying the 
weights of adjacent pixels accordingly [28–30]. 

3.3 Clahe 

Contrast limited adaptive histogram equalization (CLAHE). CLAHE is a proce-
dure for developing picture with minimum probability. For the processing of fogged 
photographs, this method does not require any forecasted climatic statistics. For 
starters, the photograph taken by the camera under fog conditions is changed from 
red, green, and blue (RGB) to HSV (color, fill, and light) color space [31]. The 
pictures are changed because human sense hues, as well as HSV, are used to create 
colorations. Second, CLAHE is used to process the value item without disturbing the 
hue and saturation. Histogram equalization is used in the context area. The cropped 
pixels are redeployment in each gray section from the original histogram. In this 
way, all pixel data is reduced to a user-selected size. At last, the picture refined in the 
HSV color space is transfigured to the RGB color space. Each pixel of the original 
photograph is at the contextual vicinity’s center. The clipped pixels from the unique 
histogram are reallocated to every gray stage [32, 33]. Because each pixel depth
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is limited to a user-defined maximum, the new histogram differs from the original 
histogram. As a result, CLAHE restricts noise enhancement. The set of rules provided 
in this work is intended to alleviate the complexity of the CLAHE regulations. To 
sub-snap shots, the CLAHE method employs histogram correlation. Every pixel of 
the original photograph is contained inside the closest factor of the sub-photograph. 
The sub-initial image’s histogram is reduced, and the reduced pixels are realign-
ment across each and every gray level [34, 35]. The new histogram differs from the 
previous one in that the intensity of each pixel is restricted to a patron-determined 
maximum. As a result, CLAHE can lessen noise enhancement. 

4 Atmospheric Light Estimation Back Propagation Neural 
Network 

One of the primary goals of photograph processing is to obtain a more favorable 
image. Outdoor images are impaired by atmospheric phenomena such as fog, haze, 
and so on, and many applications, such as customer/computational images and 
computer vision require a vision-enhanced image. Because the light goes to the 
observer, atmospheric particles absorb and disperse it, resulting in haze and fog. Air-
light shifts the tone of the image in these damaged photographs, which lose compar-
ison. Reducing fog improves image viewing quality and corrects color change. Here, 
we achieve the haze-free photograph via fusion method. The good facts from each 
of the offered pictures are fused together by the photograph fusion method to form a 
consequent photograph whose pleasantness is advanced to any of the input images. 
This is accomplished by applying Laplacian to the input and Gaussian to the weighted 
inputs [36, 37]. The final image is created by integrating the magnified statistics from 
the input photographs into a single image. The goal of a fusion-based technique is 
to extract two photographs from a single image in order to combine them efficiently. 
We just need the fundamental capabilities of the photographs for blending, there-
fore, we cross for the load maps. We recommend a completely new type of explicit 
photograph clean out called guided filter out in this challenge. The clarified result 
is a linear rebuild of the steering picture on a local level This filter came out in the 
exact way to keep the edge as the filter came out, but it is not affected by the art 
objects that slow down the gradient. It is also linked to the matting Laplacian matrix, 
making it a more general idea that can be applied to a variety of applications beyond 
“smoothing.” Furthermore, for each gray-scale and coloring image, the guided clean 
out has an O (N) time (within the large range of pixels N) accurate algorithm [38, 
39]. Experiments show that the guided clear out performs very well in phrases of 
both first-rate and performance in video dehazing or defogging techniques.
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4.1 Gaussian Filter 

The climatologic light values can be assessed using a Gaussian filter. When light 
coming from a portion scope an observer, atmospheric transmission refers to how 
effectively the light is kept. It is a positive scalar number ranging from 0 to 1, 
with higher values indicating better reflectiveness [40, 41]. Transmission is regularly 
associated with picture improvement through as portrayed in after equation. 

Y (z) = I (z)J (z) + K (1 − J (z)) (4) 

where z is the rotation of a two-dimensional sphere, Y (z) is the orientation, I(z) is  
the square light, K is the ambient light (atmosphere), and J(z) is the atmosphere 
transfer. The first term to the right of Eq. 1 is connected in contrast to the amount of 
light emanating from the scene which is distributed outside the image path and thus 
increases with enhanced transmission. The subsequent term is the amount of encom-
passing light commonly from the sun that is dispersed into the pictorial pathway and 
hence decreases with further developed transmission. In extreme cases, the visual 
image may be a glare of a scene or an ambient scattering light. With the light of the 
atmosphere and the transmission map, we can restore the brightness of the spot by 
(1). But the exact withdrawal name I(z) J(z) can be extremely near to zero when 
the transmission of J(z) is near to zero. The square light received straight from I is 
usually noisy. Accordingly, we limit the transfer of J(z) with a low  J0 bond, that is, 
we keep a small amount of fog in 

I (z) = 
Y (z) − K 

max( J (z), J0) 
+ K (5) 

A common place worth of J0 is 0.1. Since the scene brilliance is typically not 
generally so splendid as the environmental light, the picture after murkiness expulsion 
looks faint. Hence, we increment the openness of I(z) for  show.  

4.2 Back Propagation Neural Network Algorithm 

To begin, estimate the color space and white balance, then rough estimation of atmo-
spheric color space, and then restore the image using local extrema. A new way to 
create multi-dimensional image decay with edge preservation. We show that current 
filter-based decay algorithms are limited in their ability to extract information at 
negligent sizes [42, 43]. We have created a simple interactive tool that allows you to 
change the tone and brightness of details on a variety of scales. We start by building 
a three-level light source from the image (a rough base of level b and two levels of 
detail). This is concluded using the first (non-repeated) establishment. The user is
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then provided with a set of slides to control the presentation of the base layer, as well 
as enhanced features, for the base, and layers of medium, and fine data [44]. 

4.2.1 Input Image (Preprocess-M × N Matrix) 

Given a picture with N pixels and element dimensionality of M, all the element 
vectors can be incorporated into a M N  framework, I. Expecting that there are L 
delegate includes, the picture model can be communicated as: 

I = Xβ + ε (6) 

where X is a M L  grid whose sections are agent highlights, is a L N  framework whose 
segments are weight vectors, and is model mistake. 

4.3 Atmospheric Light Estimation 

At the point when light exuding from a scene arrives at an eyewitness, it is alluded 
to as climatic transmission. It is a positive scalar amount with a scope of 0 to 1, 
with higher qualities demonstrating better perceivability. Transmission is ordinarily 
identified with picture arrangement through as depicted in after equation. 

Y (z) = I (z)J (z) + K (1 − J (z)) (7) 

where z is a two-dimensional spatial variable, Y (z) is the noticed picture, I(z) is the  
scene brilliance, An is the surrounding (environmental) light, and J(z) is the climatic 
transmission. The initial term on the right half of Eq. 1 is conversely identified with the 
measure of light transmitting from the scene that is dispersed out of the visual pathway 
and consequently increments with further developed transmission. The subsequent 
term is the measure of encompassing light regularly from the sun that is dispersed 
into the visual pathway and hence diminishes with further developed transmission. 
In the limits, the apparent picture can either be only the scene brilliance or simply 
the dissipated surrounding light. With the environmental light and the transmission 
map, we can recuperate the scene brilliance as per (1). However, the immediate 
constriction term I(z) J(z) can be extremely near zero when the transmission J(z) 
is near nothing. The straightforwardly recuperated scene brilliance I is inclined to 
clamor. Subsequently, we limit the transmission J(z) by a lower bound J0, i.e., we 
save a modest quantity of dimness in extremely thick cloudiness districts. The last 
scene brilliance I(z) is recuperated by 

I (z) = 
Y (z) − K 

max( J (z), J0) 
+ K (8)
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A normal worth of J0 is 0.1. Since the brightness of the location usually does not 
shine as brightly as the atmosphere, the picture after the elimination, it looks pale. 
We therefore amplify the exposure of I(z) to exposure. 

4.4 Feature Extraction and Estimation 

To exclude the feature, layers of Maxout units are used, which may produce almost 
all of the features related to the environment. 

A new activation function called the Maxout unit is also selected as an indirect 
size reduction map, promoted by a suggested view, which analyzes color channels for 
those fog-related features [45, 46]. In most layers, the Maxout unit is a simple function 
for transferring indirect feeds. It removes fog-related aspects using automatic learning 
in place of heuristic methods. Multi-dimensional features, which incorporate in-
depth image elements to include multiple scales, have been shown to be helpful 
in removing membership. Scale invariance can also be achieved using multiscale 
feature extraction [47, 48]. To build the visual impression of three-scale discoveries, 
we utilize the multiscale tone control method. As per the above examination, we 
will control tone and differentiation of subtleties at three scales, which incorporate 
including reestablished pictures R, G, and B acquired from negligible worth, maximal 
worth, and mean worth. 

4.5 Local Extrema 

Nearby extrema method, which uses edge-mindful interjection to register envelopes. 
A smoothed mean layer is gotten by averaging the envelopes. The technique can 
remove fine-scale detail paying little mind to differentiate. Nonetheless, single-mean 
layer is not adequate to well estimated climatic cloak, and it is addressed by iterative 
computation, which is tedious. 

Our nearby extrema non-iterative strategy comprises of three stages: 

(1) Identification of nearby extrema of V (coarse, fine, and medium qualities); 
(2) Inference of extremal envelopes; (Find the cloudiness esteems) 
(3) Visibility improvement of the outcome by multiscale tone control calculation. 

4.6 Post-Processing (NonLinear Regression) 

Rectified linear unit (ReLU), which offers a few presentations. In any case, ReLU 
is built for partition problems and is not entirely ready for retrieving problems like 
picture recovery. Partition problems mean the classification error which calculates 
the mean square error. When accuracy increases, error rate will be reduced.
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It could make response overspill, particularly in the last layer, on the grounds that 
the result upsides of the last layer are needed to be lower and higher obliged in a 
little reach for picture reclamation. 

Local maximum filters for third layer in this in-depth study remove the local 
estimation error [46, 49]. At the point, when the transmission J(z) is near zero, the 
immediate constriction term I(z) J(z) may be very near to zero. In an integrated 
network, ambient light cannot be considered a universal constant that will be studied 
close to medium transmission. In addition, we assume that the space scattering model 
can also be studied in the proposed work, without the average transmission rate, the 
end-to-end map between neutral images can be developed spontaneously. 

5 Result and Discussion 

The proposed system is to remove the degraded factors from the videos using guided 
filtering and deep learning algorithm (BPNN) with improved accuracy rate. Table 
2 shows the existing system methodology and its demerits and merits of proposed 
system. 

Table 2 Result and discussion 

S. No. Tıtle Methodology Demerıts Merıts 

1 Single-image 
defogging by gain 
gradient image filter 

Gain gradient image 
filter 

Does not support 
all images 

Support all images 

2 Single-image 
defogging based on 
illumination 
decomposition for 
visual maritime 
surveillance 

Haze-lines prior Pixel density can be 
loosed 

Pixel density 
cannot be loosed 

3 A review of image  
restoration-based 
image defogging 
algorithms 

Independent 
component analysis 
(ICA) 

Does not support 
high-level fog 

Support high-level 
fog 

4 Cascaded method of 
removing image 
index based on 
physical models and 
enhancements 

Contrast limited 
adaptive histogram 
equalization 
(CLAHE) 

Structure can be 
loosed 

Structure of the 
image is predicted 
and cannot be 
loosed 

5 A novel UAV 
sensing image 
defogging method 

Dark channel prior 
(DCP) method 

Provide time 
complexity is high 

Time complexity is 
low
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6 Conclusion 

Haze, which can be caused by dust, smoke, or other dry matter, reduces the visibility 
of protected areas by giving the images a normal gray color. Due to poor visibility, 
the foggy picture suffers from low radiance and sharpness. The presence of fog, 
mist, or smoke, which darkens colors and reduces visual acuity, is one of the most 
important challenges to image processing in the open air. Removal of mist or fog is 
difficult due to the reliance of fog on endless deep information. Multi-mode operating 
range is reduced when the weather is inclement. A quick and effective solution for 
real-time photograph and video retrieval are suggested in this study. The removal of 
a single image without the need for additional information is defined as a particular 
filtering problem using a newly introduced image prior—dark channel prior, and 
the upgraded filtering system is proposed based on the guided filter. The aircraft 
light and low sample transmission can be easily analyzed and excavated using the 
existing method. The transmission can be improved and up-sampled using a guided 
filter. Research results show that the technology provided is able to remove the haze 
layer and achieve real-time performance. It is believed that many presentations, such 
as outdoor surveillance programs, smart car systems, remote sensor systems, and 
photograph editors can benefit from the proposed approach. 
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The Role of Social Media Technology 
in Increasing Frozen Food Sales 
as the Agribusiness Products 

Elvin Sestomi, Revaldo Dhamacora, Valentino Felix Aswar, Wilianti, 
Ford Lumban Gaol, Tokuro Matsuo, and Natalia Filimonova 

Abstract During the recent COVID-19 outbreak, many people opted to stay at home 
and completely run their businesses online. The recent research studies show that, 
the frozen food sales and social media usage have grown exponentially as a result 
of the change in people’s behavior and companies’ marketing strategies. Frozen 
food sales are expected to grow as a result of social media marketing, and also, the 
relationship between buyers and sellers is becoming more flexible. The main purpose 
of this research study is to examine the recent increase in frozen food sales as a result 
of social media’s influence. The proposed research work has been carried out by 
using qualitative technique, and also, this research study has conducted a literature 
analysis to learn from previous research works based on what factors they contribute 
to increase sales, and why social media is the best medium for marketing. The 
literature study suggests that frozen food sales rise as a result of consumer behavior, 
and that social media is the best platform for marketing their products. The results 
indicate that the behavioral changes have a significant impact on frozen food sales, 
and that social media assists in product marketing and enhancing the key drivers of
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growing consumer interest. As a result, a large number of frozen food companies are 
considering the option of utilizing social media as a marketing tool. 

Keywords Social media ·Marketing · Sales · Frozen food 

1 Introduction 

The food industry is one of the stable developing industries in Indonesia. In addition 
to stable development, the food industry is also showing positive growth. Changes in 
the lifestyle of high-consumer Indonesians are accompanied by increased purchasing 
power of people, leading to changes in consumption patterns, and people are more 
likely to buy food from restaurants than to cook at home [1]. 

According to Thearling [2], the culinary industry shows a tremendous growth 
in various parts of the world [3]. The industry, especially frozen food, has a lot of 
potential. Frozen food may develop swiftly if well planned, managed, and operated 
since it is durable, convenient, and easy to use [4]. Even though it appears to be good, 
it reveals that the current culinary trend is a growing number of restaurants and cafes 
with a range of distinct and intriguing themes, while others have closed their doors. 
As a result, many company owners, particularly frozen food producers must not only 
continue to advertise their products or services throughout the COVID-19 epidemic, 
but also shape the attractiveness of the techniques, tactics, and messaging employed 
in promotion in the case of a crisis [5]. 

Many entrepreneurs choose social media marketing because it is one of the most 
popular promotional breakthroughs. Many businesses today use social media as 
platforms or tools in their marketing because social media is more promising than 
other marketing channels as it plays an intermediate role in purchases 87% of the 
time, which is one of the reasons for its global appeal. Consumers and businesses 
share text, image, audio, and video information with one another and with businesses 
via social media, and vice versa [6]. 

These days, a lot of people are using social media. According to available data, 
Indonesia’s active social media users’ number has accumulated to 170 million out of 
the country’s total population of 274.9 million people [7]. Because of the pandemic, 
total national frozen food consumption is predicted to increase by 17% in 2020, to 
roughly 11.58 million tons [8], then by March 2018, the participation rate for hot 
processed meat-eating, such as nuggets, has risen to 27.31%. Over the past year, 
the percentage rise has been 6.98%, compared to March 2017, when it was 20.33% 
[9]. We are presenting this research paper with the aim to explain the rise of frozen 
food in recent years and how social media can help us in marketing for the product. 
Research question: 

1. What are the key factors of sales increase for frozen food products? 
2. How is social media able to increase the interest of customers in buying frozen 

food products?
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Fig. 1 Example of blog 

1.1 Social Media 

Social media is an Internet-based channel that is narrow with a wide audiences 
to interact with each other on occasion and derive value from the perception of 
interactions with other users, and user-generated content either in real time or asyn-
chronously, it allows you to selectively present yourself with both viewers [10]. Social 
media includes various kinds of forums such as corporate discussion boards, blogs 
and chat rooms, consumer products, consumer emails, or service review websites. It 
will be. (Website with digital audio, images, film, or photograph) [11] (Figs. 1 and 
2). 

1.2 Social Media Marketing 

An integrated business strategy for a company that converts connections (networks) 
and social media interactions (influence) into valuable marketing strategies in order 
to reach the desired marketing result is the depiction of social media marketing. It 
is founded on the implementation of intentional engagement efforts. In addition, a 
thorough examination of customers’ reasons for using brand-related social media 
[12].
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Fig. 2 Example of website advertisement 

1.3 Frozen Food 

The food that is packed, frozen snacks that just require heating before serving, we 
know it as frozen food. We can see from the Merriam Webster, ready-made frozen 
foods are defined, as “special foods that may be swiftly prepared and served.” These 
nutrients are made with minimal regard for quality or importance and are meant 
for immediate use, availability, or consumption. Low temperatures are used to store 
this type of food. Frozen instant foods are ready-to-eating foods that have been 
appropriately packaged and sold. In terms of a healthy diet, this type of food is 
special. It must be protected by a safety cover. The package must include the date of 
manufacturing and the date of expiration [13]. 

Frozen food is any cooked or partially cooked dish that has been frozen at 20 °C 
for at least 1.5 months and has a shelf life of at least 1.5 months. Before being frozen 
and used, frozen foods are frequently partially cooked, then packed in bags and snap 
frozen [14]. For example, there are various products in the fast-food industry, such as 
packaged convenience foods, nuggets, sausages, potatoes (wedges and steak fries) 
[9].
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1.4 Sales 

A sale is known as an agreement between two or more parties where the buyer 
exchanges their money for something else, that might be a product, services, or other 
forms. In some circumstances, the seller’s loss may be offset by other assets. A sale 
is a pricing agreement between a buyer and seller of securities in a financial market 
[15]. 

1.5 Brand Awareness 

When a customer sees or thinks of a brand, an image or logo that comes to mind 
when they see or think of the brand is referred to as brand awareness. It exists to aid 
people in recalling a particular brand and to instill a favorable image of the brand in 
their minds. Because buyers already have a positive impression of the brand, good 
brand awareness will aid future product sales [15]. 

2 Research Technique 

Our research is done by doing a literature review on several papers or journals 
that have some correlations with our topic. We searched for 15 references before 
dissecting it further to learn the cause of the increase in sales for frozen food products, 
how social media is able to increase the interest of customers on buying frozen food 
products, what social media is, and so on. 

Frozen Food Market Analysis 

Research on factors of buying frozen food within the society has demonstrated that 
there are several factors that influence people’s behavior toward frozen food [13]. 
Socio-demographic characteristics have an impact on actual purchasing behavior 
where it could be categorized as a person’s age, education, and income [16]. On the 
age factor, young people and older people have different opinions about lifestyle. 
In general, as people mature, they become more aware of the health benefits of a 
balanced diet [17]. Other studies show that educated people are more likely to buy 
frozen meals than ignorant people [18]. Change in the food culture is also influencing 
people’s behavior as well, like COVID-19 makes people stay at their home because 
concern of getting infected makes individuals develop an attitude where concern 
always comes wherever they think about what and where they are going to eat [19]. 
Then, instead of eating their food at restaurants, they will eat it at home, but on a 
ready-made basis [13]. 

Usually, the frozen products made from minced meat are very diverse in the 
market and are consumed quite a lot. Processed meat consumption has grown quickly
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at the national level in Indonesia, according to survey data from the Department 
of Agriculture. Processed meat consumption accounts for 10.28% of total annual 
production. According to the results of the survey, sausage consumption is increasing 
at a rate of 4.46% per year. Frozen foods like nuggets, meatballs, and sausages are the 
most popular by-products of processed meat. Growing consumer demand for frozen 
foods is driving the growing demand for chicken and beef [20]. Other examples 
include the Indonesian restaurant company Es Teler 77, which has been delivering 
frozen versions of its popular meals such as meatballs and scallops to Greater Jakarta 
clients via social media since the end of March 2020. Since then, they have been able 
to sell hundreds of frozen foods per week [21]. 

Social Media as Marketing Medium 

Social media marketing does have a lower relationship to the customer buying 
interest, about 0.794 in the interval of 060–0799. From previous research conducted 
by Siswanto in 2013, it can be seen from the coefficient score contribution 
determination that is given by the social media marketing variable toward buy interest. 

The research that has been done on J.Co Donut and Coffee on their social media 
accounts as their marketing medium has turned out to be great. Due to the J.Co 
Company that is very excellent in managing their social media account, the social 
media helps J.Co Donut to increase the customer satisfaction and customer buy 
decision. In this case, the social media helps to build up the J.Co brands and the 
product description becomes more reachable by the customer due to the availability 
of the social media that we can access anytime anywhere as long as we are connected 
to an Internet connection [22]. 

Client purchasing decisions and the impact of social media marketing and brand 
awareness 

With J.Co donuts and coffee in Semarang, early researchers [22] looked at the impact 
of social media marketing and brand awareness on customer purchase decisions. 
The research shows that social media accounts will be more attractive if they give 
attractive and useful information and post. And we have to control the account activity 
so the posts are updated frequently so the viewer won’t get bored. With the increasing 
number of followers in social media, the brand awareness will be better because the 
product’s brand is reachable through social media that can be accessed easily, and 
the price can be a concern. This research stated that the J.Co’s products have a lower 
customer buying interest because of the higher price. So social media marketing has 
a great impact on brand awareness to increase customer reachability, and then it will 
help to increase customer buying interest but the price too has a significant impact 
against customer buying interest. 

But social media marketing needs an admin to manage the account so it will 
always be up to date, this will have a hidden cost like the cost for the electricity 
and the human resource needed as the account admin before they can really get the 
impact, so this is like investing and we all know that investing can give us profit 
but also can cost us money for nothing in return. So many people will be afraid to 
implement this.
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This research is valuable because it demonstrates the link between social media 
marketing and brand recognition, as well as how it affects customer buying interest 
and decision making, which is crucial for our study but, this research is about the 
food that is processed in the company and can be eaten right away meanwhile our 
research is conducted to the food that still needs to be processed after the customer 
bought it. 

3 Research Method 

The research method employed here was a qualitative study with an exploratory 
strategy along with the goal of obtaining an explanation and description of the 
research problem as an initial finding that will serve as a foundation for subsequent 
research [23]. The studies that were selected are determined by the relationship 
between the research and studies that have been collected. Non-numerical data is 
also collected and reviewed in this study in order to better comprehend thoughts, 
opinions, or experiences, and it can be used to gain a better knowledge of a subject 
or come up with new research ideas (Fig. 3). 

Qualitative approaches are very beneficial for developing or constructing theories, 
conceptual frameworks, or hypotheses, to put it another way. These methods can also 
be used to refine theories and hypotheses through preliminary testing. There is an 
important connection to be made here between thorough qualitative and quantitative 
research. Researchers often strive to reject a null hypothesis in quantitative research, 
based on epistemological assumptions about whether it is ever possible to confirm 
(rather than disconfirm) a hypothesis. The study’s key finding is that qualitative 
researchers should hunt for data that will lead to the hypothesis being rejected when 
they notice a pattern that may be stated as a hypothesis. When qualitative researchers 
practice this discipline, they take clear and effective steps to minimize bias, whether 
deliberate or unintentional. 

Although qualitative approaches are more commonly employed to build and revise 
theories, others claim that they can also be used to test theories. Donald Campbell, 
a seemingly quantitative social scientist, has claimed that qualitative methodologies 
can be utilized to acquire data for experimental studies (1975). Some qualitative 
researchers may argue that this is an improper application of their method since it 
entails a considerable change away from the type of research that involves in-depth, 
multi-dimensional investigation of a small number of complex holes, as Charles 
Ragin stated. 

Fig. 3 Flowchart
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3.1 Data Collection and Procedures 

Reviewing, assessing, and comparing the theories of previous study that have a 
connection to the research that we are performing were used to collect data. Due to 
our research in researching social media’s role in increasing frozen food sales, we 
will find a paper that discusses frozen food, key success of a frozen food product, 
application of social media in marketing, impact of social media, and product sales, 
and then we will analyze the theoretical explanation and case studies in the paper to 
find an answer to our research question. 

4 Result and Discussion 

4.1 Result 

From our literature review result, we learned that social media can be used for 
marketing because there is. To successfully make a profit from the frozen food busi-
ness, one must understand the factors that affect it, and based on our research, we 
discovered that various characteristics, such as age, education, and money, influence 
people’s attitudes regarding frozen food. Previous research conducted by Anggraeni 
et al. [20], also tells us that there is a significant increase of processed meat consump-
tion like sausage, nugget. Other than that, the current situation also affects the market. 
Due to the COVID-19 pandemic, most people have converted from dining in to eating 
at home and it will be on a ready-made basis or pre-packaged food that you can reheat 
or simply cook on your own. The said method has been applied by Es Teler 77, a 
famous restaurant chain in Indonesia, which has also shown significant profit by 
selling hundreds of frozen foods weekly via social media. This proves that there is a 
pretty big market for the frozen food business through social media marketing. 

In order to increase sales, we also found that social media marketing plays an 
important role. Although it has a lower relationship with the customer’s buying 
interest, it still plays a major role in increasing customer’s satisfaction and brand 
awareness. Potential and existing customers are able to get the product description 
easily through social media, landing the business more chances of sales. Moreover, 
posting information about products on social media will increase the probability 
of gaining followers which directly boosts brand awareness even more. And if the 
general public has a good brand awareness about the mentioned brand, then there 
would be less concerns about price to satisfaction regarding the product. Previous 
research conducted by Kundrniasari and Budiatmo proved that although J.Co has 
lower buying interest due to their price, their social media marketing strategies have 
helped them in sales. 

Despite bringing plentiful benefits to sales, we have found that in order for social 
media marketing to succeed, it needs a lot of effort where previous research conducted 
by Latiff and Safiee [24] found that proper timing and posting some content that
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people usually will like is not enough. That’s why the business needs to have an 
admin that manages the account so that it will always be up to date. Furthermore, the 
account must be managed in such a way that customers are drawn in and their interest 
is piqued. To do this, the admin is required to keep up with the trend. Furthermore, 
this will add another cost to the operational budget which may or may not hinder 
the business overall yet in this day and age, social media marketing is crucial for 
business prosperity. 

4.2 Discussion 

The findings from this study suggest that frozen food sales have increased signif-
icantly because of a change in people’s behavior toward the recent situation and 
social media marketing that most companies use recently as well. Social media can 
increase buy interest because social media play an important role increasing factors 
that help increase interest. 

For the first research question from the previous research and sources, we conclude 
that the key factor of the sales rise of the frozen food product is the media social and 
the pandemic. The current situation where pandemic COVID-19 has been happening, 
affecting how people behave themselves these days where they like something conve-
nient while still at home. This could happen because concern of getting infected 
creates a feeling that doing anything at home is much better which makes frozen 
food sales able to increase in recent years. Social media also helped market the 
product toward customers where this could happen because of some factors like 
socio-demographic factors (age, education, and income of a person). Furthermore, 
the way people use social media a lot these days created a much stronger impact 
toward buying behavior where it already did before. 

And for the second research question, we found out that there is a chain reaction 
affected by the social media, like the one that happens to J.Co Donut and Coffee where 
they experience a phenomenon of sales rising due to the social media official account, 
where visitors feel that the account is worth following. This happened because the 
account contents are exciting and they can access many types of information about the 
product they sell so there is a chain reaction caused by the social media marketing 
to increase their sales and to minimize their weakness which is their price that is 
higher than the other’s. The official social media account is considered worthy to 
be followed by the customer, then the customer get information from the routine 
post of the social media account, from there the customer will know more about the 
product start from the product detail until the promotion that available, then because 
of the information reachability and events, the customer becomes interested to buy 
the product of J.Co, and that is why the product sales can be raised although the 
product price is higher than the other’s.



254 E. Sestomi et al.

5 Conclusion and Suggestion 

5.1 Conclusion 

According to a qualitative review of the frozen food business, the COVID-19 
epidemic has resulted in a significant surge in frozen food sales in recent years. Since 
it influences human behavior, the pandemic has a significant impact on the frozen 
food business. From the research study, it is concluded that the main factor that helps 
to increase the customers’ interest in a particular product is brand awareness and to 
increase it, social media marketing plays a major role. 

Based on this conclusion, many entrepreneurs, no matter if they are new or expe-
rienced in the frozen food industry, should consider social media as their platform 
to market their product while utilizing how people interact with the product. Many 
people will consider finding and buying the products online. 

5.2 Suggestion 

As mentioned before, the frozen food business is quite promising because of the 
market. In order to utilize this and stand out from other competitors, the seller needs 
to use social media as one of their marketing strategies. If the seller still relies on the 
traditional ways such as door-to-door, newspaper, magazines, radio, and television, 
they will not be able to survive among the numerous competitors. Hence why we 
suggest frozen food sellers use social media marketing. 

In managing their social media account, there are some factors that need to be 
considered. The first one is the information. Frozen food sellers need to put up-to-
date information regarding the product so that the customers can easily check out the 
products and decide whether to purchase it or not. They need to update the information 
every time they make a change, especially about the price to avoid the possibility of 
customers getting disappointed. The second one is the frequency of their update. To 
increase brand awareness and engagement of the social media account, frozen food 
sellers need to update their social media frequently. If possible, it is good to update 
daily but if not, at least it should be updated every three or four days to keep the 
customers interested or engaged. The third one is the trend. If frozen food sellers 
post daily yet the content is not in accordance with the current trend or not using the 
correct platform, then the social media marketing is not effective as they are not able 
to pique the interest of the general public. Frozen food sellers need to keep up with 
trends such as what kind of thing is popular right now. It could be movies, songs, 
series, memes, applications, celebrities, public figures, and others. Then it is highly 
required to incorporate those trends with their marketing strategies. For example, 
they could make a video using trending audio and concepts. By using current trends, 
the probability of their social media contents reaching the general public is higher.
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Usually, in order to manage all of this, businesses often hire a social media admin. 
The role of admin is highly important. They must be able to devise social media 
marketing plans, stay current with trends, and even respond to client questions via 
social media accounts. The amount of work can be quite a hassle to manage if it is 
done alone by the frozen food seller. That is why we suggest having a social media 
admin to improve the efficiency and effectiveness of social media marketing. 
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Abstract The recent advancements in computer vision-based innovations like image 
identification and object detection are attracting the attention of the modern research 
community present across the globe. Data analysis domain is interesting, particularly 
when it comes to image augmentation and categorization. Image recognition will 
operate on a variety of variables in different contexts relating to human behaviour, 
such as what sort of behaviour someone would display when driving a car. Activation 
such as network expanders is used in numerous significant neural network models, 
which are used in image processing domain. Learning the intricacies of features is 
gradually becoming more prevalent due to the fact that nearly all mobile devices 
are connected to the Internet and to the fact that virtually all portable devices are 
connected to the Internet. To achieve this, the visitor obtains a digital camera and 
uses it to capture the marker and upload the images to a nearby server where they 
may be compared to the photo archive. Some useful information can be provided 
during an image search. For example, learning more about significant landmarks, 
local trails, or nearby areas of interest, or interesting features are also given on the 
match to be searched. The broader and deeper form of application will be better 
for guiding people around the region. This paper proposes an enhanced convolution
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neural and deep convolution neural network-based method for identifying different 
landmarks by using machine learning [ML] algorithms. The system uses spatial 
extreme learning machine (SELM) for performing the optimistic feature recognition 
and enhancement. 

Keywords Computer vision · Landmark recognition · Convolution neural 
network · Deep convolution neural network ·Machine learning · Spatial extreme 
learning machine 

1 Introduction 

The primary objective of this work is to categorize the scenes from the pictures. 
Rather than prioritizing, group prioritization is done based on the objectives and 
the structure of the item present inside a group. Expansion employs both external 
environment and object composition prioritization. Prior to the application of CNNs, 
research codebooks and word-bag models (other approaches that used code) are used 
for segmentation and gaining prior knowledge. In that context, the knowledge of the 
previous research will be provided for this scenario, where the image is divided into 
a small number of known categories by using unsupervised learning to guide neural 
networks and assign each to those categories. 

1.1 Purpose 

Automatic recognition of history from photographs can proceed for obtaining better 
localization in the urban area. Mobile line recognition is expanding as more individ-
uals carry mobile devices linked to the Internet. The fundamental concept here is to 
use the mobile phone to capture images of the location, where the user is standing. 
After that, the pictures are uploaded to an Internet server, which is synchronized with 
a global landmark database [1, 2]. When a match is found, background information 
about the placemark and other relevant information will be returned. 

1.2 Scope 

This style of application is particularly beneficial when the user is travelling as a 
tour guide to cities. Animated footage will be used to mask some of this material 
to save taxpayers money and decrease their fear of using footage recorded on tape. 
To give another example, the user focuses his or her camera on nearby and relevant 
structures in order to obtain more information, such as name labels, which appear 
as an annotation in the scene. This may be quite useful when travelling in a city
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as well as in a touristy area, especially if you are unfamiliar with the area. Many 
smartphone applications now contain GPS and magnetometer functionality, allowing 
them to assess whether a specific landmark is present in the volume. Though output 
may be higher in open areas, dense areas have tall buildings and it is possible that 
GPS reception may be inhibited in urban areas due to nearby tall structures. In 
an environment like downtown Boston, for example, viewing the buildings helps 
you better connect to the sidewalk, where people walk and more comfortably offer 
directions while using the smartphone as third eye. 

1.3 Motivation 

The use of mobile devices has increased dramatically in recent years. As most hand-
held devices have a camera and are linked to the Internet, the theory is straightforward. 
The tourist uses the compact camera to capture pictures of the position marker and 
move them to a server where photographs complement their photographs archive. If 
a match is made, valuable information is transmitted, such as details behind a land-
mark, adjacent paths or details about other important landmarks nearby. As leading 
city guide or navigation aid, this form of application has tremendous potential. 

1.4 Need for Landmark Recognition System 

Landmark recognition is a critical function of mobile robots. Landmarks are used to 
measure population and to create maps of unknown places. In this context, traditional 
visual techniques based on solid geometric models cannot be used. Instead, models 
of land symbols should be built from the point of view using image-based techniques. 
We are trying to address the issue of creating historical meanings based on images 
from the sequence of images and visions. In addition to its work on mobile robots, 
this method addresses the common problem of identifying groups of images with 
common characteristics in the sequence of images. We show that, with appropriate 
background issues and image captions, this can be done using effective techniques. 
Identifying landmarks in a sequence of images is a challenging problem for many 
reasons. 

1.5 Problem Statement 

We’re looking at how CNN can be equipped to differentiate scenes with Top-1 and 
Top-5 precision. The Places365-Standard Group Database is used and has 365 groups 
in the training collection, 1.6 million named images in the verification set and 900 
images in the evaluation set. Furthermore, we hope to learn that such neural net
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variables contribute to improved segmentation efficiency through analysing CNN 
training for this reason [3]. Dividing scenes (such as mountains and forests) is not an 
easy task because of their variety, ambiguity, and wide range of light and functional 
conditions. Two basic techniques can be found in books. The first uses low-level 
features such as colour, texture and energy spectrum. These methods consider space 
as a single entity and are commonly used to separate only a few square segments 
(indoor outdoors, city compared to country, etc.). The second strategy uses moderate 
presentations before segmentation and is used in cases where there are large numbers 
of segment segments (up to 13). 

The organization of this paper is arranged as follows. Section 2 discusses in 
detail the various works done on recognizing land patter and geographical informa-
tion system. Section 3 is furnished with details of how the GIS-aided LR system is 
designed. In Sect. 4, the results inferred and the conclusion findings are discussed 
elaborately. In Sect. 5, the future scope of the system is discussed. 

2 Literature Review 

2.1 The Analysis of Object-Based Change Detection 
in Mining Area: A Case Study with Pingshuo Coal Mine 

There are some smaller scale materials collection projects, such as diversifying of 
found objects, and the rapid expansion of informal settlement patterns with newly 
acquired property, that have shown how well object-based acquisitions can be applied 
to urban sprawl, but there hasn’t been a lot of research done on how the general rate 
of material accumulation in these cases. We discovered in this analysis that object-
based distinction and remote image transformation acquisition can be used not only 
to detect urban transition, but also to track land restitution in the mining industry, 
and that it increases tracking precision beyond a doubt. 

2.2 Scene Analysis by Integrating Primitive Segmentation 
and Associative Memory 

The understanding that a computer has of a film’s visuals may expand, but it is not 
getting any easier. In this paper, the first phase of separation is added to the assembly 
model to show how a complex database query task like grouping can be reduced to 
a single step [4, 5], allowing us to store data at various points during the stages of 
multi-modular integration until the last stage, where it can be passed back into the first 
memory (memory STM) [6]. When it is first initialized, the global oscillator network 
divides the input region into multiple bits, with in multiples of corresponding to the 
predetermined oscillations. Each component establishes patterns in the STM memory
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for use [7]. Each component uses these patterns to retrieve additional information 
and convey information to the other layers. More than 128-layer STM projects in the 
LEGION network yield an infinitely expanded memory, or an expanded memory in 
the process, it will do both low-level and high-level analyses; in other words, it will 
do a full analysis for the population as a based study and for the team. The three-
dimensional model is evaluated with a row of three paintings (instead of traditional 
“set scenes” illustrations), depicting a writing process that incorporates an obstacle, 
such as adding an object to an performance has improved due to the increased reliance 
on the organization’s memory structure. Many topics are covered, such as how the 
input attachment of the input is performed, and the most sensitive memories are 
produced, and where it originates, as well as STM’s function in generating sensitive 
memory. 

2.3 Active Learning with Convolutional Neural Networks 
for Hyperspectral Image Classification Using a New 
Bayesian Approach 

A study of the context and the possible ways things that situations influence percep-
tions are just as important as a study of machine comprehension [8]. The author 
combines the first step of the group analysis (separation) with a meeting memory 
models to give us an integrated treatment for groups of separability [9]. There are 
two phases in our model: a partitioning scheme that consists of primary memory 
modules and multi-modular integration, and a temporary memory (memory STM). 
The first stage of division is performed by a LEGION, which is a global in this case, 
in that it divides the input region into many sub-areas (i.e. to many corresponding to 
the different output groups) for further expansion. Each part of the design influences 
and shares all layers of memory: one component generates many memory patterns, 
which are found in all of an STM design strengthening the STM (electrostatic strain 
relief) layer projects into the LEGION network, causing memory loss and cracking. 
A comprehensive analysis is performed of the entire phase space, which yields deep, 
detailed information about a particular space as well as overall information. 

This design model is put to the test with a series of 3D images that use the 
additional memory capacity to introduce more elements and increase the number of 
scenes that can be inserted. Performance has improved due to the increased reliance 
on the organization’s memory structure. A lot of issues are dealt with, such as input 
attachment, top detachment and memory formation, and how it relates to forming 
attitudes.
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2.4 Learning Deep Features for Scene Recognition Using 
Places Database 

This identification is one of machine viewing some recent successes in object recog-
nition techniques are based on the use of vast image databases such as ImageNet 
and CNNs to tackle high-level features, but not at the same level of accuracy [10]. 
The current models cannot have enough functionality for those kinds of tasks due to 
their usage in ImageNet being too extensive [11]. We’ve developed a new domain 
database called Places, with over 7 million photographs, assigned to each name, 
which has been catalogued to each and includes information about the images that 
follow. The way we propose will enable you to examine density and variability of 
image databases and demonstrate that locations appear to be as dense as well as 
equivalent to comparison locations. New to CNN, we expand our knowledge on the 
field of domain scene recognition and create a number of new technical domains on 
the top of the barrel scene answer views help us to distinguish between the various 
types of networks that appear on the inside of the CNN. 

2.5 Scene Categorization with Spectral Features 

This paper introduces a novel way of explaining the application of the concepts of 
convolution and spectral synthesis, which are already very effective in deep neural 
networks. As far as we know, this is the first-time researchers have tried to incor-
porate the most profound imaging characteristics of visual learning into a work 
in a classification study [12, 13]. By extension, we can also show that with spec-
tral shift, the dependence acting, we reduce the dependence of variables and that 
results in a functional independence, which represents functional normalization as 
well as a substantial change to the larger the databases we use, the better the results 
we obtain (MIT-67, SUN-397 and Places-205). We also have Fig. 1. The proposed

Fig. 1 Architecture of CNN
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approach of qualitative work was evaluated for its outstanding success, which reveals 
its resemblance to natural scenarios.

3 Design Methods 

Convolutional neural network: When CNN is introduced over a periodic audio, they 
can capture spectro-temporal patterns, which can be useful in visual functions [14]. 
In addition, the size (width and height) of convolutional filters can be associated 
with time intervals and quantities, respectively. In this work, we explore how these 
relationships can be applied to the design of ASC convolutional filters. 

3.1 System Design 

3.1.1 Existing System 

In the current system, the proposed MCNN trains CNN on a wide range of scales 
[15]. Combining image data from F and image has the same value as weight on F and 
VNET and expanding them simultaneously downloads it for CNN to look at various 
size measurements. 

3.1.2 Proposed System 

In the proposed system, we are planning to implement a deep neural network-based 
scene classification in which various objects present in the scene are accurately 
detected and the OCR-based text detection is also implemented. As an application, 
we can also determine various database containing useful information about the 
scene and this can be pre-processed further for surveillance purposes. The system 
will be trained in a way not only with the scenery but along with that the surrounding 
objects are being classified and trained. Whenever the need for recognition happens, 
it is effective to determine the exact location based on the landmarks identified. 
The proposed model is enhanced with an object identification system which makes 
the recognition system more accurate and to carry out effective operations. The 
OCR-based text detection is carried out to enhance the textual contents present in the 
scenery. The accuracy of the recognition made will be verified using the geographical 
information system data availed from the open-source Geo-Info system. The OCR-
based recognition is used to determine the text present in and around the environment.
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3.1.3 Block Descriptions 

Figure 2 depicts the functional steps involved in proposed process. Pre-processing 
the input scenes needs converting the input factor into accountable factor. Next block 
feature extraction is used to extract the unique feature points present in the scene 
images. It extracts the texture feature, colour feature, shape feature, etc., to identify 
the scene based on features. Feature vectors are mapped uniquely and target mapping. 
Input mapping is being configured. Deep neural network, transfer function, iteration 
loops, and neurons are configured. 

3.2 Process 

Deep neural platform performs two operations such as training and testing. Training 
the database inputs for certain iterations and performing feature extraction process, 
the feature plots are allotted to targets vector. Performance plots are used to calcu-
late the amount of time it takes to complete a process, and they may be used to 
decide which sample has the finest epics. ROC curves are considered as the receiver 
operating characteristic curves. The number of positive points and genuine negatives 
from the procedure was defined by using the characteristics plot. The feature plots 
are assigned to the targets vector after testing the input for a specified number of 
iterations and conducting the feature extraction procedure. Further, a matrix table 
will be created from the scenes (Fig. 3). 

Fig. 2 Pre-processing of 
data by proposed architecture
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Fig. 3 Functional process 
flow 

3.3 Modules 

3.3.1 Nonlinear Function Layer 

The nonlinear function selected for use here is being modified linear units (ReLU). 
The nonlinearity of the application is used to determine the features which are 
scattered around the focal field. 

3.3.2 Pooling Layout 

Blending size is given to 5, and integration circuits are the same which are not in 
harmony with each other. 

3.3.3 Fully Connected Layout 

As shown in previous experiments, the hidden layer at 50 units is best for auto-
encoders to represent an image. Therefore, 50 units are used in a completely hidden 
layer. 

3.3.4 Loss Layer 

Softmax separator is followed by a logical loss function using image separation and 
network training.
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Fig. 4 Proposed landmark recognition system 

3.4 Architecture 

The architecture explains the feature extraction steps for generating unique feature 
to be detected from each and every input image. To design an efficient machine 
learning-enabled scene classification [16]. This study helps us to learn more info 
about machine learning algorithms. This study provides deep knowledge on linear 
regression [LR] model (Fig. 4). 

4 Results and Discussion 

In this paper, we have proposed VGG16 + CNN algorithm for identifying landmarks 
in a sequence of images. Performance of the algorithm is evaluated with the real-time 
landmark dataset. The dataset is availed from Kaggle, which contains landmark-
related data [17]. The result of the proposed VGG16 + CNN method outperforms 
the other methods and proves to be better in terms of accuracy (Figs. 5, 6 and Table 
1). 

5 Conclusion and Future Scope 

In order to conclude, among all the ML-based algorithms the combination of VGG 
and CNN performance is found to be far better than the other algorithms. In the future, 
this system can be further enriched in terms of precision accuracy by deploying DNN-
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Fig. 5 Accuracy of various 
CNN models 

Fig. 6 Line landmark recognition LB > 0.48 

Table 1 Method versus 
accuracy in percentage 

Method Accuracy in percentage 

RGB + CNN 72.24 

Edges features + CNN 58.92 

ResNet50 + CNN 76 

VGG16 + CNN 92.3

and RNN-based algorithms to track the real-time coordinates, which will be a handful 
in cruise and vehicles. 
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Housing Society Management System 
Using PHP 

V. Harsh, T. Shubham, D. Ritesh, and R. Mansing 

Abstract The Housing Society Management System aims at managing the day-to-
day activities of a cooperative society and making the current situation in society 
simple and efficient. The proposed research focuses on creating online apps for 
handling complaints in gated and guarded communities. These community areas 
have fencing and are supervised by a guard. They are managed by a company that is 
paid to look after the assets, amenities, and security in residential communities. Text 
messages and WhatsApp are now the only complaint handling methods available. As 
a result, it is difficult for management to review the complaints, and the entire process 
takes longer. In addition, residents are unaware of the actual status of their complaints. 
The suggested system entails the application of web-based applications to manage 
this. The data sent is stored in the developing application’s integrated database. This 
application is put to the test on-site to see how effective it is. The findings of the poll 
revealed that the application is successful in dealing with resident problems. 

Keywords Society ·Management · Admin ·Member ·Monitoring · PHP 

1 Introduction 

In general, all labor in society is done by hand, including keeping track of members’ 
phone numbers on the sheets. All of society’s paperwork and expenses are maintained 
on paper, making it difficult to keep track of them. All of the society’s day-to-day
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operations will be automated with this housing society management system. This 
system also keeps track of information for services like security, housekeeping, and 
equipment maintenance. Since there is no automated framework for dealing with this 
multitude of administrations, this framework makes it conceivable by automating 
every one of them written by hand logs and monitoring them. It will provide reduced 
response time against the queries made by different users. This project is based on 
PHP language with a MYSQL database which manages society with flat and owner of 
flat detail. This societal management is carried out in such a way that the most typical 
issues that arise in residential societies are addressed. Partial or advance payments 
can be readily reviewed and validated with the help of this method. They necessitate 
coordination between the respective management societies and the suppliers who 
provide these services in order to give the proper convenience. The major purpose 
of this project is to make it simple to track various society expenditures and to keep 
track of logs. Bills, receipts, and vouchers are carefully made in this system, which 
is also user-friendly. It also includes an admin module that allows the administrator 
to keep track of various charges. Admin can access spending information, including 
bills from service suppliers. 

All possible features such as verification, validation, security, and user-
friendliness have been considered. 

2 Literature Survey 

The cloud is used to develop our housing society management system. The system 
is designed to create monthly maintenance charges, as well as the option to pay 
payments online. On their account, members can check the progress of their bills. 
The accounts are set up on the local server using SMOnline. SocieTales, or Tales in 
Society, is an Android application that aims to introduce a sensible form of commu-
nication in society. This web application allows for automatic man-to-man conversa-
tion. Another is an Android application that uses sensors to improve the management 
of housing societies and guest parking. The server is constructed as a Web-based 
application, and the system is tested with various real Android phones equipped 
with GPS and Wi-Fi clients. Paper [1] focused on a study that involved using an 
android application to facilitate tasks for the board of residential society capacity. 
The hectic pace of city living necessitates a high level of devotion to these services. 
Private social orders are responsible for a variety of services, including electricity, 
water supply, security, and a variety of other things. In most cases, traditional ways 
of correspondence are used in various social orders when it comes to these exercises. 
Because of the lack of transparency, this may encourage the unethical dissemina-
tion of data. Computerization of these jobs is necessary to avoid such conflicts and to 
administrate and stay up with society’s constraints on a daily basis. Paper [2] believed 
that society’s structure should be constructed in such a way that the most pressing 
issue addressed by private social orders is resolved. This framework is a cloud-based 
solution for running any welcoming housing organization’s day-to-day activities. To
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achieve optimum comfort, they require coordination between the social orders of indi-
vidual organizations and merchants. The principal motivation behind this business is 
to give web charging and accounting (introduce portion consolidation, pay and cost 
after, etc.). Bills, receipts, and vouchers are made in a smoothed out way under this 
framework. In addition, the strategy acts as a client buddy. The Android Application 
Development College Challenge, as stated in the paper, encouraged understudies to 
structure and engage in the execution of their Android applications [3]. As a result, 
it gives understudies a chance to show off their inventiveness and investigate the 
advancement of Android applications. As more understudies from more institutions 
and districts participate in the challenge, the influence it has continues to grow. The 
association of such a challenge is given out in this paper for uninstalling stall installa-
tion. This is a study article on a multipurpose Android-based mobile notifier, Google 
Cloud informing, and an Android application recognized with an online warning 
framework. All work is done manually in the present framework. The notification 
board is customary. Thus, there is an issue of data not contacting an adequate number 
of individuals just as it brings about a maximum usage of time. Additionally, the eval-
uating is finished utilizing documents that are not straightforward and are inclined 
to extortion. Stopping installment and portion is tedious and specifically keeping a 
record is tedious. To shake off the old strategies for keeping up with the records of 
bills, saves, meeting subtleties, and different administrations, digitalization of tedious 
records is significant. Informal organizations assume a significant part in interfacing 
individuals through Internet visiting and partaking in web-based missions and clubs. 
As a result, they have developed the groups’ system, as every housing society has 
multiple groups for diverse reasons such as social service, company publicity, and 
hobby and sports preservation. Many people enjoy being a part of many organiza-
tions, yet they sometimes choose to remain uninvolved or are hesitant to apply for 
membership. As a result, the recommendation system assists in suggesting a suitable 
group to them based on their hobbies and sports preferences, making it easier for 
residents to choose a group from the list. When registering a resident in the system 
database, their interests and sports preferences are taken into account. The online 
application employs a recommendation algorithm that suggests groups to a specific 
person based on their hobbies and interests (assuming the group is present in the 
society). As a result, the resident can join and quit the group as needed. To differen-
tiate and make it clear to the resident, the system displays the recommendation for 
sports-based groups and hobbies/interests-based groups separately. 

3 Proposed System 

In this society management system, all the society categorize by the number of blocks 
and flats. The people who live in flats may be an owner of flat or tenant of flat. In 
this era, people are very hectic schedule, so they do not have time for complain small 
problem related to flat. We have developed a system for society members where they 
can make complaints from anywhere at any time, and we resolve the complaint as
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soon as possible. In this system, people can easily find address of the flat by providing 
member name. The different types of modules present in this project are 

1. Admin 
2. User 

The admin interface has a dashboard where the administrator may see a summary 
of all information, such as total flats, total bills, total allotment, total visitor, unre-
solved complaints, in-progress complaints, settled complaints, and total complaints. 
The second input is a flat in which the administrator can control flats (Add/Update). 
Allotment is a parameter that allows the administrator to manage allotments 
(Add/Update), and bills are a parameter that allows the administrator to manage 
bills (Add/Update). View complaint is a feature where the administrator can view 
and reply to complaints made by society members, as well as change the status of 
complaints based on their severity. Visitors allow the administrator to handle visitors 
(Add/Update) as well as their incoming and outgoing details. Admins can search 
for flats and visitors to the society in the search section. The society member user 
panel comprises a dashboard that displays a welcome page for society members, 
followed by view bill. The user can view his or her own monthly society charges in 
this section, which are generated by admin. Users can check the details of visitors 
who came to their own flat in the visitor area. Users can file a complaint and view 
the status of their complaint in the complaint area, which is supplied by the society 
admin. Users can look for visitors who have visited their flat in the search section. 
Users may see how many people came to an apartment within a specific time period 
in the report. The primary element of our task is that it has an Internet-based bill 
installment framework, a web-based democratic framework for choosing overseeing 
panels like Secretary, Chairman, and Treasurer. Administrators can add proprietors 
independently utilizing the administrator board. Paper [4] Proprietors can decide in 
favor of the up-and-comers that are representing various jobs in the public arena. 
When a login qualification for a part account is made, an auto-produced email is 
shipped off the part whose record is made. This framework permits individuals to 
sign in to their records and get refreshed with get-togethers. The proprietor can 
likewise really take a look at the exchange history, made against each bill. 

The system’s data must be stored and retrieved from a database. The database 
design is an aspect of the overall system design. At the analysis stage, data items 
and data structures to be stored were discovered. They are organized and combined 
to create a data storage and retrieval system. A database is a collection of inter-
connected data that is stored with minimal redundancy in order to serve a large 
number of users quickly and efficiently. The overall goal is to make database access 
simple, rapid, affordable, and flexible for users. Relationships between data items are 
established, and irrelevant data pieces are deleted. Normalization is used to ensure 
that data is internally consistent, with little redundancy and maximum stability. This 
guarantees that data storage requirements are kept to a minimum, data inconsisten-
cies are avoided, and updates are optimized [5]. For the development of the relevant 
databases, the MS Access database was chosen (Figs. 1 and 2).
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Fig. 1 Functional 
components 

The administrator can create reports of all exchanges whenever. Utilizing the 
administrator board of this framework, administrators can likewise follow different 
costs like water supply installment and common work gauges. Saving cultural conve-
niences like gathering corridors for transport meets that show lobbies for festivities 
in the public arena were a troublesome undertaking as subtleties were on paper and 
were available just to the overseeing council which might cause disarray when more 
than one partner needs to celebrate in a similar show lobby. This framework likewise 
saves ascribes, for example, cost portrayal, cost date, installment mode, to whom 
it was paid and so forth clients can recover these logs whenever from the report 
module. It creates a bill for all proprietors at a solitary snap. Administrators can 
likewise follow cost explanations for aggregate months and can deliver reports of 
outgoings. By utilizing the framework, the financial officer can give cost articulations 
to the pinboard and proprietors at the snap of a button. Paper [6] In this framework,  
bills can be created aggregately, for example, month to month or yearly, the time 
period of bills can be allotted. Utilizing this framework individuals can satisfy their 
obligations on the Internet utilizing a MasterCard, a charge card or a net banking 
account (Fig. 3). 

This product centers essentially around delivering bills with different functionali-
ties of society which are definite duplicates of the genuine happenings in the general 
public. On effective installment of duty, individuals get moment e-receipts which 
can be saved or printed for future reference. Individuals can likewise see/download 
receipts for all records online whenever. On forthcoming occasions, yearly broad 
executive gatherings can be presented to all proprietors of the general public.
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a 

b 

Fig. 2 a Use-case diagram: user, b use-case diagram: admin
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Fig. 3 Functional applications of the system 

Forthcoming updates will be apparent on the Internet-based bulletin board till the 
termination date of the notification (Tables 1 and 2).

The Managing Committee can send brief messages by email to all individuals. The 
individuals with admittance to the admin board of this framework can without much 
of a stretch issue notice, procedures, synopsis reports, and imprint the presenters on 
the web. 

Table 1 Admin database 

ID Admin 
name 

User 
name 

Mobile No Email Password Admin reg 
date 

1 Admin Admin 1,234,567,890 adminuser@gmail.com 202cb962ac59075b964b07152d234b70 2019–12-09 
12:38:42 

Table 2 Allotment database 

ID Block FlatNum PricepUnit UnitCons Echarge BillDate 

5 A 102 10 100 1000 2019-12-12 22:38:07 

6 A 102 12 50 600 2019-12-12 22:43:15 

7 A 101 100 20 2000 2019-12-19 22:44:33 

8 A 101 8 400 3200 2019-12-20 09:59:37 

9 B 201 8 200 1600 2019-12-24 10:32:32 

10 A 107 8 200 1600 2019-12-24 12:21:02 

11 A 103 4 700 2800 2019-12-29 22:00:02 

12 B 203 12 120 1440 2019-12-29 22:06:38 

13 A 201 5 1200 6000 2019-12-29 22:49:33 

14 A 101 10 200 2000 2022-03-03 19:17:00 

15 B 201 15 200 3000 2022-03-03 19:21:09 

16 B 201 0 0 2022-03-04 11:55:10
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4 Implementation 

The Housing Society Management System was developed using PHP, HTML, 
MYSQLi, and JavaScript. We used Bootstrap as a front-end framework for the layout. 
The purpose of the system is to have accurate information about the member trans-
action, lessen the work time of every individual, and avoid data redundancy. Using 
this system, the members can easily track their payments for every transaction they 
have made. Until the deadline arrives, they can also follow the balances that they 
have to comply with (Fig. 4). 

The landing page of the web application is the home page which consists of the 
two modules of the application that are admin login and user login (Fig. 5).

Fig. 4 Home page 

Fig. 5 Admin login
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The administrator’s landing page from which the system’s registered administra-
tors can log in is shown in Fig. 4. This Housing Society Management System features 
a user-friendly interface and functions (Fig. 6).

Members can login using their phone number, adding the block and the flat number 
that they live in. These members are created by the administrator (Fig. 7). 

The member’s Dashboard offers numerous features that allow members to check 
the status of their bills, visitors, and the complaints that they have registered. The 
administrator is responsible for administering and maintaining the system’s data. 

We give an efficient and straightforward solution to address crucial issues by 
lowering efforts and focusing on dependable communication to overcome the flaws

Fig. 6 Member login 

Fig. 7 Dashboard member
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of the current system. The prototype application is built with the Xampp web server 
and the phpMyAdmin database administration tool (Fig. 8).

The dashboard of the admin section consists of various complaints of the society 
registered by the society members including ones which are in progress and resolved 
as well. The administrator can also add users by validating their credentials. The user 
can log into the interface after successfully registering and perusing the modules as 
needed, as well as receive information about social events (Fig. 9). 

This section includes details of the flats of the society that can be easily accessed 
by the administrator. This includes flat details such as flat number, floor, flat type, 
and also maintenance charge on that particular flat. 

As shown in Fig. 10, a detailed track of expenses is visible on the panel. It is

Fig. 8 Dashboard admin 

Fig. 9 Manage flats
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Fig. 10 Track of bills 

accessible only to the administrator after the admin login panel. This includes keeping 
track of electricity bills as well as maintenance charges (Fig. 11).

Complaint details basically emphasize on the issues being triggered and are 
updated as per the actions performed with timestamp and status (Fig. 12). 

The details of all visitors are available in the admin panel. It shows a detailed 
account of all the people who have visited including their time of entry, exit, and the 
purpose of their visit. 

Fig. 11 Complaint details
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Fig. 12 Details of visitors 

5 Conclusion 

The complete solution will give a simple, user-friendly, and cost-effective platform 
for communication, fostering healthy relationships among housing society members 
and a more intelligent manner of engaging with one another. It also aids in the 
reduction of time and effort required for manual communication in society by giving 
reliable and transparent notifications and crucial information to society members. 
The system encourages inhabitants to communicate with one another by keeping 
them informed about cultural and sporting events. It will be quite easy to promote 
one’s business and supply various services to people using this application, resulting 
in increased employment through socialism. It is not necessary to meet with the 
chairman panel in person to make concerns or suggestions, or to accept the panel’s 
appointments. This job can be completed using the application by sending messages 
to the secretary and receiving the job’s response. It allows residents of separate 
societies to be continually informed about current developments in their communities 
and to engage in various events promoting distinct cultures. 
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Text Summarization Using Combination 
of Sequence-To-Sequence Model 
with Attention Approach 

Prasad Bhandarkar and K. T. Thomas 

Abstract In daily life, we come across tons and tons of information which can be 
related to news articles or any kind of social media posts or customer reviews related 
to product. It is difficult to read all the content due to time constraint. Being able 
to develop the software that can identify and automatically extract the important 
information. There are two types of summarization methods. Extractive text summa-
rization is the method where it picks the important content from the source text and 
gives same in the form of short summary, and on the other hand, abstractive summa-
rization is the technique where it gets the context of the source text, and based on that 
context, it regenerates small and crisps summary. In this paper, we use the concept 
of neural network with attention layer to deal with abstractive text summarization 
that generates short summary of a long piece of text using review dataset. 

Keywords Text summarization · Long-term short memory · Recurrent neural 
network · Attention layer · Decoder–encoder 

1 Introduction 

In the contemporary era of big data and artificial intelligence, getting useful infor-
mation and insight from a huge text document is a difficult work, because of the 
growth in the availability of customer reviews, research articles, news articles, are 
very huge in terms of counts. Text summarization gives a constructive solution for 
summarizing source text. The logic of the summarization is to load the source text 
or document and generate the small summaries without changing the crucial infor-
mation and context of it [1]. Due to recent development in deep learning and natural 
language models like sequence-to-sequence [2] and attention base model help us 
to build an extensive variety of applications in different fields including economic, 
education, and scientific research, medical as a whole.
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1.1 Problem Statement 

Text summarization using combination of sequence-to-sequence model with atten-
tion layer. 

1.2 Types of Text Summarization Methods 

In the last few years, generating short summaries, getting content from the text, 
processed and break down productively and efficaciously is difficult task. Generally, 
there are two kinds of methods to perform text summarization: 

Extractive Text summarization: It is established technique developed years back. 
The core idea is to identify the important sentences from the source text and 
concatenate in the form of summary. In simple word, it will extract the important 
sentence or the text from the source document [3]. 
Source Text: Om and Sai took a cab to attend the night party in the city. 
Summary: Om and Sai attend part. 

Abstractive Text summarization: It is a sophisticated technique which identify the 
crucial part of the text and interpret the context and generate the new sentence [1]. 

The motive behind this method is to convey the information without changing the 
meaning of the sentence in the shortest way as we can see in Fig. 1. 

Source Text: Om and Sai took a taxi to attend the night party in the city. While 
at the party, Om collapsed and was rushed to the hospital. 

Summary: Om was hospitalized after attending a party with Sai. 
In this paper, we put forward abstractive base text summarization using feed-

forward neural network and recurrent neural network with attention base encoder 
and decoder method [4] and evaluate the model using ROUGE score [5]. 

Fig. 1 Abstractive text 
summarization
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1.3 Contribution 

During the research, we have found that using plan sequence-to-sequence model 
was having some limitation with respect to remembering long text. When we used 
attention layer in the architecture, the model outperformed the previous seq-to-seq 
model. 

1.4 Organization of the Paper 

As for the paper, we review some of the research paper related to our model in 
Sect. 2 before presenting our proposed method and dataset description in Sect. 3. We  
evaluate the results of our model in Sect. 4. Section 5 concludes the paper. 

2 Related Works 

The method which is been used in several papers focuses on extractive text summa-
rization. The first paper was published by Luhn [6] in 1958. In his work, he proposed 
that in the document the importance of the word is depending upon the frequency 
of that word. This was the traditional method developed first but we know now the 
word which is having more frequency count does not mean it is important, e.g., stop 
words. To overcome this problem in the later stage, Salton et al. [7] come up with  
the new idea called term weight system to get the frequency of words. 

Rada et al. [3] proposed TextRank extractive summarization method. The concept 
of graph-based ranking algorithm is useful to decide the importance of a vertex in 
the graph with the help of structure of the graph based on the information recursively 
drawn from the base structure of the graph. This paper introduces TextRank graph-
based ranking model for graphs which are extracted from natural language text. 
During the study, they found that the result of the TextRank model is comparatively 
better than the other state-of-the-art system. 

On other hand, there have been papers which focus on the abstractive text summa-
rization method. Tian et al. [2] gave a comprehensive survey on various abstractive 
text summarization using seq-to-seq neural network. In this paper, they have come 
across multiple models, e.g., recurrent neural network-based Seq2seq models, RNN 
ENCODER-DECODER framework and their training strategies, evaluation metrics 
such as ROUGE and BLEU score. 

Cho et al. [8] proposed recurrent neural network encoder–decoder method. Using 
this method, we can achieve the machine translation problem. Along with encoder– 
decoder architecture, they proposed a combination of two get, reset gate and an 
update gate. Using this unit, we can control which part of the text needs to remember 
or forget while processing the sequence of text. It helps in the hidden unit by using
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the two recurrent neural networks: One network is for encoding the sequence of fix 
length vector and other network is to decode the sequence into another sequence of 
symbols. Because of this architecture, they were able to get the linguistic regularities 
well and improve the performance in terms of BLEU score. They claimed that, this 
combination is also helpful for the various applications like text summarization and 
speech transcription. 

Chopra et al. [1] proposed attention base recurrent neural network for abstractive 
text summarization. Novel convolutional attention-based encoder can control the 
decoder and what part it needs to focus more. Attentive recurrent architecture has 
two recurrent decoder and recurrent encoder. The result of the paper clearly says 
that it is performing comfortably as compared to the previous state-of-the-art on 
gigaword data. 

3 Methodology 

If we look at the recent development in summarization techniques, there are few 
things which we can use to improve the model performance. Using sophisticated 
dataset and embedding techniques to train the model can make effective changes 
with respect to performance. In this section, we talk about the system which we have 
proposed for the implementation. The proposed system has three stages (Fig. 2): 

1. Data collection and Preprocessing 
2. Model Building 
3. Model Result and Summary Generation for custom input. 

Fig. 2 Proposed system 
architecture



Text Summarization Using Combination of Sequence-To-Sequence … 287

Table 1 First five rows of final dataset 

Text Summary 

0 I have bought several of the Vitality canned d… Good Quality Dog Food 

1 Product arrived labeled as Jumbo Salted Peanut… Not as Advertised 

2 This is a confection that has been around a fe… ‘Delight’ says it all 

3 If you are looking for the secret ingredient i… Cough Medicine 

4 Great taffy at a great price. There was a wid… Great taffy 

3.1 Data Collection 

The dataset that we are considering for this project is Amazon food review that is 
collected from October 1999 to October 2012. The raw data has 10 columns, namely 
‘ID’, ‘ProductID’, ‘UserID’, ‘ProfileName’, ‘HelpfulnessNumerator’, ‘Helpfulness-
Denominator’, ‘Score’, ‘Time’, ‘Summary’, ‘Text’, and 568,454 rows. More than 
250 users have given their reviews regarding 74,258 products. Summary column has 
295,744 unique value out of 568 k valid rows. The dataframe had two columns, that 
is, ‘Text’ and ‘Summary’, in the final stage after eliminating the unwanted columns 
as per the requirement and saved it in new csv file as you can see in Table 1. 

3.2 Data Preprocessing 

Performing basic preprocessing steps are very important before we get to the model 
building phase. Using dirty and unclean text data is a potentially dangerous move. 

3.2.1 Data Cleaning 

To process, the unclean data is always a difficult task. In this step, we have removed 
all punctuation using python packages and natural language tool kit (NLTK). NLTK 
function word_tokenize split the punctuations from words and separates it. Unwanted 
characters like @, #, $ were removed using TweetTokenizer. It is also one of the 
tokenized functions in NLTK. Stop words (‘a’, ‘The’, ‘I’, ‘are’, etc.) do not add any 
information which can be helpful for the model so keeping them in the process is not 
a good idea. Using NLTK function called stopwords.words, we have removed it. 

3.2.2 Data Null Values 

In the preprocessing part, handling null values are the crucial part because it does 
not add any values to the model so it is always better to replace it with some value 
or remove it. In our case, we have removed it using pandas’ function.dropna.
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Table 2 Start and end tokens S. No. Used tokens description 

1 SOSTOK Start of the input summary 

2 EOSTOK End of the input summary 

3.3 Word Embedding Layer 

It is a process where each word represents the real value vector. After preprocessing, 
we have given the vector value to each word from word embedding and given a 
unique value to the word which is missing or not present in the WordToVec library. 
Also, we can use Keras embedding vectorizer to optimize the model. To make the 
system understand where is the text Start and End, we have added the tokens at the 
start and the end of the sentence using lambda function (Table 2). 

3.4 Model Description 

To build the constructive text summarizer, different types of deep learning methods 
have been used. 

3.4.1 Sequence-to-Sequence Model 

Encoder–decoder architecture is widely used to manage sequence-to-sequence 
problem; now the goal is to provide the vector form of each word along with the 
output of all previous hidden layer and base on the context vector generate the 
another sequence of words. Initially, the encoder integrates each item into a long 
string of words and provides context information [9]. After completing the sequence 
of all inputs, the encoder sends the context vector to the decoder to generate another 
sequence as an output [8]. Sequence-to-sequence Model is a recurrent neural network 
base model. To work on the textual sequence, deep learning technique recurrent 
neural network (RNN) outperforms as compared to other deep learning models [10]. 
When we look at the architecture of RNN, current hidden state is dependent on the 
previous layer hidden state and new input. This dependent hidden state helps the 
model to predict the next output in the sequence. For example, when we look at the 
complete sentence every next word is partially or fully dependent on the meaning 
of the previous word [11]. In text summarization, generating summary as per the 
context of the source text is the most crucial task. There are some limitations of 
this architecture, when the input is long sequence of words it is very difficult for 
encoder to remember all the previous work for computation so it does not work with 
long dependencies. Its only remembers fixed length vectors and that get difficult 
for encoder to memorize long sequence representation. To overcome this problem, 
Bahdanau comes up with attention layer [4].
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3.4.2 RNN Encoder–Decoder with Attention Base Layer 

Our model was based on bidirectional RNN using attention layer called Bahdanau 
attention [4] on the input data. In this architecture, we have used LSTM [12] cell as 
encoder and decoder to build the abstractive summarization. RNN faces the problem 
of vanishing gradients while training the model. If model allows gradients to back-
propagate in a linear way using gates which is having weight and bias that can solve 
the problem of vanishing gradients. This gate architecture can control the flow of 
information in the hidden state thought out the process. In the training phase, this 
weight and base can get updated. Bi–RNN will transfer the sequence in two ways. 
Hear LSTM encoders cell extract a fix length of sequence of the input, and the LSTM 
decoder generates a translation of this sequence. Bahdanau attention layer extended 
this architecture to allow decoder has more direct access to the input sequence. 

Long-term short memory (LSTM) [13] is a one type of gated recurrent neural 
network architecture to remember the long-term dependencies using different gates. 
LSTM overcomes the vanishing gradients problem of normal RNN architecture. 

In Fig. 3, we can see that this architecture has forget gate, input gate, and output 
gate. Using forget gate, LSTM cell can decide which information we need to keep 
from the previous output. The mechanism is to calculate the forget gate value for 
each input word and apply the sigmoid function. It returns the value between 0 and 1. 
If value of forget gate is zero, then it will forget everything. If the value is one, then 
forget gate will remember [14]. This property of forget gate makes LSTM powerful 
to which text it needs to remember and which one is to forgot. To identify the most 
important input for the summary, we use attention layer. Attention layer solves the 
problem of long sequences by predicting a word by seeing a certain part of the 
sequence rather than the whole sequence. We send multiple hidden context vectors 
as the number of events in the input sequence, and this produces each time in the 
output sequence. Thus, without looking at all the words in sequence, we can only 
focus on the most important part of the sequence by giving them the additional value 
that indicates the intended sequence. This is a basic idea about how to pay attention. 
There are two distinct categories of attention method that also depends on what the 
requirement is and how we obtain the context vector. 

Fig. 3 LSTM architecture
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3.5 Model Implementation 

Model implementation workflow was divided into three parts. 

3.5.1 Model Training 

The proposed model implemented using python module called TensorFlow and 
train on Google Colab which provides all the necessary hardware requirements. 
For training, we have used 70% data and remaining 20%, 10% were for testing and 
validation. 

3.5.2 Hyperparameter 

Choosing right set of parameters and initialize the value of each parameter to archive 
the optimized solution is called hyperparameter tuning. This parameter must be 
decided before the training so it can control the algorithm during the training phase. 

Set of hyperparameters of our model is Number of Epochs = 70, Batch size = 
128, RNN size = 256 with learning rate 0.001. We used RMSprop optimizer which 
restricts the oscillation in the upward direction, so we can increase the learning rate. 

3.5.3 Model Testing 

After training phase, we tested our model on 120,000 sample and model was success-
fully able to create the relevant summaries review written about the product. Model 
has generated the summaries of the review which contains new word and vocabulary. 
Figure 4 shows automatic summary generated by the model. 

Fig. 4 Generated summaries from test sample
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4 Result 

Evaluating the performance of the model is the most important part in text summa-
rization model before deploying it in production. One of the major challenges in any 
sort of text generating model is that there is not a single right answer. For recurrent 
neural network base language models, we use perplexity as an evaluation metric but 
it is not sufficient to evaluate techniques like text summarization. To measure the 
performance of the model, human evaluation is the most accurate method but it is 
quite expansive because we need to hire someone who is good at language and this 
process is time-consuming as well. To make evaluation at minimum cost and less 
time-consuming, we consider automatic machine evaluation metric. They are quite 
simple, we can compute them without any GPU or complex hardware. 

4.1 Evaluation Metrix 

To evaluate the performance of the model, we expect two factors that can be checked 
by the performance metric: First is adequacy—How good output of the model is at 
conveying the information base on the context of the reference text. Second, fluency 
of the model in terms of grammar of the language and words. The goal of automatic 
evaluation metric is that compute the similarities between the machine generation 
summary and reference summary which is given by human translation. 

4.1.1 ROUGE Score 

Precision and recall of the words method do not penalize the output for reordering 
or wrong grammar. Because of this reason, it is not considered as a good metric for 
the text summarization model. To overcome this problem, we used Recall-Oriented 
Understudy for Gisting Evaluation also known as ROUGE score. It adds the brevity 
penalty. If the generated text is to short, it will penalize the output by dividing the 
score by the length of the reference. ROUGE calculates—How much part of text or 
n-grams it covered from reference summary to machine-generated summary output. 
ROUGE -N is an one of the variant ROUGE. N represents the number of grams, and 
it varies from 1 to N. ROUGE-1, ROUGE-2 ….ROUGE-N for uni-gram, bi-gram 
…. n-gram respectively. ROUGE-L is another type of ROUGE, It checks the longest 
sub-sequence between generated summary and reference. We have used ROUGE-1, 
ROUGE-2 AND ROUGE-L for model evaluation and got 36.5, 21.3, 27.8 scores, 
respectively.
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4.1.2 BLEU Score 

BLEU stands for bilingual evaluation understanding. It is a precision base perfor-
mance matrix. It is used to calculate the words from the source text repeated to the 
generated text. BLEU measures the quality of the text generated by machine model. 
How close that machine translated output from professional human translation. The 
core idea is more it is closer, the more it is better. BLEU counts the unigrams which 
are matches to generated summary. 

Original Review: ‘love green mountain coffee first one bought got kurig strong’ 
Expected Summary: [‘good’, ‘coffee’]. 
Generated Summary: [‘great’, ‘coffee’]. 
BLEU score = 0.5287. 
In the above sample, expected summary has two words ‘good’ and ‘coffee’ but 

in generated summary only ‘coffee’ is matching. BLEU score is measured by total 
word in the expected summary divided by match words in the generated summary 
by this formula, we got 0.5287 for this sample. 

5 Conclusion 

Text summarization is one of the fastest-growing domains when it comes to natural 
language processing. The main reason for such tremendous growth is the availability 
of a huge number of use cases for the text summarization domain. An important 
key factor to note while creating a good text summarization system is to focus on 
the words which can deliver the context without being dependent on most other 
words in the sentence. This factor was taken care of by the attention-based models 
which have gained a lot of appreciation from the research communities in recent 
years. Considering the social impact of such models, there is a huge chunk of the 
population that uses mobile devices but are not aware of basic reading and writing 
skills, especially when things are not conveyed in native language. For such users in 
order to make sure, they do not fall into fraud activities, many telecom companies 
send only the very much required information to their devices for authentication 
by applying text summarization to the already available authentication messages. 
Currently, text summarization models come with a huge number of parameters as 
they are trained on a large number of corpus but the present focus of research is 
to compress these models so that edge devices can also be benefitted from text 
summarization use cases and hence provide benefit to a larger section of the audience.
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A Comparative Study of Machine 
Learning Techniques for Credit Card 
Customer Churn Prediction 

Anusmita Bose and K. T. Thomas 

Abstract A customer is a churner when a customer moves from one service provider 
to another. Nowadays, with an increasing number of severe competition with inside 
the market, essential banks pay extra interest on customer courting management. 
A robust and real-time credit card holder’s churn evaluation is vital and valuable 
for bankers to preserve credit cardholders. Much research has been observed that 
retaining an old customer is more than five times easier compared to gaining a 
new customer. Hence, this paper proposes a method to predict churns based on a 
bank dataset. In this work, “Synthetic Minority Oversampling Technique” (SMOTE) 
has been used for handling the imbalanced dataset. Credit card customer churn is 
predicted using random forest, k-nearest neighbor, and two boosting algorithms, 
XGBoost and CatBoost. Hyperparameter tuning using grid search has been used 
to increase the accuracy. The experimental result shows Catboost has achieved an 
accuracy of 97.85% and tends to do better than the other models. 

Keywords Machine learning · Churn prediction · SMOTE · Banking industry ·
Random forest classifier · CatBoost 

1 Introduction 

Customers are critical for a company to get positive results. Churn is a barrier to 
a company’s profitable expansion. Customer turnover is a major headache in the 
banking business. Because the value of getting new clients much outweighs the value 
of maintaining current ones, retaining current clients is critical for business success. 
Because of this, the banking industry must devise a strategy for anticipating and 
retaining clients who are likely to churn. The turnover rate in the banking business
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has been steadily growing in recent years. The churn rate in Europe is 25% to 30% 
in the US. According to Gartner India, the churn rate is between 3.5% and 6% per 
month, and hence, yearly, it may average to around 42% to 72%. Thus, customer 
churn has become a major problem for banking sectors worldwide. Therefore, it is 
imperative that this problem faced by the banking industry be immediately addressed 
by building a better predictor model to predict customer churn. Nowadays, churn 
prediction in real time has become very crucial as it has many positive impacts. It 
helps in measuring customers’ lifetime value and helps the companies to focus on 
the active users. It helps in finding the customer service lacks a particular business. 
Improvement of these lacks can increase the revenue on a large scale. 

Here, we are trying to compare a few machine learning algorithms which are 
widely used for the implementation of the objective. With a small dataset, the deep 
learning algorithms do not work well. Synthetic minority oversampling technique 
has been used to deal with the problem arrived regarding imbalanced dataset. Two 
boosting algorithms, XGBoost and CatBoost, are used to better precisely categorize 
churners and non-churners. Most machine learning models strive for high prediction 
from a single model; however, boosting algorithms attempt to improve prediction 
outcomes by training a series of weak models, each of which compensates for the 
shortcomings of its predecessors. Hyperparameter tuning is used for increased accu-
racy. The better method was selected by comparing each metric method evaluation 
based on its accuracy, sensitivity, specificity, and F1-score, calculated for each testing 
phase. 

2 Related Work 

In previous researches, customer churn prediction has been made in various ways. 
Data mining techniques were used in most studies to predict churn in the banking 
industry. Most of the researchers used a few techniques and presented the comparison 
study. Anil Kumar and Ravi [1] used data mining techniques for customer credit card 
churn prediction. Among the different methods studied, it has been discovered that 
the random forest produces good results for feature-selected datasets in their entirety. 
With a tenfold cross-validation method for oversampling, the maximum accuracy was 
99.32%. Nie et al. [2] focused on two data mining algorithms, logistic regression, and 
decision tree, to predict churns. The decision tree’s error rate and cost were greater 
than the logistic regression. As a result, it was determined that a logistic regression 
outperforms a decision tree. 

Rajamohamed and Manokaran [3] used hybrid data mining technique to predict 
churn. Clustering algorithms used were k-means, fuzzy c-means, rough k-means, 
and classification algorithm used was k-nearest neighbor, decision tree, random 
forest, SVM, Naïve Bayes. Combining k-means and rough k-means with classi-
fication models separately gave higher accuracy than single classifiers. It can be 
concluded by the end of this paper; hybrid classifiers perform better than a single 
classifier.
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To anticipate customer turnover, Wang et al. [4] focused on traditional prediction 
approaches. Ridge regression, rough set theory (RST), least squares support vector 
machine (LS-SVM), decision tree, and ANN were among the methods utilized. The 
results suggest that the LS-SVM model is beneficial for improving classification and 
prediction accuracy in challenging circumstances containing nonlinear interactions 
between predictors and target variables, based on the accuracies of the four models. 

Hanif [5] used the XGBoost algorithm to solve customer churn prediction. The 
XGBoost algorithm used recursive feature elimination (REF) to eliminate its features, 
while the LogReg algorithm selected features using multicollinearity checking. 
XGBoost algorithm gave better prediction compared with the LogReg. 

Vafeiadis et al. [6] looked at the effectiveness and the exhibition of KNN, decision 
tree, and random forest methods for churn prediction. Random forest is used for 
creating the GUI. The GUI is built using the Tkinter package in Python. This system 
will predict whether the customer will leave the company based on the trained model. 
Random forest is considered a more efficient technique. 

Wang et al. [7] focused on different data mining algorithms to solve customer 
churn prediction. SMOTE is used for balancing data. An ensemble model utilizing 
the soft voting approach was developed on atop these individual models with the 
best hyperparameters, and it achieved the greatest AUC score. 

To tackle customer churn prediction, Rahman and Kumar [8] employed four data 
mining algorithms: KNN, SVM, decision tree, and random forest. The filter types 
of minimum redundancy maximum relevance (MRMR) and relief feature selection 
were utilized. Observations: The predictive value of tree classification is reduced by 
feature selection, and unlike other classifiers, oversampling in SVM diminishes the 
value. This is due to a skewed bank account record. As a result, SVM is unable to 
adequately process the data. 

Hammoudeh et al. [9] focused on different models and ensemble models for 
predicting churn. Artificial neural networks (ANNs), support vector machine (SVM), 
convolutional neural networks (CNNs), averaging ensemble model (AEM), random 
forests (RFs), averaging ensemble model (AEM), selective ensemble model (SEM) 
were implemented. Among a set of trained machine learning models, SEM includes 
only the models that give correct predictions and filters out those models that give 
wrong prediction result. Overall, SEM performed better than others. 

To forecast customer turnover, Yang et al. [10] presented logistic regression, SVM, 
random forest, and cost-sensitive learning using RF. To address the problem of class 
imbalance, researchers adopted a borderline SMOTE or SMOTE + Tomeklink over-
sampling strategy, in which the sample distribution is kept as the amount of training 
data increases. In terms of average recall and G-means, SVM is shown to be the most 
effective. 

A relational approach was provided by Oskarsdottir et al. [11] to forecast client 
attrition. Seven CDR Datasets from across the world were used in the studies. The two 
forms of relational learners are relational classifiers and collective inference methods. 
The networks were built using the number and length of phone conversations. In both 
cases, edges were weighted over time as they degraded. Performances were verified
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using lift, AUC, and the H-measure. It was identified by examining the influence of 
collective inference methods on the performance of relational classifiers. 

According to Dalmia et al. [12], supervised machine learning techniques must be 
used to anticipate bank client attrition. To improve performance, KNN was integrated 
with XGBoost. K-fold cross-validation method is applied by specifying ten folds. In 
terms of accuracy, sensitivity, and specificity, XGBoost outperformed the others. 

To forecast customer attrition in telecommunication, Mohammad et al. [13] 
employed logistic regression, ANN, and random forest. Recursive feature elimi-
nation (RFE) was used to choose features, which improved accuracy. The confusion 
matrix and AUC were used to validate the results. Logistic regression performed 
best. 

Szmydt [14] proposed an outline of the research on churn prediction in electronic 
banking. The study found that electronic churn in the banking business could be an 
important factor worth investigating further. The analysis presented here is simply a 
snapshot of an issue, and the investigation is still ongoing. 

Senthilnayaki et al. [15] suggested multiple machine learning classification 
models to predict customer turnover, including logistic regression, random forest, 
and KNN. Only, the most useful attributes from the entire dataset have been listed. 
PCA was used on the training dataset for feature selection and dimensionality reduc-
tion. The best model was chosen by estimating its performance using the “stratified 
k-fold cross-validation” [15] approach. In comparison to previous strategies, random 
forest has been shown to produce superior outcomes. 

3 Methodology 

This section explains how the boosting and well-known base algorithms were used 
in the credit card churn prediction model. Figure 1 represents the block schematic 
of proposed work. 

Fig. 1 Block schematic of proposed work
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3.1 Dataset Description 

Kaggle provided the credit card customer churn dataset utilized in this model. It 
provides details about 10,127 bank customers. There were 8500 current customers 
and 1627 churned consumers among them. While the customer is expected to churn, 
the target variable returns 1; when the client is inclined to remain, it returns 0. The 
dataset comprises 21 characteristics, with 20 of these 21 predictors derived from the 
customer’s information and transactions. Table 1 has extensive information on these 
aspects. 

Table 1 Dataset description 

Feature name Feature description 

Clientnum Uniquely identifies client account number 

Attrition_Flag 1 stands for closed account otherwise 0 

Customer_Age Age of the customer 

Gender M stands for male and F stands for female 

Dependent_count Number of dependents the account holder has 

Education_Level Account holder’s academic qualifications (Like: high school, 
college graduate, and post graduate.) 

Marital_Status Can have values—married, single, divorced, widowed 

Income_Category Annual income of the account holder 

Card_Category Product variable—type of card (Blue, Silver, Gold, Platinum) 

Months_on_book Time span of relationship between the bank and the customer 

Total_Relationship_Count Total no. of products held by the customer 

Months_Inactive_12_mon Total no. of months inactive in the last 12 months 

Contacts_Count_12_mon No. of contacts in the last 12 months 

Credit_Limit Credit limit 

Total_Revolving_Bal Total revolving balance on the credit card 

Avg_Open_To_Buy Open to buy credit line (average of last 12 months) 

Total_Amt_Chng_Q4_Q1 Change in transaction amount (Q4 over Q1) 

Total_Trans_Amt Sum of transaction amount (Last 12 months) 

Total_Trans_Ct Number of transaction during the previous 12 months 

Total_Ct_Chng_Q4_Q1 Difference in number of transactions Q1 to Q4 

Avg_Utilization_Ratio Average card utilization ratio
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3.2 Data Preprocessing 

The data are checked for missing values, and if any missing values are found, there 
are no missing values in the dataset. Binary values like yes or no are replaced with 
zeros and ones. 

3.3 Label Encoding 

Many columns in the dataset contain categorical values in different forms. For 
example, the card category has four categories: blue, silver, gold, and platinum. So, 
all categorical values like card category, income category, education, and attrition 
are converted into integers using a label encoder. 

3.4 Feature Scaling 

Data are standardized using a standard scaler. So, the values will have to mean as 
zero and unit variance. 

3.5 Feature Selection 

Based on relevancy, three columns are dropped, which are unnecessary, and the rest 
20 attributes which have a major impact on predicting credit card churn are used for 
modeling. Out of 20 features, the attrition flag is used as target variables, and the rest 
19 features are used as independent variables. 

3.6 Smote 

Because the dataset is severely imbalanced, an oversampling approach is employed 
to tailor the data’s class distribution. Minority class duplicates are created using 
the conventional oversampling procedure. Still, instead of making exact replicas, 
the “Synthetic Minority Over Sampling Technique” (SMOTE) technique generates 
synthetic samples for the minority class. Overcoming the problem of overfitting 
produced by random oversampling is easier with this method. For credit cards, the 
churn goal column contains uneven classes of churners and non-churners. As a result, 
the data must be balanced when employing the SMOTE approach, and the minority 
class will be oversampled. Otherwise, the non-churning majority class will teach
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the model more. Earlier, there were 8500 loyal customers and 1627 churners in the 
dataset, after applying SMOTE the ratio of churners and non-churners changed to 
1:1. Figure 2 shows a graphical depiction of churners vs. committed consumers, 
and Fig. 3 projects the available sample count in the dataset on each class after 
implementing the SMOTE. 

Fig. 2 Pie chart of churners 
versus loyal customers 

Fig. 3 Pie chart of churners 
versus loyal customers after 
SMOTE
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3.7 Machine Learning Models 

3.7.1 Random Forest 

Random forest is classified as a supervised machine learning technique that is mostly 
used to solve regression and classification issues. It operates in parallel, constructing 
decision trees for several samples and extracting the majority of votes for classifi-
cation and the average for regression from them. It can handle datasets with both 
continuous and categorical variables, as in regression and classification. Random 
forest has been selected for prediction as it is well known for producing superior 
results for classification problems. 

3.7.2 KNN 

KNN is the abbreviation for “K-Nearest Neighbor.” This machine learning algorithm 
is used to solve regression and classification issues. The letter ‘K’ denotes the number 
of closest neighbors to an unknown variable that must be classified or predicted. The 
purpose of KNN is to find all of a new unknown data point’s nearest neighbor in 
order to establish which class it belongs to. It is, in fact, a strategy predicated on 
distance. KNN estimates the distance between all locations near the new unknown 
data and filters out those with the shortest distances to them using Euclidean distance. 
To appropriately characterize the findings (number of nearest neighbors), we must 
first determine the value of K. 

3.7.3 XGBoost 

It is also known as “Extreme Gradient Boosting.” It uses a gradient boosting frame-
work and is labeled “an upgraded gradient boosting library.” When it comes to 
prediction challenges involving unstructured data such as photos and text, neural 
networks excel. When it is a matter of too small to medium structured data or tabular 
data, however, decision tree-based algorithms are considered to be good performers. 
In machine learning, XGBoost is often used for supervised learning. The gradient 
boosting decision tree technique is implemented. Gradient boosting is a method that 
creates new models that calculates the error in the previous model and then add the 
remainder to make the final prediction. 

3.7.4 CatBoost 

CatBoost is a machine learning method that was recently open sourced. It works with 
various data types to assist organizations to deal with a variety of problems. To top 
it off, it has the best accuracy in the industry. It offers cutting-edge results without
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Fig. 4 Splitting of CatBoost 

the extensive data training required by other machine learning techniques, and it has 
solid out-of-the-box support for the more descriptive data formats required by many 
commercial challenges. Gradient boosting is a sophisticated ML approach that has 
been successfully practical to a variety of commercial difficulties like fraud detection, 
recommendation items, and forecasting. It also can return an excellent result with 
comparatively less data, unlike DL models that require a vast amount of data for 
learning. CatBoost uses oblivious decision trees, which is unlike asymmetric trees 
the splitting criterion is the same across an entire level of the tree. Figure 4 shows 
the working of the algorithm. 

3.8 Model Training 

For training, 70% of data has been used, and 30% of data has been used for testing 
purposes. Random forest and k-nearest neighbor were implemented as baseline 
models, and XgBoost and CatBoost as proposed models. 

3.8.1 Elbow Curve 

The elbow curve approach was utilized to provide optimum solutions using KNN. 
The most important step in supervised machine learning using k-nearest neighbors 
is figuring out what the best value of K is, or how many clusters your data should be 
partitioned into. The best k-value decreases the influence of noise on classification 
while also blurring class boundaries. Because the user must give k in advance, the 
procedure is rather naive in that it assigns all members k to clusters even if it is not
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Fig. 5 Elbow curve 

the proper k for the dataset. The graphical representation of the elbow curve method 
is shown in Fig. 5; clearly, we can see the optimal value of k for our dataset obtained 
was 7. 

3.8.2 Grid Search 

Hyperparameters like batch size, number of hidden layers, and learning rate are fine-
tuned to achieve the best results on various predictions. Grid search is one of the 
simplest algorithms for hyperparameter tuning. The domain of the hyperparameters 
is divided into a discrete grid. After this, we try every possible combination of the 
grid values and find the best combination for optimal results. Here, we have used 
this on the CatBoost algorithm, using the maximum depth determined was ten, and 
number estimators determined was 200 for getting the best result. 

4 Results and Discussions 

After model building and training on data, the models are evaluated on each stage 
according to the performance of the evaluation metrics. The evaluation metrics used 
are accuracy, precision, recall, and F1-score. Accuracy score helps in understanding 
how accurately the models are predicting classes, precision gives us the number of 
true positive classes, whereas recall quantifies the actual true positive classes. So, 
giving more priority for recall score over precision score enhances the result accu-
rately. F1-score is simple representation of relation between recall and precision
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which is computed by taking their harmonic mean. The first two baseline models 
that are random forest and KNN gave accuracy scores of 96.54% and 89.47%, respec-
tively, at the initial stage. Then, after applying standardization scaler, the accuracy 
of random forest model remained same as before, whereas for KNN, the accuracy 
decreased to 88.12%. Then, in order to deal with the class imbalanced issue, we 
implemented SMOTE [7, 16], for which the accuracy increased for random forest to 
97.22%, and for KNN, it increased a bit to 88.22%. Then, after using the proposed 
models, the accuracy came 97.55% and 97.65% for XGBoost and CatBoost, respec-
tively. At the final stage, after hyperparameter tuning, the final accuracy obtained 
is 97.86%. The precision value did not increase after standardization. It remained 
the same for random forest and decreased from 92.75% to 90.16% for KNN. After 
applying SMOTE, the precision score increased to 98.09% for the random forest. 
This score increased for the CatBoost algorithms after hyperparameter tuning by 
0.5%, overall best precision score obtained by CatBoost model after applying this 
hyperparameter tuning technique. On the other hand, the recall score value increased 
after standardization for KNN. It remained the same for random forest and increased 
from 94.98% to 96.50% for KNN. SMOTE decreased the recall value for both the 
data mining models. Boosting algorithms also gave less score compared to other 
evaluation metrics. Best recall score obtained by random forest with SMOTE and 
standardization. The F1-score did not increase after standardization. It remained the 
same for random forest and decreased from 92.75% to 90.16% for KNN. SMOTE 
also decreased the F1-score for both models. Best F1-score obtained by random 
forest without applying SMOTE and standardization. Table 2 shows the accuracy, 
precision, recall, and F1-scores of different models. 

Table 2 Accuracy, precision, recall, and F1-scores 

Techniques used Models Accuracy (%) Precision (%) Recall (%) F1 (%) 

Baseline model Random forest 96.54 97.42 98.52 97.97 

KNN 89.47 92.75 94.98 93.85 

Standardization Random forest 96.54 97.42 98.52 97.97 

KNN 88.12 90.16 96.50 93.22 

SMOTE Random forest 97.22 98.09 96.33 97.20 

KNN 88.22 94.50 81.24 87.37 

Proposed model XGBoost 97.55 97.95 97.15 97.55 

CatBoost 97.65 98.07 97.22 97.64 

Hyperparameter 
tuning 

CatBoost 97.86 98.57 97.15 97.85
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5 Conclusion and Future Work 

We can definitely conclude that boosting algorithms are the most effective for 
churn prediction based on the data. From the results, we obtained for the experi-
ments, XGBoost, could be seen out performed by CatBoost. The term “customer 
churn” may be applied to a wide range of businesses, including retail, telecommu-
nications, and car insurance. It is vital to maintain clients to prevent losing revenue. 
So, we can use the similar predictions in these domains as well. Machine learning 
algorithms do not scale well as the amount of data rises, which is a downside. So, in 
future, we can extend our study to include neural networks also for the forecast of 
customer churn. We can extend the experiement to include data from other domains 
like insurance and telecom. 
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Development of a LoRa Network for 
Monitoring Particulate Matter 

Amritpal Kaur and Jeff Kilby 

Abstract Air pollution in cities has become an important topic due to its adverse 
effects on humans and air quality. The aim of this paper is to monitor particles less 
than 1 µm (PM1), 2.5 µm (PM2.5), 4 µm (PM4), and 10 µm (PM10). The concentra-
tion of particulate matter highly changed with location and time. Particulate matter 
in the air is considered as the primary pollutant, and it affects the environment band 
the risk of mortality and morbidity of respiratory disease. To address this issue, the 
research presents the design and development of the low-cost network for monitoring 
particulate matter using sensiron sensor (SPS30). These devices are equipped with 
LoRaWAN to test the low-power wide-area network coverage. The designed network 
contains the sensors connected to the ESP32 microcontroller towards the processing 
of LoRa modules (sensor nodes), which send data to the gateway using the frequency 
band, using the ‘The Things Network (TTN)’. The sensor collects the different parti-
cle matter in the air. The proposed network design has been implemented at St. Paul 
Street Auckland. The designed network system allows the users to access the online 
dashboard to test and monitor the concentration levels of particulate matter in the air. 

Keywords Air quality indexing · LoRa · Particulate matter 

1 Introduction 

With the increase in urbanization and industrialization, it decreases the air quality 
parameters. This is important to know about the air quality parameters using dif-
ferent methods and techniques. The government has developed some policies and 
procedures for monitoring air quality [1]. When the researchers are using the tra-
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Table 1 Major air pollutants 

Parameter Sources Causes 

CO and CO2 Vehicle emissions Respiratory problems 

SO2 3 industrial smoke, forest fires Skin and eye irritation 

NO2 Fossil fuels vehicle emission Asthma 

Particle matter (PM) Dust storms domestic coal 
burning and municipal waste 

Premature deaths respiratory 
problems 

Lead Petrol and industries Brain and organ development 
in children 

ditional methods, these are not quite feasible if using the wireless sensor networks 
(WSNs) in large areas. There are some new techniques developed in WSNs to use 
low-cost sensors to collect and analyse the real-time air pollution monitoring. WSNs 
can be used for pollution monitoring with accuracy, calibration techniques, and fault 
tolerance features in topologies [1]. In the sensor network, it includes the number of 
sensor nodes that are interconnected with wireless network [2]. The rapid develop-
ment in industrialization and population increase has led to the rise in pollution. In 
poor air quality, it includes the harmful gases and particles such as ozone, particle 
matter, nitrogen dioxide, sulphur dioxide, and carbon monoxide [3]. Table 1 shows 
the major air pollutants [4]. 

In the World Health Organization (WHO) [5], air pollution is considered as the 
bigger environmental issue that causes some health problems and responsible of 
9 deaths every year. Industrial and scientific innovations have been developed to 
provide solution based on the conventional wireless sensor networks (WSNs) [2] 
for air pollution monitoring system. Air pollution occurs cause of toxic gases, dust, 
fuel or chemicals integrate with the environment. These toxic gases and particles 
are harmful to the environment and health. These substances that cause pollution 
are called pollutants [3]. Over the few decades, several types of research have been 
done to monitor air pollution. In air quality, it includes different portable particle 
matter and gas sensor available. The solution to these problems, numerous low-cost 
air pollution monitoring systems were developed [4]. 

Numerous studies have shown the pollutant’s exposure to the air. But the partic-
ulate matter is considered the most dangerous pollutant that causes cardiovascular 
diseases and other health issues [6–9]. Particulate matters are made up of solid and 
liquid particles, which enter the atmosphere naturally or with any human activities 
[10]. The pollutant level of PM pollution can easily assess by continuous monitoring 
of the level PM10 (size less than 10 µm), PM2.5 (size less than 2.5 µm), PM4 (size 
less than 4 µm), and PM1 (size less than 1 µm).
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Table 2 Communication technologies 

Parameter name Technologies 

LoRa Sigfox NB-IoT 

Band (MHz) 868/915 868/915 868/915 

PHY CSS UNB NB 

Spreading factor 27–212 – – 

Bandwidth (kHz) 500–125 1 180 

Data rate (kbps) 27–0.37 0.1 250–226.7 

Range (km) 22 63 35 

The network system was designed using different wireless communication tech-
nologies [4], such as LoRa, Sigfox and NB-IoT. In-depth analysis and understanding 
of pollution monitoring are an essential to develop the new methodology for pollu-
tion monitoring. The newly designed network can only be possible using the accurate 
monitoring system that helps the network study the pollutant levels in the air [4]. 
Different communication technologies are compared in Table 2 [5]. 

2 Air Quality Index (AQI) 

AQI shows how the pollutant levels in the air in a particular area. AQI can be cal-
culated using some consideration of pollutants such as carbon monoxide (CO), sul-
phur dioxide (SO2), particulate matter (PM) [4]. This is an indicator of air quality, 
based on various air pollutants that affect human health and the environment. Many 
countries use air quality indexing, and different nations have their own policies to 
calculate pollutant levels [11] and as shown in Fig. 1 [12]. AQIs take the pollutant 
measurements from the air using the air pollution monitoring system and convert 
these values to a single figure. The nature and scale of the figure are flexible. The 
scale in AQI ranges from ‘safe’ to ‘hazardous’. This classification can be described 
to guide health effects and awareness about environmental issues and the breakdown 
of the particulate matter in the air as given in Table 3. 

3 Related Work 

Zheng et al. [13] developed the dynamic filter system for outdoor pollution mon-
itoring system for PM2.5. The network design network is implemented indoor and 
outdoor for the testing PM2.5 and explains the interrelationship between indoor and 
outdoor. First, the indoor PM2.5 per hour studied and applied Gaussian distribution.
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Fig. 1 Air quality indexing 

Table 3 Air quality indexing 

AQI Remark Cause PM2.5 

1–50 Good Minimal impact 0–30 

51–100 Satisfactory Minor breathing issues 31–60 

101–200 Moderate Asthma and heart 
disease 

61–90 

210–300 Poor Prolonged exposure 91–120 

301–400 Very poor Respiratory illness 121–50 

401–500 Severe Serious impact 250+ 

It performs the statistical distribution of the indoor and outdoor PM2.5 pollution level 
and applied some physical laws and collects data. 

Tzai et al. [14] implemented the road network to monitor air pollution, and its 
affects on humans and environment. In this research, sensor nodes were deployed on 
crossroads. This paper explains the WSN framework to monitor pollutant levels for 
the street-level spatial–temporal changes of carbon monoxide. The authors proposed 
the urban air quality monitoring system based on WSNs that integrate with global 
system for mobile communication (GSM). The network system is deployed on roads 
for monitoring carbon monoxide (CO) concentration caused by vehicle emissions. 

Chen et al. [15] proposed an open framework for PM2.5 monitoring in smart 
cities. With an increase in population and human activities affects the pollution level 
in cities. The designed network deployed 2500 sensor nodes in Taiwan and 29 other 
countries. This paper works to resolve the issues of inaccuracies in the low-cost sensor



Development of a LoRa Network for Monitoring Particulate Matter 313

networks used for monitoring of particles. Facilitating the network deployment is to 
investigate the accuracy issue of low-cost particle sensor. 

Badura et al. [16] evaluated the low-cost sensors for PM2.5 monitoring. This paper 
presents the results of four models set using different sensors connected to different 
location under same temperature. The data collection of PM2.5 was performed for 
almost half year. After the research and finding, results show the large dispersion of 
high relative errors in PM2.5. 

Guili et al. [17] physically based data analysis model was developed for estimation 
of concentration levels of PM2.5. The research used the fine mode aerosol optical 
depth at 440, 550 and 675 mm, fine particle radius, humidity and boundary layer 
height data from 2015 to 2016. The data collected in 2015 was used for calculating the 
integrated extinction efficiencies based on the network model. The authors concluded 
the developed method has potential for retrieval of PM2.5 using AERONET AOD in 
Beijing. 

Jelicic et al. [18] designed the network system to perform reliable gas monitoring 
and operating on batteries for one year. Information about the pollutants extracted 
from the PIR sensors and gas sensors. The system should be able to predict the 
behaviour, adapt the duty cycle and send the alarm message if necessary. To monitor 
the reliability of the network, simulations were performed. 

Agarwal et al. [19] proposed for the detection and monitoring of the pollution 
using wireless sensor networks, where the framework has five parts: deployment of 
sensor node, clustering of nodes, inter-cluster routing protocol and cluster-head selec-
tion algorithm. Sensor nodes were deployed in triangular fashion to avoid collision, 
minimum transmission, detecting pollution, etc. An efficient clustering algorithm 
was proposed to select the best path. 

Knoll et al.  [20] presented the denser sensor network to expand the air pollution 
measurement density, and data is fed into the dispersion models which only provides 
the approximate results. New network technologies were compared such as LoRa, 
Sigfox and NB-IoT. Denser sensor network is directly able to monitor air pollution 
values. The measurements were carried out in the city of Graz, for these measure-
ments an STM32 Nucleo board with an expansion board, featuring LoRa SX1272 
transceiver was utilized. Payload for each message contained 16 bytes including a 
message counter for verification. The sink node was positioned on the third floor 
outside the window at the university campus, and further nodes for the data collec-
tion were placed at the height of 1 m and measurements performed using different 
technologies. LoRa and Sigfox bring along the required attributes including long-
range and small power consumption, where NB-IoT is the latest technology that is 
strongly driven by the mobile communication. 

From the literature review, it shows some limitation of using the existing network 
systems. To overcome the limitation such as low-power consumption and long-range 
communication, new network design should be implemented.
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4 Network Design and Setup 

In this section, focus is on the network design and setup. The purpose of developing 
sensor network design is to monitor particulate matter and their ranges in the spec-
ified area. This network design is working based on software and hardware setups. 
Network design is shown in Fig. 2, where the LN1, LN2, LN3 and LN4 are considered 
as LoRa nodes on which three sensors S1 (CO2), S2 (PM sensor) and S3 (dust and 
temperature) placed outside. Before the network deployment, the network design 
was simulated to analyse the network performance. 

4.1 Hardware Required 

SPS30 The SPS30 particulate matter (PM) sensor is compact, high quality, optical 
particle sensor that uses the laser scattering and innovation contamination resistance 
technology to achieve particle matter measurement [21]. 

For the research and monitoring of the pollutant level, a previously dust sensor was 
used instead of SPS30. Due to the inaccuracies and only the dust level monitoring 
qualities, the sensor was replaced with SPS30. The sensor has inbuilt high-quality 
and long-lasting component that enables the precision of measurements and provides 
the throughput for ten years. The sensor package is shown in Fig. 3 [22]. The SPS30 
sensor has a five-pin interface that can communicate with two different interfaces: 

Fig. 2 Block diagram
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Fig. 3 SPS30 sensor for 
measuring particulate matter 

UART and I2C. The designed network is to monitor the particulate matter. The sensor 
is working based on UART as per the requirements of the TTGO LoRa32 SX1276 
OLED Board. 

LoRa32 SX1276 OLED Board The TTGO LoRa32 SX1276 OLED board was found 
by Semtech, example of LoRa device. LoRa32 board is working for long-range radio 
devices for transmitting and receiving of data packets over the network. This device 
leads to less interference and signal loss [21]. Many countries are assigned with 
specific LoRa bands. LoRa boards have a high communication range as compared 
to the other networks such as cellular networks. LoRa devices can be used the public 
and private sectors. LoRa device is shown in Fig. 4. 

Fig. 4 TTGO LoRa32 
SX1276 OLED
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4.2 Software Required 

The software for the desired network outcomes is comprised of two parts: the software 
program coding for the microcontroller board and for the graphical output it requires. 

TTN Server The Things Network is the provider for the network server in this 
research, that means it provides the interface between the gateway and the application. 
The things network is not providing only the service but also other tools, and these are 
explained in this section. Before the data transmission to the application, gateway 
starts receiving messages from the sensor nodes. Similarly, when an application 
wants to send message to the sensor nodes, it requires to select the broadcast message 
for gateway. This is the network server, similar to LoRa and LoraWAN allows the 
sensor nodes to communicate with the gateway. The network server is responsible 
for routing the data between devices and application. LoRa alliance provided some 
specifications for the back-end interfaces, for example, controlling the MAC layer, 
end-point authentication in the network. There is no official release for the LoraWAN 
network. There are number of solutions available for the LoRaWAN network server 
such as LoRaServer, open-source network server, ResIOT, and The Things Network 
developed by The Things Industries. The Things Network is the V2 console for the 
application deployment and is not accepting any new devices. This V2 console is 
upgraded with the V3 console. 

Ubidots Ubidots is the cloud server that is considered as the webhook for storing 
and analysing data online. During the transmission, sensor nodes receive data from 
sensors and received data is shown on the ubidots’s dashboard. The collected data can 
be used for further researches and analysis. The developed application programming 
interface (API) used ubidots, an IoT platform, and scale projects to production. The 
ubidots was configured using the representational state transfer (REST) API, which 
is used to display the data from the sensors stored on the TTN server on a newly 
designed dashboard, either in text or a graphical form. 

5 Results and Discussion 

Two LoRa sensor nodes were used to collect data from PM sensors. The pilot study 
was performed to monitor the PM factors in the air. Four LoRa nodes were deployed 
with the difference on 5 m apart from gateway. LoRa gateway has the ability to 
communicate with long-distance transmission. This test was just performed to test 
the communication range of LoRa and measuring the PM levels in the air. Gateway 
is registered with free TTN server cloud to which it transmits the collected data from 
the sensor nodes. The results from one LoRa node (LN1). 

The readings from all LoRa nodes were collected after every 10 min for contin-
uous three days. The dataset collected is plotted for PM1, PM2.5, PM4 and PM10, 
shown in Figs.  5, 6, 7 and 8. The comparison among these sensor nodes showed the
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Fig. 5 PM1 measurements 

Fig. 6 PM2.5 measurements 

Fig. 7 PM4 measurements 

Fig. 8 PM10 measurements
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excellent correlation between LoRa nodes for measuring the concentration levels. 
The differences in spread between PM4, PM10 and PM2.5 where the PM1 shows the 
different concentration levels of both nodes. After few intervals of time, results were 
taken after 30 min and show the average concentration levels with accuracy of sen-
sors. Concentration levels in the indoor air were not exceeded their limit suggested 
by the sensors connected. 

Particulate measurements were obtained from the SPS30 (Sensiron Sensor) that 
shows the PM readings of the DustTrak at the sampling level of 1 min. The readings 
obtained from the SPS30 sensor show some fluctuations. Particulate matter readings 
are not accurate in this test experiment but these can be improved and shows the good 
relationship with actual concentration by using the diversity of calibration methods. 
High variability in PM concentration levels is shown in PM1. During the monitoring 
period, measured concentration levels were changed. 

6 Conclusion 

In summary, number of sensors available in market for monitoring particulate matter 
and no sensor is ideal for all applications. There are numerous characteristics of 
SPS30 sensor performance, and choice of this sensor for the network can be based 
on the critical characteristics. For example, in the network design, the measurements 
of (PM1), (PM2.5), (PM4) and (PM10) were required. To monitor all these with low-
power consumption, SPS30 sensor was selected that monitor all PM values with 
single unit. Software and hardware problems have been occurred such as commu-
nication range, node placement and time, power management. With the selected 
devices, 95% time of the transmission was saved using the LoRaWAN network. 
Different pollutant levels monitor using the time intervals of 1 min. The only down 
times were due to an outage of The Things Network. Since the sensor nodes were 
transmitting data every 46 s (the payload of each pollutant level is only 4 bytes). 
This designed network will be tested with multiple LoRa nodes to check the network 
performance and accuracy. 
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Abstract The speech command recognition system based on deep image classi-
fication is the key that would tremendously promise to revolutionize research and 
development by overcoming the communication barrier between human and machine 
or computer. We are all aware of challenges in identifying the voice command in 
noise and variability in speed, pitch, and projection. This paper has developed an 
efficient and highly accurate speech command recognition for smart and effective 
speech processing applications like modern telecommunication. In particular, a novel 
convolutional neural network (CNN) is presented that works with a one-second audio 
clip consisting of one specific word including ten speech commands and other words 
labeled as “unknown,” and model implementations were operated in the noisy envi-
ronment. The CNNs are structurally fully developed in such a way to recognize the 
speech commands with the utilization of deep learning (DL) for image classifica-
tion concepts. Thus, this research used the concept of DL for image classification to 
translate the problem of speech command recognition into the image domain. 
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1 Introduction 

To communicate, people prefer to use speech. Speech signals make natural human 
interaction easier. Interacting with machines takes effort. Speech command recog-
nition is the key to communicating with machines or computers [1]. Automating 
your home, dictating messages, and monitoring your security will be easier with 
this technology. Voice-activated wheelchairs and automated voice-based home navi-
gation systems are just a few examples of equipment and systems that respond to 
voice commands. Machine learning [2, 3], DL [4–9], neural networks, and IoT [10] 
are currently being used in practice for tasks such as audio-based face recogni-
tion [11], machine translation [12], audio–visual speech recognition [13, 14], speech 
emotion recognition [15–17], speech recognition [18–20], keyword spotting [21–23], 
natural language processing [24], agricultural image processing [25–27], medical 
image processing [28, 29], and ubiquitous computing [30–32] to make smart devices 
more intelligent for human–machine communication. “There is a requirement for 
multilingual automatic speech recognition (ASR) and spoken term detection (STD) 
in contemporary multilingual society [33].” In the study [34], which is based on 
continuous speech recognition, the hidden Markov model (HMM) was used to detect 
keywords in conversational speech utterances. A technique based on zone segmen-
tation was recently published in [35], in which the notion of HMM and the pyramid 
histogram of oriented gradient (PHOG) feature was employed for word spotting in 
Bangla and Devanagari documents. [36] suggested a multimodal keyword spotting 
system based on lipreading (LR) and speech features that utilizes a CNN and a long 
short-term memory (LSTM) network. The study [37] demonstrated the use of a light 
internal search network (LIS-Net) with parameterized LIS-block and LIS-core for 
speech command recognition with results that were 24% higher and better. 

Keyword spotting has been studied extensively over the past decade using tech-
niques like kernel-based classifiers [38], auto-associative neural networks [39], spec-
tral and prosodic information fusion [40], subspace Gaussian mixture models, written 
bell, and Kneser–Ney smoothing algorithms [41]. As a result, noise-tolerant speech 
command recognition is critical, and autonomous feature selection is a major benefit 
of DL approaches for good human–machine interaction. For example, speech recog-
nition [42] has increased industry expansion and military-based applications. Hand-
free voice recognition is possible with speech-enabled devices. A few simple voices 
control industrial equipment orders including stop, go, up, down, on, and off. So, 
voice or speech command systems with additional terms have grown popular. But, 
noise has been an issue. As stated previously, “Noise is prevalent in almost all acoustic 
situations, causing severe harm to the human-to-machine communication system.” 
[43] 

In this study, we focus on single-word speech command recognition using deep 
image classification, where the end goal is to accurately recognize a set of pre-defined 
words such as “yes,” “no,” “up,” and “down” from short audio clips in background 
noise such as pink noise, white noise, bike service, running tap, dude miaowing, and 
doing dishes. The dataset used in this research is taken from [44], which is the set
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of WAVE files, which are about one-second long at a sample rate of 16,000 Hz was 
used to sample each file into a vector. The noise sound is 1 min to 1.35 min; about, 
0.2 fractions are taken and added in command speech. Adding noise randomly to 
training, validation, and test, the duration of noise is more than the speech that means 
speech is in a noisy environment. Therefore, to check the robustness of the network, 
the noise differs in training and testing. 

The CNN-based image classification already resulted in high accuracy and 
minimum error for classification tasks in the current research. So, again, the adapt-
ability of CNN in various areas of research is booming. The uniqueness of the DL 
approach’s adaptation in our study doesn’t require the feature extraction and selec-
tion process from the.wav file (speech command). But, once it is converted to its 
image domain (spectrogram), the features (deep features/abstract of features) are 
automatically extracted and fed to its upper layer, and finally, classification is done. 

2 Implementation Specification 

The final implementation, which generally includes data collection, spectrogram 
extraction, network design, and training setup, is carried out to recognize speech 
commands. The basic topology of the performed experiment is presented in Fig. 1. 

Here, the speech command is recognized based on the concept of DL for image 
classification. In this research, the speech commands (.wav file) are converted into 
their spectrogram. These spectrograms are treated as training and testing images, 
which are classified using the concept of DL for image classification. 

2.1 Data Collection 

We have used the [45] dataset, a large public dataset and freely available for this 
study. “While there are different possible words, but, the dataset we used for the 
validation comprises of 31,875 one-second long (or less).wav format file utterances 
of 10 short words including ‘yes’, ‘no’, ‘up’, ‘down’, ‘left’, ‘right’, ‘on’, ‘off’, ‘stop’, 
‘go’, and other words are labeled as “unknown” [45].” Finally, the distribution of 
samples is made, as shown in Table 1.

Fig. 1 Basic topology
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Randomly, the training and validation samples are split up about 80:20. Also, 
2200 samples, including 200 of each speech command, are kept separate for testing. 
This way, we can see how well the applications work. This means that the raw audio 
data have a sample rate of 16,000 Hz and are one-second (or less) long, which means 
there are 16,000 vectors in it.

2.2 Spectrograms Extraction 

For the success of any DL and neural network model, feature extraction plays an 
important role. Specifically, we have used spectral representation, i.e., log-mel spec-
trogram, to prepare the data for efficient CNN training. To compute speech spec-
trogram by converting the speech waveforms to log-mel spectrograms and train the 
CNN with specific parameters, i.e., segment Duration = 1, frame Duration = 0.025, 
hop Duration = 0.010, num Bands = 40 are used. 

After having chosen fixed time-scale intervals from the input sound spectrograms, 
a scaling function is applied to them; a series of non-zero spectra are constructed. 
Then, discrete Fourier transform of each subsequence is generated to form an image 
[46]. 

2.3 Addition of Noise 

We have also tried different hyperparameters and adding noise to the audio signal 
before making the spectrogram. This is very important for real-world applications 
because the words you want to say will never be completely spoken without other 
distractions. A pure white noise from the thermal voltage of the analog microphone 
amplifier will always be in the background, but there will also be noise from other 
sources, like the unorganized crashes of nearby renovations or a highly organized 
distraction that isn’t important. Our sample dataset had audio interference from a 
variety of noise sources, such as a dishwasher, mixed in at random to make it look 
like background noise [18]. We tried this at different noise-to-signal ratios, from 0 to 
0.5, to see how it worked (corresponding to signal–noise ratios of infinity up to 6 dB). 
But, the effect was very small: only, a few percentage points of accuracy were lost 
because of more background noise. This means that this method isn’t very sensitive 
to noise, but low signal-to-noise ratios have a big impact on even the accuracy of 
humans when they do the same thing.
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Fig. 2 Network structure of the proposed CNN model 

2.4 Network Design 

The final network design is very much based on the classic VGGNet [36]. We are 
going to talk about a kind of multi-stage CNN-based model that has four blocks. 
Each block has convolutional and batch normalization layers, a ReLU activation 
function, and max-pooling layers that downsample feature maps “spatially” (that is, 
in time and frequency) using a kernel size of 3. The final max-pooling keeps the 
input feature map in one place at a time. This makes the input spectrograms time-
translation-invariant, so the network can do the same classification no matter where 
the speech is in time. If you want to make it less likely that the network will remember 
specific features of the training data, add a small amount of dropout to the input to 
the last fully connected layer. The dropout rate should be 0.2. In Fig. 2, you can see 
how the proposed CNN would work. 

The convolutional layer uses 1D convolutions with a kernel size of 3. For the first 
block, the number of convolutional layers is 12, after which the number is doubled 
for every block ending with 96 filters. The process of feature extraction and the 
mathematics behind it are in [47, 48]. 

2.5 Model Training 

The exploration study was done with the MATLAB 2019a. Everything was done 
on a laptop, such as an HP Pavilion Core i5 5th generation with a simple NVIDIA 
GEFORCE GTX 1050Ti. We used Adam’s optimizer to train the model. We used 
a mini-batch size of 128 and trained for 25 epochs. We then reduced the learning 
rate by a factor of 10 after 20 epochs with other parameters such as training options 
(Adam), initial learning rate (3e-4), all the number of epochs including max epochs, 
i.e., 25, a mini-batch size, shuffle, plots, training progress, verbose, false, validation 
data, i.e., {X validation, Y validation}, validation frequency, learn rate schedule, 
piecewise, learn rate drop factor, i.e., 0.1, learn rate drop period, i.e., 20, validation, 
and test accuracy was wisely recorded.
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3 Results and Discussion 

Training, validation, and test sets are each made up of a different part of the dataset. 
This way, the proposed method’s performance can be judged. Randomly, the training 
and validation samples are split up about 80:20. Also, 2200 samples, including 200 
of each speech command, are kept separate for testing. This way, we can see how 
well the applications work. Accuracy and loss are reported for the validation data and 
the data that are used to test it for accuracy. Model: 95.68 percent accuracy and 0.028 
loss, respectively, are achieved by the proposed model during validation testing. The 
proposed model also learns at 3e-05 per second on the validation set, which means 
it learns very quickly. There is a Table 2 that shows how well the proposed model 
does on a test set, and it shows that it gets 93.71% accuracy. 

The results show that the model correctly predicts a high percentage of samples. 
Again, the performance of the proposed system concerning different noise levels, 
i.e., noise-to-signal ratio, is recorded in Table 3. 

It is noticed from Table 3, with increasing the strength of background noise, the 
performance of the proposed speech command recognition model degraded, but the 
effect was relatively very small. 

Again, no doubt, many types of research are reported on speech recognition, but 
these are mainly focused on identifying speech of gender, speaker recognition [49], 
and emotion recognition. The reports on recognition of speech commands are limited, 
especially in a noisy environment. The comparison with the state-of-art is illustrated 
in Table 4. 

It was observed from Table 4 that the proposed methodology’s performance is 
competent enough with the state-of-art, even if in a noisy environment. In addi-
tion, it not only recognized the ten speech commands but also identified unknown 
commands. This research is important because it shifts a speech (audio) recogni-
tion problem into the field of image classification, where the powerful techniques of 
CNNs can be fully used. 

4 Conclusion 

This study presented a model based on deep image classification for speech command 
recognition to support a CNN. Here, we have used a log-mel spectrogram for repre-
senting speech signals. The dataset used in the study was collected from [45], which 
is freely available. The training and validation samples are split randomly concerning 
80:20. Also, 2200 samples, including 200 of each speech command, are kept sepa-
rately for the test purpose. The proposed model successfully predicted all ten pre-
defined speech commands. Others are labeled as “unknown” with excellent results 
compared with other existing state-of-the-art techniques. The model’s performance 
is degraded with increasing strength of noise, but it is very less in terms of accu-
racy percentage. This work mainly focused on speech command (one-second long)
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Table 3 Performance of proposed speech command recognition model in different noise levels 

Strength of background noise (noise-to-signal 
ratio) 

Validation accuracy (%) Test accuracy (%) 

0.0 (no noise) 97.80 88.80 

0.1 95.68 93.71 

0.2 94.5 94.2 

0.3 93.8 91.1 

0.4 92.1 89.1 

0.5 89.2 86.5 

Table 4 Comparison of the proposed methodology with state-of-art 

References No. of 
speech 
commands 

Unknown 
command 
identified 

Presence 
of noise 

Methodology Accuracy 

[50] 5 No No Feature 
extraction with 
Mel-frequency 
Cepstral 
Coefficient 
(MFCC) and 
deep CNN 

Validation 
accuracy—95.1% 
Test 
accuracy—94.5% 

[51] 10 No No CNN Validation 
accuracy—96.7% 
Test accuracy—N/A 

[52] 10 Yes No CNN Validation 
accuracy—97.5% 
Test 
accuracy—87.8% 

Proposed 
methodology 

10 Yes Yes DL for image 
classification 

Validation 
accuracy—95.68% 
Test 
accuracy—93.71% 

NO Validation 
accuracy—97.8% 
Test 
accuracy—93.8%

recognition, so the proposed model can be further improved for long (more than one 
second) speech by determining the few more optimal feature. As for long speech 
commands, there is a possibility of a large variation of the frequency component. 
So, the number of features is increased. And with consideration of these large sets 
of features, the computational complexity increases. To address this issue, optimal 
feature selection is required to transform a large number of correlated variables into 
a smaller set of composite variables, which is the future scope of this research.
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The Importance of Physical Health 
Maintenance Applications During 
the COVID-19 Pandemic in Indonesia 
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Abstract In this pandemic situation, there are many problems facing people from 
all over the world. For example, economic downgrades, family problems, illness, 
and health problems, etc. Indonesia is one of many countries facing this situation. 
With a record of being the fourth most populous country in the world, Indonesia 
easily creates a lot of problems in this pandemic situation. This pandemic situation 
has made the world aware of such problems in their lives. One of the important 
types of problems that arise from this awareness is the maintenance of physical 
health. Maintenance of physical health is very important for this pandemic situation. 
COVID-19 can really cause many diseases, and therefore, health maintenance is 
very important to get rid of this virus. Many media inform the public to take care of 
their physical health, but there are also many things that need to be considered and 
continue life as it is. Therefore, information explaining the importance of maintaining 
physical health is needed by people in Indonesia, and this study tries to review the
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importance of health maintenance. This data can be shown in of an app, where it 
is all currently done digitally, in conjunction also with COVID-19 pandemic that 
has resulted all people to become digitally literate. In addition, there is also the 
risk of access to meet other people if you have to consult a doctor, so making a 
physical health maintenance application during the COVID-19 pandemic will be 
very helpful. Various educations can be given to the public, such as educating the 
public that taking supplements/vitamins is important in preventing the COVID-19 
virus. Consuming minerals and vitamins for endurance is indeed important during the 
current pandemic, because the body needs these substances to increase endurance. 
Apart from supplements, vitamin and mineral needs can also be obtained from various 
types of food. According to dietitian Maxine Smith, eating healthy foods is the 
best way to keep the immune system in balance, because the immune system relies 
heavily on nutritious food. This is because healthy foods contain various substances, 
including vitamins and minerals as immune support. 

Keywords Physical health · Applications · COVID-19 pandemic · Immune 

1 Introductions 

People in Indonesia are disturbed by a virus called COVID-19, where this virus 
attacks the respiratory system. This virus can cause mild respiratory problems, lung 
infections, and even death. In an effort to break the chain of the spread of the coron-
avirus, the government made a policy by implementing social distancing movements. 
With this disease, there are many problems such as psychological problems, health 
to economics. 

The current pandemic period prioritizes health being the number one thing that 
must be maintained, so the government makes students have to take lessons from 
their respective homes. This is because it is feared that schools will easily spread 
this virus. Health is very important for humans because by maintaining health, and 
we can avoid the coronavirus. But there are also many people who think this virus 
is like an ordinary virus (Kemendikbud). Many people do not wear masks, which 
means that wearing a mask can reduce coronavirus pollution. 

The existence of the coronavirus as it is today makes physical health very important 
for the people of Indonesia because with our physical weakness, we are easily exposed 
to this virus. If we do not take care of our physical health, our bodies will feel weak. 
There are many ways to strengthen our physique, for example, such as exercising 
where we exercise is very beneficial for our health, and also by exercising one way to 
fight COVID-19 by exercising provides many benefits for health, either improving 
physical fitness or maintaining health. From the existence of these coronavirus, there 
are some questions needed to be answered. Is physical health important for this time?, 
who plays the important part of maintaining it?, and what kind of foods and vitamins 
that are good to increase the body’s immune system?
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Physical health is very important in this pandemic situation. There are several 
reasons that the physical health is important for the people and the existence of that 
importance to the people in this pandemic situation. 

1.1 Save Money 

According to the Centers for Disease Control and Prevention, chronic illnesses act 
for seven out of every ten deaths in the U.S., while chronic disease treatment acts for 
86% of U.S. healthcare costs. While some diseases are unavoidable, you can reduce 
your risk of developing them, such as heart disease and diabetes, by avoiding risky 
behaviors and leading a healthy lifestyle. 

Trying to make healthy lifestyle choices, such like getting daily exercise, can 
reduce the risk of developing a variety of health issues and problems, which can 
result in costly medical care. 

1.2 Increase Your Life Expectancy 

Various studies have shown that regular physical exercise increases life span and 
lowers the risk of premature death. Even though there is no magic formula for 
converting hours of physical activity into extra days of life, data indicates that people 
who are highly active are healthier and more productive. 

1.3 Reduce Your Risk of Injury 

Exercising improves muscular strength, bone strength, agility, and stability. Physical 
fitness, particularly as you age, can reduce your risk of and adaptability to accidental 
crashes. Stronger muscles and better balance, for example, mean you are less likely 
to trip and fall, and stronger bones imply you are less likely to get bone injuries if 
you fall. 

1.4 Improve Your Quality of Life 

The effects of a sedentary lifestyle and a lack of physical activity can be detrimental 
to one’s health. Physical inactivity has been linked to an increased risk of cancer, 
a variety of chronic diseases, and mental health problems. Exercise, on the other 
hand, has been demonstrated to boost mood and mental health as well as providing
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a variety of other health advantages. Fitness helps us in many ways and you might 
not have been allowed to do either. 

1.5 Stay Active 

Healthy lifestyle enables readers to engage in tasks that require some certain fitness 
level. Climbing to the summit of a mountain, for example, is a satisfying experience 
that delivers a sense of success as well as great vistas, but some people are unable to 
do so due to a lack of physical fitness. 

For people who have neglected physical activity for a long time, even a walk 
around the zoo with their family or playing in the playground with their children 
might be a problem. If you are active, it is easier to stay active as you get older. It can 
be inferred that being active does not have to entail traveling to far-flung locations, 
but can be achieved through little actions such as reading. 

1.6 Improve Your Health 

There are many health benefits to physical fitness. Workout and physical exercise 
on a routine basis help to build strong bones and muscles. It helps with breathing, 
overall health, and general wellness. Staying active can also help you maintain a 
healthy weight, reduce your risk of type 2 diabetes, heart disease, and reduce your 
risk of some cancers. 

In other words, staying active is an important part of maintaining good health 
and fitness. So there is no silence and lazy to do activities in this COVID-19 period 
because with us exercising a lot and moving a lot can make our bodies stronger and 
increase body immunity. We can also get rid of boredom at home, instead of just 
sitting there, it is better if we look for a certain activity that can certainly develop 
ourselves. There are many things that can keep us active during this pandemic. 

2 Background and Context 

Coronavirus disease 2019 (COVID-19) is an infectious disease caused by the coro-
navirus, which has become a world health crisis due to its very fast spread [1–6] 
COVID-19 began to occur in December 2019, this virus outbreak first occurred in 
the city of Wuhan in the Central Hubei Province of China which is where this virus 
attacks human health. Physical activity in most of the world’s population may have 
been reduced because as a result of this pandemic, the number of people working 
from home or not working according to who said that as a result of the act of keeping
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a distance, physical activity decreased which made a person anxious, angry, restless, 
and depressed [7–10]. 

3 Problem Statement 

The threat of the coronavirus that causes COVID-19 in Indonesia makes most people 
nervous. The reason is clear, the Wuhan coronavirus (SARS-CoV-2) has infected 
more than 95,000 people globally, and killed more than 3000 people. Detecting 
everyone with COVID-19 is a global problem. There are, too, many existing respira-
tory infections, such as colds and flu, occurring in different countries and requiring 
testing of everyone with coronavirus symptoms. Then, there are still many people 
who do not understand more deeply about this coronavirus. As a result, our team app 
includes detailed information about the COVID-19 virus, how else to stop it, and 
how to manage it for those who have been infected with it. Not only that, we also 
provide advice on food, vitamins, and any type of exercise that can be done at home. 

WHO has previously highlighted lack of funding of mental health: prior to the 
pandemic, countries were spending less than 2% of their national health budgets on 
mental health and were struggling to satisfy the requirements of their populations. 
Furthermore, the pandemic is increasing the demand for mental health services [10– 
15]. Depression, isolation, financial loss, and afraid all are factors that contribute to 
or exacerbate mental disorders. Many persons could be abusing alcohol and drugs, 
as well as suffering from insomnia and anxiety. COVID-19, on the other hand, can 
cause psychological and mental health effects such like mental illness, irritability, 
and stroke. People who have a history of mental, neurological, or substance abuse 
disorders are also much more sensitive to SARS-CoV-2 disease, with a higher risk 
of suffering outcomes, such as death. 

4 Research Questions 

a. Is physical health very important during the COVID-19 pandemic? 
b. Who plays an important role in maintaining physical health? 
c. What foods and vitamins are good for consumption to increase the body’s 

immune system? 

5 Relevance and Importance of the Research 

The relevance and importance of this research are that there are still a lot of people 
who are still blind to information about COVID-19, from how to handle it, how 
to avoid it, the latest variants of COVID-19, to what should be consumed to avoid
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this virus. Now that’s all related to our research, because we have the idea to create 
an application that can help the public provide deeper insight into this COVID-19 
[16–20]. 

6 Literature Review 

This research is motivated by the low knowledge of the Indonesian people about 
COVID-19, and there are many factors that cause this to happen, including people 
who are affected by what other people say that COVID-19 is not real, people who do 
not have gadgets and live in an insightful perspective. The signal is bad so we do not 
get news about COVID-19. Overall, we believe that there is only several apps that 
describe how to manage COVID-19 as well as other up to date news about COVID-
19. The suggestion in this study is that it is hoped that all Indonesian people will 
be more aware of this virus because this virus is real and not a hoax, if all people 
are aware and aware of this virus, the COVID-19 virus will quickly disappear from 
Indonesia [21–25]. 

7 Methods and Sources 

The method we use in this study is a qualitative method because it can develop 
values and draw conclusions based on data, with a process oriented and subjective 
nature of individual data and value content. We will also conduct interviews to gain 
a deeper understanding of the topics in this research. Data analysis in qualitative 
research is interpreted as an effort to systematically search and organize notes from 
observations, interviews, and others to increase the researcher’s understanding of the 
case under study and present it as findings. To get that understanding, the analysis 
needs to be continued by trying to find meaning [26–28]. 

Sequentially, data analysis in qualitative research starts from the stages of data 
collection, data reduction and categorization, data display, and drawing conclu-
sions. Qualitative data analysis is integrated into the activities of data collection, 
data reduction, data presentation, and conclusion of research results [29–32]. 

8 Key Concepts, Theories, and Studies 

According to researchers from the WHO, the COVID-19 pandemic has made many 
of us stay at home and sit longer than usual. It is difficult for many of us to do the 
kind of exercise we are used to. Even more difficult for people who do not usually 
do much physical exercise. But at times like these, it is important for people of all 
ages and abilities to be as active as possible. Just taking a short break from sitting,
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by doing 3–4 min of light intensity physical activity, such as walking or stretching, 
will help relax muscles and increase blood circulation and muscle activity. May 
lower high blood pressure, help regulate weight and reduce the risk of heart disease, 
stroke, type 2 diabetes, and various types of cancer—all conditions that can increase 
susceptibility to COVID-19 [33]. 

An instant diet is very dangerous during COVID-19 pandemic. Food and drink 
can affect body ability to recover from infection. While no food or dietary supple-
ment can prevent or cure COVID-19 infection, a healthy diet is important to support 
the immune system. Good nutrition can also reduce the chances of developing 
other health problems, including obesity, heart disease, diabetes, and some cancers 
[34–38]. 

Apart from eating healthy foods, taking supplements is also important during 
this COVID-19 pandemic. Consumption of health supplements can help fill gaps in 
nutrient intake that may not be obtained from fresh food. Taking supplements as an 
anticipatory plan to maintain immunity during a pandemic is a natural step and is 
relatively cheaper and easier for most people. Various studies have also shown that 
taking supplements can increase endurance in groups of people who have difficulty 
meeting their nutritional needs from food [39, 40]. 

9 Key Debates and Controversies 

Indonesian people’s awareness of hygienic living at first glance looks quite well 
established. Moreover, the flow of information about how to live clean and healthy 
has been scattered on social media. However, the public is not educated enough. This 
is shown by data from the Ministry of Health. It is noted that only 20% of the total 
Indonesian people care about hygiene and health. In addition, based on data from 
the Directorate General of P2P in 2016 which states that there are still 6.8 million 
cases of diarrhea in Indonesian society and threatens health and even life safety. 
This figure can actually still be reduced with a hygienic lifestyle. Chairman of the 
Association of Indonesian Clinical Microbiologists (PAMKI) DKI Dr. Wani Devita 
Gunardi, SpMK, said that public education about cleanliness is important. Dangerous 
bacteria are everywhere, also hygienic houses could be a cause of disease. Therefore, 
greater attention is needed to educate the public regarding “hygiene issues,” he said 
in his remarks at the opening of IHF, Chubb, Central Jakarta, Monday 23 April 
2018. Therefore, based on this, Unilever initiated the establishment of a collaborative 
forum called the Indonesia Hygiene Forum. In Indonesia, a tier of cleanliness is low, 
only 20% of the population takes cleanliness seriously. “Indonesia Hygiene Forum 
(IHF) to be a forum for communication and collaboration between parties involved 
in health and hygiene, through an educational and scientific approach knowledge,” 
said Hemant Bakshi, President Director of PT, Unilever Indonesia, Tbk. In addition 
to education, Indonesia also needs hygienic standardization that can be applied in 
general and comprehensively and can function as an evaluation indicator for the 
government and the Indonesian people. Prof. of Public Health at the University of
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Indonesia, Prof. Purnawan Junaidi stated that it is not only individuals, to make it 
happen, a special team is needed. “To solve this problem, it is necessary to form a 
special team that will determine hygienic standards in Indonesia. These standards 
can be used as evaluation material so that hygiene-related diseases do not easily 
infect the community.” 

10 Gaps in Existing Knowledge 

In this study, what needs to be learned is how to create a media, such as an application 
that can improve the health of everyone at home during this pandemic. This research 
only takes the scope of society in Indonesia with a sample, namely themselves. 
Things like articles that can help in this research can also be existing knowledge to 
apply. In addition, various references that exist may be able to help. However, its 
application is only in the form of theory and is not made. From this research, the 
application can motivate readers to create health applications in Indonesia. 

11 Practicalities and Potential Obstacles 

In this study, things that have the potential to make this research fail are the lack 
of cooperation with the samples, insufficient tools, and poor member cooperation. 
Besides that, also lack understanding of the function of the hypothesis, so it is consid-
ered that all types of research must be formulated with hypotheses. Making a hypoth-
esis relies solely on perception, so that a hypothesis becomes very speculative. Lack 
of maturity in making a framework of thought, so that the formulation of the hypoth-
esis has a low rational value. Not supported by established theories or accountable 
research results. Hypothesis testing in principle is significance testing. Significance 
itself is the level of error that is obtained/expected when the researcher wants to 
identify the research sample. Or in other words, the researcher performs an assess-
ment of the population parameters based on the data that has been collected from the 
parameters of the research sample. 

If the results are not significant, then it means that the data collected did not 
succeed in proving the relationship between X and Y, and it does not mean that X has 
no effect on Y, but that the sample data did not succeed in proving the relationship. 

12 Implication and Contributions to Knowledge 

The implications of this research will be used by several people who want to make 
an application related to the health of the Indonesian people. This research will 
also make a major contribution to them and students who need knowledge of the
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importance of health during the COVID-19 pandemic. Besides that, it also provides 
insight to people who don’t know about COVID-19 so that they understand more 
about how to deal with COVID, handling during COVID-19 and others. 

13 Conclusion 

Physical health is defined as the absence of illness or injury. Among the most crucial 
matters to sustain during the COVID-19 pandemic is its physical health. A good diet, 
physical well-being, bone caries, personal grooming, and take naps are all examples 
of physical health. Physical health is critical to one’s overall well-being. Chronic 
disease is a condition health issue that will not resolve itself. 

For example, diabetes, asthma, joint disease, or cancer. Chronic diseases are 
manageable but not curable. There are currently nearly 70,000 children and youth 
under the age of 18 currently living in Bolton, and this will increase rapidly by 2021. 
The current pandemic serves as a reminder to all of us to take an active role in our 
own health care and to be aware of our physical health. Maintain regular contact 
with your health care team, whether through phone calls, video visits, or face-to-
face sessions. Ask your doctor about wearables that can help you track your health 
problems. Accept responsibility for increasing your understanding of your risks, as 
well as the prevention and treatment of chronic disease. Share this information with 
those who live with you or with people you care about to help them improve their 
physical health. If you have a chronic disease or care for someone who has it, you 
understand the importance of understanding the dangers, prevention, and treatment 
of the condition. Physical health can also be expanded by maintaining your circle of 
support. One approach to achieving this is to enroll in a group workshop to learn how 
to manage your own health and the health of someone you care about. In a pandemic 
situation like this, health care is very important for the entire community toward off 
the COVID-19 virus. Those who are responsible for maintaining health care them-
selves because physical care is their own responsibility. All kinds of vitamins are 
essential for their own physical maintenance. 

In this case, everyone plays an important role in maintaining their physical 
health, both the physical health of themselves and those of those closest to them. 
We ourselves must be aware of how important physical health is, especially in this 
COVID-19 pandemic when health becomes a valuable thing. If it is not from oneself 
who cares, then optimal physical health will not be created. We must also remind 
those closest to us to maintain physical health, such as reminding them to follow strict 
health protocols and always maintain their immune system. One way to maintain 
optimal physical health is to consume various vitamins that can increase endurance, 
such as vitamin C which helps prevent infection and shortens the stay of viruses or 
bacteria in the body. It is true that taking vitamins will not protect us 100%, but by 
taking vitamins the probability of our body being attacked by disease is lower.
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Recommendation System Using Deep 
Learning with Text Mining Algorithm 
in E-commerce Framework 
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Abstract E-commerce has always been thought of as a fast-growing business, and 
even while online purchasing has not followed the same boom patterns as in the past, 
it is now being recognized for its potential. One of the current study topics in the 
field of textual content mining is sentiment evaluation. Digging normal language for 
conclusions and feelings is a dreary cycle. The best solution is to conduct a sentiment 
analysis. This gives crucial data to decision production in an assortment of fields. 
There are a variety of sentiment detection algorithms available, each of which has 
an impact on the quality of the final result. In this study, we investigate people’s 
feelings toward the services offered by e-commerce websites. Reviews, ratings, and 
emoticons are among the sentiments. The main purpose is to identify bogus reviews 
using user and product ids in order to purchase the best products and analyze which 
one is the best. For this, we deploy a mixed learning system that analyzes numerous 
service feedbacks. To track down the scores of each word, a text mining calculation 
is utilized. The sentiments are then divided into three categories: negative, positive, 
and neutral. It is possible to study a website to figure out whether there are any bogus 
reviews. Finally, anticipate the bogus reviews left by users. Only paid users can leave 
reviews, and duplicates are checked using the user id and booking id. Credible client 
criticism is incorporated when making item suggestions. 

Keywords Electronic commerce · Product recommendation · Machine learning ·
Sentiment analysis · Text mining algorithm 

1 Introduction 

The Internet has adjusted the most common way of looking for data and formed 
our shopping conduct behavior. It is no longer just a place of knowledge but offers 
an interactive platform for any purpose of trading individual involvement in items
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Fig. 1 Sentiment analysis process 

or services [1–3]. Through the intelligent idea of the web, buyers are likewise fit 
for giving data, and in this manner, the data deviation is diminished. Consumer-
based information in the shape of online reviews is valuable for potential customers 
and therefore represents an essential element in the buying decision process [4–6]. 
Reviews are remarks that represent someone’s idea, opinion, or experience with 
a market product. Users leave product reviews on e-commerce websites to offer 
suggestions or share their experiences with product providers, merchants, makers, 
and new buyers [7–10]. By studying the suggestions, the supplied user experience 
can assist any organization in growing toward improvement. Any product provider 
can profit or lose money depending on the polarity of evaluations. In another way, 
new consumers are influenced by reviews while making a buying decision. It may be 
stated that the consequences of reviews have distinct effects on both businesses and 
users [11]. So, implement the framework for buying the products based on automated 
decision-making. Figure 1 shows the process of sentiment analysis. 

2 Related Work 

Anas et al. [12] created an examination of two models to clarify model execution for 
this current “Amazon’s howl” dataset and their significance for constant program-
ming sending. Hence, the random forest model beats the naive Bayes strategy by a 
huge degree. The objective is to pick a calculation to attempt crafted by recognizing
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and disposing of fake surveys. The matter is tended to genuinely, and a reasonable 
comprehension of its legitimateness and need is given. Half and half and imagi-
native models for the bogus survey identification model can be tried later on. The 
execution technique are implemented to accelerate the results are done using Google 
co-lab platform. This model is additionally evolved using naive Bayes and discre-
tionary woodlands moves close. These calculations can be utilized to rapidly sort 
out the number of spam surveys a site or application has. To battle such spammers, 
a complex model that has been prepared on great many surveys is required. The 
“Amazon Yelp dataset” is utilized to prepare the models in this review, and it is a 
genuinely minuscule dataset that might be scaled to accomplish high exactness and 
adaptability. Limitation is the low of execution process. 

Yao et al. [13] the author proposes an ensemble fake review detection model for 
detecting bogus reviews. The model’s four processes are data resampling, feature 
reduction, parameter optimization, and classifier building. The underlying three 
stages are proposed for making base classifiers. The performance of the ensemble 
model improves considerably after optimizing the base classifiers on two sample Yelp 
datasets with skewed distributions; this presentation is recognizably better compared 
to that of different normal models and approaches. The examination yielded an 
assortment of results, both hypothetically and essentially. Because it outperforms 
other meta-classifiers on the indicated datasets, the Gaussian kernel support vector 
machine (SVM) classifier was chosen as the meta-classifier in this study. The network 
search strategy is additionally used to work on the boundaries. We also apply the 
proposed data resampling approach to improve the meta-classifier to its maximum 
potential. However, it takes long time when there are too many features. 

Elmogy et al. [14] present a machine learning-based response for recognizing 
fake reviews. This review utilizes an assortment of elements and designing systems, 
notwithstanding the audit highlights extraction technique to separate different analyst 
practices. The review checks out the aftereffects of various tests on a genuine 
Yelp dataset of café surveys, both with and without social elements gathered from 
customers. We look at the presentation of KNN, naive Bayes (NB), SVM, logistic 
regression, and random forest classifiers in the two cases. Particular n-gram language 
models, similar to bi-gram and tri-gram, are associated with the evaluations. The 
examination utilizes various elements designing strategies on the corpus to extri-
cate unmistakable analyst practices, as well as utilizing regular language handling 
to concentrate and take care of audit attributes to classifiers. In this review, the 
impact of the commentators’ recuperated characteristics on the classifiers is thought 
about. The results suggest that the created credits help in the recognizable proof 
of fake studies. The discoveries show that the made qualities work on the method 
involved with distinguishing bogus audits. Limitation is difficulty level to consider 
more behavioral features. 

Mohawesh et al. [15] offered a detail evaluation of the most notable machine 
learning-based fake review detection research to date. To begin, we looked at the many 
approaches to feature extraction that has been employed by several scholars. From 
that point forward, we talked about the current datasets and how they were made. 
We then explained several common machine learning and neural network models for
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false review detection using summary tables. Traditional statistical machine learning 
enhances text classification model performance by improving feature extraction and 
classifier construction. Deep learning, on the other hand, boosts performance by 
improving the presentation learning method, algorithm structure, and extra knowl-
edge. We also analyzed numerous deep learning and transformers based on neural 
network models that have not been used in the detection of fraudulent reviews. 
According to the results, RoBERTa has the highest efficiency on both datasets. 
Furthermore, recall, precision, and F1 score were used to illustrate RoBERTa’s effi-
cacy in detecting fraudulent reviews. Finally, the current research gaps in this field 
were identified, as well as potential future directions for achieving reliable results in 
this domain. However, it is difficult to detect multilingual fake reviews. 

Hassan et al. [16] using a dataset of hotel evaluations from online sources, 
researchers created an effective supervised machine learning strategy for classifying 
fraudulent online reviews. Counterfeit Internet-based survey location is commonly a 
paired characterization issue. Purchasing things in online is something we do reliably. 
When we are considering purchasing something, almost all of us first look it up on 
websites such as Amazon, AliExpress, eBay, and others. In the case of travel, online 
service providers can assist with hotel reservations, air ticket purchases, and a variety 
of other duties. However, because we cannot see the products or services we are 
buying, we rely on what other people have to say about them. Subsequently, online 
surveys are fundamental when settling on buying choices. This also provides an 
opportunity for certain evil actors to deceive consumers by posting phony comments 
and reviews. They can publish phony reviews to promote their items or to denigrate 
competitors’ offerings. As a result, detecting fraudulent Internet reviews is critical 
for both users who profit from reviews and businesses who want to keep their good-
will with customers. Using various machine learning approaches, many academics 
are focusing on auto-detection of bogus reviews. The bulk of studies is based on 
supervised learning. Many of the researchers use semi-supervised and clustering 
methodologies. Performance is less when dataset is large size. 

Wang et al. [17] multi-feature fusion and rolling collaborative training are 
combined in a model for detecting fraudulent reviews. Tests have shown that this 
strategy beats more standard techniques. It expands characterization precision and 
works on the viability of the grouping framework by utilizing unlabeled informa-
tion. At the same time, the consistency of opinion and score is examined, and the 
audit’s element extraction is performed utilizing the message portrayal model, which 
includes combination joined with the message’s outside highlights, bringing about a 
critical improvement in the grouping model’s arrangement impact. The main reason 
for this is that professional fake authors’ writing styles will change as a result of an 
update to the e-commerce platform’s detection mechanism, which we will do every-
thing possible to avoid. Because of the detecting process, it is more difficult to be 
discovered, and appropriate countermeasures can be deployed based on consumer 
psychology and events such as shopping festivals. And expect that future researchers 
will continue their work in the dynamic update detection approach area. Limitation 
is to improve the system which can detect false information in multiple fields.
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Liu et al. [18] give a staggered intuitive neural organization model with perspective 
limitations that mines the multi-facet understood articulation method of audits and 
consolidates four aspects into survey portrayals, including users, review texts, prod-
ucts, and fine-grained aspects. We model user-product relationships and recast the 
model’s objective function using these relationships as a regularization term. Exper-
iments on three publicly available datasets show that the model we offer outperforms 
current techniques, demonstrating its efficacy and versatility. To test the MIANA’s 
adequacy, we ran broad tests on three freely accessible datasets. The experiments 
demonstrated that the MIANA outperforms state-of-the-art systems for false review 
detection tasks and that the proposed scheme is both successful and practicable. It is 
difficult to combine user-product information. 

Wang et al. [19] there are two sorts of features available: a behavioral feature 
set and a semantic feature set. Using semantic analysis, we suggest three feature 
sets. Although behavioral features have good detection accuracy with supervised 
classifiers, our research indicates that semantic features also function well on real-
life bogus reviews in the commercial scenario of Yelp.com. Readability features, 
topic features, and n-gram features are all similar in terms of performance among 
the semantic features. The feature vectors were created for n-gram features using 
the review content’s count and Tf-Idf values, and the classification process was 
performed using SVM and NB classifiers. From overall evaluation, the LR classifier 
was more accurate that achieves up to 97.2% accuracy with all characteristics. With 
the introduction of e-commerce, a growing number of consumers are enjoying the 
convenience of purchasing online and subsequently sharing their experiences on the 
electronic company website. Customers and merchants may use these online opinions 
to make purchasing and other decisions. Positive reviews play a simulative role in 
reaping economic rewards and a well-deserved reputation for merchants’ firms when 
it comes to Internet reviews. As a result, retailers have strong ambitions to manipulate 
their reputation and hire specialized imposters to post greater ratings on purchasing 
sites. It is difficult to construct more feature vectors. 

Liu et al. [20] the researchers looked at online shopping site review records 
and presented a new method for detecting false product reviews. By examining the 
temporal trends of reviews and comments, this review outlier identification approach 
discovers outlier products. As a result of this viewpoint, our strategy outperforms 
other ways. Detecting review records is also quick and simple. To conduct the 
study, we used an Amazon China dataset to examine the characteristics of online 
reviews. After that, we suggested an isolation forest-based strategy for detecting 
bogus reviews. To represent the adequacy and productivity of our framework, we 
contrasted it with different worldly exception recognition techniques. And, while 
the proposed method can better discover outlier items based on anomalous evolving 
patterns, the experiment also revealed that the window size for review records selec-
tion is crucial. In terms of detecting accuracy, a larger window size will offer better 
outcomes. We noticed that outlier reviews tend to explode quickly, usually within a 
few days or weeks. It is difficult to combine multiple feature review datasets. 

Hassan et al. [21] this review utilized different semi-directed and managed text 
mining ways to deal with identify counterfeit web-based audits. To generate a superior
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feature set, we joined features from different research studies. We also utilized a 
different classifier that was not used in the previous study. More seasoned advances 
are being eliminated for more current, more intricate ones. Individuals may now finish 
their work all the more rapidly on account of these new advances. The Internet-
based commercial center is an illustration of such innovative progression. Online 
sites permit us to buy and reserve a spot. Nearly everybody understands item or 
administration surveys prior to making a buy. Therefore, online audits have turned 
into a significant wellspring of notoriety for organizations. They, moreover, generally 
influence thing and organization publicizing and headway. Fake Internet reviews have 
been a major source of concern as online marketplaces have grown in popularity. 
People can write fraudulent evaluations in order to promote their own items, which 
can be harmful to actual users. Furthermore, rival businesses can try to smear each 
other’s reputations by posting phony bad reviews. Accuracy is less in unlabeled 
datasets. 

3 Machine Learning Techniques 

The sentences which represent observations that are represented as positive or nega-
tive are called sentiments. The users who buy products can post their reviews in 
the e-commerce websites [22–26]. Those reviews can be extracted as unstructured 
data. The unstructured data is transformed into structured form and extracts features 
from structured data. The features of the words are selected and then classification 
technique is applied on extracted features to classify them into its sentiment polarity, 
that is, namely either positive or negative [27–31]. Representation of feature words 
which is based on machine learning techniques is discussed as follows. 

3.1 Naive Bayesian Classifier 

The naive Bayesian classifier depends on Bayes’ hypothesis with autonomy suspi-
cions between indicators. A naive Bayesian model is not difficult to work, with no 
confounded iterative boundary assessment which makes it especially valuable for 
extremely huge datasets [32–34]. In spite of its effortlessness, the naive Bayesian 
classifier frequently does shockingly well and is broadly utilized in the light of the 
fact that it regularly beats more complex characterization strategies [35]. Algorithm 
Bayes theorem gives an approach to calculate the posterior probability (P(c|x)), from 
P(c), P(x), and P(x|c). Naive Bayes classifier assumes that the impact of the value 
of a predictor, x on a given class, c is not dependent on the values of other predictors 
[36]. This assumption is called class conditional independence in Eq. (1). 

P(c|x) = 
P(x |c)P(c) 

P(x)
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P(c|x) = P(x1|c) ∗ P(x2|c) ∗ . . .  ∗ P(xn|c) ∗ P(c) (1) 

where 

• P(c|x), posterior probability of class (c, target) given predictor (x, attributes). 
• P(c), prior probability of class. 
• P(x|c), probability of predictor given class(likelihood). 
• P(x), prior probability of predictor 

The naive Bayes classification only analyzed positive and negative reviews and 
provides reduced accuracy in classification. 

3.2 Support Vector Machine Algorithm 

Support vector machine breaks down the data, characterizes the decision boundaries, 
and uses the kernels for calculation which is acted in input space. The two sets 
of vectors are input data of size m each [37–39]. Then, at that point, each datum 
addressed as a vector is arranged in a specific class. Presently, the task is to observe 
a margin between two classes that is a long way from any document. The distance 
characterizes the margin of the classifier, amplifying the margin diminishes indefinite 
decisions [40, 41]. SVM additionally supports regression and classification which are 
valuable for measurable learning theory, and it helps perceive the factors precisely 
that should be considered to comprehend it effectively. It tackles the optimization 
issue of tracking down the most extreme margin hyperplane between the classes [42– 
44]. This is basically required to avoid overfitting. Basically, it is a linear classifier 
separating the classes which can be separated with the help of linear decision surfaces 
called hyperplanes. For classes having binary features SVM draws a line between the 
classes, and for classes having multiple features, hyperplanes are drawn. However, it 
can be used for classifying the nonlinear data also by transforming the feature space 
into the higher dimensional space so that the nonlinear data in higher dimensional 
can be isolated effectively by a hyperplane [45–48]. This change is made simple 
with the assistance of kernel trick. With the assistance of kernels, it is not important 
to calculate everyone of the dimensions when change and estimation of hyperplane 
should be possible in a similar lower-dimensional feature space. Kernels are not 
used only for this purpose but also for making the calculation easier in case of many 
features [49]. Various kernels are used by machine learning approaches, e.g., radial 
basis function and poly [50].
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4 Automated Recommendation Using Text Mining 
and Deep Learning 

A recommendation system has been carried out in view of the hybrid approach of 
stochastic learning and context-based engine. We have tried to combine the existing 
algorithms for recommendation to come up with a hybrid one. It increases the effec-
tiveness by beating the drawbacks of traditional recommendation systems. Recom-
mender frameworks being a piece of data sifting framework are utilized to fore-
cast the ratings the client will in general give for an item. Among various types of 
recommendation approaches, the collaborative filtering method has an exceptionally 
high ubiquity as a result of their viability. These traditional collaborative filtering 
might work actually and can deliver effective recommendations, in any event, for 
wide running issues. For item based on their neighbor’s preferences, entropy-based 
technique create better suggestions than others. 

While different methods like content-based experiences poor precision, adapt-
ability, data scarcity, and large error expectation, to observe these possible outcomes, 
we have utilized client-based collaborative filtering approach. In this item primarily 
based collaborative filtering technique, we first take a look at the user item rating 
matrix and we pick out the relationships among various items, after which we utilize 
these associations with the expectation to figure the recommendations for the user. 
Then, the usage of cosine similarity that is a similarity weight is going to play a 
critical function within the collaborative item primarily based filtering approach and 
subsequently with a view to preserve or pick the trustable customers from the given 
set of consumer. 

Hence, they deliver us a way to growth or lower the importance of a particular user 
or item. In the present methodology, we are using adjusted similarity for computation 
of similar weights of objects. Admin can add the products with specification. Client 
can look through the items and analyze the sentiment. If the product is positive label 
means, automatically recommend the products otherwise recommend positive prod-
ucts. After that, user posts the reviews, performs pre-processing, stemming analysis, 
and extracts the key terms. Finally, the fake reviews are restricted, and the products 
are recommended with the genuine reviews. 

4.1 The Proposed Algorithm Steps as Follows 

Input: Labeled Dataset 
Output: sentiment polarity with synonym of words and similarity between words 
Step-1 Pre-Processing the tweets: 

Pre-processing () 
Remove URL: 
Remove special symbols. 
Convert to lower:
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Step-2 Get the Feature Vector List: 
For w in words: 
Replace two or more words 
Strip: 
If (w in stopwords) 
Continue 
Else: Append the file 
Return feature vector 

Step-3 Extract Features from Feature Vector List: 
For word in feature list 
Features=word in trained_words 
Return features 

Step-4 Combining Feature Vector List and Pre-Processing Dataset 
Pre-processed file=path name of the file 
Stopwords=file path name 
Feature Vector List=file path of feature vector list 

Step-5 Training the step 4 Apply classifiers classes 
Step-6 Finding the Similarity and Synonym of the Feature Vector 
For every sentences in feature list (n=3) 

Extract feature vector in the tweets () 
For each Feature Vector: x 
For each Feature Vector: y 
Find the similarity(x, y) 
If (similarity>threshold) 
Match found 
Feature Vector: x= Feature Vector: y 
Classify (x, y) 

Print: sentiment polarity with similar feature words. 
The above pseudocode is utilized to predict the polarity from client datasets. These 

features can be matched with vector to predict the similarity threshold and labeled 
as class name. 

5 Conclusion 

In this research, we portray the execution of recommendation process based on the 
hybrid recommendation algorithm. Our method’s key benefits are a visible grouping 
of the information dependent on the fundamental structure and a huge size reduction 
of the search space per result output. Products can be searched by the end-user at any 
time and any location. Positive and negative attitudes are determined by analyzing 
ratings, reviews, and emoticons. Price-based filtering and review-based filtering are 
utilized to track down items. To avoid false reviews, a user id-based screening tech-
nique might be utilized. One of the system’s primary components, hybrid recom-
mendations, helps to overcome the disadvantages of traditional collaborative and
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content-based recommendations. Using our present model, we have gotten some 
promising findings. 
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Abstract Encrypted communication technology has evolved as the network, and 
Internet applications have advanced. Malicious communication, on the other hand, 
employs encryption to bypass standard detection and security protection. The 
existing security prevention and detection technologies are unable to identify harmful 
communication that is encrypted. The growth of artificial intelligence (AI) in these 
days has enabled to employ machine learning (ML) as well as deep learning 
approaches to identify encrypted malicious communications without decryption, 
with remarkably precise detection outcomes. At this moment, research on detecting 
harmful encrypted traffic is mostly focused on analyzing the features of encrypted 
data and selecting neural network (NN) techniques. Hybrid ML is proposed in this 
study by merging two well-performing data mining algorithms with natural language 
processing tasks. Here, a new traffic flow detection method is performed by the 
hybrid ML technique. At first, the benchmark data is collected from public sources. 
The features are extracted using the convolutional layer of deep convolutional neural 
network (DCNN). Then, the weighted feature extraction is performed by grasshopper 
optimization algorithm (GOA). Employed the hybrid machine learning-based mali-
cious detection with the “support vector machine (SVM) and neural network (NN)” 
is utilized in this model to detect the traffic affected by malicious activities, where 
the hidden neuron count of NN and kernel of SVM are tuning by the same GOA 
for increasing the accuracy and precision. This research provides findings from 
experiment, encouraging various researchers to develop the research as future work. 
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1 Introduction 

Cyber-attacks are growing more tough and common these days. Various academics 
presented numerous alternative cybersecurity systems for this reason, and the recom-
mended cybersecurity system is extensively used to secure data from cyber-attacks 
and unlawful access [1]. To combat the problem of cyber-attacks, experts have devel-
oped a variety of cybersecurity technologies. Furthermore, a variety of cybersecurity 
technologies are provided and used to safeguard sensitive data and prevent illegal 
access [2]. The relevance of need for cybersecurity has constantly risen as the count 
of network traffic, and Internet users have expanded. 

Network assaults and abnormalities, like “denial of service (DoS) attacks, man-in-
the-middle attacks, and malware,” may all be protected by cybersecurity [3]. Despite 
the fact that this type of assault is not new, it nevertheless presents a significant 
danger to majority of the modern protection systems. The initial step in stopping 
malicious traffic, particularly DDoS assaults, is to detect anomalies in network traffic 
as quickly as possible by monitoring “network traffic at gateways, edge servers, 
or a scrubbing center” [4]. The conventional techniques, like “signature-based and 
statistical detection systems”, contain a number of problems, for example, the rule 
updating cycle cannot maintain with the increasing number of attack types. The 
experimental findings, on the other hand, indicated that their suggested method is 
effective at percolating harmful assaults with a short feedback time and minimal 
bandwidth usage [5]. 

ML and artificial intelligence (AI) are powerful and extensively used approaches 
for the optimal outcomes and appropriate identification. For the identification of 
cyber-attacks, AI and ML algorithms are commonly used [6]. For traffic management 
and security monitoring, traffic identification is critical. Due to its accuracy, the ML 
approach has nowadays gained a lot of attraction and has become quite familiar in 
a variety of sectors. The ML method’s substantial features collection is critical for 
good identification [7]. Efficient features are appropriate features or qualities that 
preserve significance information for ML techniques, and they are found in both the 
training as well as testing sets. As a result, for the assessment of the ML method, 
a suitable feature set comprising training as well as testing groups is required [8]. 
The ML approach is broadly used in computer science, particularly in the detection 
of network traffic. Malicious, incursion, and cyber-attacks can all benefit from ML 
approaches for recognizing and categorizing them. Although using the ML technique 
to identify and classify harmful traffic from cyber-attacks is successful, the ML 
methodology tool is quite difficult in comparison with other computer tools [9, 10]. 
However, in the domain of identification or categorization, adopting an ML approach 
is quite beneficial. However, there are significant drawbacks in malicious as well 
as intrusion detection, such as calculation time and consumption of energy issues. 
Especially, deep learning method is intended for automatically extracting the features 
using various neural networks and also understanding the errors that occurred in that 
network. The neural network models are comprised of different hierarchies that are 
denoted as the layer-by-layer abstraction. These layers are positioned according to
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the nonlinear activation functions. It is also used for extracting complex features and 
learning the hidden deep features among the texts. Therefore, most of the studies use 
deep learning for detection models. 

The paper contribution is 

• To perform a new traffic flow detection model by the hybrid ML technique. 
• To do the weighted feature extraction by the optimization concept, where the 

weight is tuned by the GOA with the intention of variance maximization. 
• To perform the hybrid ML-based malicious detection by SVM and NN, in which 

the hidden neuron count of NN and kernel of SVM are optimized by the same 
GOA with the consideration of accuracy and precision maximization. 

The paper organization is: Section 1 gives the introduction of malicious network 
traffic flow models. The literature works are displayed in Sect. 2. Section 3 provides 
the dataset description and proposed architecture considered for malicious Internet 
protocol network flow detection. The weighted feature extraction and detection 
model for network malicious identification are displayed in Sect. 4. The results and 
discussions are shown in Sect. 5. The conclusion is in Sect. 6. 

2 Literature Survey 

2.1 Related Works 

In 2021, Shafiq et al. [11] have presented a novel framework method. Initially, a 
novel method referred as CorrAUC was suggested. Furthermore, using a “bijective 
soft set and an integrated TOPSIS and Shannon entropy,” chosen characteristics were 
evaluated. With the help of the Bot-IoT data collection and four distinct ML methods, 
the suggested strategy was tested. The examination of the experimental findings 
revealed that the suggested strategy was effective, with average outcomes of >96%. 
In 2021, Kim et al. [12] have suggested a less invasive traffic sample technique by a 
“deep deterministic policy gradient (DDPG),” a typical “deep reinforcement learning 
(DRL) method.” It was shown that the suggested strategy contained a high likelihood 
of detecting malicious flows. 

In 2020, Hwang et al. [13] have proposed D-PACK, a traffic anomaly detection 
system for “auto-profiling traffic patterns and filtering aberrant traffic.” D-PACK also 
operated with approximately 100 percent accuracy when just looking at the first two 
packets in every flow, according to the data. The architecture might serve as a model 
that reduced the amount of evaluated packets while also preventing harmful flows in 
real time. 

In 2021, Alshammari and Aldribi [14] have suggested detection architecture for 
feeding IDS to identify network traffic abnormalities that included an ML method. 
This detection technique made use of a dataset made up of harmful and non-malicious 
traffic. The extracted features utilized to train the ML method regarding several
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assaults to determine whether it was an abnormality or routine traffic were the 
research’s major obstacles. The “ISOT-CID network traffic dataset” was used to 
train the ML method. Few key column properties were incorporated, and it was 
approved that they help the ML method during the training process. This function-
ality was dependent on the “traffic flow’s rambling packet payload length.” This 
research’s provided findings and experiment was noteworthy, and it motivated other 
researchers to continue working on it in the future. 

In 2020, Shafiq et al. [15] have presented a unique CorrACC feature selection 
measure to choose efficient features, followed by bijective soft set for appropriate 
feature selection. Following that, Corracc, a novel feature selection method on the 
basis of CorrACC was conceived and developed. On the BoT-IoT dataset, four distinct 
ML classifiers were employed to evaluate the suggested techniques. The experimental 
findings achieved by the algorithms were encouraging, with an accuracy of greater 
than 95%. 

In 2019, Sathesh et al. [16] have investigated a block chain technology to safe-
guard the reliability of the information’s stored and utilized the digital signature with 
authentication. It was utilized to protect the private information’s in the patient’s 
record developing a model. The proposed model has examined and compared with 
the traditional techniques used for storing the medical records, on the terms of reply 
time, along with the cost of storing and retrieving. 

In 2020, Kumar et al. [17] have combined the soft computing techniques and 
frames using an enhanced soft computing approach to detect the intrusion that caused 
security issues in the social network. The author has employed the enhanced soft 
computing technique that combines the fuzzy logic, decision tree, K-means–EM and 
the machine learning in preprocessing, feature reduction, clustering, and classifica-
tion, respectively, to develop a security approach that was more effective than the 
traditional computations in identifying the misuse in the social networks. The intru-
sion detection system developed using the soft computing approach was tested to 
given the security percentage, time utilization, and cost and compared with the other 
traditional methods. 

In 2017, Sridhar et al. [18] have proposed the light weight asymmetric cryptog-
raphy for securing the end-to-end devices which protects the IoT service gateway 
and the low power sensor nodes. The author has implemented a lattice-based 
cryptography for securing the broker devices/gateway and the cloud services. The 
proposed architecture has implemented asymmetric key encryption to share session 
key between the nodes and then used this session key for message transfer. This has 
protected the system from distributed denial of service attacks, eavesdropping and 
quantum algorithm attacks. The proposed protocol used the unique device ID of the 
sensors to generate key pair to establish mutual authentication between devices and 
services. 

In 2021, Vivekanandam et al. [19] have combined with a better classifier in order 
to detect the different malware categories. The proposed approach was compared and 
validated with current techniques by using different datasets. In addition to the test 
results, this research work has utilized the algorithm for solving a real challenge in 
android categorization. The experimental results show that, the proposed approach
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was superior. Besides, the proposed algorithm has provided a better mean and stan-
dard deviation value in the optimization process for leveraging model effectiveness 
at different datasets. 

In 2020, Kirubakaran et al. [20] have presented a secured cloud environment by 
creating a trusted relationship with the cloud service provider and also by comparing 
the current security mechanisms applied in the real-world businesses. This research 
work helped the readers to understand the need of security mechanisms in the cloud 
environment and the need for the service-level-agreements (SLAs) with the trusted 
cloud service providers. 

2.2 Review 

Numerous academics have proposed various ML approach methods to restrict fraud-
ulent traffic flows. Table 1 lists the features and challenges of traditional malicious 
network traffic flow methods. ML [11] chooses efficient features by AUC metric and 
also filters the features in an appropriate manner. But, the keylogging theft attacks 
are poorly detected. DRL [12] achieves less intrusive monitoring and also learns

Table 1 Features and challenges of conventional malicious network traffic flow methods 

Author [citation] Methodology Features Challenges 

In 2021, Shafiq et al. [11] ML The features are filtered 
in an appropriate manner 
The efficient features are 
chosen by AUC metric 

It poorly detects the 
keylogging theft attacks 

In 2021, Kim et al. [12] DRL Better sampling resource 
allocation policy is learnt 
Less intrusive 
monitoring is achieved 

It suffers from important 
detection delay 

In 2020, Hwang et al. [13] CNN The process of detection 
is faster 
Minimum flow 
preprocessing time is 
consumed 

Efficient online anomaly 
detection systems are not 
built 

In 2021, Alshammari and 
Aldribi [14] 

ML It extracts the packet 
payload length 
The deviations within 
the data instances are 
captured 

The use in real networks 
affects the speed 

In 2020, Shafiq et al. [15] ML The optimal features are 
chosen with respect to 
“specificity, sensitivity, 
precision, and accuracy” 
The accuracy returned is 
higher 

It does not identify the 
data theft attacks
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better sampling resource allocation policy. Still, it suffers from important detection 
delay. CNN [13] consumes minimum flow preprocessing time and the process of 
detection is faster. Yet, it does not build efficient online anomaly detection systems. 
ML [14] captures the deviations within the data instances and also extracts the packet 
payload length. But, the use in real networks affects the speed. ML [15] chooses the 
optimal features in terms of “specificity, sensitivity, precision, and accuracy” and 
the accuracy returned is higher. Still, the data theft attacks are not identified. Thus, 
it is necessary to suggest novel approaches using ML for efficiently detecting the 
malicious encrypted network traffic flow.

3 Dataset Description and Proposed Architecture 
Considered for Malicious Internet Protocol Network 
Flow Detection 

3.1 Dataset Experimented 

The suggested method uses data from two well-known datasets: “GitHub and ISCX 
2016,” both of which are described here. 

Dataset 1: It is from “https://github.com/IvanLetteri/MTA-KDD-19/find/master: 
Access Date: 2021-11-19.” This dataset, dubbed “MTA-KDD’19,” was created by 
taking into account two types of traffic: “malicious and legitimate.” A total of 2112 
pcap flights from June 2013 to August 2019 are included in the malicious traffic. 
From the case of stratosphere project, legitimate traffic collects 15 pcap files. 

Dataset 2: It is from “ISCX 2016-http://205.174.165.80/CICDataset/ISCX-VPN-
NonVPN-2016/Dataset/: Access Date: 2021-11-19.” This dataset contains real-world 
traffic in ISCX, with 14 different traffic forms such as “VPN-P2P, P2P, VPN-VOIP, 
VOIP,” and so on. It also has eight categories including “P2P, VoIP, file transfer, 
streaming, chat, email, online surfing, and traffic.” The acquired data is referred to 
as DUiq , in which iq  = 1, 2, · · ·  , I Q  while the total count of accumulated data is 
referred to as I Q. The attributes are available in the dataset 1 and dataset 2 is given 
in Table 2. 

3.2 Proposed Model 

The count of malware attacks that utilize encrypted HTTP traffic for communi-
cation and self-propagation has risen dramatically nowadays. Encrypted malicious 
traffic mimics benign traffic owing to the abundance of valid encrypted data. Since 
criminal traffic resembles innocuous traffic, firewalls, and antivirus software are 
challenged. As these often do not have accessibility to encryption keys, detection 
approaches that do not require traffic decryption are necessary. The increased use of

https://github.com/IvanLetteri/MTA-KDD-19/find/master
http://205.174.165.80/CICDataset/ISCX-VPN-NonVPN-2016/Dataset/
http://205.174.165.80/CICDataset/ISCX-VPN-NonVPN-2016/Dataset/
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Table 2 Attributes illustrated in dataset 1 and dataset 2 for malicious network traffic flow model 

Datasets Name Attributes 

Dataset 1 MTA-KDD’19 MaxLen, MinLen, StdDevLen, AvgLen, MaxIAT, MinIAT, 
AvgIAT, AvgWinFlow, MaxLenrxMinLenrx,StdDevLenrx, 
AvgLenrx, MinIATrx, AvgIATrx, NumPorts, FlowLEN, 
Start_flow, DeltaTimeFlow, HTTPpkts, label, etc. 

Dataset 2 ISCX 2016 Duration, protocol-type, service, harvest, hostnames, http, 
http-2784, http-443, flag, land, wrong-fragment, urgent, 
num-failed-logins, logged-in, num-compromised, root-shell, 
num-root, num-file-creations, num-shells, num-access-files, 
dst-host-count, etc. 

encrypted network traffic needs a novel ML traffic analysis technique that does not 
depend on packet payload or pattern matching content to detect suspicious or mali-
cious communications. Since Internet traffic encryption is becoming more common, 
network packet content analysis is yielding decreasing benefits. The architecture of 
the introduced malicious network traffic flow detection model is shown in Fig. 1. 
The proposed malicious encrypted network traffic flow detection model is composed 
of four phases such as, “data collection, feature extraction, weighted feature extrac-
tion, and malicious detection.” The data is initially collected from standard online 
sources. Next, in the feature extraction phase, DCNN is used, where the features are 
extracted from the convolutional layer of DCNN [21]. DCNN is utilized as provides 
better traffic detection. DCNN is an efficient way of feature extraction, it can reduce 
data dimension and produce a less redundant dataset, also called as a feature map. 
Each kernel works as a feature identifier, where the filtering out exists feature in the 
original image. For the above benefits DCNN is chosen for feature extraction. From 
the extracted features, the weighted feature extraction is done by the GOA, where 
the weight is tuned by the GOA with the intention of variance maximization. The 
extracted weight features undergo the final step of malicious detection using hybrid 
ML consisting of SVM and NN. The hybrid ML model-based malicious detection is 
carried out by SVM and NN, in which the hidden neuron count of NN and kernel of 
SVM are optimized by the same GOA for maximizing accuracy and precision. The 
outcomes from both SVM and NN undergo averaging operation to detect the traffic 
as the final output. 

4 Weighted Feature Extraction and Detection Model 
for Network Malicious Identification 

4.1 Weighted Feature Extraction by GAO 

The data is converted into features here. The main advantages of the weighted feature 
extraction technique is listed below, and it can increases the accuracy. It can solves the
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Fig. 1 Proposed Malicious network traffic flow model 

over fitting problems. It increases the training speed and also enhanced the data visu-
alization. The weight is optimized using new algorithm and then, weighted feature 
extraction is carried out. The bounding limit of the weight is between (0–1). The 
weighted feature extraction is done mathematically as in Eq. (1). 

WTnw = WT × Ft( f a) (1)
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Here, the extracted weight features are shown by WTnw and the weight that is 
being optimized by GOA is shown by WT, respectively. The major objective of the 
weighted feature extraction for the proposed model is to optimize the weight by the 
GOA with the consideration of variance maximization. Thus, the objective is shown 
in Eq. (2). 

OF1 = arg min
{WT}

(
1 

VR

)
(2) 

Here, the objective function of the weighted feature extraction phase of the intro-
duced model is shown by OF1. The variance is defined as “the amount of dispersion 
of a dataset’s data points from its mean,” which is calculated as “the average of each 
data point’s squared deviation from the population mean,” as stated in Eq. (3). 

VR = σ 2 =
Σ(

Ftp( f a) − μ
)2 

P 
(3) 

It is also calculated by “summing up every data point’s squared deviation and 
dividing the result by the total number of data points in the feature set.” The count of 
features in the feature set is provided as P , the mean of features is presented as μ, and 
the pth feature in the feature set is defined as Ftp( f a). Furthermore, the optimally 
extracted weight features are shown as Ft  ∗p∗ ( f a), where p∗ =  1, 2, . . . ,  P∗ and 
P∗ denote the total count of weight extracted features. 

For tackling optimization issues, the suggested approach GOA [22] mathe-
matically designs and simulates the behavior of grasshopper swarms in nature. 
The following is the mathematical formula that was used to replicate grasshopper 
swarming behavior. 

Y j = Tj + Hj + Bj (4) 

Here, Y j represents the j th grasshopper’s location, Tj represents social interaction, 
Hj represents gravity force on the j th grasshopper, and Bj represents wind advection. 
Consider that the equation may be written as Y j = s1Tj + s2 Hj + s3 Bj to achieve 
random characteristics with s1, s2, and s3 being random values in the range [0,1]. 

Tj = 
OΣ

k=1 
k /= j 

t
(
e jk

)
d̂ jk (5) 

In the above equation, e jk  describes the distance among the j th and kth 
grasshopper, computed as e jk  =

||Yk − Y j

||, t shows a function to characterize the 
strength of social pressures, as illustrated in Eq. (6), and ê jk  = yk−y j 

e jk  
defines a unit 

vector. The social forces are defined by the t function, which is determined as below 
in Eq. (6).
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t(s) = g f  − s m − f −s (6) 

In Eq. (4), the H component is computed as in Eq. (7). 

Hj = −h f̂h (7) 

Here, h denotes the gravitational constant and f̂h denotes a unity vector. In Eq. (4), 
the B component is computed as in Eq. (8). 

Bj = v f̂x (8) 

In the above equation, v denotes a continuous drift and f̂x denotes a unity vector. 
This equation may be expanded by substituting T , H , and B in Eq. (9). 

Y j = 
OΣ

k=1 
k /= j 

t
(||Yk − Y j

||) yk − y j 
e jk  

− h f̂h + v f̂x (9) 

Here, O shows the count of grasshoppers and t(s) = g f  − s m − f −s . 
Yet, the grasshoppers soon find their comfort zone, therefore, this mathematical 

method cannot be utilized to address optimization issues directly. To tackle opti-
mization difficulties, a modified form of this equation is introduced as below in 
Eq. (10). 

Y e j = d 

⎛ 

⎜⎝ 
OΣ

k=1 
k /= j 

d 
uce − lce 

2 
t
(||ye k − ye j

||) yk − y j 
e jk  

⎞ 

⎟⎠ + Ûe (10) 

Here, uce defines the upper limit in the E th dimension, lce shows the lower bound, 
t(s) = g f  − s m − f −s , Ûe describes the value of the E th dimension in the objective, 
and d indicates a decreasing coefficient to shorten the “comfort zone, repulsion zone, 
and attraction zone.” 

The comfort zone is reduced proportionally to the count of iterations by the 
coefficient c, which is computed as in Eq. (11). 

d = d max −m 
d max −d min 

M 
(11) 

The highest value is d max, the minimum value is d min, the current iteration is 
m, and the maximum number of iterations is M . The pseudo code of GOA is shown 
in Algorithm 1.
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Algorithm 1: GOA [22] 

Start 

Swarm population initialization 

Initialization of d max,d min and maximum iteration count 

Fitness computation of every search agent 

Best search agent is specified as U 

While (m < mmax) 
Update d by Eq. (11) 

For every search agent 

Distance normalization within grasshoppers 

Position update of the current search agent through Eq. (10) 

Current search agent moving outside the boundaries is brought back 

End for 

Update U if better solution exists 

m = m + 1 
End while 

Return U 

Stop 

4.2 Hybrid Machine Learning-Based Malicious Detection 

This malicious detection phase is used for detecting the network traffic of the devel-
oped network traffic malicious detection model. Here, the malicious detection is 
done on the basis of the hybrid ML model. The advantages of the hybrid model 
are discussed below, it solves dimensionality problems and also it is computation-
ally fast. Hybrid model is easy to implement for optimizations techniques. Hybrid 
algorithms play a prominent role in improving the search capability of algorithms. 
Hybridization aims to combine the advantages of each algorithm to form a hybrid 
algorithm, while simultaneously trying to minimize any substantial disadvantages. 
In general, the outcome of hybridization can usually make some improvements in 
terms of either computational speed or accuracy. This hybrid ML consists of two 
classifiers such as NN and SVM. The description of these classifiers is shown below. 

NN: NN [23] is more efficient than other classifiers, therefore, it is utilized in a 
range of applications. It is made out of “three layers termed input, hidden, and output 
layers.” Before calculating the complete network’s output, Eq. (12) must be used to  
determine the hidden output, and Eq. (13) must be used to determine the network’s 
output from the output layer.
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O 
(O) = ACH

(
J̃ (O) 
( Ĉd) 

+ 
I p( f )Σ
d=1 

J̃ (O) 
(cd) Ft  ∗p∗ ( f a)

)
(12) 

N̂e = ACH

(
J̃ (N ) 
( Ĉe) 

+ 
HD  PΣ
d=1 

J̃ (N ) 
(de) O 

(O)

)
(13) 

As demonstrated in Eqs. (12) and (13), the input features are characterized by 
Ft  ∗p∗ ( f a), the input neuron count is given by I p( f ), and the hidden neuron count 
is supplied by HDP, c, d and f symbolize the input, hidden, and output neurons, 
respectively. The weight from the cth input neuron to the dth hidden neuron is also 
described as J̃ (O) 

(cd), aswell as  J̃ 
(N ) 
(de) defines the weight from the dth hidden neuron to the 

eth output neuron. The bias weight of the hidden neuron is expressed as J̃ (O) 
( Ĉd) 

, whereas 

the bias weight of the output neuron is shown as J̃ (N ) 
( Ĉe) 

. The  term  AC H represents the 

activation function. The predicted output of the network is given by N̂e. The weight 

function J N N  
y =

{
J̃ (O) 
( ̂ohp) , J̃ 

(N ) 
( ̂oop) , J̃ 

(O) 
(cd), J̃ 

(N ) 
(de)

}
has been carefully designed to provide 

NN with the best possible training. Equation (14), also called as measured error, that 
explains the numerical equation in which N̂e is the predicted outcome and Ne is the 
actual outcome. 

MG1 = arg min{
J N N  
y =

{
J̃ (O) 
(ôhp) , J̃ 

(N ) 
( ̂oop) , J̃ 

(O) 
(cd), J̃ 

(N ) 
(de)

}} N ( f )Σ
e=1

|||Ne − N̂e

||| (14) 

Thus, the predicted output from NN is shown by Pr eNN  . 
SVM: SVMs [24] have piqued academic interest because they “have been effec-

tively employed in a variety of categorization applications because of their greater 
generalization capabilities.” After shifting nonlinearly divided samples into a higher 
(possibly infinite) dimensions space, these methods use the biggest margin algo-
rithm to discover a separating hyperplane. Examine the below dataset: DG = 
{(xg1, yg1), (xg2, yg2), · · ·  , (xgNG  , ygNG  )} where xgig  ∈ Rkg and xgig  ∈ Rkg are 
categorized using the separating hyperplane wgT xg  + bg = 0, in which wg is the 
hyperplane direction, and bg shows the distance within the origin and the hyperplane. 
Equation (15) defines the underlying formula for the SVM. 

min 
wg,bg 

1 

2
||wg||2 

s.t.ygig
(
wgT xgig  + bg

) ≥ 1, ig  = 1, 2, . . . ,  NG  
(15) 

In this case, ygig  f gig  ≥ 1 for the entire ig
(
f gig  = wgT xgig  + bg

)
. As a result, 

the final predicted output of SVM is represented as Pr eSV M .
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The NN offers advantages like better fault tolerance, capability of parallel 
processing, etc. But, it suffers from hardware dependence, unknown network dura-
tion, etc. Similarly, the SVM provides benefits such as much efficient in high dimen-
sional spaces, relatively memory effective, etc. Still, it limits from the fact that it is 
not applicable for vast datasets, not better in the overlapping cases, etc. Hence, to 
overcome the shortcomings in both the NN and SVM, hidden neuron count of NN 
as well as the kernel of SVM are tuned by GOA with the consideration of accuracy 
and precision maximization, thus referred as hybrid ML. This hybrid ML can work 
with larger datasets and also overcomes the hardware dependence problem. 

The main objective of hybrid ML-based malicious detection of the introduced 
network traffic model is to optimize the hidden neuron count of NN as well as kernel 
of SVM by the GOA with the intention of accuracy and precision maximization. The 
kernels considered here are the, “linear, poly, rbf, and sigmoid.” The bounding limit 
of hidden neurons of NN lies between (5–255) and for kernel, it lies between (0–3). 
Thus, the objective is shown in Eq. (16). 

OF2 = arg min
{HDPNN,KESVM}

(
1 

Acy + Pr n

)
(16) 

Here, the objective function of the malicious detection phase of the introduced 
model is shown by OF2, hidden neuron count of NN is shown by HDPNN, kernel 
of SVM is shown by KESVM, accuracy is shown by Acy, and precision is shown 
by Pr n, respectively. Accuracy is defined as, “a ratio of the observation of exactly 
predicted to the whole observations.” 

Acy = (t pos + tng) 
(t pos + tng + f pos + f ng) 

(17) 

“Precision is the ratio of positive observations that are predicted exactly to the 
total number of observations that are positively predicted” as shown in Eq. (18). 

Pr n = t pos 

t pos + f pos 
(18) 

In the above equation, terms tng ,t pos , f pos , and f ng indicates “true negatives, true 
positives, false positives, and false negatives,” respectively. The predicted outcomes 
from both NN and SVM undergo averaging operation for generating the final outcome 
as in Eq. (19). 

Pr efinal = 
Pr eNN + Pr eSVM 

2 
(19) 

The final predicted outcome for detecting the network traffic of the introduced 
model is shown by Pr efinal, respectively.
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5 Results and Discussions 

5.1 Experimental Setup 

The proposed malicious network traffic flow model was implemented in Python, 
and the findings were analyzed. The population size and the iteration count were 
ten. The GOA [22] was compared with classifiers such as NN [23] and SVM [24] in  
terms of detection analysis with respect to various performance measures to show the 
betterment of the suggested method. The number of population Npop, chromosome 
length chlen, and maximum iteration Max  I  ter  is considered as 10, 10 and 10, 
respectively. The computational complexity of the proposed GOA-NN-SVM model 
is added below. 

O

[
Npop + Npop +

[
MaxIter ∗

[
(Npop ∗ 

chlen 

2 
∗ (Npop − 1)) + (Npop)

]]]
. 

5.2 Detection Analysis 

The detection analysis of various classifiers for the introduced malicious network 
traffic flow model for the two datasets is shown in Fig. 2. The outcomes are superior 
with GOA than the other methods. From Fig. 2a, for dataset 1, the accuracy of GOA 
at 75% learning percentage is 5.67%, 7.79%, and 5.79% better than NN-SVM, SVM, 
and NN, respectively. Therefore, the outcomes of detection analysis are better with 
GOA than the other methods for the introduced network traffic flow detection model 
(Fig. 3). 

5.3 Overall Detection Analysis 

The overall detection analysis of different methods for the introduced malicious 
network traffic flow model with the two datasets is given in Table 3 for two datasets. 
It is clear that the results are better with GOA than the other methods, thereby 
determining its superiority. For dataset 2, the accuracy of GOA is 4.66%, 8.31%, 
and 5.84% improved than NN-SVM, SVM, and NN, respectively. Hence, the overall 
detection analysis holds best outcomes with GOA than the other methods for the 
introduced network traffic flow detection model in terms of two datasets, respectively.
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Fig. 2 Detection analysis of different methods for the introduced malicious network traffic flow 
detection in terms of, “a accuracy, b F1-score, c FNR, d FPR, and precision” for dataset 1 

5.4 State-Of-the-Art Comparison of Proposed Model 

The state-of-the-art comparison of the detection analysis of various traditional models 
regarding a positive and negative measures for the introduced malicious network 
traffic flow model for the two datasets is shown in Figs. 4 and 5. From Fig.  4 based 
on accuracy, in terms of positive measures, the proposed GOA-NN-SVM model is
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Fig. 3 Detection analysis of different methods for the introduced malicious network traffic flow 
detection in terms of, “a accuracy, b F1-score, c FNR, d FPR, and precision” for dataset 2

secured 4.49%, 7.86%, and 4.49% progressed than mutual and double authentication 
schemes, genetic algorithms, and encryption algorithms, respectively for dataset 1. 
Accordingly, from Fig. 5 based on FNR, the proposed GOA-NN-SVM model attains 
52.94%, 76.47%, and 41.17% lower than mutual and double authentication schemes, 
genetic algorithms, and encryption algorithms, respectively for dataset 2. Therefore, 
it is proved that the proposed GOA-NN-SVM model holds enriched performance 
when comparing the other conventional traditional methods. 
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Table 3 Overall detection analysis of different methods for the introduced malicious network traffic 
model for two datasets 

Performance measures NN [23] SVM [24] NN-SVM [23, 24] GOA [22] 

Dataset 1 

“Accuracy” 0.863293 0.844084 0.872138 0.913948 

“Sensitivity” 0.863548 0.844158 0.872107 0.91368 

“Specificity” 0.863003 0.843999 0.872173 0.914253 

“Precision” 0.877574 0.860211 0.885827 0.923765 

“FPR” 0.136997 0.156001 0.127827 0.085747 

“FNR” 0.136452 0.155842 0.127893 0.08632 

“NPV” 0.847597 0.82646 0.857078 0.903041 

“FDR” 0.122426 0.139789 0.114173 0.076235 

“F1-score” 0.870504 0.852109 0.878913 0.918695 

“MCC” 0.72586 0.687414 0.743592 0.827369 

Dataset 2 

“Accuracy” 0.863479 0.84379 0.873253 0.913917 

“Sensitivity” 0.863431 0.843285 0.873039 0.913884 

“Specificity” 0.863533 0.844364 0.873498 0.913955 

“Precision” 0.877975 0.860368 0.886983 0.923536 

“FPR” 0.136467 0.155636 0.126502 0.086045 

“FNR” 0.136569 0.156715 0.126961 0.086116 

“NPV” 0.847566 0.82572 0.858156 0.903219 

“FDR” 0.122025 0.139632 0.113017 0.076464 

“F1-score” 0.870642 0.851741 0.879955 0.918685 

“MCC” 0.726252 0.686868 0.745837 0.827297 

Fig. 4 Detection analysis of different methods for the introduced malicious network traffic flow 
detection in terms of positive and negative measures for a dataset 1 and b dataset 2
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Fig. 5 Detection analysis of different methods for the introduced malicious network traffic flow 
detection in terms of in terms of positive and negative measures for a dataset 1 and b dataset 2 

6 Conclusion 

The hybrid ML approach was used to create a novel traffic flow detecting model in 
this work. The benchmark data was first gathered from public sources. The GOA then 
performed the weighted feature extraction. The SVM and NN were then utilized in 
this model to identify malicious traffic, with the parameter tweaking handled by 
the same GOA. From the analysis, the accuracy of GOA was 4.66%, 8.31%, and 
5.84% improved than NN-SVM, SVM, and NN, respectively. Therefore, the GOA 
was better than the other methods for the introduced malicious network traffic flow 
detection model, respectively for the two datasets. 
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Influencer Profiling to Identify the Top 
Keywords Using LDA 

Bahaa Eddine Elbaghazaoui , Mohamed Amnai , and Youssef Fakhri 

Abstract In line with the strong growth of the social data volume, a huge number 
of social contents are created in various forms every day. As a result, it is often dif-
ficult for users to find or keep up with current popular keywords. Many researchers 
are interested to analyze the social data and identify the current popular keywords 
and topics. Thus, these researches are more complex for profiling the target topics 
with their keywords. The main purpose of this paper is to identify the most trend-
ing keywords in social media based on profiling influencers. So, for achieving this 
objective. Our approach illustrates determining influential nodes on a social network 
graph. After that, due to the latent Dirichlet allocation model, we could profile the 
trending keywords based on influential posts content. In any case, our proposal is 
more relevant and optimal compared to the previous approaches. 

Keywords Topic modeling · Social media · User profiling · Latent Dirichlet 
allocation · LDA 

1 Introduction 

Due to the media features provided, many social platforms have become very popular. 
Users can express their views, opinions, and preferences on different topics and 
products in a very concise form [1]. The vast amount of data that consumers have 
released has piqued the curiosity of research organizations and commercial firms. 
However, through people’s opinions, we can understand the topic motivation or 
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Fig. 1 Elon Musk tweet impact—“Gamestonk!!” over time 

product’s popularity [2, 3], and it can also provide valuable help for designing more 
effective promotional activities. 

The Internet is flooded with various information and knowledge resources, which 
may confuse readers and make them spend more time and energy to find relevant 
information on specific topics of interest. Therefore, more effective methods and 
tools are needed to help detect and analyze content in online social media networks, 
especially for users who use user-generated content as a data source [4]. Furthermore, 
more useful and hidden metadata must be extracted from a variety of text-based web 
sources. 

The volume of updates in microblogging networks translates into numerous event-
related reports [5]. These can include elections, football matches, protests, and even 
emergencies such as COVID-19. These events are an opportunity for some specific 
users to give their opinion and create posts regarding the event’s topics, especially 
“influencers.” For example, on January 26, 2021, Elon Musk tweeted “Gamestonk 
!!” about the Reddit page “wallstreetbets,” which now has more than 9 million sub-
scribers. Interestingly, it was just a few minutes after the stock market closed. The 
next day, Gamestop stock jumped 2.5 times. We know how the stock market reacted 
to Musk. Figure 1 refers to how elon musk impacts Gamestonk. 

Nowadays, researchers need powerful automated tools to read data and understand 
the underlying themes. Topic modeling is a set of techniques with algorithms that can 
display, discover, and annotate the topic structure in a data collection [6]. However,
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the vector space model is the basis of many advanced information retrieval techniques 
[7, 8] and topic models [9]. 

Nonetheless, most topic models treat data similarly, whereas in reality, data have 
varying degrees of relevance on different subjects [10], thus treating them equally 
may automatically degrade topic modeling efficiency. We must extract and identify 
only the most significant data from the database in order to quantify the relevance of 
data on various themes. 

We propose incorporating link-based ranking into topic modeling in this paper. 
Our objective is to profile keywords due to influencers’ posts on social media. How-
ever, our system suggests starting by identifying influencers from social media. Then, 
collect the important and actual posts from each influencer. Based on this and thought 
LDA model, we can determine and assign several topics with keywords in a large data 
collection in an unsupervised way. Therefore, due to this method, we can optimize 
the treatment duration to extract topics from our database. 

Many approaches for automatically identifying subjects from user postings have 
been proposed [11, 12]. However, these methods require resources and time to ana-
lyze all data sets. Sometimes, the results are irrelevant due to the amount of data and 
ambiguity. In our approach, we focused only on influencer posts content and extract-
ing topics due to the LDA algorithm. This proposal makes it possible to optimize the 
analysis time, and it will be effective to know the current subjects. 

The following is the structure of this essay, which summarizes all preceding 
thoughts. We begin by outlining the relevant work and the main issues of our approach 
in the first section. The basic notion of our solution is presented in the second section. 
We introduce our implementation in the third section. Finally, we concluded and made 
recommendations for future work. 

2 Background and Related Works 

In the real world, many studies have been invested to extract metadata, which is 
interesting to classify and understand the details of each user. Identifying the data 
related to the user’s interest domain is called user profile analysis or user profile [13], 
and the process is known by data profiling [14]. 

This section summarizes the most relevant previous research on identifying social 
network influencers. Easley [15] or Cook and Holder [16] have extensively researched 
the basic definitions, algorithms, and methodologies of graph theory and network 
analysis [17, 18]. Numerous new research have focused on the utilization of platform-
specific features. These functions include the number of users who have been fol-
lowed, the number of users who have been followed, the verification status, the 
number of people who have been added to lists, and so on. 

The recent explosive of the bloggers has attracted a lot of research on related issues 
[19]. The identification of influential blog sites [20] and related research on the spread 
of influence between blog sites [21–24] are orthogonal to the issues considered in 
this article, and the focus is on profiling Influential bloggers on web sites. However,
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it is obvious that the works that propose methods for discovering and analyzing blog 
communities [25, 26] have nothing to do with the current problem. 

Identifying influential bloggers is a challenge that has been introduced in [27] and 
will solve many problems. Therefore, the paper’s objective is to extract keywords 
from social media datasets based on profiling influencers. 

3 Problematic  

To completely understand user behaviors, many researchers have concentrated on 
obtaining topic modeling from social media networks [28]. Understanding tendencies 
can aid in improving the quality of various products and services in accordance 
with user requirements [29]. However, identifying the most frequent topics in social 
networks helps understand the user tendencies and allows to give broad visibility on 
the user needs. Several studies are focused on profiling the most frequent topics in 
social networks [30]. Unfortunately, most of the proposals find difficult challenges 
to obtain optimal results. Indeed, the data is dynamic over time and the amount of 
data is too huge for analysis. Therefore, our goal is to find the top topics on social 
networks through influencers. This article focuses on profiling the most frequent 
keywords by category from influencers’ post content. 

4 Contribution 

People are increasingly sharing posts on social media (Facebook, Twitter, Instagram), 
which include emotions, moods, and feelings related to daily life. Researchers are 
studying the profound impact of the rapid development of social media on user-
generated content, as it has an impact on purchasing behavior and how it shapes user 
perception and emotion [31]. 

One of the most important aspects of marketing research is identifying and assess-
ing influential people on social networks. Influential people, on the other hand, fre-
quently share their thoughts on products, services, and companies on social media 
channels. People are impacted by decisions or ideas made by particular influencers 
since they communicate with a large network of users that follow them [32]. Some 
publications of these influencers have spread at a very significant rate [33]. However, 
nelson emphasized the importance of influencers as role models for relevant and 
approachable people, because children are willing to establish relationships with 
them, which in turn can lead to the adoption of influencers’ actions and opinions 
[34]. Van Dam conducted a study on young people and teenagers, and the findings 
revealed that even older teenagers participate in influencer activities rather than crit-
ically thinking about them [35] and many other studies demonstrate the impact of 
influencers on social media [36].
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Fig. 2 Workflow to extract keywords based on influencers 

Topics in social media are characterized by some keywords, the relevance of 
which changes over time. The behavior is necessary for learning subject expansion 
and extracting the most crucial keywords efficiently. Many news stories and social 
media posts have explored the task of automatic keyword extraction [37, 38]. 

A keyword can summarize the topic of an article and help to find it when we 
need it. Keyword assignment has always been a manual process, but with the rise 
of vast amounts of text data, automatic keyword extraction methods have become 
essential. Despite the research community’s best efforts, the most advanced keyword 
extraction algorithm still has a number of flaws, and its performance is still inferior 
to that of many other basic NLP tasks [39]. The first keyword extraction methods 
mostly follow the supervised method [40]. The first extract keyword features, and 
then train the classifier on the gold standard data set. 

In this paper, our main objective is to identify the trending keywords in social 
media based on profiling influencers. Most people are attached and convinced by 
what influencers share on social media and influencers should also share information 
and opinions on current topics. This requires that influencer posts contain current 
and potential keywords. If we want to extract the keywords from the entire database, 
now we need only to identify the influencers from social media datasets, then extract 
the keywords from their content. Figure 2 explains our proposed workflow. 

In what is well explained at the beginning. It only remains how to identify the 
keywords from a dataset, and also, we need to classify them by type and category. 
Typically, there are several ways to complete topic keywords identification. One way 
is hierarchical Bayesian models, like latent Dirichlet allocation (LDA) [9]. However, 
LDA effectively recognizes topics by searching for frequently occurring words when 
they are coherent within the text. On the other hand, when the text is incoherent (in 
terms of word selection or sentence meaning), additional contextual information is 
needed to fully express the idea of the text. 

Latent Dirichlet allocation (LDA) is used to extract topics from documents. LDA 
is an unsupervised machine learning algorithm that allows a set of text observations
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Fig. 3 Latent Dirichlet allocation (LDA) 

to be interpreted by an unobserved set of similarities in the interpreted data. LDA 
represents a document as a mixture of topics, which spit out words with a certain 
probability as present in Fig. 3. 

To understand a given corpus (all text documents), LDA works by a process which 
consists in calculating the distribution of subjects and the distribution of words for 
each subject, the words of the text document described by the model of the bag 
of words (bag-of-words) ignoring the word order, essentially follow a polynomial 
distribution, which can be calculated from its distribution. To generalize, the LDA 
algorithm process works as follows:

• θd is the distribution of themes or topics and has a dimension of k where k is the 
number of subjects or topics.

• φd is the word distribution for the topic of index k, φd has V dimensions where V 
is the number of terms in the bag-of-word.

• For the document dm among the M corpus documents, we start by sampling the 
index of the topic zd,n , which is the topic number of the nth word in the document 
dm, zd,n is a value between 1 and k.

• From zd,n , choose the corresponding distribution φd and sample the word wd,n is 
the nth word in the document dm. 

In practice, we are interested in the opposite direction about LDA since the number 
of topics and the corpus are already acquired data, so we look for the multinomial 
distributions φd and θd that can be expressed by a probabilistic relation of words as 
present in Fig. 4. 

This procedure can be used for a variety of purposes:

• As in our situation, detect Twitter’s “trending topics.”
• Find out about fresh hot topics that have been reported in the media.
• Based on a set of professional articles, find fresh and fascinating stocks.
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Fig. 4 LDA process

• Arrange scientific texts according to a theme.
• To improve a product, identify the various features that can be criticized. 

Note that the LDA method does not give a defined theme but rather the most used 
words in a theme where the human being must always identify this theme himself. 
However, we also need to identify the title of each category. Indeed, using machine 
learning, we can classify each keyword by its category. We need a huge dataset to 
classify each word and to give a distance or membership factor to a category. 

5 Approach Implementation 

We started by implementing the first point of our method. However, we have uploaded 
a database from the Kaggle platform under the name (Identifying Influential Blog-
gers: Techcrunch) [41], This data set is a crawl of Techcrunch technology blog posts 
conducted in April 2010. The main goal of this dataset is to provide an active com-
munity to identify members who are both productive and influential. There are four 
tables in the database:

• authors: 107 bloggers of Techrunch.
• inlinks: provides information on the Techcrunch posts’ linking (incoming links). 
There are 193,808 records in the table.

• posts: there are 19,464 Techcrunch posts with metadata (blogger ID, publication 
date, number of comments, etc.).

• comments: contains all of the comments left on Techcrunch articles (746,561 
records).
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Table 1 Top 10 influential bloggers 

Id Name MEIBI MEIBIX 

2 Michael Arrington 114 114 

5 MG Siegler 66 65 

3 Erick Schonfeld 56 57 

1 Jason Kincaid 43 43 

11 Robin Wauters 37 37 

21 Guest Author 36 36 

7 Leena Rao 24 24 

53 Mark Hendrickson 24 24 

4 John Biggs 22 22 

19 Paul Carr 18 18 

In this database, we find bloggers are well organized following two metrics, the 
indicators used to identify the blogger’s influence are (MEIBI) and the extended 
MEIBI (MEIBIX) [42]. Metrics consider all factors, and they support the time-aware 
identification of influencers. However, these indicators assign a unique value to each 
blogger, and they cannot directly distinguish between influence and productivity. 

We can even identify influencers following our latest approach [43]. Indeed, we 
used Google’s PageRank algorithm to classify influencers based on several parame-
ters (followers, following, retweet, etc.). The problem why we didn’t use PageRank 
in this work is because our last approach so far is not stable and needs further 
improvements for accuracy. 

In the following, we can easily extract from the database and identify the most 
influential bloggers. In our application, we filtered the data based on previous metrics 
and extracted the top 10 influencers from the dataset. Table 1 shows the top 10 
influencers on the dataset. Coincidentally, the top 10 influencers are the same for 
both metrics and also have the same values. 

After collecting the influencer publications, we applied the LDA algorithm to 
the publication content. The process of this phase is based on data cleaning. Data 
cleaning is essential for generating useful topic models. The following steps as shown 
in Fig. 5 are common to most natural language processing (NLP) methods:

• Tokenization: convert a document into its atomic elements.
• Stopwords: delete meaningless words.
• Stemming: combine words with the same meaning. 

As an application and to generate an LDA model, we need to understand how 
often each term occurs. To do this, we need to build a matrix, our program is based 
on python language, and in our case, we used a package called gensim.
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Fig. 5 NLP text preprocessing 

Our LDA model is now stored. We can review our topics. Our application allows 
you to compare the content of influencers with the entire database. Therefore, one 
finds like the result the following results. 

Topic Influencers All dataset 
0 profile: 0.117 launches: 0.049 

google: 0.083 search: 0.030 
music: 0.018 launch: 0.022 
features: 0.014 microsoft: 0.017 
flickr: 0.010 com: 0.016 

1 new: 0.045 web: 0.053 
yahoo: 0.038 million: 0.035 
video: 0.030 social: 0.022 
live: 0.019 blog: 0.021 
beta: 0.018 raises: 0.016 

2 launches: 0.052 google: 0.081 
search: 0.030 yahoo: 0.048 
week: 0.018 myspace: 0.014 
microsoft: 0.016 adds: 0.012 
us: 0.016 amp: 0.012 

3 quot: 0.040 profile: 0.102 
techcrunch: 0.037 new: 0.042 
online: 0.022 quot: 0.037 
blog: 0.019 video: 0.028 
digg: 0.017 facebook: 0.020 

4 web: 0.048 techcrunch: 0.036 
million: 0.028 week: 0.024 
social: 0.023 update: 0.024 
launch: 0.022 beta: 0.021 
com: 0.020 online: 0.018 

We have defined our system to extract five clusters as topics and each cluster must 
give us the 5-top keywords. As result, we obtained keywords that are repeated for 
the two treatments “influencers and the whole database,” so we also found that these 
keywords also have similar values for the two applications. The problem that we 
can see is the topics are not similar. This is because the word occurrence number 
is decreased in the influencer database. This allows changing the location of topic 
keywords instead of changing their classification.
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6 Conclusion and Future Works 

The Internet helps to boost demand for developing applications and services for 
customers all over the world. However, many studies have been used to focus on 
social media datasets. Therefore, all these current researches require a lot of time 
and analysis to profile the target topics with their keywords. In this paper, we propose 
to profile keywords due to influencers’ posts on social media. However, our system 
suggests starting by identifying influencers from social media. Then, collect the 
important and actual posts from each influencer based on the LDA algorithm. Our 
results show that our proposal is efficient and pertinent. 

For the next work, we have the objective of analyzing and extracting the keywords 
by cluster in real time, also giving a label for each cluster. This approach will help 
us to profile and predict top events in social networks. 
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Comprehensive Survey on Fire Detection 
with Machine Learning and Deep 
Learning Models 

G. Shankar and M. Kalaiselvi Geetha 

Abstract Fire is an unpredictable dangerous event to the environment and the public. 
It may cause human and non-human belongings very rigorously. In recent days, 
many unpredictable events in the world are identified and controlled by computer 
vision-based machine learning approaches. Among these events, this looks forward 
to predicting the fire event and saving the human and non-human valuable belonging. 
Fire detection is a challenging task for the researchers to predict the root cause and 
alert the nearby ones. In this article, many algorithms have been addressed for fire 
detection methods from the past two decades that how the computer vision techniques 
have been grown day by day to predict the fire even. Even though, a formal survey on 
recent trends to fill the gaps is identified with the last decades. Countless fire detection 
strategies are developed through machine learning, deep learning, computer vision, 
etc., with images, video, and sensors. This article discussed a detailed survey that 
how the fire detection process becomes popular in the research area in recent days. 
In addition, a proposed new model is to rectify the issues in existing approaches. 

Keywords Computer vision · Fire detection · Machine learning · Deep learning ·
Images · Video · Sensors 

1 Introduction 

Natural disasters are unpredictable and dangerous events in the real world. Fire is 
the most crucial one among these. It may cause large-scale damages to the human 
and non-human valuable belongings [1]. To avoid such damages, the detection of fire 
is essential. However, a human cannot able to predict when, why, where, and how 
this event occurs. This may happen with human presence or absence, and the human 
absence may cause major damages to the valuable properties [2]. So, predicting fire 
events and alerting them are helping to save their precious properties.
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Fire detection is mainly deployed with two categories, (i) traditional vision-based 
approaches and (ii) sensor-based approaches [3]. These are essentially detecting fire 
with the human absence and alerting the people who are nearby. But, both have a 
significance of consequences. Traditional vision-based approaches [4] are involving 
through images or video. In this, video captured by the surveillance cameras and 
traditional approaches has been applied. Here, some features are highlighted like 
color, edges, motion, etc. Sensor-based approaches also give better results, but it 
fails to produce such features highlighted with a vision-based system [5]. Coverage 
of large-scale areas is a prominent issue with sensor-based systems. Because, sensors 
cover a small area that is inadequate, whereas surveillance is an adequate wide area. 

The issues identified with sensor-based systems are requiring high expense for 
large-area coverage because sensors cover only limited space, whereas large space 
may require many sensors [6]. Sensors are reacting with physical conditions to alert 
the electrical properties. These help us to get information about the environment by 
relying on electric systems to analyze, capture, and rely on. A sensor simply converts 
the motion, sound, heat, and light into an electrical signal. These signals are converted 
to binary codes with some interface and its process by the computer. 

Figure 1 depicts that a surveillance camera is focused wide range of areas and 
monitoring the visual scene changes. Subsequently, the video acquires as input to 
convert into frames, these frames are originally large or small in size. Therefore, 
feature extraction may be intricate with an unordered sequence of frames. To resolve 
this, every frame is resized with ordered and allows to feature extraction. Numerous 
feature extraction algorithms were developed in the machine or deep learning algo-
rithms and should choose the optimum one. For later object detection, a classifica-
tion or clustering algorithm is applied to detect the fire in a scene by using optimal 
features. Once the fire is detected, peoples are alert in three ways. Owner’s or nearby 
fire station receives an alert message with location or address via mobile or e-mail 
and alarm sound that alerts the nearby peoples. 

Research Objective: This article mainly aims to review how fire detection works 
and developed with numerous deep learning and machine learning approaches in the

Fig. 1 Block diagram of fire detection system
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last decades. The objective of the research on fire detection is discussed and listed 
as follows,

• Why the fire detection system is to develop with a computer vision approach? 
• How this system is useful to society? 
• Fire detection systems with many algorithms have been developed, but still, there 

is a gap to prove the better accuracy due to various aspects. 
• A novel model is trying to identify the difficulties to improve the detection system 

to work well among other models. 
• Many models are developed under machine learning and deep learning models, but 

they have some false alarm rates due to the fire-like objects and other non-suitable 
features. 

• Some non-fire objects have the same features like fire color, shape, motion, etc., so 
this model addressed such problems with different models and aimed to improve 
the accuracy. 

Our Contribution: The literature survey is analyzed with various articles to 
identify the research gaps and possible methodologies to rectify them. Many models 
have been studied with this literature survey. It focused to reduce the false alarm rate 
due to the fire-like object. Because such fire-like objects are identified as fire objects, 
it is non-fire objects. These non-fire objects are having some fire features that should 
identify and remove. 

This paper is organized in the following way, Sect. 2 deals with a literature survey 
over various existing and trending approaches in fire detection, Sect. 3 describes that 
some of the deep learning models are used in object detection and classification, 
Sect. 4 explores the comparison with features and existing models. Section 5 deals 
with application areas of fire detection systems, and Sect. 6 mentioned that what are 
the challenges that are still there in the fire detection system. Section 7 gives some 
research directions in detail. Section 8 gives a conclusion about this literature. 

2 Literature Survey 

Three categories were found in the literature from, Muhammad et al. [7], generally, 
fire detection through the light camera is used one among the following, (i) pixel-
level, (ii) blob-level, and (iii) patch-level methods. Liu et al. [8] and Chen et al. 
[9] describe a pixel-wise feature like color and flicker which are used in pixel-level 
methods makes faster but fails in performance because it can be biased easily. Töreyin 
et al. [10] proposed a blob-level method to achieve high performance at the pixel 
level. But, it has numerous shapes of fire so difficult to train their classifier. Choi et al. 
[11, 12] a patch-level method improves the performance than the existing categories, 
but accuracy is affected due to many outliers.
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Fire Detection with 
light Camera 

Pixel- level Blob-level Patch-level 

Fig. 2 Types of fire detection with a light camera 

A major challenge is still accuracy is not to meet the satisfaction of the researchers, 
and they attempt color and motion-based features to improve the fire detection accu-
racy. Hahemzadeh et al. [13] define that fire detection with computer vision-based 
approaches involves two main categories, color-based and motion-based (Fig. 2). 

Hahemzadeh et al. [13] describe that the fire detection technique investigations 
start from color models commonly set of images to determine the region of color 
space that includes colors similar to the fire flames. Color-based methods aim at the 
color characteristic of fire, and these methods have a common shortcoming which is 
illumination; the fire-like objects also have the same color characteristics, so it makes 
high false detection in a scene. Generally, the RGB and HSI color models on dynamic 
behavior and irregular flame for fire detection work slowly. So, Celik et al. [14] and 
Kim et al. [15] have proposed a background subtraction method and statistical RGB 
model; in this, region color space is identified from the group of images, if the pixel 
value is corresponding with the region value, then it is found to be fire quickly. Yu 
et al. [16] used the HSV color model for filtering the fire color pixels with a set of 
rules experimentally. HSI color model was introduced to simplify the definition of 
rules for the designer. Qi et al. [17] implement a comparative methodology to utilize 
where a total fire grid has been characterized by consolidating the RGB shading and 
HSV immersion specifically, beginning from the presumption that the green part of 
the fire pixels has a wide scope of changes contrasted and red and blue ones, and 
this technique assesses that the spatial shading variety in pixel esteems to recognize 
non-fire moving items from uncontrolled flames. The above all the approaches have 
common limitations that they are passionate about the brightness changes. It causes 
high false positives, because of shadows’ presence and different tonalities of red 
colored. This issue can be recovered by the YUV color model. Marbach et al. [18] 
combined the YUV color and motion features to predict the fire and non-fire pixels. 
Continuing the color models, an additional method developed by Han et al. [19] 
detected flame in the tunnel by comparing the color features and video frames and 
explored YCbCr color space for separating chrominance component from luminance. 
Liu et al. [20] proposed a YCbCr color model for flame detection. This method gives 
good accuracy to detect flames with a small distance and large size of fires. 

Kim et al. [21] introduce a statistical RGB color space and background subtraction 
to detect the fire pixels in a complex background. Object motions in a sequence 
of images or object recognition are rapidly dealing with motion-based models. A
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sequence has numerous frames to extract the motion information and recognition of 
higher-level motion like walking or running which is more complex that cannot be 
understood by a few frames. Foggia et al. [22] approach involves baffle movements 
in a scene whether fire flame is distinguishing from another movable object. 

Consequently, Ko et al. [23] presented the spatial–temporal motion-based features 
like motion orientation. Unlike some methods like optical flow Mueller et al. [24] 
and dynamic texture Dimitropoulos et al. [25], they assist the flame detection. P. V. 
K. Borges et al. [26] introduced features such as color, skewness, surface coarseness, 
area size, and boundary roughness which are evaluated by a Bayesian classifier to 
analyze the frame-to-frame changes. Rafiee et al. [27] aimed to reduce the false 
positive rates by using 2D multi-wavelet analysis which evaluates the shape and 
energy variations to improve the thresholding on the color. 

References [28–30] the motion-based approaches have some limitations espe-
cially when other non-fire movable objects have appeared in the scene. Motion and 
color features are combined to enhance the performance of fire detection, and a 
variety of approaches have been tried. Initially, the color-based feature identifies 
the candidate fire regions from color features. Subsequently, motion-based features 
were extracted from candidate fire regions to classify whether fire or non-fire regions. 
Another color-based approach is proposed by Habiboğlu et al. [31]; in this, an SVM 
classifier is used to detect fire with high accuracy with closer distance. But, it fails 
and gives a pitiable performance with the larger distance or less amount of fire. Di 
Lascio et al. [32] combined the color and motion features for flame detection in 
surveillance videos. Poobalan et al. [33] and Gomes et al. [34] proposed a model 
based on rules, or it requires the discriminative feature for fire detection. 

Since, the above discussion describes that the color information is simple to 
configure and successes in infertile areas, where no new object is entered in a scene. 
This approach makes trouble with normal areas such as red-colored objects in a scene 
originate as fire because of color domination. These traditional methods have some 
limitations in that the color segmentation, or color thresholding is used to detect 
the candidate fire regions, but they are not robust and increase the number of false 
positive and false negative. This is reduced with a large number of frames of irreg-
ular motion and uninformative features with the existing classification problems in 
machine learning. 

Several papers are dealing the fire detection with surveillance which is growing 
exponentially. But recent days, deep learning methods are ongoing toward object 
detection and classification, etc. Deep learning has different methods to resolve those 
problems, and many differences were identified with vision-based fire detection. 
First, features are not extracted by the experts rather than those are captured by the 
network after training the huge of diverse data. Next, detection or classification can 
be received by the features in a similar neural network. 

Sebastien et al. [35] proposed CNN to detect fire in a surveillance video where 
features are trained with MLP neural net. Another CNN approach is proposed by 
Zhang et al. [36], and it describes cascaded fashion. In this, initially, a complete image 
is tested on a global image-level classifier, then after if the fire is detected, fine-grained 
path classifier is used. Muhammad et al. [37] illustrate fine-tuned CNN method for
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fire detection on surveillance systems, and this is proficiently well for fire detection, 
semantic understanding, and localization of the video which are encouraged from 
the SqueezeNet [38] architecture. References [39–41] initiate the fire detection from 
CNNs and enlarge the self-learning algorithm in the collection of fire features. In 
addition, Refs. [42–44] models from deep learning like ResNet, AlexNet, Inception, 
VGG, etc., are developed for smoke and flame detection algorithms. Namozov et al. 
[45] worked with time series information into algorithms. Simultaneously, Wonjae 
et al. [46] developed an algorithm to detect smoke and flame from reformed VGGNet. 

In recent days, many models have been proposed with IoT systems. Sathesh [47] 
proposed a computer vision on an IoT-based patient reference system that performs 
a kind of algorithm to identify the performance while data transmission. Jeena Jacob 
et al. [48] have developed an application for image recognition that supports deep 
learning models for IoT systems. Akey sungheetha et al. [49] illustrate fire detection 
and real-time monitoring with IoT and cloud-based drones. Vince Leona et al. [50] 
introduce a temperature monitoring system in the glass manufacturing area, and it 
uses optisystem simulation. Srinivas et al. [51] proposed a model for fog detection 
with weather sensors. 

Various issues were addressed with a detailed review on fire detection like illu-
mination, fire-like objects, color tonalities, large distance, etc.; each has identical or 
non-identical solutions based on the model or algorithm that they proposed. But, 
still producing false alarm rates is a major challenging task among those algo-
rithms. To reduce the false alarm rate, they focused this fire detection method on 
deep learning models. Section III describes some deep learning models to recover 
the issues addressed by the survey. Deep learning models give high accuracy than 
machine learning models in object detection. Various models are available in deep 
learning, but few are introduced here and listed the pros and cons of the models. 
Feature extractions are easier than other learning models. After all, it does not require 
any manual involvement, because mostly it is pre-trained by the model, so it is a 
time-consuming process. 

3 Deep Learning Models for Classification 

Deep learning is incorporated with machine learning, and its structure and func-
tions are stimulated from artificial neural networks. DL involves automatic feature 
extraction, whereas machine learning requires manual feature extraction. In machine 
learning algorithms, many feature extraction and selection algorithms are proposed 
in the last decades. This feature selection and extraction are the most challenging 
task for the researchers. Hence, DL provides different kinds of architecture for clas-
sification problems that take care of the automatic feature extraction; here, few are 
listed with some of the DL models involved to detect the fire event. The following 
are some of the models used for classification problems from DL.
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3.1 VGG16 Model 

VGG16 is a CNN model introduced by K. Simonyan and A. Zisserman, and this 
model gains high accuracy with top-five tests with ImageNet which has datasets 
over 14 million images consisting of 1000 classes. It replaces the AlexNet with large 
kernel-sized filters (11 and 5 in the first and second convolutional layers, respectively) 
with multiple 3 × 3 kernel-sized filters one after another. 

Figure 3 depicts VGG16 architecture that has a total of 16 layers and six blocks, 
and the first five blocks perform convolution and pooling operations. The final block 
consists of three dense or fully connected layer which consists of neurons with two 
layers, and the last layer consists of classes. VGG16 is trained with ImageNet weights 
over 14 million images belonging to 1000 classes. 

Figure 4 is the detailed architecture of the VGG16 model that describes that the 
input is taken as an image with the size 224 × 224 RGB image. Input is not only an 
RGB image, instead it may be grayscale or binary image. 224 × 224 × 3 indicates 
that the input image contains height and width as 224 and 3 represent RGB. 

In the first convolution, the block consists of two convolution layers with 64 
channels of 3 × 3 kernels with padding of same followed by a pooling layer. The

Fig. 3 Convolution layers in VGG16 

Fig. 4 Architecture of VGG16 [52]
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parameter padding has two values, same and valid. The valid allows the changes 
in the spatial domain, whereas the same does not. Pooling layer selects max pool 
operation of 2 × 2 pool size and with a stride of 2 × 2. Next two convolution layers 
are with 112 × 112 of 128 channels with 3 × 3 kernel with max pool operation. 
Subsequently, the architecture continues with 3 convolution layers with the size of 
56 × 56 and 256 channels of 3 × 3 kernel and same padding continue with next 3 
layers of 28 × 28 with 512 channels of 3 × 3 kernel and same padding next three 
layers of 14 × 14 with 512 channels and same padding. The next two layers consist 
of 7 × 7 with 512 channels and the same padding with max pool operation.

Finally, all the convolution layers are trained, and the last three layers are dense 
layers or fully connected layers. The first dense has 4096 neurons with activation 
function, the second dense is also functioning like the same, and the last dense layer 
contains the 1000 channels to classify the input images. 

Figure 5 illustrates those different versions of the VGG model, VGG19 provides 
more parameters than all other models, but VGG16 gives low error rate than all other 
VGG models. Generally, the concept of VGG16 and VGG19 is the same, but VGG19 
has three convolutional layers additionally. So, it has more parameters than the other 
models. 

Fig. 5 Different VGG models and error rates [53]
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Fig. 6 Faster R-CNN architecture [54] 

3.2 Faster R-CNN 

Faster R-CNN is developed by Ross Girshick, Shaoqing Ren, Kaiming He, and Jian 
Sun in 2015, and this architecture helps to detect the object in real time. This model 
is composed of three major parts, convolution layers, RPN, and bounding boxes 
prediction. 

3.2.1 Convolution Layers 

In this stage, filters are trained to extract the features from the image; for example, 
in our fire detection system, the fire features from the images are extracted at this 
stage, then those filters are trained to learn the shape and colors of the fires. These 
layers are composed of convolution layers, pooling layers, and fully connected used 
to classify or detect an object. 

3.2.2 Region Proposal Network (RPN) 

RPN is the second stage of Faster R-CNN which takes feature maps from the convo-
lution layers to produce region proposals with pre-trained with the absence of any 
external mechanism. It detects the object and bounds the box on those objects (Fig. 6). 

3.2.3 Classes and Bounding Boxes Prediction 

The regions are taken as input from the RPN and pass through fully connected layer 
networks to predict the object and bounding boxes on the object.
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3.3 Long Short-term Memory (LSTM) 

LSTM is one of the recurrent neural networks capable of learning order dependence 
with sequence prediction problems. LSTM is involved in complex problem domains 
like deep learning, machine translation, object recognition, etc.; it remembers the 
values over arbitrary levels and works well for classifications and prediction in time 
series. Supposed to predict the sequence once 1000 intervals instead of 10, the RNN 
may forget the initial point but LSTM REMEMBERS. 

Figure 7 shows how the RNN cell works. This cell takes two inputs Xt and ht-1, 
one is output zt from the last hidden state, and another is observation at time t and the 
hidden state called ht. But, here none of the information is available with regards the 
past one to REMEMBER. But, in Fig. 8, the recursive nature of the cell is indicated 
by the looping arrows. This loop allows the information from preceding intervals 
and stores it in the LSTM cell. Forget gate which is placed below the cell is used to 
modify the cell state with adjustment of the input modulation gate. The terms used 
in the following equations are listed below, 

it—input gate

Fig. 7 RNN cell [55] 

Fig. 8 LSTM cell [55]
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f t—forget gate
ot—output gate 
σ —Sigmoid function 
wf —weights for the respective gates 
ht-1—output of previous LSTM block 
xt—input at the current timestamp 
ct—cell state 
bt—biases for the respective gates. 

ct = ft ∗ ct−1 + it ∗ ct (1) 

Equation 1 represents the cell state, the previous cell state forgets, and the current 
forget is multiplied and adds the new information for the output of the input gate. 

ft = σ
(
w f

[
ht−1, xt

] + bt
)

(2) 

Equation 2 depicts that the forget gate is generally called remember vector. The 
forget gate output gives the cell state which information to forget by multiplying 0 
to a position in the matrix. If it is 1, the information is kept in the cell state. 

it = σ
(
wi

[
ht−1, xt

] + bi
)

(3) 

Equation 3 represents that input gate equation which is also called save vector. 
It determines which information should enter into a cell state or long-term memory. 
The activation functions play an important role for each gate. 

ot = σ
(
wo

[
ht−1, xt

] + bo
)

(4) 

Equation 4 indicates the output gate or focus vector to determine the output of all 
possible values which is moving forward to the next hidden state. 

ht = ot ∗ tanh(ct ) (5) 

Equation 5 denotes that the hidden state or working memory determines what 
information should carry to the next sequence. 

3.4 Inception V3 

Figure 9 shows the architecture of the InceptionV3 model. In convolutional archi-
tecture from deep learning, InceptionV3 is the third version introduced by Google. 
This model is trained by the dataset consisting of 1000 classes from the ImageNet 
over one million training images. InceptionV3 is familiar for transfer learning, and 
it allows you to retain the final layer of an existing model, resulting in a significant
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Fig. 9 Architecture of InceptionV3 [56] 

decrease in not only training time, but also the size of the dataset required. Being 
able to retrain the final layer means that you can maintain the knowledge that the 
model had learned during its original training and apply it to your smaller dataset, 
resulting in highly accurate classifications without the need for extensive training and 
computational power. InceptionV3 model consists of the following building blocks 
convolutions, average pooling, max pooling, concats, dropouts, and fully connected 
layers. The objective and working functionality of all the above building blocks are 
explained in the previous models, so the novel model will discuss the advantages over 
other models here. Label smoothing, factorized convolutions, batch normalization, 
and use of auxiliary classifier to propagate the label information are improvements 
in InceptionV3. 

3.5 YOLO 

“You Only Look Once”, YOLO, is a family of convolutional neural networks that 
achieves the results with a single end-to-end model for object detection in real time. 
This model is developed by Joseph Redmon et al. in 2015. This model follows the 
single convolutional neural networks to the full image that crack the inputs into a 
grid of cells, and each cell predicts the bounding boxes and objects classification. 

This model has been refined with three versions, initially, the first version is named 
YOLOv1, the second one YOLOv2, and the third is YOLOv3. The first version is 
introduced with the general architecture, and the design and predefined anchor boxes 
to improve the bounding box proposal are made with the second version, and the third 
involved in further that refined the model architecture and training process. YOLO 
achieves high accuracy but not more than R-CNN. The algorithm “You Only Look 
Once”, YOLO, means only one propagation is passing in a forward direction through 
the entire neural network to make the prediction. This object detection algorithm 
detects the objects only once, then it recognizes the object with the bounding boxes. 

YOLO model has various benefits over other object detection models:
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Fig. 10 YOLO architecture [57] 

• it is extremely fast 
• it implicitly encodes contextual information about classes as well as their 

appearance. 
• YOLO learns generalizable representations of objects. 

These models are most familiar in recent days for object detection and classifi-
cation. So, finally, the above deep learning models are recommended for fire detec-
tion systems based on their better performance in object detection and classification 
method. This article gives an overview architecture and working process of the above 
deep learning models (Fig. 10). 

4 Comparison with Features and Existing Approaches 

The following Table 1 shows that the different features and models or algorithms 
are used to develop various fire detection methods with machine learning and deep 
learning models. Features such as color, shape, and motion are considered to give 
better performance. 

The main aim of this proposed work is to combine machine learning and deep 
learning models to give better accuracy. Feature extraction is done by deep learning 
model, and those features are used in machine learning models for implementation. 

5 Applications of Fire Detection 

The fire detection system is used in various application areas. This section explains 
how this system is working fine with those areas. Some of the fire detection areas 
are described as follows.
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5.1 Conventional Fire Alarm Application 

Conventional fire alarm applications required physical cabling to interconnect the 
different call points, detectors, then signals are wired back to the main control 
unit. This uses simple zone feedback means that every detection requires its wiring 
circuit. All zones are indicated at the fire alarm control panel, and zone indicates that 
allocating the suitable area to locate the alarm. 

5.2 Addressable Fire Alarm Applications 

Addressable fire alarm applications acted like conventional fire alarm, but here, each 
detector is given a set address called Dual Inline Package (DIP) switch, then the 
control panel finds the call point or exact detector which initiates the alarm. This is a 
loop wired circuit maximum of 99 devices which is connected per loop. Finally, the 
control unit is deciding about whether the fire has happened or not, so the control 
unit is the last extent to trigger the alarm if a fire happened. 

5.3 Intelligent Fire Alarm Applications 

The last two applications are not “intelligent” because only the control unit is deciding 
whether the fire is detected. In intelligent fire alarm, each detector is incorporated 
with a computer system to evaluate the environment surrounding it and contact the 
control unit to detect the fire. But, this system is more complex than the other two 
fire systems. 

5.4 Wireless Fire Alarm Systems 

Wireless fire alarm is the effective replacement of the traditional fire alarm systems. 
It uses a sensor to detect the fire and need not have any complexity of circuits. Radio 
communications are used to interconnect the devices and sensors with the controller. 
These are suitable for buildings to give alarm when the fire is invoked in the sensor 
area. Sensors are most suitable for small areas, and it requires less cost.
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6 Challenges on Fire Detection System 

Fire detection systems with video surveillance have more challenges to give better 
accuracy. In this section, some of the challenges are listed as follows. 

• The fire detection system has challenging tasks like false alarm rate, smoke 
controls, false sensing by sensors, etc. 

• Extracting features with low-quality images or video is more critical, and features 
like motion, color, shape, edges are limited. 

• Fire detection with sensor also bounded with small-scale area when if the detection 
system is covered with larger with the traditional fire system. 

• Extracting limited features with high-quality video or images also does not provide 
better solutions. 

• Some machine learning algorithms with color models are detecting non-fire 
objects as fire objects. 

• Because these models are used only color as features, here some objects like the 
rising sun, illumination with some objects, and other fire color objects are detected 
as fire. 

• In a machine learning algorithm, extracting the features from the image and 
selecting the most distinguishable features are the most challenging task. 

7 Research Direction 

The traditional fire detection system with video surveillance has more advantages. 
But still, researchers have to handle some difficulties as follows. 

7.1 Complex Background Environment 

The objects like fire that may appear in the background would change with light 
which is detected as fire by mistake. Other natural scenes like sunrise, sunset, etc., 
actually have the fire color scene has detected as fire. Other than these if the camera 
jittered is facing the performance in the classification. 

7.2 Features Are Changing the Targets 

Features in the surveillance process such as size, position, magnitude, shape and 
changes in time are the most difficult to give better performance in the object 
detection.
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7.3 Occlusion Problems 

Occlusion problems are very complex in the process of research. Targets are both 
partially or fully occluded, multiple targets are occluded mutually, and both of the 
cases influence the performance of object detection. 

7.4 Illegible Market Demand 

The fire detection system has illegible market demands in the areas such as traffic, 
hospitals, education, government sectors, nevertheless not widely used. 

8 Conclusion 

Various algorithms and models have been identified in machine learning and deep 
learning. Every model has its specialty to provide better accuracy. In this survey, 
color models from machine learning give a better solution, but it fails when it gets 
fire color objects. Some models deal with the motion features, but results are very 
closer to the color models. It does not give very large deviations. Compared with deep 
learning models, machine learning methods are more complex to extract the features, 
whereas deep learning models provide better accuracy than machine learning models. 
In addition, many deep learning models have been discussed in this literature; in the 
future, proposed model is expected with better accuracy with deep learning models. 
There is a chance to combine deep learning and machine learning models to give 
high results. This article discussed CNN, R-CNN, YOLO, LSTM models to prove 
the better results in object detection. Finally, it has been concluded that fire detection 
is to be implemented with CNN with the VGG16 model in the future.
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Table 1 Features and models used in machine learning and deep learning methods 

Sl.no Methods Color model Shape Motion Deep learning Model/algorithm 

1 Khan 
Muhammad 
et al.[7] 

✓ CNN 

2 Chen et al. [9] ✓ ✓ K-Medoid 

3 Hashemzadeh 
et al. [13] 

✓ ✓ ✓ ICA K-Medoid 

4 Celik et al. [14] ✓ ✓ Statistical color 
models 

5 X. Qi et al. [15] ✓ Color models 

6 Liu, Z.-G. et al. 
[20] 

✓ YCbCr color 
model 

7 Foggia et al. 
[22] 

✓ ✓ ✓ Combination of 
color, shape, and 
motion 

8 Dimitropoulos 
et al. [25] 

✓ ✓ Spatio-temporal 
model and texture 
model 

9 Borges et al. 
[26] 

✓ ✓ Probabilistic 
approaches 

10 Rafiee et al. 
[27] 

✓ ✓ YUV color model 

11 Han et al. [30] ✓ ✓ GMM and 
multi-color 

12 Frizzi et al. 
[35] 

✓ CNN 

13 Yin et al. [40] ✓ CNN 

14 Wonjae et al. 
[46] 

✓ DCNN 

15 Joseph 
Redmon et al. 
[57] 

✓ YOLO 

16 Habibo ˘glu 
et al. [58] 

✓ ✓ Covariance 
matrix method 

17 Muhammad ✓ ✓ Color model 

18 Proposed* ✓ ✓ ✓ ✓ CNN and SVM 
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Various Diseases’ Prediction Based 
on Symptom by Using Machine Learning 

M. Murugesan, R. Gowtham, R. Logesh, S. Selvaganapathy, 
and R. Yogesh Muthumalai 

Abstract An overwhelming number of disease surveys capture patient records of the 
severity of their illness indications that enable differentiation of patient ailment from 
typical indication. This paper aims to forecast illnesses in users based on their symp-
toms. To achieve our aim, we use the XGBoost Classifier, which aids in regulating 
the victim’s health condition then acquiring the symptoms to predict the condition. 
The data carries 250 variables and 140 corporal evaluation instances (diseases). In 
addition, we provide medicine for illness and gather the corresponding victim EH to 
summarize the diagnostic described by the NLTK. 

Keywords Extreme gradient boosting · Natural language tool kit · Exploratory 
data analysis 

1 Introduction 

Today, many people are affected by various diseases and different kinds of infec-
tion by the atmosphere. The disease may cause harmful air in the surrounding and 
uncontrolled pollution [1]. This kind of activity will be made all over the world. 
WHO association will take many measures for overcoming this problem. They need 
software support to reduce the speed of reproducing the disease [2–5]. The medical 
people collect past victims’ medical data and doctor prescription data [6]. By using 
this, the medical people transfer the data to the software development persons [7]. 
According to the dataset, the code will add to a particular project. Handling dataset 
is a little bit tough to develop the software. So, developers design predictive design 
concepts in machine learning. This kind of model will easily guess the correct disease 
[8, 9]. The Dataset contains various user diseases indications [10]. So, the software 
can predict the exact disease. In previous projects, they were added only a few 
symptoms and they can predict only one disease with the help of the dataset [11].
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Lesser projects are predicting the small kind of disease. But no one can predict a 
greater number of diseases in the software [12]. To overcome this unpredictable 
disease, we can add some more disease symptoms to the data list [13]. In machine 
learning, various algorithms are available by that we can predict the exact disease 
name, other than predicting medicine to the certain victim’s disease [14]. Both ML 
and DL have lots of algorithms [15]. In ML, we have a popular latest algorithm so 
we have to get the judgment above 96% and then apply Extreme Gradient Boosting 
concepts for disease prediction. To assist the patient in comprehending the health 
report, the text file is summarized using NLTK [16–18]. However, in addition to the 
two core modules, different modules such as arranging doctor appointments, storing 
and retrieving medical information, and identifying physicians are incorporated and 
then made the system a full health record monitoring system [19, 20]. 

2 Related Work 

In our society, every day new diseases are found. Some people do not have an idea 
about disease and hospital [21]. Most diseases give small symptoms to the body 
like pain, swelling, insomnia, and fatigue, but people do not notice them [22]. They 
think it is a small problem, and they do not meet the proper doctor. They take drugs 
from a random medical shop for that sick [23]. Most of the time they do not meet 
the appropriate doctor for that problem. But the fact is that a small problem leads 
to a big disease [24]. In the medical field, finding diseases in starting stage is very 
important [25]. This project helps to predict the disease based on the symptoms. By 
this prediction, the user can consult the appropriate doctor and find the disease at an 
earlier stage. So, they avoid high-level treatment, sickness, high expenses, and dead 
[26–29]. 

2.1 Problem Statement 

In existing Web sites, only one disease will be predicted by the model. But our 
project will predict various diseases. Algorithms like SVM and decision tree take 
more execution time to predict the disease, so that we choose the XGBoost algorithm 
to increase the accuracy level and it will work fast compared to other algorithms. 

2.2 Extreme Gradient Boosting 

The XGBoost approach is a standard data mining method for creating prediction 
models for a target instance based on many explanatory features [30]. This process 
cuts a population into the tree-like structure branch segments that form the inverted
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tree with the root nodes, inner nodes, and leaves nodes [31]. An XGBoost the non-
parametrical proceed for dealing with large, complex datasets without the need of 
several parametric structures [32]. Studying the information can be separated into 
validation and training if the sample size is high enough. Use the labeled training 
data to generate an XGBoost algorithm and the testing dataset to determine optimal 
tree size to create the best final model [33, 34]. 

2.3 Data Collection 

Word finalization and Extreme Gradient Boost methods can be used in this article. 
For the purpose of work evaluation, list of data is taken to an electronically health 
information database. The textual dismiss records from the New York-Presbyterian 
Hospitals were obtained by Columbia University to investigate the document’s trends. 
Based on the study, classify the dataset to the examiner and priming data [35]. 
We collected some disease datasets. We collect the 4920 records, and we segregate 
into three different datasets for pre-processing model. Each dataset has different 
symptoms, and based on the symptoms, the model will be displayed the possible 
disease names. For the symptom prediction, we collected the datasets like description 
of symptoms which have the detailed description about the each and every disease. In 
precaution dataset, it contains precaution instructions to reduce the disease. Severity 
dataset is a dataset which has assigning the weight for each disease to pre-processing 
value in binary format. 

2.4 Execution 

The Extreme Gradient Boosting predicts a disease depending upon the underlying 
symptoms. To begin, we collect the information of the top five victims’ indications 
and store them in an array with the number 1 allocated to each item. This is fed into 
the illness prediction as an input in the model. This array corresponds to the illness 
data collection and finishes with the greatest level of trust at a common leaf node 
[36]. 

2.5 Recursive Part 

To create the model, we recurrence the mentioned procedure to grow level at the recur-
sive section. It has nothing about whether prediction of publishing output supplied. 
We also employ electronic health records to add additional disease–symptom pairings 
to the dataset for better disease detection based on symptoms [37]. 

Figure 1 shows the structure of XGBoost algorithm. This picture shows that the
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Fig. 1 The structure of XGBoost algorithm 

structure will collect the individual datasets from the models and using the XGBoost 
algorithm it will predict the disease based on the symptoms. 

Table1 represents the merits and demerits of the existing algorithms for disease 
predictions, and it shows the level of the accuracy of existing algorithms. 

2.6 Extracting Data 

Another big deme of the heart illness discovery of the system is the extraction of the 
useful characteristics for the bio textual data in the joining the sensor data. Factor 
extraction techniques are used to extricate handy data to large amounts of healthcare 
data. It is a method for combining data from several sources to provide useful and 
relevant data. Many approaches for developing features to healthcare word data. To 
predict cardiac disease, a current–time system with machine learning classifications 
was explained [38, 39]. The models extract the essential characteristics from the 
healthcare dataset using separate feature extraction algorithms. To mine EMRs for 
the heart disease medical diagnosis, a unique and robust framework was provided. For 
feature reputation and coronary heart failure prediction, this device employees a word 
embedding framework and prolonged short-time period memory. Another technique 
[40] utilized echocardiography searching to forecast the death rate of cardiac users 
in hospitals. This method extracts data from the word using text mining concepts and 
then uses a deep learning model to forecast death rates. To extract valuable data from 
EMRs, individual text mining tricks are discovered. This system’s show used ideal-
based tools to automatically valuable data extractions and idea-making. Which helps, 
various medical records include the unstructured data, which makes using a rules-
based engine problematic. Furthermore, utilizing unstructured EMRs of patients, a 
heart disease risk score is established. The inventors of this system employ mining 
of word algorithms to identify the heart-critical parameters for the unstructured of
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Table 1 Related works 

Title of the paper Description Algorithm merits Demerits Accuracy 
(%) 

Data storage is 
proceeded 
prediction 
diabetes and 
cardiovascular 
disease with the 
ML concepts 

This model 
predicts a data 
ideal based on 
the discussion 
of the datasets 

Logistic 
Regression 

It is easy to 
understand 
and train 

It met only one 
be used to 
predicts discrete 
concepts 

72 

Identify the 
corona based on 
symptoms 
through the help 
of ML 

This algorithm 
will correct at 
the random to 
develop either 
forest or gather 
the decision tree 

Random 
forest 

It acts in two 
types, 
continuous 
and 
categorically 
values of the 
dataset 

It will suffer 
interoperability 
and fails to 
determine the 
significance of 
each variable 

84 

Forecast the 
Stages and 
Parkinson’s 
Disease 

A 
diagrammatical 
representation 
of the positive 
answer the 
decides based 
on the 
conditions 

Decision 
Tree 

It does not 
require 
normalization 
of data 

It will involve 
Peaker period to 
training the 
tools 

90 

Predicts the 
agriculture crops 
using the KNN 
algorithm 

This concept is 
used to work 
out problem 
condition and 
classification 

KNN 
algorithm 

It stores the 
training 
dataset, and it 
learns only at 
the period of 
making 
predictions 

KNN is the high 
delicate to the 
audible to the 
dataset 

93

EMRs and create the risk scores for heart disease in diabetic’s users. For music 
suggestions, wearable sensors are used to determine users’ moods. The authors used 
feature-level fusion in their system, which throws data from each server divided and 
they merge them to emotion recognition. The scientists then employed both ambient 
and peripheral body sensors to identify mood in a different system. They employed all 
three levels of fusion to investigate the influences on human health (data, feature, and 
decision). The (RCNN) stands for the recurrent convolutional neural network-based 
method described to find out sickness symptoms. 
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2.7 Characteristics Identify Model 

The most related features are picked used the correlation proceed, and they selected 
characteristics to subsequently merged using both the data-level and feature-value 
fusion. Depending upon eight chosen characteristics from activity sensors, our system 
attained a 98% accuracy rate. These qualities, however, do not address all of the risk 
elements that heart patients face. To deal with the unpredictability of healthcare 
statistics, the system used to merge the characteristic concepts reach the accuracy of 
88.6%, which may be on any format. We will talk about finalizing victims’ input in 
the portion of the study. We do this by retrieving the user’s medical record, which 
may be in another format. The record is shared to a text file, which is passed to the 
outline module as input. It produces the outline of the health data, and we utilize 
NLTK—the Natural Language Toolkit. 

2.8 NLTK Libraries 

Natural Language Toolkit for understanding natural language uses the library tools, 
and it is a group of a library package. These are the fastest NLP libraries, with 
packages for learning machines to understand and reply to human language. To 
arrange numerous words and their frequency factors, we use two libraries which 
are Corpus and Tokenizer. It is also utilized to keep the stop words in place. By 
using TF-IDF calculation, we will assign weight for the medical word in the existing 
symptoms dataset. Corpus: The word corpus mentions the group of text facts. It 
might be a poet’s series of poetry or a blog about assure theme. It functions as a 
collection of predetermined stop words in this case. Tokenizer sentence tokenism is 
utilized. It is used to construct succession to the tokens as well as to make regex. 

The process of NLP shown in Fig. 2 shows that the words need to be encoded 
as integers or floating-point values for use as input to a machine learning algorithm. 
First, we want to load the text. Next, we split the text into tokens and then convert 
all words into lower case because the computer reads only machine level language. 
This is the process of tokenizers. 

2.9 Procedures for Build Summarization

• You should delete stop text.
• A word frequency table is created, revealing how many instances each word occurs 

in the dataset, as well as a medical definition weight analysis, which priorities 
medical terms.

• Using these wordmarks on the temporary table, design the score for each phrase.
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Fig. 2 Flow diagram of NLP process 

• The sentence score that is over a particular level is used to construct an analyzed 
summary. 

2.9.1 Need for Summarization 

Values which the time, writing style, and grammar are among the technologies that 
enable a clear description. The primary premise of finalizing is to look at a subset 
of data that incorporates all of the data an in array. Data overview is often used to 
manage email message summaries and take action condense material by condensing 
words used to organize data and promote Web search engines to study the condensed 
medical data and operation reports. Normally, all kinds of finalization were reserved 
for mother tongue. But in this paper, we fetched it and it is different from the new 
environment in the medical sectors, where it aids in extracting a summary and assists 
victims in understanding what their treatment says unsorted parley qualified doctor. 
It also works with the app’s other capabilities, such as locating the nearest health 
facility and allowing patients to make medical appointments. So user do not worry 
about the medical resources. User gives the symptoms, based on that our model will 
predict the diseases, and it will recommend some Web site which is related to the 
disease.
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2.9.2 Calculation 

Result of sentence equal to medical result and frequency result 

Last score = Sentence result + No of characters sequence 

This lastly gives the top score to each sequence and builds a review. 

F1 score = 2/(1/precision + 1/recall) 

The recall is the number of correct positive results divided by number of all 
relevant samples. 

3 Existing Systems 

Various technologies based on wearable sensors have been developed in recent years 
to enhance the act of cardiac disease predicts. Al-Makhdmeh and Tollba explain the 
system based on some medical tools which gather information about the cardiac 
patients both before and after the heart pain. They will transfer the accurate data in 
the medical scheme when they used characteristics extraction tricks and a dl model 
to extract valuable features and classify the data correctly. Still, the sensitive charac-
teristic parentage and feature weight technique have limits. In addition, they hired 23 
characteristics for education that inserts to the convolution and spatial dimensions 
inside the machine. Health Fog is a method of the use of Internet of Things (IoT) 
routers and deep mastering gear to autonomously cure cardiac patients. The prin-
cipal intention of this machine is to efficiently manipulate facts from IoT gadgets 
that pertain to cardiac sufferers. A new structure for a choice aid device for illness 
identity in patients becomes also defined. This gadget merges clinical information 
acquired from various sources with facts from wearable medical devices. A hybrid 
advocate device primarily based on IOT gadgets changed into defined. According 
to the cardiac patient’s state, the system offers a nutrition plan and physical activity. 
This recommended system, on the contrary, is built on basic rules which need to 
semantic information to extract the more sensitive information about the patient in 
sequence to give an accurate suggestion. A fuzzy neural classifier was used in an 
IoT-based illness prediction system. The area gives a breakthrough framework of a 
mobile healthcare utility for important contamination prognosis. In addition, a three-
tier system with an ML method and the third tier use logistic regression to forecast 
cardiac disease. This method, on the contrary, runs tests with only seven character-
istics, which is insufficient to appropriately determine the health status of cardiac 
patients.
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4 Proposed System 

The Kaggle repository was used to collect the Disease/Symptoms database. It has 
numerous qualities (symptoms) and classifications, as previously stated (diseases). 
Extreme Gradient Boost algorithm model is used to construct the training and testing 
sets. We collected some disease datasets. We collect the 4920 records. And we 
segregate into three different datasets for pre-processing model. Each dataset has 
different symptoms, and based on the symptoms, the model will be displayed the 
possible disease names. For the symptoms prediction, we collected the datasets like 
description of symptoms which have the detailed description about the each and 
every disease. In Precaution dataset, it contains precautions instructions to reduce the 
disease. Severity dataset is a dataset which has assigning the weight for each disease. 
In our dataset, we have some meaningless data like null values. The model’s overall 
performance might be harmed by the text’s noise and needless elements. To reduce 
the issues, we used the NLTK concepts to recover the model. Therefore, Weblinks, 
emojis, extra punctuation, and unwanted, repeated characters were removed from 
each sentence. It helps to get rid of unhelpful parts of the data, by converting all 
characters into lowercase, eliminating the punctuation marks, and removing stop 
words and types. 

Following that, translate contractions (“I’m”, “there’re”) and abbreviations to 
formal language. To extract individual words in a sentence, the author adds the 
most prevalent abbreviation to a list and tokenizes each sentence. In the list, look 
for abbreviated terms and replace them with the formal language equivalent. Some 
pronouns, such as “you”, “she”, “them”, and others, were removed from the English 
stop words list. To save space in the document, I converted all of the text to lowercase. 

4.1 Feature Extraction 

Because machine learning algorithms cannot handle all of the features, the author 
chose some of the best content-based features and sentiment-based features. The 
contents of the comments are used to create content-based features. Sentiment-based 
features are those that are based on the text’s emotional content. Bag of Words: 
The bag-of-words model is a representation for natural language processing and 
information retrieval that simplifies things. A text is represented as a bag of its 
words in this approach, which ignores syntax and even word order while maintaining 
multiplicity. Computer vision has also used the bag-of-words model. 

TF-IDF: The term frequency-inverse document frequency (tf–IDF) is a numer-
ical statistic used in information retrieval to represent how essential a word is to a 
document in a collection or corpus. It is frequently used in information retrieval, text 
mining, and user modeling searches as a weighting factor. 

WORD2VEC: Word2vec is a natural language processing approach that was 
first published in 2013. The word2vec program learns word connections from a huge



418 M. Murugesan et al.

corpus of text using a neural network model. Once trained, a model like this can 
recognize synonyms and recommend new words for a sentence. We obtain the user’s 
symptoms and apply the trained model to forecast the ailment. The patient record, on 
the contrary, is obtained, resulting in an overview of the medical report depending on 
the most important symptoms linked with a particular ailment. It is used to expand the 
dataset’s number of illness symptom pairings. Any predictive engine will typically 
simply look at a predetermined platform of symptom and sickness combinations, but 
this will only locate the result partially and with a low level of confidence. 

To achieve a better degree of confidence, we leverage health data analysis that 
provides personalized input as well as user engagement with the system, on this 
project. The entire system contains two modules: one for illness prediction and the 
other for keeping track of one’s health. The next module utilized training to deliver 
the best outcome to reach a higher confidence level. This procedure is linked to the 
user interface to collect user input and inform them of their current state. 

4.2 Classification Model 

We use multiple class divisions in this forecast. Multi-stage is a dividing function 
that has more than two phases. Each sample can only label as one class. We predicted 
40 different types of diseases. In this classification, we use the one-vs-rest strategy, 
also known as the one-vs-all, used in the one-vs-rest classifier. The strategy consists 
of inserting one category into each category. In each category, the class is included in 
all other categories. In addition to its computer efficiency, another advantage of this 
method is its interpretation. Since each class is represented by only one category and 
one, it is possible to gain knowledge about the class by examining its corresponding 
arrangement. This is a widely used strategy and is a viable default option. 

Figure 3 represents the XGBoost probability of predicting the correct possibility 
of instance. It shows the negative average of correct prediction. We can measure the 
performance of classification model. The blue line shows the train set of log loss, 
and orange shows the test set of log loss. 

4.3 Prediction 

The objective is expected based on the symptoms provided. The NLTK is used in 
conjunction with medical word weight analysis to summarize the uploaded file, 
resulting in an optimum summary for the patient or user. It also aids in the upkeep 
of the disease–symptom data collection on the back end. For each of the anticipated 
diseases, the XGBoost first predicts the disease with the greatest confidence level.
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Fig. 3 Shows the XGBoost log loss 

5 Conclusion 

We need to add the multilingual finalizing and multi-document finalization as 
future development. Because the files we provide as input may include local 
languages, health records may be gathered from all over the world and readily 
summarized utilizing multilingual finalization. Currently, the document uses a global 
language (English). This study discusses illness prediction utilizing highly person-
alized training datasets, as well as other associated activities such as scheduling 
appointments and locating the nearest health center. 

6 Future Scope 

Predictability of disease is important in clinical decision-making. Machine learning 
methods offer an exciting opportunity to gain advanced risk assessments and more for 
each individual. This can aid in a personal drug campaign, by better integrating risk 
management into each patient. The improvement in the accuracy of the predictions 
found in the current study should be further evaluated using the study machine 
and other large clinical datasets, in some communities, and in predicting further 
disease outcomes. Future research into the feasibility and validity of applications for 
machine learning in clinical practice will be required. As the computational capacity 
of healthcare systems increases, the potential for exploitation of machine learning 
to improve disease risk prediction in clinical practice will be a viable option. This 
may further include predicting protein formation and genetic sequence from patients’ 
clinical profiles. This will require testing in future studies on the use and clinical use 
of other computer-assisted machine learning algorithms such as support vectors and
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in-depth learning equipment to integrate electronic healthcare records. In the future, 
we will add features like suggest clinical tests and based on the test result, suggest 
the hospitals for the treatment, suggest doctors, and show the approximate treatment 
cost. In several countries, electronic health records for all health care organizations 
are hosted on central servers. This may allow the development of a new algorithm 
to be performed off-site using cloud computing software and restored to clinical 
settings such as program applications (APIs) for PCs, mobile devices, and table. 
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Landmark Recognition and Retrieval 
Using ResNet50 and DELF 

P. Nikhil Chandra, M. Kalyan, B. Rishi Ram Naik, K. L. Sailaja, 
and P. Ramesh Kumar 

Abstract Landmark recognition is a method that predicts landmark labels directly 
from image pixels. This model is designed to detect the proper landmark in a dataset 
of complex and challenging test images, allowing users to better understand and 
organize their photograph collections. A dataset containing historic monuments of 
India of around 100 classes is created. The dataset is divided into training, testing, 
and validation data. Data augmentation is performed on training and validation data 
in the dataset. ResNet50 algorithm is used here to train the dataset. A sample image 
is given to the ResNet50 model for prediction, and the model gives the top ten labels 
of the sample image. Consider two images for each label from the training dataset, 
and apply DELF on these images and sample image. The inliers are calculated for 
these images using the Ransac algorithm. Image label which has a good number of 
inliers with sample image is the landmark of that sample image. 

Keywords Data augmentation · Deep local features (DELF) · Landmark 
recognition · Ransac algorithm · ResNet50 

1 Introduction 

The challenge of finding popular man-made sculptures, structures, and monuments 
inside a picture is known as landmark recognition [1]. One of the most commonly
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Fig. 1 Deep local features [4] 

utilized deep neural networks is the convolutional neural network (CNN). Convo-
lution is the name given to a mathematical linear function between matrices. CNN 
layers include all convolutional layers, the nonlinearity layer, the pooling layer, and 
the fully connected layer. Residual neural networks [2] do this by utilizing skip 
connections or shortcuts to jump over some layers. The principle on which ResNet’s 
work is to build a deeper network compared to other plain networks. Data augmenta-
tion [3] is a technique for artificially increasing the size of a training set by producing 
modified copies of the dataset’s pictures. When training a machine learning model, 
it functions as a regularizer and helps to reduce overfitting. Deep local features can 
be utilized to replace other keypoint detectors and descriptors in image retrieval, 
allowing for more accurate feature matching and geometric verification (Fig. 1). 

The dataset is created by collecting 1200 images of different landmarks across all 
states of India from the Google Images. 

2 Related Work 

In [5], using a Google landmark database of recognized landmarks, the author hopes 
to construct and enhance a deep learning system that can detect landmarks from 
photographs. Landmark recognition is powered by instance-level recognition. In this 
study, the transfer learning approach is used to train three separate VGG16, Incep-
tionv3, and ResNet50 models, as well as a pure convolution neural network (CNN) 
model from scratch. Table 1 shows the different accuracies for these algorithms. In 
this, ResNet50+ DELF gives high accuracy.
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Table 1 Accuracy of 
different models 

Model Training accuracy 
(%) 

Testing accuracy 
(%) 

VGG16 99.8 89.1 

Inceptionv3 27.3 18.6 

ResNet50 100 90.4 

Pure CNN 97.55 89.67 

ResNet50+ DELF 100 95.67 

The author proposed a model [6] for predicting landmarks with CNN, which 
was constructed with a VGG16 neural network and ImageNet transfer learning. The 
evaluation is carried out using the global average precision (GAP) measure, which 
takes into account the confidence score for each anticipated landmark label. Deep 
local features use CNN to discover semantically equivalent local features by training 
using instance-level annotations. 

The author [7] proposed a model that automatically discriminates landmark cate-
gories with subtle visual differences. For image cropping, they use image cropping 
and data augmentation techniques. Modeling will extract different numbers of land-
marks and images from our dataset to build the landmark recognition models using 
ResNet and VGG. 

Anirudha Sundaresan et al. [8] proposed a deep residual networks-based transfer 
learning technique. Due to its powerful computational capabilities, the perfor-
mance of picture categorization, object identification, and face recognition has been 
improved. ResNet enables us to train incredibly deep networks while still achieving 
excellent results. 

In [4], a unique local feature descriptor is created for large-scale image retrieval 
applications. DELF is learnt with very little supervision and only image-level labels, 
and it is combined with our novel semantic feature selection approach. 

Monulens is a real-time mobile-based landmark identification tool proposed by 
Chatterjee et al. [9]. Monulens does all of its processing on the mobile device. Present 
quantifiable statistics on the time takes to execute a single query and the application’s 
empirical correctness. 

At the order level, the author proposed a technique [10] for identifying insect 
specimen photographs. The methodologies of digital picture progression, pattern 
recognition, and taxonomy theory were used to construct several related character-
istics. 

Ulrich Buddemeier et al. [11] created a system that analyzes two types of data: 
(1) a set of GPS-tagged images and (2) a corpus of travel guide articles. A photo-
graph is a tuple for the initial source, with the unique photograph ID-associated GPS 
coordinates in terms of latitude and longitude. 

Kumar et al. [12] proposed an article that checks image metadata and tracks the 
individual nation, city, route, and street based on GPS altitude, GPS latitude, GPS 
longitude, and GPS location.
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Dr. Chen et al. [13] proposed an article that compares existing classification 
approaches to forecast CAD sooner for a more accurate value and also introduces 
recent adaptive image-based classification strategies. 

Balasubramaniam [14] created a deterministic AI strategy based on clinician 
inputs and deep ensemble malignancy recognition. The histological diagnosis is 
used as a standard criterion for determining the specialist assessment, algorithmic 
specificity, sensitivity, and the area under the receiver operating characteristic curve 
(AUROC). 

3 Methodology 

In this model, there are three modules: data preprocessing, ResNet50 model training, 
and DELF (Fig. 2). 

3.1 Data Preprocessing 

The data is preprocessed by splitting the data into training, testing, and validation 
in the ratio of 0.6, 0.2, and 0.2, and data augmentation is performed on train and 
validation data with constraints such as shrinking, shearing, zooming, and horizontal 
flipping (Fig. 3). 

3.2 ResNet50 Model Training 

ResNet50 algorithm is used here to train the dataset. After that, a sample image is 
given to the ResNet50 model for prediction, and the model gives the array containing 
the probabilities of the label to the image. The ResNet50 model’s skip connections

Fig. 2 Methodology
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Fig. 3 Data augmentation 

Fig. 4 Output of ResNet50 

combine the outputs of prior layers with the outputs of stacked layers, allowing for 
considerably deeper network training than previously feasible (Fig. 4).

3.3 Deep Local Features 

When the user gives input to the ResNet50 model, the model gives the array format 
output of probabilities. The top ten labels having high probability of that image are 
considered. For every label, two images are considered. Total 20 images are retrieved, 
in the images, and DELF is applied with input image and the retrieved image which 
will return the description of two images. By using the descriptors and locators,
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Fig. 5 Output of ResNet50+ DELF 

Ransac algorithm is performed to return the inliers or matches of images. Image 
label which has a good number of inliers with sample image is the landmark of that 
sample image (Fig. 5). 

4 Result and Analysis 

This Table 2 consists of two columns, one is input and the other output. Input: An 
image is taken from the user. This input image goes to ResNet50 and DELF model 
to get the output. Output: Label of that landmark and the image which has maximum 
matches with given image (Fig. 6; Table 3). 

For the selection of labels, two constraints are considered. One is accuracy, and 
the other is time. This accuracy test is performed on a dataset containing 197 images. 
At first, five labels are considered. The accuracy is low, and time taken is also less 
for output generation. Up to ten labels, the accuracy and time taken are increasing 
slightly. Upon considering 15 labels, the rate of change of accuracy is less, and time 
taken is high. So, ten labels give better performance. 

5 Conclusion and Future Work 

In this paper, the model predicts the landmark of a given image using ResNet50 and 
DELF. The objective is to find an optimal method to find the landmark of an image by 
using the image pixels. This was made possible by creating a hybrid model with the 
combination of ResNet50 and DELF. The image was firstly given to the ResNet50
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Table 2 Outputs of ResNet50+ DELF model 

S. no. Input Output 

1 

2 

3 

4 

5
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Fig. 6 Accuracy graph for the different no. of labels 

Table 3 Accuracy and time 
taken table for the different 
no. of labels 

S. no No. of labels Accuracy (%) Time taken (in s) 

1 5 90.89 16 

2 6 91.40 29 

3 7 92.58 36 

4 8 93.98 37 

5 9 94.04 39 

6 10 95.93 39 

7 15 95.93 78 

8 20 96.01 127 

model for prediction, and the model gives the top ten labels of the sample image. 
Consider two images for each label from the training dataset, and apply DELF on 
these images and sample image. The inliers are calculated for these images using the 
Ransac algorithm. Image label which has a good number of inliers with sample image 
is the landmark of that sample image. The result indicates that the proposed model can 
recognize the landmark correctly. The dataset contains 100 classes. The landmarks 
defined within the dataset were predicted with 95.93% accuracy. Additionally, this 
system cannot retrieve all the images of a landmark when a sample query image is 
given and an API can be developed for the easy access of the model by the user, this 
need to be studied in the future works.
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A Prediction System for Agricultural 
Crops Using Supervised Learning 

K. Deepa, M. Karthi, P. Kavin, S. Rahulsankar, and E. Vengaimani 

Abstract The prices of agricultural commodities are constantly varying. It is 
affected by various factors such as weather conditions, plant diseases, labor charges, 
production, demand, and supply of agricultural products. The farmers face problems 
when the crop is not worth the price and when unaware of the marketing price. This 
makes it difficult for them to do agriculture. Future crop prices can be estimated 
using machine learning algorithms such as decision trees, logistic regression, and 
support vector machine (SVM). In this paper, we analyzed five supervised algo-
rithms and chose SVM as it gave better results. The dataset contains the prices of 
agricultural commodities from various states and their nutrient value. At last, the 
XGBoost boosting algorithm is applied to improve the performance of the model. 

Keywords Agricultural products · Price prediction ·Machine learning · Crop 
price · Support vector machine 

1 Introduction 

Agriculture has been one of the traditional businesses since the olden days. It plays 
a very important role and adds value to the country’s development. Many people are 
employed in the agricultural sector [1, 2]. The farmers cultivate the crops according 
to their assumptions and inner thought. But the assumption may or may not be right 
[3, 4]. The assumption is not backed by any thorough research or experimentation. 
The assumption can also fail due to some factors like climatic conditions and market 
expectations. In this situation, the farmer incurs a huge loss with his produce [5, 
6]. Machine learning has been able to successfully predict future outcomes in many 
fields such as healthcare, finance, and transportation. It can also be used in agriculture 
to predict future outcomes. 

Machine learning is a subfield of artificial intelligence that provides computer 
systems the ability to learn from data and gradually improve themselves. It is a
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growing field in today’s world. It is used in many real-world applications such as 
Google Maps, and Alexa. Supervised learning is a subcategory of machine learning 
that uses labeled data to train the algorithm and predict the result. In labeled data, 
the data is grouped into one or more labels [7]. There are many supervised machine 
learning algorithms available such as linear regression, logistic regression, decision 
trees, and SVM. 

Agricultural crop prices can be predicted using supervised learning algorithms. 
They can be used to predict future prices of agricultural commodities by analyzing 
past historical data [8]. The predictions made can be quite useful for farmers to make 
better decisions about the right crop to cultivate [9]. In this paper, we have used 
SVM to predict agricultural crops prices. The dataset for the algorithm is prepared 
by collecting the crop prices from the open government data website (data.gov.in) 
and nutrients data from other sources [10]. The dataset contains the details of crops 
along with prices and nutrients for many states of India [11]. 

Zhao [12] used an ARMA model to forecast the price of soybean in his research. 
He predicted the futures of the soybean market and comprehensively presented the 
results. As from our researched surveys, we have analyzed that a combination of deep 
learning models and machine learning models shows a very good result [13]. But 
there is an increase in time complexity while comparing with the other models. 
Many researchers have only given a model for the problems, and they haven’t 
mentioned about their interface [14] The model selection framework performs better 
than traditional models in predicting the product’s price [15, 16]. 

2 Related Works 

Zhao’s [12]. Research first estimates whether machine learning algorithms can be 
used for predicting crop prices. Next, they have analyzed the basic features which 
affect the prices of commodities. Then they have used wavelet analysis to smooth 
the data and then used signal decomposition to obtain layered data. This data is then 
used by the ARIMA model. They have used soybean prices to predict future prices. 
They have also shown statistical diagrams and tables to show the correctness of the 
model. The ARMA model performs better than the ARIMA model in univariate time 
series conditions. Its major drawback is that it requires more number of steps. 

Sabu and Manoj Kumar [13] In this paper, the crop price is predicted using 
the LSTM and machine learning models. A forecasting comparison has been made 
between ARIMA, HOLT winter seasonal methods with 100 numbers of areca nuts. 
Areca nut production is high in Kerala. Price forecasting helps to maximize the 
revenue of farmers by giving some good insights. Based on their work, LSTM gives 
a good economic outcome and it is also a parsimonious model for forecasting the 
areca nut prices in Kerala. The main drawback of this model is that using deep 
learning models requires lots of data and takes high time for the decision. 

Wihartiko et al. [14] The model is used to find the product price prediction with an 
impact of change. They have used artificial intelligence, regression, and data mining
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techniques. The prediction of prices is based on the needs of stakeholders. Based 
on the products, they have been classified into animal products, agricultural food 
products, and specific food products. The neural network method has been used for 
getting higher accuracy. As per the user’s needs, the system has been developed to 
benefit all stakeholders. They need various stakeholders to anticipate the prices and 
need more good classifiers to classify the data. 

Zhang and Sanggyun [17] used a hybrid model based on SVM to predict agri-
cultural products price. Fuzzy information granulation is used to split the data into 
three components—Low, R and Up. These components indicate the immensity and 
tendency of price. The data is then fed to the mind evolutionary algorithm (MEA)-
SVM to determine the undulation rate in price. The model’s performance can be 
enhanced by tuning the kernel and penalty parameters. The MEA-SVM hybrid model 
can also be used in other areas like commercial products price prediction. But the 
model has some defects like miscalculation and prediction errors in the long term. 

Dhanapal et al. [15] In this paper, the crop price is predicted using the decision 
tree regression model. The decision tree algorithm is a supervised learning algorithm 
that uses simple decision rules to predict the output. They used previous rainfall and 
WPI data to predict crop prices for the next 12 months. The model was trained on 
many crop prices like wheat, paddy, and cotton. They also got a good-looking web 
page which was developed using the Flask framework. The web page shows the crop 
price and its increase and decrease percentage. But the algorithm failed to take more 
advanced features like pest outbreaks and disease outbreaks. 

Bayona-Ore et al. [18] This paper presented a comprehensive overview of different 
algorithms and models used over the course of time for predicting agricultural prod-
ucts price. From the research, we can observe that neural networks were the most 
used for predicting product prices. Neural networks provide better accuracy and 
performance. But it does not mean that it always provides better results in the real 
world. Other than that, decision tree algorithms and support vector machines were 
also used by researchers. The research also shows that there is no single tool or metric 
to assess the performance of different models. 

Zhang et al. [19] This paper shows an effective model selection framework to 
compare and choose from different available models. They have used 29 features and 
three models—ANN, SVM, and extreme learning machine to predict and compare 
the prices. They have also used the minimum redundancy maximum relevance 
(MRMR) technique to reduce the surfeit in features. Their model selection frame-
work performs better than other simple models. It also shows that there is variation 
in the optimal model for different categories of time series. Their framework can be 
further improved by choosing some advanced classifiers. 

Wu et al. [20] This paper uses a mixed model. This model is a combination of 
the PLS regression method and the ARIMA model using space and time factors. 
The model has been used to predict the weekly prices of agricultural products in 
various markets. The warning model is used to urgent the change of daily price after 
making necessary data preprocessing. The price change in different commodities 
also is used in forecasting prices. Here they have done analysis on the customers and 
then collected the analyzed data. This data gives a big turnover in the agricultural
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commodities and gives a more significant result. Their models take more time to 
calculate the results, and this model is being made as a framework. 

Champaneri et al. [21] Random forest is a popular supervised machine learning 
algorithm that can be used for both classification and regression. The algorithm 
generates a series of decision trees, and the best output is taken out from the decision 
trees and produced as a result. The paper outlines some of the problems in the agricul-
tural sector like climatic changes. To solve those problems and to increase the yield 
of agricultural produce, a random forest algorithm is used. It is used to predict the 
price of agricultural products, and the results are shown on a webpage. Maharashtra’s 
agricultural dataset is used for training and testing. Through this webpage, we can 
predict the prices of the different crops for the different seasons in each Maharashtra 
District. 

Vinaya Kumar et al. [22] A survey about the impact on farmer’s life. This paper 
shows why farmers leave agricultural fields. There are 12 important factors involved 
to avoid agriculture as a livelihood. Their suicides had occurred because of mental, 
social, economical, and personal problems. The major problems faced are global 
warming, climate change, high investment in manure, genetically modified seeds, 
and external resources. The majority of the Indian farmers own very few farming 
areas. So they cannot get a high amount of profit. 

Venugopal et al. [23] used supervised learning algorithms to predict crop prices in 
various districts of Kerala. They have gathered a dataset from government websites 
that include production and rainfall data. They have compared three algorithms— 
logistic regression, naive Bayes, and random forest to obtain the best algorithm for 
prediction. According to their research, the random forest algorithm has performed 
better than other algorithms with an accuracy of 92.81%. For the server side, Heroku 
is used. They have also created an android application to help farmers to view the 
results of the analysis. 

van Klompenburg et al. [24] presented a literature review of the various prediction 
models used for yield prediction. Initially, they have defined a search string to be 
matched by papers published in six different databases. After that, the chosen papers 
were filtered based on inclusion and exclusion rules. Next, four questionnaires were 
defined and the papers were analyzed and summarized based on those questionnaires. 
According to their research, the most used approach is the artificial neural networks 
and next to that, convolutional neural networks and LSTM were also used. 

Suruliandiet et al. [25] discussed various feature selection techniques and super-
vised models to predict crop price. They have used a dataset from the agricultural 
department of Tenkasi District. The dataset contains 16 features out of which 12 
were related to soil, and the remaining were related to the environment. Various 
feature selection techniques were compared, and the best technique was suggested. 
The selected technique with bagging classifier produced better results compared to 
algorithms without bagging classifier. 

Thomas et al. [26] took soil characteristics such as nitrogen, potassium, and phos-
phorus content in the soil as the base parameters for the prediction of a particular 
crop. They used a support vector machine algorithm with cross-based validation.
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This model provided better results compared to other models like Naive Bayes, and 
decision tree classifier. 

Gosai et al.  [27] have taken different soil parameters like Ph, nutrients such as 
nitrogen, potassium, and phosphorous, moisture content to build a prediction system. 
Different classifiers were used, and their efficiency was compared. According to the 
prediction results, XGBoost performed better with an accuracy of 99.31%. But, they 
have not developed any user interface or mobile application to be used by all farmers. 

Suganya et al. [28] used supervised machine learning to predict the yield of 
different crops. They have taken the different flavors of supervised learning such 
as decision tree, random forest, and support vector machine and compared their 
performance. According to their results, logistic regression performed well compared 
to other supervised algorithms. Further, they also did not develop any web page to 
show the results to farmers. 

Masare et al. [29] The system for maximizing the yielding rate of crops using 
machine learning algorithm. This module explains the crop prediction module and 
analyzes the need to filter the plants by soil, weather, rainfall, and required nutrients of 
the plant. It is used for data mining algorithms, Naïve Bayes algorithms, conditional 
probability, and final probability. Nowadays, farmers use the estimations by their 
previous experience and errors. By using this module, they can reduce their errors 
and get accurate results with the help of this proposed system. 

Patil et al. [30] Crop prediction system is using machine learning algorithms. This 
model will cover all types of farming techniques and also gets more advantages to 
the smallholder farmers. It will give the result of profit percentage and the advanced 
level of farming techniques. It is used for Naïve Bayes MapReduce algorithms, 
data mining algorithms, and supervised learning algorithms. It follows soil type, Ph 
values, temperature level, weather conditions, and cultivation cost. 

Ghutake et al. [31] created a website for the prediction of a crop price using 
suitable machine learning models because farmers are unable to predict the right 
crops for there, which makes a huge loss for them. By using their ML algorithm that 
gives 92% of the accuracy and using this the farmers can get the right crop for their 
yield and crop pattern and storage of the harvested crop insights. In this prediction, 
they have used a real-time dataset from data.gov.in, random forest prediction, and 
decision tree regression. 

Nandhini and Gowri Shankar [32] proposed a paper that covers image processing 
and analysis of seeds, with particular fields for specific seeds. In this system, sample 
pictures of seeds are uploaded based on their quality. The image recognition system is 
very helpful for understanding and analyzing the ways and possibilities of occurring 
problems. It uses support vector machine algorithms, ID3 algorithms, and recom-
mendation systems. The image processing system is used to avoid unwanted noises 
occurring in images. 

Bondre and Mahagaonkar [33] have found that predicting crops and their fertilizer 
is a tedious task for the farmers. So they have decided to use machine learning models 
for predicting crops and fertilizer. These models will give better results. For their 
prediction, they have used a super vector machine and it gives 99.47% of accuracy 
in comparison with the random forest algorithm (86.35%). They have also created
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a mobile application for farmers to upload images for finding the diseases of crops 
using image processing. By implementing this smart irrigation system farmers can 
able to get a higher yield production in their farming. 

From the research, many of the researchers used neural networks as they provided 
better performance [34–38]. But the neural models require a large amount of training 
data. It also requires more time for model execution. Some research predicted the 
price for a particular crop in a particular period. Very few researchers have developed 
web pages to show the insights [39, 40]. 

3 Proposed Methodology 

The proposed methodology architecture is given in Fig. 1. It consists of the following 
steps.

1. Dataset collection 
2. Data preprocessing 

Fig. 1 Architecture diagram for price prediction system
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Fig. 2 Combined dataset 

3. Data analysis 
4. SVM model creation 
5. Application of XGBoosting algorithm 

3.1 Dataset Collection 

Dataset plays a key role in machine learning. It is a collection of records. At first, 
datasets from Kaggle and open government data (OGD) which contain agricultural 
commodities and their prices have been collected. Then, those raw data are combined 
into one. The combined dataset contains the prices of 124 commodities from different 
districts all around India. The dataset has features like state name, district name, year, 
season, crop, area, production, and price. It contains around 2.46 lakh instances. The 
combined dataset is shown in Fig. 2. 

3.2 Data Preprocessing 

It is one of the data mining techniques which is very helpful for transforming the raw 
data into clean data that is in a useful and coherent format. The steps which are used
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in data preprocessing are data cleaning, data transformation, and data reduction. Data 
cleaning deals with missing and irrelevant data. It is very helpful for handling the 
missing and noisy data. Missing data refers to the absence of certain important data. 
In this dataset, the missing values are filled by taking the mean of that column. Noisy 
data refers to data that is meaningless. The noisy data can be generated by various 
means. Some of them are faulty data collection and data entry errors. The noisy 
data can be managed by methods like binning method, clustering, and regression. 
These methods help to smooth the data by sorting them. Data transformation is 
very helpful for transforming the data into an appropriate form that is suitable for 
the mining process. The main step that is being followed in data transformation is 
normalization. Here, the label encoder is used to convert non-numerical data into 
numerical data. Data reduction is one of the main data mining steps which is used to 
manage a huge and large amount of data. Data analysis becomes difficult and harder 
in a case where the size of data is huge. It aims to increase the storage efficiency by 
decreasing the data storage and is also used to decrease the cost of the data analysis 
process. Here, the attribute subset selection is mainly used to achieve the objective 
of the data reduction technique. In attribute subset selection, the highly relevant 
attributes are grouped together and the rest will be discarded. 

3.3 Data Analysis 

It is an important step in exploring datasets prior to developing a machine learning 
model. It is done to get meaningful insights from data using different data visualiza-
tion techniques. It helps to identify trends and outliers in the data. Each agricultural 
commodity in the dataset is analyzed to get insight into that commodity. Figure 3 
represents a bar chart for the variation of ash gourd prices in different districts. 

Fig. 3 Analysis of fruit ash gourd
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Fig. 4 Accuracy of SVM 

3.4 SVM Model Creation 

The preprocessed data has been split into train and test data in the ratio of 7:3. Five 
supervised machine learning algorithms, namely linear regression, logistic regres-
sion, random forest, decision trees, and SVM, have been taken for comparison. 
Among the chosen algorithms, SVM is more suited for the dataset and provides 
better results. SVM is an algorithm that helps to solve both linear and nonlinear 
problems with the help of regression and classification. It works by mapping the data 
in an n-dimensional space and creating a hyperplane that perfectly separates the data 
points. The hyperplane divides the data points in a way that the distance between 
data points and hyperplane is large. It has provided 87.8% accuracy which is high 
compared to other algorithms. So SVM is chosen for price prediction. The accuracy 
of SVM is shown in Fig. 4. 

3.5 Application of XGBoost Algorithm 

After analyzing the accuracy, the XGBoost boosting algorithm is applied to increase 
the performance. XGBoost is an algorithm that uses gradient boosting to boost weak 
learners. It creates an ensemble of the base model results and tries to predict the 
dependent variable by aggregating the results from the ensemble. It employs software 
and hardware-level optimizations to reduce the running time. It is mainly used for 
increasing the speed and performance of the model. After applying the XGBoost 
algorithm, the obtained root mean squared error was 0.19 and it was shown in Fig. 5.



442 K. Deepa et al.

Fig. 5 Root mean square error of XGBoost algorithm 

4 Future Work 

In the future, we are planning to test various algorithms and compare their perfor-
mances. Further enhancements can be made in the dataset to include more features 
such as weather conditions, prices of fertilizers, and seeds. We also aim to improve the 
model by using real-time data from government websites and agricultural institutions. 

5 Conclusion 

Agriculture is one of the most important drivers of human life and economic develop-
ment. Agriculture and farmers are vital to providing the basis for all of our food needs. 
But farmers’ income is affected due to unprecedented market and weather conditions. 
Machine learning has the potential to improve the farmer’s life by predicting the yield, 
price and suggesting the suitable crop for cultivation based on region and nutrient 
parameters. Among many other machine learning algorithms, we have used the SVM 
algorithm for price prediction. The research in machine learning is still going on to 
improve the algorithms and identify new algorithms that have higher accuracy and 
efficiency. 
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Abstract The Industrial Revolution 4.0 has significantly altered how people think, 
live, and interact. This period has disrupted a wide range of human activities, not just 
in the sphere of technology, but also in other areas like economics, social relations, and 
politics. A mix of technologies that blend the physical, digital, and biological realms, 
together known as cyber-physical systems, characterizes the Industrial Revolution 
4.0 age, thus requiring extensive action to help analyze and mitigate. Electronic 
payment is also a part of the Industrial Revolution 4.0, and it has so many impacts. 
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owners using questionnaire method. The results show that electronic payment has so 
much impact on small businesses such as more alternative payment options.
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1 Introduction 

The Industrial Revolution 4.0 radically altered how people think, live, and interact 
with one another. This age will cause disruptions in a variety of human activities, not 
only in the realm of technology, but also in sectors such as economics, social science, 
and politics [1]. Additionally, the Industrial Revolution 4.0 period saw the introduc-
tion of technology advancements in a variety of disciplines. Robotics, artificial intel-
ligence, nanotechnology, quantum computing, biotechnology, and the Internet of 
Things are among the topics under discussion. The Industrial Revolution 4.0, some-
times referred to as the Industrial Revolution 4.0, was the fourth industrial period 
following the eighteenth century’s First Industrial Revolution [2]. 

This Industrial Revolution 4.0 age is defined by a convergence of technolo-
gies that blur the boundaries between the physical, digital, and biological realms, 
together referred to as cyber-physical systems. Additionally, the Industrial Revo-
lution 4.0 period is defined by the rise of technical advancements in a variety of 
disciplines. Robotics, artificial intelligence, nanotechnology, quantum computing, 
biotechnology, the Internet of Things, fifth-generation wireless technology, 3D 
printing, and autonomous vehicles are among the technologies in question [3]. 

Indonesia’s Social and Economic Performance: The development of technology in 
development has created an ambiguous attitude among the people. On the one hand, 
society accepts the presence of technology, and on the other hand, the presence of 
modern technology produces structural problems which then penetrate all sectors of 
people’s lives [4]. 

1.1 Problem Statement 

The Industrial Revolution 4.0 has had a significant influence on the economic aspects 
of individuals living in DKI Jakarta. Few individuals in Indonesia accept technolog-
ical growth, despite the fact that there are several benefits to be gained by adopting 
this industrial revolution. Because some individuals are still unwilling to adjust to 
new advancements, the development of electronic payments in Indonesia is still not 
broadly embraced by many people. Teenagers are the bulk of those who can adjust. 
The quantity of individuals who lack technological knowledge causes new issues 
for current advancements, and Indonesia is falling more behind other countries in 
technological growth.
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1.2 Research Questions 

During this research, there are four research questions based on the problem, and 
based on the questions, there will be an answer as an output of the research. 

1. Does electronic payment improve the effectiveness of small business? 
2. What was the economic growth like in DKI Jakarta from 2005 until now 
3. Does DKI Jakarta have the sufficient human resource to face Industry 4.0? 
4. What impact has industry 4.0 brought upon the people of Srengseng? 

1.3 Relevance and Importance of Research 

Research will figure out what suitable impact that could be implemented in electronic 
payment sector. This research will have any relevance and importance, and those are: 

1. To figure out what does electronic payment impact to small business. 
2. To observe and learn further to what aspects of people that the change will bring. 
3. To learn certain changes, it will bring in regard to the quality of life for the 

people living in DKI Jakarta. 
4. To figure out whether the available human resource in DKI Jakarta is prepared 

according to the 4.0 implementation. 

2 Research Technique 

This research will be done using a qualitative method utilizing the use of interviews 
and questionnaires as the main method of data collection. Holding interviews and 
sending questionnaires to several small medium enterprises (SME) agribusiness that 
has been carefully chosen to help measure the impact Industrial Revolution 4.0 has 
brought upon said small medium enterprises (SME) agribusiness located in the DKI 
Jakarta region [3, 5]. Interviews will be held online through means of an online 
conference video call software. Small medium enterprises (SME) agribusiness was 
chosen as the main subject since they can contribute an immense amount of impact 
on the economic situation in DKI Jakarta. The questionnaire will be done through 
an online form aptly named Google Forms, and the link which will lead to the 
questionnaire will also be distributed online to the owners of several small medium 
enterprises (SME) agribusiness located in DKI Jakarta. Figure 1 shows the flow of 
process [4, 6].
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Fig. 1 Flowchart of 
research technique
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3 Research Method 

This research will be using a quantitative method. A face-to-face questionnaire will 
not be held due to the current pandemic situation that is currently ongoing. Hence, 
the method of online questionnaire will be used as a substitute in order to replace 
direct questionnaire which will be held with the aid of Microsoft Forms as the media 
for answering the questions which have been prepared for the questionnaire aspect 
of data collection [4]. Another issue that might occur is the inability to partake in the 
data collection since it might be a possibility due to the lack of a device to partake 
in the questionnaire and for some small business owner that does not have access to 
a device that is capable in aiding the data collection will be a waste since a physical 
meeting is currently close to impossible to do due to the current pandemic situation. 

Nonetheless, this research aims to expose certain impacts that have been brought 
by the Industrial Revolution 4.0 which in conclusion will add another fact that said 
industrial revolution has left some small business owner in the dark due to lack of 
access to certain technology devices, and for those who do have access might not 
have received the full impact that this revolution has brought. 

3.1 Literature Review 

3.1.1 Industrial Revolution 

The industrial revolution is a period of fast change in the economy and industry and 
characterized by increased efficiency, which has a ripple effect on other spheres of 
life. There have been four industrial revolutions since the First Industrial Revolution, 
and the Industrial Revolution 4.0 is now underway [7]. The First Industrial Revolu-
tion was characterized by the widespread use of machines to facilitate labor. Mass 
manufacturing started with the Second Industrial Revolution. Computers and indus-
trial automation were key components of the industrial revolution. Additionally, this 
Industrial Revolution 4.0 is characterized by the advent of cyber-physical systems 
[8, 9]. 

Industry 4.0 is predicted to provide significant advantages. The bulk of industry 
4.0’s potential advantages includes increased manufacturing speed and flexibility, 
enhanced customer service, and more revenue. If achieved, these potential advantages 
will have a beneficial effect on a country’s economy. Industry 4.0 has tremendous 
benefits, but it also has certain challenges to solve. According to Morrar and Mousa,
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the rise of resistance to demographic and social changes, political instability, limited 
resources, the danger of natural catastrophes, and the adoption of environmental-
friendly technology are the problems that nations confront while adopting industry 
4.0 [10, 11]. 

Industrial Revolution 4.0 

The Industrial Revolution 4.0 is a stage in the development of knowledge during 
which the distinctions between the physical, digital, and biological worlds become 
more blurred. The educational information technology (IT) landscape has shifted 
dramatically as a result of the Industrial Revolution 4.0 [12]. Managers must lead in 
such a manner that workers’ viewpoints, ideas, and attitudes evolve through time. 
Rapid technological advancements have had a significant impact on the payment 
system that underpins economic activity in Indonesia [13]. Which was previously 
limited to cash transactions and has now expanded to include digital payment 
methods, often known as electronic money (e-money). Advances in payment tech-
nology have reduced the importance of cash (currency) as a mode of payment in 
favor of more efficient and inexpensive non-cash payments. Non-cash payments are 
often done through interbank transfers or intrabank transfers via the bank’s internal 
network. Additionally, non-cash payments may be done using a card, such as an 
ATM card, a debit card, or a credit card [14, 15]. 

The era of the Industrial Revolution 4.0 shows an increase in technology that 
affects the payment system with various applications that are used by the public 
as a means of non-cash payments. Digital payment applications that are currently 
booming in the community include OVO, GO-PAY, and DANA [16]. The use of 
this application is to facilitate transactions in various activities, for example, for 
online motorcycle taxi payments, food delivery orders, electricity or telephone bill 
payments, PDAM payments, and many other conveniences produced by digital 
payment applications. Judging from the many existing practices, digital payment 
systems are very efficient in their use. However, there are still many Indonesians 
who have not used this facility. This can be proven by the large number of cash users 
to pay for goods or services. Consumers who use digital payment systems today are 
generally dominated by the middle to upper-middle class, as well as people who are 
already technology literate [17, 18].
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Key Concepts, Theories, and Studies

No. Title Results Differences 

1 The influence of the 
Industrial Revolution era 4.0 
on human resource 
competence Indonesian 
business management 
journal, Vol. 6 No. 1 
researched by Leni Rohida, 
S.Sos, M.Si in October 2018, 
pp. 114–136 [11] 

The goal of this publication 
is to explain how the 
emergence of the Industrial 
Revolution 4.0 has affected 
human resource 
competencies. In this era of 
revolution, the current 
industry is concerned with 
competency, which refers to 
a person’s capacity to 
execute successfully and 
have excellence in a certain 
position. Here, 
characteristics related to a 
person’s ability, which can 
make a difference between 
people. Finally, depending 
on the distinguishing 
characteristics, it will be 
assessed whether someone 
can be called to be able to do 
various jobs and address 
current difficulties 

The major distinction is the 
statement of the problem. 
Many of the articles in this 
journal are about human 
resource management. This 
publication also uses 
observational methods; 
nevertheless, in this study, 
we will employ 
questionnaire and interviews

(continued)
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(continued)

No. Title Results Differences

2 Industry 4.0: the effect of the 
industrial revolution on 
entrepreneurship for 
economic independence 
nusamba journal, Vol. 3 No. 
2 researched by Hamdan in 
October 2018, pp. 1–8 [2] 

This journal examines the 
impact of entrepreneurship 
on economic freedom 
because of the Industrial 
Revolution 4.0. Essentially, 
during the present industrial 
revolution, the field economy 
is built on a significant shift 
in sophisticated technology, 
which has an influence on 
automation in almost every 
line of technology-related 
industries. Only now, the 
Industrial Revolution 4.0 
approaches will the physical 
and digital worlds will be 
brought together, and the 
fundamentals will shift. This 
journal examines the impact 
of entrepreneurship on 
economic freedom because 
of the Industrial Revolution 
4.0. The field economy has 
been impacted by a 
significant shift in 
sophisticated technology 
throughout the present 
industrial revolution 

This journal uses qualitative 
technique, while we are 
using quantitative. The 
subject is different; it 
focuses mostly on Go-Jek as 
the major subject, as well as 
other online transportation 
options. The economic 
sector in DKI Jakarta is the 
topic of this study 

3.1.2 Key Debates and Controversies 

The focus of controversies for this topic is the lack of human resource possessing 
necessary qualities to keep up with the exponential growth that was brought with the 
impact of the Industrial Revolution 4.0. There are some of small businesses’ owner 
that still couldn’t implement the new technology at the moment. With it, we will not 
develop with technological progress and compete with other competitors. 

Our position in this controversy is to help expose what might be the cause of said 
lack in human resource quality and what can be done to help increase the quality of 
the human resource that exists in Indonesia starting with a smaller region particularly 
in DKI Jakarta.
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3.1.3 Gaps in Existing Knowledge 

The major cause of debate on this problem is a lack of human resources with the 
requisite attributes to keep up with the exponential expansion brought on by the 
Industrial Revolution 4.0’s influence. Our position in this debate is to assist uncover 
what may be causing the lack of human resource quality, as well as what can be done 
to improve the quality of human resource that exists in Indonesia, beginning with a 
smaller region in West Jakarta, DKI Jakarta [19]. 

Based on the previous result, both journals have given a result of the impact of 
implementing electronic payment in this sector, but the first journal is on a different 
sector, it focuses on human resources while this journal focuses on economic sector in 
electronic payment technology areas. The second journal is using qualitative method 
while they focus on Go-Jek implementation, but it also focuses on economic sector 
which may refer to this journal, the results show that the implementation brings so 
much advantages for economic sector [15]. 

3.1.4 Questionnaire 

Specifically, we have a question about electronic payments to people who have 
answered our questions through the questionnaire we have made available. 

1. As a small business owner, does your business has electronic payment option? 
2. Do you find it helpful to have electronic payment option? 
3. Do customers prefer electronic payment more than cash? 
4. Did your income increase after implementing the electronic payment option? 

3.1.5 Research Result 

Based on our questionnaire, the result below shows that most, small business owners 
show that they felt helpful by using the electronic payment technology. We distribute 
the questionnaire to small businesses’ owners in Srengseng (Table 1). 

Question 1 

From the first question, we may know that 90% of the respondents already implement 
electronic payment in their business, while the rest haven’t (Fig. 2). 

We may know that electronic payment is not a new thing anymore; almost everyone 
has it on their smartphone. 

Question 2 

Most respondents feel helpful, 95% of the respondents said yes (40), while the rest 
(3) not (Fig. 3).
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Table 1 Response analysis for electronic payment option 

ID Question 1 Question 2 Question 3 Question 4 

1 Yes Yes Yes Yes 

2 Yes Yes No No 

3 Yes Yes No No 

4 Yes Yes Yes Yes 

5 Yes Yes Yes Yes 

6 Yes Yes Yes Yes 

7 Yes Yes Yes Yes 

8 Yes Yes Yes Yes 

9 Yes Yes Yes Yes 

10 Yes Yes Yes Yes 

11 Yes Yes Yes Yes 

12 Yes Yes Yes Yes 

13 Yes Yes Yes Yes 

14 Yes Yes Yes Yes 

15 Yes Yes No No 

16 Yes Yes No No 

17 Yes Yes Yes Yes 

18 Yes Yes Yes Yes 

19 Yes Yes Yes Yes 

20 Yes Yes Yes Yes 

21 Yes Yes Yes Yes 

22 Yes Yes Yes Yes 

23 Yes Yes Yes Yes 

24 Yes Yes Yes Yes 

25 Yes Yes Yes Yes 

26 Yes Yes Yes Yes 

27 Yes Yes Yes Yes 

28 Yes Yes Yes Yes 

29 Yes Yes Yes Yes 

30 Yes Yes Yes Yes 

31 Yes Yes Yes Yes 

32 Yes Yes Yes Yes 

33 Yes Yes Yes Yes 

34 Yes Yes Yes Yes 

35 Yes Yes Yes Yes 

36 Yes Yes Yes No

(continued)
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Table 1 (continued)

ID Question 1 Question 2 Question 3 Question 4

37 Yes Yes Yes Yes 

38 Yes Yes Yes Yes 

39 Yes Yes Yes No 

40 No Yes Yes No 

41 No No Yes Yes 

42 Yes Yes No No 

43 No No Yes Yes 

Fig. 2 Response based on question 1 

Fig. 3 Responses for question 2 

Question 3 

As can be seen from picture 3.6.3, 88% of the respondents (38) prefer to use it because 
it is simpler, while the rest 12% (5) prefer to use cash (Fig. 4). 

Question 4 

From table 3.6.4, 34 respondents or 81% are feeling the impact of electronic payment; 
they get more revenue after implementing electronic payment in their business, while 
8 respondents are not (Fig. 5).
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Fig. 4 Response based on question no. 3 

Fig. 5 Response based on question no. 4 

4 Implications and Contributions to Knowledge 

4.1 Practical Implications 

There are two practical implications in this research which is more small business 
could implement electronic payment as their payment option and for other owner 
that still couldn’t use the technology, the government should apply a training for 
them, because when they can use technology that can improve their business. 

After reading this research, we hope that even more small medium enterprises 
(SME) agribusiness would utilize the benefits that can come from industrial revo-
lution in aiding the income they can attain from their business. We will be able to 
see the impact that some business owner will feel on their business, including the 
addition of electronic payment such as e-wallet and other forms of digital payment, 
which can aid in the increase of new customers due to certain promotions that may 
be held by the application. 

However, this revolution is still in its early phase in Indonesia resulting in the lack 
of acceptance from small businesses since it is a possibility that some businesses will 
only accept which can result in the reduction of customers due to their complaint of 
not having access to digital payments or e-wallet. 

Further public education from the officials to the public mass will add further 
depth and knowledge to the public on how Industrial Revolution 4.0 will be able
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to benefit them and their business. Further increasing the number of businesses in 
Indonesia adapts this change. 

4.2 Theoretical Implications 

We aim to demonstrate the influence of the Industrial Revolution 4.0 on the human 
resource management process at this point. Starting with a fresh viewpoint on current 
human resources and progressing to raising the qualifications and specifications of 
human resources required, as well as how organizations may educate their personnel 
to stay up with the changes and updates brought on by the Industrial Revolution 4.0. 
In responding to and responding to the Industrial Revolution 4.0, human resource 
management must consider the following ten aspects: (1) Strategic Perspective, (2) 
Employment, (3) Performance Management, (4) Finding Talent, (5) Training, (6) 
Data-Based Management, (7) Information Protection, (8) Work Environment, (9) 
Social Media, and (10) Work-Life Balance. 

A mechanism is essential to give favorable circumstances for small medium enter-
prises (SME) agribusiness owners in Jakarta, as well as it should be granted to the 
disciplines of the economic sector. There is a fair playing field in research activities. 
For this industrial revolution, the government should provide training needs, scien-
tific research, topic selection, cost estimates, and qualified personnel to participate. 
Universities should focus on creating a framework for students to accept this shift. 
This digital era may be able to assist many business owners in maintaining their 
operations. People should adapt to this digitalized world, as we all know it may 
provide them with numerous benefits. Some people’s perspectives on the industrial 
revolution will shift because of it. 

5 Discussion 

Based on previous researches that have been done, the industrial revolution did have 
a positive and negative impact, in the economic sector cashless payments emerged. 
Currently, if you want to go, you only need to bring a smartphone and you can do 
various transactions. The presence of e-wallet provides different opinions for the 
public, business people who can adapt feel benefited, because the transactions that 
occur are very easy and fast, they are also not in trouble because they must provide 
change to customers. More and more people are also coming to their business. They 
can also sell their products online, with the presence of online transportation such 
as Go-Jek and Grab. They admit that the presence of technology brings blessings to 
their business. On the other hand, there are also those who think that it is difficult. 
This happens to businesspeople who are “old” because they cannot adapt to existing 
technology. Technology is also considered very difficult because they cannot afford 
to buy a smartphone.



458 G. J. Harintoro et al.

6 Conclusion 

In Srengseng, the industrial revolution has given so many advantages to small busi-
nesses, they could get more income by using new technologies, some of the business 
still doesn’t accept the new technology, because many of them could not use the 
technology. 

The economic growth in DKI Jakarta is getting better, since there is a crisis that 
caused by the US Bank and the latest recession from COVID-19, DKI Jakarta is still 
improving their economic growth. 

The government should provide education to business owners so that they can 
feel the impact of the Industrial Revolution 4.0. This impact is also considered very 
good for them, because nowadays it is rare for people to carry cash, most of them 
are more inclined to cashless transactions. The government can provide training for 
business owners, provide smartphones for those who cannot afford it and support 
their business so that their business can continue to survive in accordance with the 
times. With technology, it also makes it easier for them to reach markets that they 
could not reach before, such as if selling online, they can sell it to everyone who is 
interested in their product. 

In Srengseng itself, the industry 4.0 has given so many impacts for small busi-
nesses’ owner, based on the research result, most of them already implemented and 
getting more advantages by them. 
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K-Nearest Neighbor and Collaborative 
Filtering-Based Movie Recommendation 
System 

Srinivasu Badugu and R. Manivannan 

Abstract Over the past several years, the recommendation system has become one 
of the important aspects in our day to day life. Recommendation systems are used 
in various areas like YouTube, Amazon, etc. Collaborative filtering algorithms have 
been used in recommendation systems for a long time. They have been effective in 
resolving a number of issues with commercially available systems. Methods based 
on a user’s neighborhood have showed potential in forecasting user ratings. The aim 
of this paper is to design and evaluate ‘KNN algorithm and Collaborative Filtering 
algorithm’ for producing movie recommendations. The dataset used in this paper 
is ‘Movielens dataset’ which is downloaded from Kaggle. The system was imple-
mented using ‘Python programming language’. Initially, compared different distance 
measures and then performed correlation. Based on the correlation value, developed 
system will recommend similar movies/users. Performances of both the developed 
algorithms were analyzed in terms of accuracy. Finally the result shows that the 
accuracy of the recommendations is very good and we will get more accurate movie 
recommendations based on the combination of “KNN algorithm and collaborative 
filtering algorithms”. 

Keywords Recommendation system · KNN · Correlation · Collaborative 
filtering · Cosine similarity ·Matrix factorization ·Machine learning 

1 Introduction 

A recommendation system suggests items to the users based on their preferences. 
Recommendation systems are used in various areas like YouTube, Amazon, Netflix, 
Movies, Books, as well as on Social Media platforms like face book and twitter
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[1]. It predicts the preferences of a user [2] and gives suggestions based on their 
past preference (i.e., the purchase history) and also other similar users who have 
the same preferences [3]. Content-based filtering and collaborative-based filtering 
are two methodologies used in the recommendation system [4]. A content-based 
strategy is one that is based on information about the products’ content rather than 
other users’ alternatives. The collaborative-based filtering (C.F) approach [5] is based 
on the users’ historical preferences, such as the browsing history of things purchased 
by the user as well as the preferences of other similar users [6]. Sparsity problems [7], 
Customer wants may change over time, Cold-start difficulty [8], and so on are some 
of the frequent obstacles and challenges in recommendation systems. The benefits we 
notice are an increase in customer satisfaction due to timely delivery and appropriate 
content, as well as the ability to match users to things [9]. In this study, we used 
the ‘K-Nearest Neighbors and Collaborative Filtering’ methods to design a ‘Movie 
Recommender System’, compare the accuracy of these two algorithms, and develop 
a good movie suggestion. 

2 Literature Review 

We know that the recommender system has been a popular study topic, and multiple 
scholars have contributed various research projects, which are briefly presented in 
the following section. 

Rajpurkar et al. [10] has used content-based filtering and collaborative filtering for 
book recommendation system. For better performance they used associative model. 
It gave strong recommendation. Gaikwad et al. [11] developed an online product 
recommendation system based on user reviews and rating. In this paper authors 
used a maximum entropy method for sentence tokenization. Liu et al. [12] proposed 
a personalize news recommendation system for Google News. Authors used click 
behavior and information filtering approach for recommendation. 

Ungar et al. [13] discussed methods of grouping abd clustering of items, then 
presented collaborative filtering and compared it with k-means clustering algo-
rithm. Wen [14] presented several collaborative filtering algorithms for the recom-
mendation system. They used an item-based k-nearest neighbor (KNN) algorithm 
approach. Gutta et al. [15] discussed how the recommender system searches the TV 
programs based on their likes/dislikes through implicit personalization techniques 
like Bayesian and Decision Tree (DT) methods to produce implicit recommendations. 

Wang et al. [16] proposed an efficient clustering approach for user profile parti-
tioning in a recommendation system. They used PCA and received trustworthy 
recommendations. Subramaniyaswamy et al. [17] presented individualized movie 
recommendations based on the user rating. They made use of the Movielens dataset. 
Content-based filtering with genre connection was proposed by Reddy et al. [18]. The 
experiment was conducted using the Movielens dataset. Gaurav et al. [19] suggested 
a hybrid recommendation engine that will suggest movies to users based on their 
preferences. Support vector machine (SVM) models were employed by Eyrun et al.
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[20] to predict users’ movie interests based on their personal information. Zhang 
et al. [21] advocated that users be divided into groups based on their profile features. 
Shinhyun and Shi [22] devised a low-cost and simple movie recommendation system. 

3 Proposed Work 

Our summarizing system’s architecture is outlined in the proposed approach. The 
architecture of the suggested system, which comprises the following modules: dataset 
collecting, data preprocessing, data visualization, and then the construction of the ML 
model, is detailed in depth. The implementation of the movie recommender system 
is then illustrated and experimental results are presented. Finally the findings of the 
system evaluation demonstrate that the system recommendations are quite accurate, 
and that the recommender system, which is based on a combination of KNN and 
collaborative filtering algorithms, gives correct movie recommendations. 

3.1 System Overview 

The objective of the proposed work is to provide recommendations based on the users 
preferences and then by using k-nearest neighbor and collaborative filtering algorithm 
build a movie recommendation system. We will also see how to recommend both 
similar movies and users as well as how accurate we get the final results by using 
these two algorithms. The input to the system are the ratings, movie information 
and output is Top-N recommendation, movies which are similar. Figure 1 shows a 
sequential flow of our proposed system. 

3.2 Movielens Dataset 

The dataset which we will work on is movielens dataset [23] (latest) downloaded from 
Kaggel which contains 100,836 (ratings), for 610 (users), 3683 (tag) applications 
across 9742 (movies). The dataset is split into four files—movies.csv, ratings.csv, 
links.csv and tags.csv. Only (movies.csv, ratings.csv) files are used in our paper. The 
next step after collecting the datasets is preprocessing the data.
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Fig. 1 System architecture 

3.3 Data Preprocessing 

After importing all the packages then we will load the dataset into pandas data frame. 
Now we have to read the ‘ratings.csv’ file and the ‘movies.csv’ file for that read_csv() 
method and movie_csv() methods are used. Figure 2 shows data preprocessing steps. 

Preprocessing Starts: Merging of rating and movie data frames is done first and 
then two columns are dropped, i.e., “genres”, “timestamp”. Next we will search 
for Not a Number (NaN) values present in our data and also remove any duplicate 
values from the data. Then average rating and total number of ratings for each movie 
is taken. For that we apply ‘group by function’ to (title) and (rating) column. The 
result we get is the movie title, along with the (rating) and (rating count). Now, 
basic statistics/information such as total number of movie ratings, number of unique 
users and unique movies present in our data set are checked. As movieId is common 
in (ratings.csv) and (movies.csv) files, we Merge (or) Join both the files based on 
movieId. Lastly, a data frame for data analysis is created. 

3.4 Data Visualization 

Figure 3 shows a detailed description about the data visualization steps is discussed.
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Fig. 2 Flowchart for data 
preprocessing 

STEP 1: Before applying visualization steps, the average rating for each movie 
is taken first by applying ‘group by’ function to the title and then for each movie 
‘mean of the rating’ is calculated. Then we see that the average ratings are not 
sorted. Now let us sort the ratings in the descending order. After this step we face a 
problem (i.e.) a user can give five stars to one particular movie and that particular 
movie can be at the top of the list. Normally, good movies get higher ratings and 
are given by a large number of users.
STEP 2: Next step is plotting on Bar chart and Histogram. 

1. Plot rounded up rating with number of movies: In order to find the popular 
ratings for the movies, plot rounded up ratings. A bar graph is plotted by 
taking the number of movies on (x-axis) against the ratings on (y-axis) they 
got.
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Fig. 3 Flowchart for data 
visualization 

2. Plot a bar graph describing number of reviews: A bar graph is plotted for 
each individual movie in order to describe the total numbers of reviews as 
well as which movie got the most number of reviews. 

3. Plot Total number of ratings for a movie: Let us now plot the total number 
of ratings for a movie. Now we can see some really good movies at the top. 
Now we know that both the average rating per movie and the no. of ratings per 
movie are important attributes. Let us create a new data frame that contains 
these two attributes. 

4. Plot average ratings of each movie: we create ratings mean count data frame 
and then to this data frame we will add the average rating of each movie. 

5. Plot average rating against the number of ratings for each movies: In  
general the graphs shows that more number of ratings are given by the higher 
average ratings movies as compared to the movies that have lower average 
ratings.
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3.5 Data Matrix 

Matrix factorization was used to combine the two datasets into a single matrix. This 
matrix is extremely sparse, with many cell values missing. It is either blank or does 
not apply. To convert sparse to dense, we employed a quantitative filter. 

STEP 1: (Create Pivot Tables): Before a matrix is created, we will create two pivot 
tables. Pivot tables allow us to transform columns into rows as well as rows into 
columns as well as we can perform data grouping [24]. In the first pivot table we will 
perform pivot rating into (user features). In order to remove NaN values present in 
this table, filter data using threshold value. Here, we will check whether the title has 
got some ratings or not. Then, in the second pivot table we will pivot the rating into 
(movie features) and again filter the data using threshold value. Here, we will check 
whether the user Id has given ratings to movies or not. Then, convert this pivot table 
into a matrix. 

STEP 2: (Create the Matrix): The User-Item matrix is a very sparse matrix [25]. 
Usually many users will not rate all the items/movies which they have purchased. 
This leads to a sparse matrix where we find more numbers of zero values present 
in this User-Item matrix. A common (csr_matrix) is created for model KNN [26] 
using Cosine metric and KNN using Euclidean metric for both (Movie To Movie) 
and (User To User). Now we are going to use the Pandas Sparse matrix function 
called Compressed Sparse Row matrix ‘csr_matrix’ by providing my feature, i.e., 
(movie_features.values) for (Movie To Movie) and for (user_features_matrix) and 
(User To User) recommendation. The ‘movie_features.values’ is nothing but the 
‘pivot table for movie features’. Once the matrix (i.e., pivot tables for movie and user 
features) is generated, then it will be converted into an array matrix. Array matrices 
can be converted by using (scipy.sparse) library. Then import the k-nearest neighbors 
with two different metric, i.e., Cosine and Euclidean. A full description of the KNN 
method may be found in Fig. 4. 

3.6 Building ML Model 

Now we need to configure our KNN model [27] 

STEP 1: (Building KNN model): Now Import KNN. 

Pseudo code of k-nearest neighbors (KNN):

• Create a ‘Pivot tables’ using Index, column and values
• Create a ‘Matrix’
• Initialize the value of ‘k’ and Initialize the ‘distance measures’
• Calculate the distance between ‘target movies’ and ‘every other movie’ in the 

matrix
• ‘Rank’ its distance
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Fig. 4 Flowchart for (KNN) 
ML model building 

• Return the ‘Top K-Nearest Neighbor’ movie as the most similar movie recom-
mendation. 

STEP 2: (Finding Correlations): Now we will find correlation [28] first. We will 
select one movie and then find other movies which are similar to this particular 
selected movie by using correlation. Now we see that movies with higher correlation 
are at the top (i.e., higher the correlation the more correlated that movie is to that 
selected movie). But a problem may arise, i.e., one or two users have given five stars 
to one particular movie. That movie can make it to the top of the list as well. For this 
reason let us sort the values with correlation according to descending order. After 
sorting them we see that the correlation = 1. Now for (movie to movie) recommen-
dations using correlation, use the corr() method for finding (movies_rating) for a 
movie with respect to the above corr() data (i.e., the movies_rating), correlate this 
data with the pivot table and then the movie_features (the UserId in the pivot table) 
are correlated with movies_ratings. After getting the movies with corr() function, 
we want good movies at the top of the list of recommendations. So for that reason 
sort them in ascending = 1. Some of the movie values can be empty (or) could not 
be correlated to the target movies as well. For that reason simply print the output as 
‘cannot find correlation’. In this way, follow this same procedure for (user to user)
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Fig. 5 Flowchart for 
collaborative filtering (C.F) 
ML model building 

recommendations using correlation. A full description of the collaborative filtering 
method may be found in Fig. 5. 

STEP 3: (Building C.F model): 

Pseudo Code of Collaborative Filtering (C.F):

• Load (movie_feature) data
• Extract the (one) movie
• Apply collaborative filtering algorithm
• Perform correlation and then ‘Rank’ the movie name
• Then provide movie recommendations to the user based on the similar movies 

using correlation 

4 Experimental Results 

Histogram for Average Ratings against Number of Ratings: Let us plot average 
ratings against the number of ratings to show that the area that has received dense 
points has a higher rating. A histogram of average rating versus number of ratings is 
shown in Fig. 6. 

Movie to Movie Recommendation 

We have tested Movie to Movie recommendation and User to User recommendation 
using KNN with two metrics (i.e., Cosine Similarity and Euclidean distance [29]).
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Fig. 6 Histogram for average rating against number of ratings 

Here we have taken 9742 movies, 610 users and randomly extracted one index ID 
(3594) for both metrics. In the Index ID 3594 the title is Grandma’s Boy (2006). 
Using this title we are recommending similar movies based on users ratings. Movie 
to Movie recommendation using Cosine similarity and Euclidean distance is shown 
in Tables 1 and 2. 

User to User Recommendation 

Here we have taken 610 users, 2269 movies and randomly extracted one index ID 
(501) for both metrics. Using this index ID (501) we are recommending similar

Table 1 Movie to movie recommendation using cosine similarity 

S.No. Title of the input movie Titles of recommendation movies Cosine distance 

1. Grandma’s Boy (2006) Without a Paddle (2004) 0.3241 

2. Super High Me (2007) 0.3187 

3. Next Friday (2000) 0.2635 

4. How High (2001) 0.2476 

5. Deuce Bigalow: European Gigolo 
(2005) 

0.2283
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Table 2 Movie to movie recommendation using Euclidean distance 

S.No. Title of the input movie Titles of recommendation movies Euclidean distance 

1 Grandma’s Boy (2006) Deuce Bigalow: European Gigolo 
(2005) 

4.6636 

2 Super High Me (2007) 5.4543 

3 Without a Paddle (2004) 5.4772 

4 Killer Klowns from Outer Space 
(1988) 

5.6568 

5 Next Friday (2000) 5.7227 

users. User to User recommendation using Cosine similarity and Euclidean distance 
is shown in Tables 3 and 4.

User to User Recommendation using Correlation 

We used the corr() approach to find similar users for user id 502. User to User 
recommendation using correlation is shown in Tables 5 and correlation values is 
shown in Fig. 7. 

Movie to Movie Recommendation using Correlation 

We used the corr() method in order to find similar movies for Angels in the Outfield 
(1994) movie. Movie to Movie recommendation using correlation is shown in Table 
6. 

Table 3 User to user 
recommendation using cosine 
similarity we used KNN with 
cosine similarity approach to 
find recommendations for 502 
user 

S.No. Input user ID Recommended user 
Id’s 

Cosine distance 

1. 502 64 0.8405 

2. 135 0.8390 

3. 590 0.8364 

4. 469 0.8226 

5. 369 0.7453 

Table 4 User to user 
recommendation using 
Euclidean distance we used 
KNN with Euclidean 
similarity approach to find 
recommendations for 502 
user 

S.No. Input user ID Recommended user 
Id’s 

Euclidean distance 

1. 502 442 22.4332 

2. 175 22.9619 

3. 245 23.9060 

4. 4369 24.0260 

5. 508 24.1402
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Table 5 User to user 
recommendation using 
correlation 

User Id Correlation 

502 1.000000 

174 0.678658 

542 0.650143 

374 0.645201 

519 0.536678 

631 0.447853 

502 174 542 374 519 631 
0 

0.2 

0.4 

0.6 

0.8 

1 

1.2 
User to User Recommendation using Correlation 
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User ID 

C
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Fig. 7 User to user recommendation using correlation 

Table 6 Movie to movie 
recommendation using 
correlation 

Title Correlation 

Angels in the Outfield (1994) 1.000000 

Homeward Bound: The Incredible Journey 
(1993) 

0.473381 

D3: The Mighty Ducks (1996) 0.457481 

Vegas Vacation (National Lampoon’s Las Vegas 
Vacation 

0.419632 

American Tail: Fievel Goes West, An (1991) 0.416477 

Paulie (1998) 0.410321 

Ernest Scared Stupid (1991) 0.409122 

Major League (1989) 0.408547 

Great Race, The (1965) 0.397790 

Love Bug, The (1969) 0.394204
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5 Conclusion and Future Work 

So far, a lot of work has been done in the area of recommending things like movies. 
The efficiency and accuracy can be improved over time with more and more research. 
User rating and preference of the user have been considered while building the 
system. Recommender systems suggest like or similar items and ideas to a user’s 
specific way of thinking. Machine learning is an important part of systems for 
these tasks. It helps users to find items they want to buy according to their pref-
erences. In this paper, we have worked with k-nearest neighbors and collabora-
tive filtering approach to get movie recommendations as good as possible. After 
applying k-nearest neighbors with two different distance measures, i.e., (Cosine and 
Euclidean Distance) perform correlation() function and based on that correlation 
values recommend similar movies/users (Collaborative Filtering). The combination 
of KNN algorithm and collaborative filtering algorithms provides more accurate 
movie recommendations. 

We intend to develop this approach in the future by using feature engineering 
to obtain more accurate results and improve recommendation performance. We 
will also work on improving the existing approaches and algorithms so that movie 
recommendation systems can make better predictions and recommendations. 
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Efficient Data Flow Graph Modeling 
Using Free Poisson Law 
for Fault-Tolerant Routing in Internet 
of Things 

P. B. Pankajavalli and G. S. Karthick 

Abstract Internet of Things (IoT) is based on characteristics of the Wireless Sensor 
Network (WSN) in which nodes are dispersed for segregating data for different appli-
cations. In IoT, the sensor nodes typically possess heterogeneous properties. Among, 
few nodes have higher energy and even data aggregation functionality. Generally, 
in WSNs, efficient cluster-based routing is employed for data transmission. When 
Cluster Head (CH) fails, data sensed by the sensor nodes cannot be transmitted by 
the faulty CH. Consequently, the gateway or sink cannot recognize the data in the IoT 
sufficiently. Hence, processing information in this field was severely affected. This 
research contribution focuses on paired fault-tolerant cluster routing of the disjoint 
routes in a data flow graph and introduces a new approach called Free Poisson Law 
for solving this problem. The proposed Efficient Data Flow Graph Modeling using 
Free Poisson Law (EDFGM-FPL) algorithm has the aim of reducing latency, energy 
consumption as well as end-to-end delay, dissipated energy, functional complexity 
thereby achieving improved packet delivery ratio, throughput, and fault detection 
rate. 

Keywords Internet of Things · Wireless sensor networks · Fault-tolerant · Cluster 
head · Path graph flow · Free poisson law 

1 Introduction 

Wireless Sensor Network (WSN) consists of finite sensor devices which are dispersed 
geographically usually in an indoor or outdoor predefined environment. The objective 
of WSN is to collect environmental data and the location of the nodes may be previ-
ously known or unknown a priori. Nodes in the network communicate with all devices
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and based on the application such communication describes a mesh or star topology. 
However, this differs from case to case. Depending on the roles of the node, it may 
be ad hoc or strategy based on the available resources in the network [1]. In several 
fields, WSN technology is broadly used efficiently to enhance the performance of 
the network. Various sensors are utilized in the environmental fields as they can be 
managed and the configuration setup is easier. Furthermore, the function of Sensor 
Nodes (SNs) is independent and the infrastructure of the network is constructed using 
ad hoc. In this infrastructure, nodes have no firm topology and join with the most 
appropriate neighbor to transmit data depending on certain factors. The data sensed by 
sensor nodes are forwarded to the Base Station (BS) using Cluster Heads (CHs) and 
gateways. These CHs then aggregate the data packets received before sending them 
to BS. CH effectively creates a single or multi-hop routing path toward BS which acts 
as the central point in the network for the transmission of data. Also, CHs perform 
a collection of received data and transmit that data through the forward mechanism. 
Usually, BS are deployed in a centralized manner and accessed by end-user using 
the Internet or different web-based application for the collection of data. For data 
transmission sensor nodes are deployed statically or dynamically. The static sensor 
defines the sensor network constructed in a non-adaptive, constructed network with 
an appropriate routing mechanism. Conversely, routing tables of dynamic ones are 
often updated when changes occur in the topology [2]. Static routing is more secure 
than dynamic routing; but still, the solutions of static algorithms do not suit large 
areas and provide no scalability. Recently, IoT technologies are mostly merged with 
other fields to enhance communication thereby providing enhanced throughput, load 
distribution, and resource utilization. IoT environment has enormous smart devices 
along with several constraints such as processing ability, storage, limited power life 
as well as radio range. Additionally, WSN technologies form the base for IoT-based 
systems (shown in Fig. 1) and help to monitor and forward the conditions for the phys-
ical environment [3]. With the numerous worldwide IoT networks, secure routing 
protocols have increasingly become significant. Hence, designing and implementing 
a secure routing protocol to recognize and address the objectives of a security protocol 
are important. 

Fig. 1 Overview of WSN 
model for IoT applications
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2 Related Works 

While designing the wireless sensor networks the concentration should be made 
on sensor nodes to improve its functional time. While designing processes, many 
failures may occur among sensor nodes due to volatility during the broadcast, envi-
ronmental impact, problems in hardware, radio nosiness, interruption of other nodes, 
and battery exhaustion. Moreover, there is a failure in the base station due to hardware 
disfunction, software problems, and planned attacks. Apart from sensor nodes and 
base stations, the failure may occur in Relay Node (RN) or Super Node. Therefore, 
it is significant to design the wireless sensor network which must be able to tolerate 
the fault which is done by building a fault tolerance system, which contains less 
likelihood of false alarms and more likelihood of fault credentials. 

Tong et al. [4] suggested the Static Backup and Dynamic Timing Monitoring 
(SBDTM) fault tolerance method, which was based on the Markov model with relia-
bility calculation. By minimizing the number of cluster heads, the reliability could be 
increased. The authors elaborated the structure of data and fault-tolerant conditions 
to improve the latency and diminish the consumption of energy. 

Hu et al. [5] suggested a method named Regular Hexagonal-based Clustering 
Scheme (RHCS) with Scale-Free Topology Evolution Mechanism (SFTEM) for 
wireless sensor networks, which further improves the network lifetime. Since it had 
been using the hexagonal structure for the clustering process, the coverage problem 
was reduced. This method associated the properties of hexagonal clusters to construct 
the healthy network, which achieved the interaction among reliable clustering struc-
ture and topology development. As a result, this method tolerated the complete faults 
comprising random failure and energy failure. 

Lin et al. [6] suggested a bipartite-flow graph (BFG) can model to find the like-
lihoods of faults between the fault and un-fault cluster head. To overcome the Main 
Curvature Fault (MCF) problem in the graph, this author concentrated on achieving 
optimal points in broadcast sets with less cost. As a result, it was found that more 
than two failures in cluster heads could tolerate dense load. 

Michaelides et al. [7] presented the Event Tracking Algorithm (ETA) to tolerate 
the badly behaving nodes. The author used this algorithm mainly for reducing 
complexity, improvise the distribution and tracking purpose. This algorithm used 
binary methods among sensors to recognize, focus and follow the alternate paths. 

Rong Duh et al. [8] suggested Distributed Fault-Tolerant Algorithm (DFTA) 
identifies a particular area in WSNs. This algorithm was fully based on neglecting 
the disambiguation issue, classification of defective and non-defective nodes in the 
network. Here, the cluster heads send periodic reports to the base station and then 
these base stations identify the abnormality in that area by creating a false alarm. As 
a result, it was found that the accuracy of event detection accuracy was 99%, fault 
detection accuracy was 94% and false alarm rate was 0% in unvarying dissemination 
conditions. The event detection accuracy was 88%, fault detection accuracy was 95% 
and false alarm rate was 2.3% while sensor fault probability was 0.3.
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Rong-Rong et al. [9] introduced a framework namely, Adaptively Fault-tolerant 
Topology Control (AFTC) to allocate resources in the network. The election of 
backbone nodes was dependent on the fault-tolerant rate of sensor nodes. Each 
backbone node was guided with memorized backup nodes to enhance the energy 
efficiency, storage capacity, and capability of the network. The performance anal-
ysis part showed that this framework was suitable to achieve better reliability and 
efficiency in the network. 

Bari et al. [10] suggested a novel Integer Linear Program (ILP) tolerates the fault 
by accurately considering the less number of relay nodes and sensor nodes in the 
network by effective the load balancing condition. The load balancing contains both 
the upper and lower level to tolerate fault by assigning the authentic values as inputs. 
The presented method resulted in overall performance that guaranteed with better 
lifetime and minimized energy consumption among sensor nodes. 

The backgrounds of fault-tolerant routing protocols in WSN and IoT are analyzed 
[11, 12]. In general, efficient cluster-based routing is employed for data transmission 
in WSN. When CH fails, data sensed by the sensor nodes cannot be transmitted by 
this faulty CH. Consequently, the gateway or sink has not sensed the data in the IoT 
sufficiently. Hence, processing information in this field was deeply affected. This 
contribution focuses on paired fault-tolerant cluster routing in a routing graph and 
introduces a new approach to solving this problem. 

3 Proposed Method 

Static sink used in IoT applications leads to clusters close to the sinks dying out 
faster as CH forms a fixed route for data routing in such clusters, which results in 
network failure. To mitigate the fault oriented constraints in CH, a specific Data Flow 
Graph Modeling with Free Poisson Law is used here which follows the cluster head 
selection as well as routes data to mobile sink or the static CH by overcoming the 
fault in the links. Figure 2 depicts the proposed method architecture for tolerating 
the faults in CH. 

3.1 Network Modeling and Routing Procedure 

Network frameworks belong to sensor nodes that are dispersed uniformly over a 
network. These groupings of sensors are grouped according to CH. The Base Station 
is located on every sensor zone. All CH and BS do not adjust over the entire cycle. 
SN’s are uniform, however, and each node that is allotted a well-defined ID modifi-
cation its belongings depends upon the transmission range. In WSN, the following 
properties apply to network models: (1) SNs are forever static and their position is 
unchanged. Whereas these nodes collect data from the surrounding area that is then 
transmitted to BS via wireless communication. (2) All SN abstracts ID the redundant
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Fig. 2 Proposed method architecture 

information is fused. Nevertheless, they cause failure If those sensor nodes have zero 
energy. (3) Hence, the nodes are willing to continuously adjust their power level as 
the level of transmitting power decreases. 

At BS the routing process and the average data are calculated quantity transmitted 
through each relay node is assumed to be fixed and it is odd for BS to do so. The 
optimized route was set for message broadcasting by BS. Each head of the cluster 
follows the procedure. For every round, this procedure exploits the data transmission 
in WSN, through the feasible path transmits data packet from BS to every clusters 
are continual. The routing plan is dynamically calculated in light of the existing 
energy level to each CH. To this end, CHs typically report their residual energy to 
BS regularly to coordinate their status. Then BS decides the routing schedule based 
on the updated information. 

3.2 Efficient Data Flow Graph Modeling Using Free Poisson 
Law (EDFGMA-FPL) Algorithm for Fault-Tolerant 
Routing 

The occurrence of a fault in the network is identified using the data flow graph path 
construction along with Free Poisson Law. Initially, the cluster head is identified and 
formed. Then, tolerate the fault by data flow graph path whereas consider there exists
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an An − 1(m) which contains si or ti (si denotes source node, ti denotes destination 
node), and the An − 1(m) represents a candidate sub data flow graph path for si or 
ti, An − 1(m) is assigned to the target data flow graph path Bn − 1(li). If si and ti are 
included in distinct An − 1(p) and An − 1(q), respectively, and both of these satisfy 
the constraints of the candidate subgraphs for si and ti, either of them is assigned to 
An − 1(li). A target sub data flow graph path can be assigned in O(n) time for every 
pair of source and destination nodes. 

For every source node pair si = (si1, si2, …, sin) and the destination nodes ti is 
not assigned any target sub data flow graph path. A route is built either from the 
source or destination nodes to a sub data flow graph path of the candidate. Here, ‘i’ 
assumed that a candidate sub data flow graph path is found for si. Then, a target data 
flow graph path is assigned and a path is constructed using the following procedure. 

1. If the An − 1(si 1) denotes a candidate sub data flow graph path for si, An − 1(si 
1) is assigned to the target sub data flow graph path An − 1(li), construct a path 
si s(n)i of length 1 to the sub data flow graph path, and let s(n)i = si. 

2. If the An − 1(si p) (1  ≤ p < p) 
3. For k pairs of nodes si and ti(1 ≤ i ≤ k), from Steps 3 to 5, paths si = si (∈ An 

− 1(li)) and ti = ti(∈ An − 1(li)) is constructed where An − 1(li) represents the 
target sub data flow graph path for si and ti. An − 1(li) does not include any node 
on sj or tj where t(j = i), and hold at most n − 2k + 1 failure nodes. Hence, a 
path si, ti of length at most 2n + 2 is constructed in O(n2) time. 

The data flow graph path is used to understand the other two features of the 
planned solution. The flux-chart ensures that sensed data from the built-in CH can 
also be sent to faultless CHs (Fig. 3). 

Pseudocode: Efficient Data Flow Graph Modeling using Free Poisson Law (EDFGMA-FPL) 
Algorithm 

Input: ‘n’ Number of Nodes, ‘p’ Data Flow Graph  Path, ‘k’ Pair of Nodes 
Output: Fault-Tolerant Path in the Network 
An − 1(m) → si or ti and An − 1(m) 
An−1(m) → Bn − 1(li) 
for 
An − 1(p), An − 1(q) �= si and ti 
Sub graph time = set O(n) si = (si1, si2,…, sin) 
si = ti 
if 
An − 1(si1) = si then subpath is constructed 
Else 
Unconstruct the path 
if An − 1(sip) (1  ≤ p < p) 
for k pairs of nodes si, ti (1 ≤ i ≤ k) 
constructed paths si(∈ An − 1(li)) and ti(∈ An − 1(li)) 
end if 
end for
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Fig. 3 Flowchart of efficient data flow graph modeling using free poisson law (EDFGMA-FPL) 
algorithm 

4 Experimental Results and Performance Evaluation 

In this research work, the network is composed of different sensors with a versatile 
population of between 100 and 500 sensor nodes that has been dispersed randomly 
in a mesh network around an area of 1000 by 1000 m2. The sensors are carried out 
which has supplied the packet with qualified energy and the nodes parameter was 
designed to dissipate resources. The Network Simulator-2 (NS2) is utilized for the 
simulation of the proposed and existing algorithms. 

The experimental analysis was conducted and the achieved results were evaluated 
with the results of contemporary fault-tolerant techniques discovered in the literature, 
including the BFG, DFTA, and SBDTM algorithms. 

The proposed EDFGMA-FPL algorithm is compared and evaluated with the recent 
algorithms using the below-mentioned performance metrics [12–14]. 

(i) Packet Delivery Ratio refers to the average amount of packets received 
successfully to the amount of packets originally sent.
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Packet Delivery Ratio =
∑

p(r x)
∑

p(t x) 

where, p(tx) is the amount of packets transmitted and p(rx) denotes the 
amount of packets received. 

(ii) Average Delay defines the amount of time it takes for a piece of data to move 
across the network from one communication terminal to another. 

(iii) Dissipated Energy refers to the amount of energy wasted by all the nodes in 
the network. 

EDissipated = EInitial − EConsumed 

(iv) Latency denotes the time interval between triggering and beginning data 
transmission. Low latency will provide higher network quality networks and 
vice-versa. 

(v) Throughput is the rate of data flow through a channel used for communication 
(bits or packets delivered successfully over a channel in the network). 

Throughput =
∑ S(P) ∗ A(P) 

t 

where S(P) is the number of successful packets, A(P) is the average packet size and 
t is the amount of time interval taken for delivering the data. 

Table 1 and Fig. 4 specify the packet delivery ratio and it is inferred that the 
clustering and data aggregation involved in EDFGMA-FPL caused an impact on 
packet delivery success. It is ascertained that with few source nodes and reduced data 
traffic, EDFGMA-FPL executed better because its aggregate nodes can communicate 
with the sink. 

Table 2 and Fig. 5 prove the average delivery delay of the proposed EDFGMA-
FPL algorithm is minimum. The average delivery delay has increased precipitately, 
as the percentage of source nodes for BFG, DFTA, and SBDTM algorithms increases. 

From Table 3 and Fig. 6, it is observed that through minimizing data flow, the 
average dissipated energy achieved for the proposed EDFGMA-FPL algorithm is 
satisfactory compared to the existing algorithms. 

Table 4 and Fig. 7 proves the latency of the proposed EDFGMA-FPL algorithm

Table 1 Packet delivery ratio versus number of nodes 

No. of nodes BFG DFTA SBDTM EDFGMA-FPL 

100 71.43 74.17 84.75 89.43 

200 73.74 75.47 86.71 91.77 

300 74.19 80.27 86.84 92.64 

400 73.49 73.61 88.47 94.31 

500 77.52 84.49 89.41 96.48
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Fig. 4 Packet delivery ratio 
versus number of nodes 

Table 2 Average delay versus number of nodes 

No. of nodes BFG DFTA SBDTM EDFGMA-FPL 

100 95 88 73 62 

200 157 139 126 98 

300 201 185 172 128 

400 249 225 217 167 

500 347 324 289 212 

Fig. 5 Average delay versus 
number of nodes 

Table 3 Dissipated energy versus number of nodes 

No. of nodes BFG DFTA SBDTM EDFGMA-FPL 

100 211 112 93 76 

200 234 134 117 87 

300 256 153 127 105 

400 287 174 149 124 

500 306 182 164 148
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Fig. 6 Dissipated energy 
versus number of nodes 

Table 4 Latency versus number of nodes 

No. of nodes BFG DFTA SBDTM EDFGMA-FPL 

100 76 61 52 29 

200 74 67 56 28 

300 81 63 53 31 

400 82 69 57 35 

500 84 64 58 36 

Fig. 7 Latency versus 
number of nodes 

is minimum when compared with the existing algorithms. Also, the latency of BFG 
algorithm is too high among the DFTA, SBDTM, and EDFGMA-FPL algorithms.

Table 5 and Fig. 8 prove that the throughput of the proposed EDFGMA-FPL algo-
rithm is maximum when compared with the existing algorithms. Also, the throughput 
achieved by the BFG algorithm is comparatively less than the DFTA, SBDTM, and 
EDFGMA-FPL algorithms. 

From Table 6 and Fig. 9, it can be observed that the proposed EDFGMA-FPL 
algorithm tolerates the CH faults effectively by constructing a data flow graph model
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Table 5 Throughput versus number of nodes 

No. of nodes BFG DFTA SBDTM EDFGMA-FPL 

100 62 81 82 89 

200 74 75 76 92 

300 65 76 78 95 

400 69 72 79 90 

500 70 79 81 94 

Fig. 8 Throughput versus 
number of nodes 

Table 6 Fault detection rate versus number of nodes 

No. of nodes BFG DFTA SBDTM EDFGMA-FPL 

100 58.6 61.23 69.78 78.22 

200 55.7 54.23 71.26 79.84 

300 45.9 69.21 68.54 81.42 

400 42.6 60.58 69.89 83.11 

500 42.1 59.4 64.69 84.78 

Fig. 9 Fault detection rate 
versus number of nodes
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using free poisson law and it achieves better results when compared with the existing 
algorithms.

5 Conclusion 

This research work has been focused on resolving the problems of the IoT and WSN 
fault-tolerant cluster routing for the heterogeneous property of sensor nodes. The 
proposed EDFGMA-FPL algorithm is developed to improve the routing by reducing 
the fault in the network. The cluster and cluster head formation is discussed with 
the energy dissipation model. The assumption is made to construct the occurrence 
of a fault in the network and then it is overcome by the proposed EDFGMA-FPL 
algorithm. The proposed EDFGMA-FPL algorithm tolerates the CH faults effectively 
by constructing a data flow graph model using free poisson law and it achieves 81.45% 
of fault detection rate. In addition, it has been found that the proposed algorithm can 
able to build faultless disjuncture paths between the k node. This research work 
focuses on resolving fault tolerance issues and data storage is another foreseen issue 
in IoT and WSN. Therefore, in the future the storage of WSN in IoT can be enhanced, 
where it could improve the energy efficiency and data recoverability through an 
optimized data storage mechanism. 
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Extractive Text Summarization on 
Large-Scale Dataset Using K-Means 
Clustering and Word Embedding 

Ti-Hon Nguyen and Thanh-Nghi Do 

Abstract Automatic text summarization tasks play an important role in natural lan-
guage processing. In this work, we introduce the single-document extractive sum-
marization model based on clustering and word embedding. In the model, we use 
K-Means clustering to create the clusters on the large-scale dataset by using word 
embedding as the feature vector, then use these clusters to extract the most relevant 
sentences on the document to summarize. At first, we collected the articles on the 
Vietnamese online newspapers, cleaned them and built up the dataset with a total of 
1,101,101 articles. After that, we applied our summarization model for the experi-
mentation. The average time cost for summarizing one document in the test set is 
6.22 ms, and the best F-Score of this model based on ROUGE-1, ROUGE-2, and 
ROUGE-L are 51.40, 16.15, and 29.18%. 

Keywords Text summarization · K-Means · Clustering · Large-scale dataset ·
Word embedding 

1 Introduction 

Text summarization was first introduced by Luhn [20] in 1958; this is the task to create 
a smaller version of a document or a set of documents and retain the main content of 
the original documents. Based on the output [13] of the summary model, there are 
two kinds of summarization methods: the extractive method and the abstract method. 
The extractive methods try to select the most relevant sentences in the original text to 
produce the summary; on the other hand, the abstractive methods create the summary 
by rewriting the original text. In addition, based on the input [13] of the  summary  
model there are single-document and multi-document summary models. 
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Nowadays, text summarization attracts a lot of research in natural language pro-
cessing [5, 8, 9]. There are some English large-scale datasets for evaluating text 
summary models, such as GigaWord [10, 30], CNN/Daily Mail [32]. However, there 
is only a little research for Vietnamese text summarization [17, 24, 26]. In addition, 
most text summarization research attends to the summary’s quality based on the 
ROUGE score metrics [18], but it is hard to find the research focus on the time cost 
to create a summary while keeping a high ROUGE score. 

Therefore, in this work, we built the Vietnamese large-scale dataset for text sum-
marization research and focused on summarization on a single-document. In addition, 
we use word embedding to shorten the vector feature that helps our summary model 
produce the summary more quickly. 

In the next section, we will discuss the current summary methods. The model 
section will introduce our summary model, the K-Means clustering model, word 
embedding, distance metrics, the evaluating process and the using of these topics in 
this work. Then, the experiment section will present the dataset and the evaluated 
results. Finally, the conclusion section will show the contribution and advantages of 
our summary model and the future works. 

2 Related Work 

In recent years, extractive text summarization and abstractive text summarization 
methods are exalted in text summary research. The state-of-the-art text summariza-
tion models include LEAD-3 [22], Pointer-Generator + Coverage [32], Latent 
[15], BanditSum [7], PNBERT [35], BertSumExt [19], and MatchSum [34]. 

In spite of the large amount of text summarization research [5, 8, 9, 23], there 
is only a little research using clustering models for extractive text summarization. 
Such as Agrawal [1], Zhang [33] and Aliguliyev [4] use the clustering algorithm 
to cluster the sentences of a document and choose top good sentence candidates to 
combine into the summary for the single-document. Besides that, Deshpande [6], 
Akter [2], Rossiello [29], and Radev [27] use clustering based for summarizing 
multi-document. The main idea of this kind of research is applying the clustering 
algorithm on the documents in the corpus. Then, each sentence in the corpus will be 
ranked based on the trained clusters and the top sentences will be used to create the 
final summary. 

In addition, there are some research use word embedding for text summarization 
such as Mohd [21], Rani [28], Jain [14], Jiang [16], and Al-Sabahi [3]. 

In this work, we construct the single-document summary model; at first, we use a 
clustering algorithm to cluster the documents in the training set. Then, in the summary 
step, the model will rank all sentences in that document based on the trained clusters 
and top sentences will be extracted as the summary.
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3 Model  

3.1 Summary Model 

In this work, we introduce the single-document extractive summarization model. The 
model has two main steps: the training and the summarizing step. The process of our 
summary model is presented in Fig. 1. 

In the training step, at first, we use the training set to train the Glove model. Next, 
we use the trained Glove model as word presentation model to create the training set 
matrix. After that, we use the K-Means clustering method to cluster the training set 
matrix. 

In the summary step, we again use the Glove model to present the vector feature 
for the testing set, and feed the testing set to our summary model to produce the 
summary set. The details of our summary model are shown in Fig. 2. 

In Fig. 2, every document is fed into the summary model. At first, the document 
will be split into a list of sentences. After that, these sentences will be transferred 
into the sentence matrix based on the Glove model. Next, the summary model will 
get the distance of each sentence with its nearest cluster, then choose the top k lowest 
distance and pick the corresponding sentence to produce the summary. 

Fig. 1 Process of summary model
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Fig. 2 Process of creation the summary 

3.2 K-Means 

In our summary model, we need to cluster the training set for ranking the sentence 
in the summary step. In addition, we evaluate the summary model on a large-scale 
dataset. Therefore, we need a simple and effective clustering algorithm to hang on 
with our dataset. 

The K-Means [11] is one of the best candidate for our summary model because 
it is a practical and straightforward algorithm of clustering. We choose Mini-batch 
K-Means [31] (Algorithm 1), a improved variant of K-Means for working on the 
large-scale dataset, for clustering step in our summary model. 

Algorithm 1 Mini-batch K -Means [31] 
1: Given: k, mini-batch size b, iterations t , data set X 
2: Initialize each c ∈ C with an x picked randomly from X 
3: v ← 0 
4: for i = 1 to t do 
5: M ← b examples picked randomly from X 
6: for x ∈ M do 
7: d[x] ← f (C, x) ▷ Cache the center nearest to x 
8: end for 
9: for x ∈ M do 
10: c ← d[x] ▷ Get cached center for this x 
11: v[c] ← v[c] + 1 ▷ Update per-center counts 
12: η ← 1 

v[c] ▷ Get per-center learning rate 
13: c ← (1 − η)c + ηx ▷ Take gradient step 
14: end for 
15: end for 
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In Algorithm 1: C is the set of cluster centers, c ∈ Rm is cluster center, |C | =  n, 
X is the set of vectors x , f (C, x) is the function that returns the nearest cluster center 
c ∈ C to x by using Euclidean distance. 

3.3 Word Embedding 

In machine learning, the input of algorithms is usually the numeric vectors. That is 
why we use one kind of word presentation to convert text documents in the dataset 
to the vectors before feeding them into the machine learning model. There are two 
main kinds of word presentation: term frequency and word embedding. 

When using term frequency word presentation such as the bag of words, the 
vocabulary is usually created by all terms (words) in the corpus. One text document 
will be present as a vector with the elements being the term frequency of the particular 
word in that document. The dimension of the term frequency vector will be the 
number of words in the vocabulary. Therefore, this kind of vector will be so long 
and have a lot of zero value. As a result, it needs more time for the operation of the 
machine learning algorithm. 

On the other hand, word embedding tries to present the word (or term) as a short 
vector, and the document vector could be the sum of the vectors of all of the words in 
that document. Therefore, word embedding could save a lot of training and predicting 
time. 

In this work, for saving time and speedup of the summary model, we will use 
Glove [25], one of the word embedding models to present the dataset. The Glove 
model considered the global relationship of the words in the input text and was 
introduced in 2014 by Pennington. It will be trained on the training set and used to 
create the vector input for our summary model. 

3.4 Distance Metrics 

Distance metrics are used for measuring the distance of the same dimension vectors. 
In our work, the K-Means algorithm is implemented with Euclidean distance. In the 
summary model, the distance of the summary candidate sentences with the cluster’s 
centroid of the K-Means model will be the cosine distance. 

Cosine Distance. Cosine distance of two vectors →a and →b with same dimension n is 
determined by Eq. (1) 

cosine_distance(→a, →b) = 1 − cos(θ ) = 1 − →a · →b 
|→a||→b| = 1 − Σn 

i=1ai bi

Σn 
i=1a

2 
i Σn 

i=1b
2 
i 

√  √  (1)
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where n is the dimension of vector →a and vector →b, ai is the element of vector →a, bi 
is the element of vector →b, and θ is the angle formed by →a and →b. 
Euclidean Distance. Euclidean distance d of two vectors →a and →b with same dimen-
sion n is determined by Eq. (2) 

d(→a, →b) = Σn 
i=1(ai − bi )2

√  
(2) 

where n is the vector dimension, ai is the element of vector →a, and bi is the element 
of vector →b. 

3.5 ROUGE 

ROUGE [18] is the metrics for evaluating the text summary model. It works by 
comparing the summary produced by the summarization model (the model summary) 
with reference summaries. In ROUGE, the “overlapping word” is a word visible in 
both system summary and reference summary. The “overlapping word” is determined 
by the n-gram model is called ROUGE-N, longest common subsequence is called as 
ROUGE-L, weighted longest common subsequence is called as ROUGE-W and skip-
bigram co-occurrence statistics is called as ROUGE-S. ROUGE’s authors suggest 
that ROUGE-2, ROUGE-L, ROUGE-W, and ROUGE-S will work well for single-
document summary tasks. The formula of recall, precision, and F measure in ROUGE 
is present in Eqs. 3, 4, and 5. 

R = 
SO 
SR 

(3) 

P = 
SO 
SS 

(4) 

F = 
(β2 + 1)PR  

β2 P + R 
(5) 

where R is the recall, P is the precision, F is the F measure, when β = 1 the F 
measure will become F1-score, SO is the number of “overlapping words,” SR is the 
number of words in the reference summary, SS is the number of words in the model 
summary.
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Table 1 VNText detail 

Information Train Test Val Test-Ref Val-Ref 

Articles 880,895.00 110,103.00 110,103.00 110,103.00 110,103.00 

Sentences 18,738,333.00 2,342,296.00 2,333,519.00 155,573.00 155,496.00 

Words 452,686,377.00 56,563,630.00 56,417,036.00 4,163,723.00 4,170,809.00 

Words/Sent 24.16 24.15 24.18 26.76 26.82 

Words/Art 513.89 513.73 512.40 37.82 37.88 

Sents/Art 21.27 21.27 21.19 1.41 1.41 

4 Experiment 

4.1 Dataset 

We built the dataset VNText by collecting the articles from the Vietnamese online 
newspapers website, which is the same idea of the author of CNN/Daily Mail dataset 
[12, 32]. The collected articles are in HTML form, and we extract the plain text by 
using HTML Tag and most common metadata in its content and put them together 
to create the evaluating dataset. The VNText dataset has 1,101,101 records; every 
sample included the title, subtitle, and main content. The subtitle will be used as the 
reference summary, and the content will be used as the sampling. Next, we split the 
VNText into three subsets: the training set includes 880,895 samples, the validation 
set contains 110,103 samples, and the test set has 110,103 samples. The details of 
the VNText are shown in Table 1. The training set is used for training the Glove 
model and the K-Means models, the validation set is used for turning parameters of 
the K-Means models, and the test set is used to evaluate the summary model. 

In Table 1, Words/Sent is average number of words per sentence, Words/Art 
is average number of words per article, Sents/Art is average number of sentences 
per article, T est  − Re f  is the reference summary in the test set, Val  − Re f  is the 
reference summary in the validation set. 

4.2 Parameters 

We choose the parameters for training the Glove model based on Glove publication 
[25]. There are the word vector dimension embedding_len  = 300, number of epochs 
epoch = 15, size of the context windows window_si ze = 15, kind of distributed 
representations model is ski  p_gram. 

In the training K-Means model step, we have to choose n for the K-Means model. 
We use the value of clusters n in the set of {100, 500, 1000, 1500, 2000} for experi-
mentation.
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Table 2 Average number of words in the summary 

n k = 1 k = 2 k = 3 k = 4 k = 5 
w/sent  w/sum w/sent  w/sum w/sent  w/sum w/sent  w/sum w/sent  w/sum 

100 43.21 43.21 43.17 85.30 43.06 126.62 42.96 167.13 42.85 206.55 

500 44.27 44.27 44.28 87.50 44.21 130.02 44.15 171.78 44.08 212.49 

1000 44.76 44.76 44.75 88.43 44.71 131.47 44.65 173.71 44.59 214.91 

1500 44.92 44.92 44.96 88.84 44.91 132.06 44.86 174.54 44.80 215.96 

2000 45.05 45.05 45.09 89.09 45.05 132.47 45.01 175.11 44.96 216.73 

In the summary step, we have two parameters, the number of sentences in summary 
k and the distance metric, which is based to find the closest sentence vector and the 
cluster centroids. Based on the validation, we choose k ∈ {1, 2, 3, 4, 5}, and the 
distance metric is cosine. 

4.3 The Computer for Evaluating 

All of the models and processes in this work are run on one computer. Its CPU is an 
ARM Neoverse-N1 4 cores 2.8 GHz, one thread per core, 24 GB Ram, 150.34 MB/s 
read and write disk speed. 

5 Results 

5.1 The Summary 

Table 2 shows the average number of words in the summary results. In this table, k 
is the number of sentences per summary, n is the number of clusters of the K-Means 
model, w/sent  is the average number of words per sentence, w/sum is the average 
number of words per summary. 

In Table 2, the number of words in the summary is increased when n goes up. 

5.2 ROUGE Score 

Tables 3, 4, and 5 show the F1-score of the summary results based on ROUGE-1, 
ROUGE-2, and ROUGE-L with variant n. These results are also shown as visualized 
in Fig. 3.
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Table 3 F1-score (%) of the summary results based on ROUGE-1 

n k = 1 k = 2 k = 3 k = 4 k = 5 
100 51.25 42.32 34.16 28.54 24.65 

500 51.37 42.05 33.76 28.11 24.21 

1000 51.38 41.87 33.56 27.91 24.01 

1500 51.39 41.80 33.48 27.83 23.94 

2000 51.40 41.75 33.41 27.76 23.87 

Table 4 F1-score (%) of the summary results based on ROUGE-2 

n k = 1 k = 2 k = 3 k = 4 k = 5 
100 15.82 12.60 10.23 8.69 7.66 

500 16.03 12.67 10.21 8.62 7.54 

1000 16.10 12.62 10.14 8.54 7.45 

1500 16.12 12.59 10.11 8.51 7.42 

2000 16.15 12.59 10.09 8.48 7.38 

Table 5 F1-score (%) of the summary results based on ROUGE-L 

n k = 1 k = 2 k = 3 k = 4 k = 5 
100 29.08 26.73 23.66 21.10 19.08 

500 29.15 26.63 23.49 20.91 18.87 

1000 29.16 26.58 23.42 20.82 18.78 

1500 29.16 26.56 23.39 20.79 18.74 

2000 29.18 26.54 23.36 20.76 18.71 

In ROUGE-1, the highest F1-score is 51.40%, with n = 2000 and k = 1, the  F1-
score is slightly increase when increase n but go down significantly when k go up, 
it because the length of the reference summary, it about 37.82 words per reference 
summary. 

The best F1-score is 16.15% based on ROUGE-2 and 29.18% based on ROUGE-L 
when n = 2000, k = 1 and remains a up trend when n goes up. F1-score also remains 
in the down direction when k goes up based on ROUGE-2 and ROUGE-L. 

5.3 Time 

In this work, we have three steps to take time: training the Glove model, training the 
K-Means model, and Evaluating process, which include summarizing and calculating 
ROUGE score.
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Fig. 3 F1-score of the summary model based on ROUGE 

The Glove model is trained one time, and it takes 4756.82 s. 
Table 6 shows the costing time of training the K-Means model with the training 

set, the time to summarize the test set, the time of running ROUGE evaluating and 
the sum of them. The results show that the time cost is dependent on the summarizing 
step and the calculation ROUGE step and slightly increases when n runs into higher. 

In Table 6, the highest summary time is 3425.07 s, and this time is spend for 
create summary for all documents in the test set, which include 110,103 documents 
in five times (k ∈ {1, 2, 3, 4, 5}) when n = 2000. Therefore, the average time cost to 
summarize one document in the test set is 6.22 ms. This is an impressive time cost, 
and it shows that our summary model can work efficiently on the large-scale dataset.
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Table 6 Time for evaluating (in seconds) 

n K-Means Summary Rouge Total 

100 16.04 791.20 2367.68 7915.70 

500 21.98 1346.38 2426.93 8530.13 

1000 27.95 2014.12 2456.31 9227.26 

1500 35.75 2717.60 2466.11 9940.52 

2000 44.15 3425.07 2473.50 10,655.39 

6 Conclusion 

We introduced the extractive summarization model for the single-document and 
presented the experimentation on the Vietnamese large-scale dataset. 

The first contribution of this work is proving that single-document extractive 
text summarization can be based on the pre-trained clusters, which trained on the 
large-scale dataset. The second contribution is using word embedding as the vector 
feature to improve the summary time and maintain a high ROUGE score. The third 
contribution is showing that our summary model can work well on the large-scale 
dataset when using word embedding. 

A forthcoming improvement will be to implement the distributed and parallel 
algorithms to speedup the training task for the automatic text summarization. 
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Multi-agent System: Efficiency 
Enhancement and Search for Anomalies 
in Equipment Operation 

Evgeniy I. Zaytsev, Elena V. Nurmatova, Rustam F. Khalabiya, 
Irina V. Stepanova, and Lyudmila V. Bunina 

Abstract The paper considers methods to improve the efficiency and reliability of 
the multi-agent system of knowledge representation and processing (MASKRP). An 
approach to the implementation of MASKRP control subsystems based on an exo-
kernel operating system and specialized event-driven software modules is proposed. 
The tasks of effective distribution of software agents on the nodes of the computing 
system, optimization of Distributed Knowledge Base (DKB), formation of computing 
clusters with minimal information connectivity are solved. The architecture of the 
monitoring system is reviewed. The main results on the development of software for 
searching anomalies in the work of the MASKRP computing cluster equipment as 
well as on the determination of the optimal parameters for it to prevent false alarms 
are given. 

Keywords Distributed systems · Multi-agent systems · Intelligent software 
agents · Knowledge representation · Anomalies · Analysis · Monitoring 

1 Introduction 

To solve complex problems, reactive and cognitive software agents of the multi-agent 
system of knowledge representation and processing are used, which are able to take 
into account inaccuracy, incompleteness, fuzziness of knowledge [1–5]. Intelligent 
software agents of the MASKRP function in nodes of a distributed computing system. 
Each node is a shared memory multiprocessor. The problem to be solved on the 
computational node is divided into separate subtasks, which are distributed among 
the reactive agents. The priorities of the reactive agents included in the group are set 
according to the sequence number of the program agent. The work of the group’s 
reactive agents is coordinated by the cognitive agent of this node. The scale of 
resources of the multi-agent solver can be increased horizontally.
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Single-node agents communicate with each other through the local interprocess 
communication (IPC) mechanism. Cognitive agents of different nodes interact with 
each other through messaging by middleware. To improve performance, IPC is imple-
mented with specific system software modules (LibOS) that have direct access to 
the hardware. The structure of the multi-agent solver of the MASKRP is shown in 
Fig. 1. 

For processing knowledge of the problematic components, special cognitive data 
structures (CDS) are used that describe the plan for solving the target task, define the 
rules for reducing the task to the subtasks, and establish links between the software 
agents responsible for solving these subtasks. The functional and structural organi-
zation of the problem-oriented multi-agent solver is described in more detail in paper 
[5].

Fig. 1 Structure of the multi-agent solver
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The system performance and reliability are improved by implementing special 
mechanisms for computing resource management, which take into account the 
specifics of the multi-agent system [6–12].

Traditional operating systems hide information about computational resources 
behind universal high-level abstractions, which does not allow the MASKRP devel-
oper to implement problem-dependent optimization. The key to creating a highly effi-
cient knowledge processing system is specialized computational resource scheduling 
and management modules that use exo-kernel operating system services. 

MASKRP is a complex system that includes a variety of physical equipment— 
air conditioning systems, uninterruptible power supplies, computing servers, and 
storage systems. Various anomalies in the operation of this equipment can occur 
during operation. To manage the work of the MASKRP computing nodes, developed 
a system to find anomalies in the work of computing cluster equipment, including an 
indexing cluster (cluster of nodes that receive data), nodes to store real data, and a 
search cluster to search for stored data. The system allows you to automatically find 
shift anomalies in the time series, combine the anomalies found in the JSON data 
array. 

2 Performance Improvement of the MASKRP 

Each computing node of the MASKRP can use a parallelism model, in which multiple 
software agents are in a state of execution. To implement parallel computations in a 
computational node, multiprocessors with uniform memory access (UMA) are used. 
In this case, the whole set of software agents is divided into subsets (groups). Agents 
belonging to different groups can act simultaneously. 

The agents are divided into groups using the compatibility matrix S and the 
inclusion matrix R. The compatibility matrix S has the following form: 

S = 

⎡ 

⎢⎢⎢⎢⎢⎣ 

0 s12 s13 . . .  s1M 

s21 0 s23 . . .  s2M 

s31 s32 0 . . .  s3M 
... 

... 
... 

... 
... 

sM1 sM2 sM3 . . .  0 

⎤ 

⎥⎥⎥⎥⎥⎦ 

S1 
S2 
S3 
... 
SM 

(1) 

where sij = 1, if the agents Ai and Aj use different computing resources and work in 
parallel, otherwise sij = 0. 

The distribution of agents into groups is based on the inclusion matrix R:
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R = 

⎡ 

⎢⎢⎢⎣ 

r11 r12 . . .  r1M 

r21 r22 . . .  r2M 
... 

... 
... 

... 
rH1 rH2 . . .  rHM  

⎤ 

⎥⎥⎥⎦ 

R1 

R2 
... 
RH 

(2) 

where M is the number of agents, H is the number of groups. rij = 1 if the agent Ai is 
included in the group Yj. The agent Ai is included in the group Yj if Si ∩ Rj = ∅ that is 
the matrix rows do not intersect. For optimal partitioning into subsets, it is necessary 
to consider the functional features of the software agents, their requirements for 
computing resources, as well as know the structural organization of the MASKRP 
node used to implement parallel computations. 

To improve the performance of the multi-agent solver and reduce the total volume 
of data transferred over the network, the agent-associated distributed knowledge 
base is divided into clusters. At the same time, two complementary mechanisms for 
interaction of software agents are used: the mechanism of localization of inter-agent 
interactions and the mechanism of dynamic distribution of agents in the MASKRP 
nodes [13]. 

3 Monitoring System 

The architecture of the monitoring system consists of three main clusters of nodes: 
indexing for receiving data, direct nodes for storing real data, and a search cluster 
for performing a search on stored data. Each of these components can be easily 
expanded horizontally if higher performance is required. To store data in such a 
system, there are collectors—programs that collect various types of data, such as 
environment metrics, infrastructure data, cluster metrics, and send this data using 
a well-documented REST API to the monitoring core. For data analysis and moni-
toring, there is a built-in simple Web interface that allows you to create your own 
dashboards for data groups or simply navigate through raw data with a user-friendly 
interface. The main point in the architecture is to add new monitoring data that 
does not require changing the monitoring core (indexing cluster, data nodes, search 
cluster), and for this, you just need to create or deploy the appropriate collector 
and create a dashboard for the monitored data. According to the above architecture, 
several collectors and toolbars have already been implemented, mainly for engi-
neering infrastructure, as the fundamental layer of the entire cluster. One of these 
systems is shown in Fig. 2. 

Non-standard situations in monitoring systems are usually associated with signifi-
cant changes in the time series describing certain parameters of the monitored system. 
One of the types of such changes is the shift of the average level of the time series, 
which can be both very abrupt and gradual. The method “E-Divisive with Medi-
ans” (EDM) [14] and implemented in the package for R BreakoutDetection can 
automatically detect such structural changes in time series.
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Fig. 2 Structure collector 
for UPS cluster systems 

The method is based on the use of E-statistics, which characterizes the distance 
between observations from random samples. The energy distance between X and Y 
is defined as follows: 

(X, Y ) = 2E |X − Y | − E
||X − X '|| − E

||Y − Y '||, (3) 

where X, Y—independent random variables; X ', Y '—independent equally distributed 
as X and Y; E |∗|—expected value [14]. 

The Langer ε(X, Y ) is the more reason to believe that the samples being compared 
come from different general populations. In order to avoid the influence of anomalous 
observations common in practice, the EDM method operates with medians rather than 
averages. Moreover, it is a nonparametric method, i.e., it does not assume that the 
analyzed observations belong to any particular probability distribution. The nonpara-
metric nature of EDM, as well as the use of medians, makes this method particularly 
suitable for detecting structural changes in time series in practical problems. 

The calculation of ε can be approximated by the formula: 

ε̂(Xn, Ym; α) = 
2 

nm 

n∑
i=1 

m∑
j=1

||xi − y j
||α −

(n 
2

)−1 ∑
i< j

||xi − x j
||α 

−
(m 
2

)−1 ∑
i< j

||yi − y j
||α 

, (4) 

where X and Y are selected from the time series of values obtained from the sensors. 
The basic algorithm on which the EDM package is based uses energy statistics to 

detect divergence in the mean. Note that EDM can also be used to detect changes in 
the distribution in a given time series. EDM uses reliable statistical metrics, namely



508 E. I. Zaytsev et al.

the median, and estimates the statistical significance of the breakout through the 
permutation test. In addition, EDM is nonparametric. This is important because the 
distribution of production data rarely (if ever) follows a generally accepted normal 
distribution or any other widely accepted model. The following arguments should 
be specified in breakout(): 

1. Z—time series represented either as a numeric vector or as a data table with 
columns timestamp (“value time stamp”) i count (“value count”). 

2. min.size—the minimum number of observations that must occur between the 
breakpoints of the trend in the time series (the default is 30). 

3. method—scenario applied to structural change detection data takes two possible 
values: “amoc” (from “at most one change,” i.e., “no more than one change”) 
and “multi” (multiple break points). 

The anomaly search system works with a large amount of data, as a consequence 
there is a high probability of more than one shift, so it was decided to take “multi” 
as a method. 

The cluster continuously receives a large flow of information. For its correct 
analysis, it is necessary to make a careful tuning of the system [12, 15, 16]. 

Since it was decided to use a scenario to detect structural changes with multiple 
breakpoints, it is necessary to pay attention to the following parameters: 

• degree—parameter that defines the proximity of the break points (the default is 
1); 

• percent—minimum relative (%) increases in internal EDM quality criterion; 
• beta—parameter for regularization if degree and/or percent is not specified 

(default is 0.008). 

For the parameter percent, which is responsible for the quality of the shift, it was 
decided to choose the value percent = 0.7 or otherwise 70%. If the degree parameter 
is set to zero, it may lead to an increase in the number of detected breakpoints and 
therefore to an excessive number of system triggers. Decreasing the parameter beta 
also resulted in excessive triggers. Based on the tests, it was decided to use the system 
with parameter percent = 0.7 and leave the rest by default. 

In the R-module, responsible directly for the search for anomalies, a code of basic 
functions was developed: 

1. getParameters—the function is responsible for receiving the following param-
eters when calling this module: index—ES index; type—index type; source— 
data array, in which the search for anomalies will be performed. This parameter 
includes data and date. 

2. detectBreakout2133—the function is responsible for finding anomalies. 
According to the parameters provided, this function takes the last thousand 
records, then converts the date parameter into the desired format and combines 
it together with the data field into a single dataframe, which after analysis by 
the breakout function gives the positions of anomalies in the dataframe.
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3. main—the main function, which calls the detectBreakout213—function with 
parameters obtained by the getParameters function. It then translates the 
obtained anomalies into JSON format. 

The bash module runs periodically with a crontab program. Every five minutes, 
it transmits data from the UPS sensors to the R-module to search for anomalies. 

To test the correctness of the developed system, a segment of the time series was 
chosen. Due to unfavorable weather conditions in the time series, it was possible to 
observe the type of anomaly needed for testing. 

Below are three examples of how the anomaly search system works on time series: 

1. %Cap—Battery Charge. 
System output: 
{“timestamp”:“2021-03-13T12:10:51+0300”,“anom”:100}, 
{“timestamp”:“2021-03-13T15:15:51+0300”,“anom”:80.1} 

In Fig. 3, the ordinate shows the charge of the batteries (Amps per unit time); the 
abscissa shows the time distribution over 10 min. 

2. Iin—Input current. 
System output: 
{“timestamp”:“2021-03-13T12:20:51+0300”,“anom”:47}, 
{“timestamp”:“2021-03-13T14:55:51+0300”,“anom”:39} 

Figure 4 shows the time distribution of the current (Amps) for 5 min. 

3. kVAout—full power output 
System output: 
{“timestamp”:“2021-03-13T11:55:50+0300”,“anom”:30.7}, 
{“timestamp”:“2021-03-13T14:50:51+0300”,“anom”:24.6}. 

Fig. 3 Time series anomaly: battery charge
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Fig. 4 Time series anomaly: input current 

Figure 5 shows the time distribution of output power over 5 min. 
As can be seen from the output data and graphs, the system successfully detected 

anomalies in the time series provided to it. As a consequence, can say that the system 
has successfully coped with the task. 

Fig. 5 Time series anomaly: output power
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4 Conclusion 

The article an approach to improving the performance and reliability of the MASKRP 
is proposed, which includes the efficient distribution of software agents in the multi-
agent solver of the computing node, formation of computing clusters with minimal 
information connectivity as well as the construction of an optimal logical structure 
of the distributed knowledge base. An approach to the implementation of MASKRP 
management subsystems based on an exo-kernel operating system and specialized 
event-driven software modules is considered. 

The architecture of the monitoring system is reviewed. The software code of the 
main module of the system to search for anomalies in the operation of the computing 
cluster equipment was developed. All functions performed by the system were thor-
oughly tested during the development process and tested on the time series. The 
developed system significantly increases the reliability of the cluster, as well as 
reduces the analysis time of possible anomalies. 
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An Efficient Text Detection 
and Recognition Framework for Natural 
Scene Images 

Senu Jerome and Anuj Mohamed 

Abstract For understanding the content of the image, a vital clue is the superim-
posed text in images. However, ineffective text extraction might be caused by the 
poor contrast and complicated background of the image. An effective text detection 
and recognition framework as of natural scene images utilizing Anopheles search 
with convolution neural network are proposed to mitigate such complexities. In this 
work, for detecting and recognizing the exact text from the image, different steps 
are undergone by the input images from the street view text (SVT) dataset. The 
precise text is extracted from the images. For comparing the results attained by the 
proposed AS-CNN with the preceding top-notch algorithms, SVT and publically 
accessible datasets are utilized in this research. The experimental outcomes denoted 
that the proposed AS-CNN exhibits promising results, effectively decreasing the 
overall computation cost and time. 

Keywords Text detection · Text recognition · Convolutional neural network ·
IGrabCut · Anopheles search optimization · Tunicate swarm algorithm 

1 Introduction 

Text detection and recognition are a very important task in computer vision-related 
applications. Numerous researches are being done in the area so as to enable accurate 
detection, extraction and recognition of text. In the text information, the image’s 
most significant content is reflected [1]. Thus, for easy understanding of the idea 
behind the images, the extraction of text as of the images is helpful [2]. For several 
multimedia tasks, namely visual classification, video analysis, mobile applications, 
scene understanding, etc., a vital requirement is the text detection (TD) process
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[3]. Owing to complex situations, such as uneven lighting, blurring, perspective 
distortion, and orientation, the TD in a natural scene image is difficult [4, 5]. 

Recently, numerous approaches and algorithms have been developed to miti-
gate the complexities of text detection. The approaches exhibit a few limitations, 
concerning higher computation time, irrelevant feature selection (FS), and random 
weight updation process, even though they have illustrated promising results. The 
detected horizontal regions are returned by the majority of the methods which depend 
on horizontal or nearly horizontal annotations. But, the huge number of text regions is 
not horizontal in real-world applications. Thus, desired results might not be exhibited 
by such techniques. Long or large text instances could not be effectively managed by 
several deep learning methods, and they often cause imprecise localization of text. 
The TD task’s performance is often degraded by unsatisfactory text localization, 
and it also affects the performance of the following text recognition (TR) task. For 
addressing such issues, an effective TDR framework from NSI is proffered by the 
work utilizing AS-CNN for the TR model. 

The remaining paper is organized as: Sect. 2 examines the related works 
concerning the proposed work. Section 3 elucidates the proposed efficient TDR 
framework of NSI utilizing AS-CNN for the TR model. Section 4 renders the results 
and discussion for the proposed work centered on performance metrics. Section 5 
provides the conclusion with future work. 

2 Literature Survey 

In the recent years, many techniques and approches have been introduced to facilitate 
accurate detection, extraction, and recognition of text from images. 

Roy et al. [6] created a technique named Delaunay triangulation (DT) centered TD 
as of multi-view of scenes. The same scene was captured via orthogonal direction, 
disparate angles, and height. The features that explained the text components, like 
corner points, area, and cavity centered on DT, were extracted by the technique. Thus, 
the method could handle multi-oriented text. The experimental outcomes denoted that 
the recognition step removed the false positives, and also it enhanced the method’s 
overall performance concerning the F-measure score. But, the scheme could not 
handle the randomly oriented text lines as of the images. 

Zhonga et al. [7] applied the method that changed the bounding box regression 
module with a LocNet centered localization module and enhanced the localization 
accuracy (LA) of a faster region-centered CNN (R-CNN)-based text detector. Exper-
iments exhibit that the LA was boosted by the proposed work. Also, superior perfor-
mance was attained on horizontal along with multi-oriented TD. But, the semantic 
information that was closer to the image’s content could not be extracted by the 
method. 

Kantipudi et al. [8] proposed a novel approach for scene text recognition that 
integrates bidirectional LSTM and deep convolution neural networks. CNN is used 
to generate the ordered sequence of the features from the contoured image. The
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sequence of features is coded using the Bi-LSTM. Proposed work is compared with 
the existing state-of-the-art methods, and according to the analysis, precision and 
accuracy are improved. For some of the images, results are partially accurate with 
images which were captured from a long distance. 

Dai et al. [9] proposed an accurate scene text detection via scale-aware data 
augmentation and shape similarity constraint, which uses (SADA) technique to 
increase the diversity of training samples. A shape similarity constraint (SSC) tech-
nique is exploited to model the global shape structure of arbitrary-shapescene texts. 
The proposed method is capable of working well in many challenging scenarios, but 
it fails to remain the valid text instances when the overlaps between text instances 
are large. 

Butt et al. [10] proposed a CNN-RNN model with an attention mechanism for 
Arabic image text recognition. A bidirectional RNN with an attention mechanism 
is used to generate output, enabling the model to select relevant information from 
the feature sequences. This model gives better results from those based on a simple 
CNN, RNN, and hybrid CNN-RNN on Arabic text datasets such as Alif and Activ 
with no focus on other language text extraction. 

Ma et al. [11] proposed a residual attention-based multi-scale script identification 
in scene text images which uses a hierarchical feature fusion block to extract the 
multi-scale features. A fully convolutional classifier was used to generate channel-
level classifications which are then processed by a global pooling layer to improve 
classification efficiency. The proposed methodology was not accurate in dealing with 
languages having curved font structure. 

Naiemi et al. [12] proposed a novel pipeline framework for multi-oriented scene 
text image detection and recognition which uses a convolutional neural network-
based pipeline to obtain high-level visual features and improve text detection and 
recognition efficiency. A pre-trained ResNet-50 network on ImageNet and SynthText 
for extracting low-level visual features was used in this study. The method failed to 
detect text in crowded and shiny backgrounds. It also failed to recognize small text 
at inappropriate angles. 

Wang et al. [13] presented an efficient method for the TD in NSI. By the amalgama-
tion of convolutional neural network scores of maximally stable external region along 
with multiple neighborhood information, the conditional random field model was 
generated by the method. Besides, the utilization of context information recovered 
the missed text components. Moreover, the gray and binary features were combined 
by the method. The shape-specific classifiers were also designed by the method, 
which precisely verified the text lines as of the images. Promising performance was 
attained by the work’s final outcome, and it revealed the model’s effectiveness and 
robustness. However, the scheme possessed the disadvantage of the random weight 
generation process. Thus, the method’s classification accuracy was low. 

Shivakumara et al. [14] formed a new multi-modal approach for bib number 
detection and TR in Marathon images. The upper body detection from the image was 
examined by the method. A GrabCut algorithm segmented the foreground regions. 
For the torso detection, the pictorial structural model had been utilized using CRF in 
Marathon images. Experimental outcomes showed that better results were attained
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by the approach after torso detection when compared to before torso detection. But, 
the text could not be read effectively by the scheme as of the low resolution along 
with poor contrast images. 

Xu et al. [15] created an English text repair and an extraction algorithm for 
color images centered on an improved edge detection algorithm. The experi-
mental outcomes indicated that the algorithm attained higher accuracy and quicker 
computing speed. The algorithm also offered a better comprehensive effect. Never-
theless, the accurate sufficient bounding boxes were not predicted by the method for 
text instances as of the long distances. 

3 Proposed Methodology 

The text information is the most crucial among the contents in images. The text 
encompasses useful information in an image that assists in attaining the overall idea 
behind the image. For horizontal or near horizontal texts, several TDR systems are 
deemed. Nevertheless, it is difficult to recognize randomly oriented text in images. 
Thus, an effective TDR framework from NSI is presented by the work utilizing AS-
CNN for the TR model. The proposed work encompasses 2 major phases, such as TD 
and TR. The images are given as input to the preprocessing step. The image is resized 
through preprocessing, eliminating unnecessary noise from the image. Next, the 
image’s contrast is improved. Utilizing the improved EAST (IEAST) algorithm, the 
text is identified from the enhanced image. Utilizing the impoved GrabCut algorithm, 
the background region of the image is eliminated so that a clear view of the text can 
be attained. Then, the extraction of significant features is done. Using the LS-TSA 
technique, the most needed features are chosen from the extracted features. As the 
final step, the classifier called AS-CNN accepts the selected features as input. The 
precise text from images is significantly extracted and detected by the AS-CNN. The 
architecture of the proposed work is depicted in Fig. 1. 

Fig. 1 Architecture of the proposed work
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3.1 Input Source 

The input textual images are collected from the publicly accessible SVT dataset on 
the Internet. The SVT dataset exhibits the high-variability textual images with low-
resolution rates. For the proposed work’s analysis, the input images as of the SVT 
dataset are employed. 

3.2 Preprocessing 

The input images are subject to the preprocessing phase in the initial step. The images 
are processed by the preprocessing function. The image’s quality is enhanced by 
preprocessing via removing the unnecessary distortion and also ameliorating the 
image’s vital features. Image resizing and noise removal are the ‘2’ major steps in 
preprocessing phase. The preprocessing function is mathematically expressed as 

λ = Ppf  [Inputimg] (1) 

wherein implies the outcome of the preprocessing function, indicates preprocessing 
function, and denotes the input images. 

Ppf  = {λir  , λnr } (2) 

where λir  symbolizes the image resizing function, and λnr indicates the noise removal 
function. 

(a) Resize the image 

The process of modifying the image’s size by augmenting or reducing the number of 
pixels is called image resizing. Detailed information concerning the image is offered 
by the image resizing process. The images are resized into 256 * 256 pixels in the 
proposed work. 

(b) Noise Removal 

The noise present in the image is caused by random variation and fluctuation in colors. 
Such noises suppress the image’s quality. The noise removal function considerably 
eliminates the undesired noise from images and retains the image’s quality. The noise 
removal function is proffered as 

Nrem = λnr {Inputimg} (3) 

Nrem implies the outcome of the noise removal function and λnr {Inputimg} signifies the 
input image’s noise removal function. Thus, the final outcomes of the preprocessed 
function λ are mathematically specified by
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λ = (λ1, λ2, λ3, . . . , λn) (4) 

Here, λ1, λ2, λ3, . . . , λn implies the preprocessed images. 

3.3 Contrast Enhancement 

The processed images (λ) are subjected to the contrast enhancement (CE) phase after 
completing the preprocessing step. The CE phase highlights the image’s features via 
modifying the color. Hence, it is simple to detect the minute and hidden information 
behind the images. The CE function of the input image is mathematically denoted as 

CEi = cen{λ} (5) 

where 

CEi = {CE1, CE2, CE3, . . . ,  CEn} (6) 

where CEi signifies the contrast-enhanced function’s outcome that means contrast-
enhanced images, cen indicates the CE function, λ denotes the preprocessed images, 
and CE1, CE2, CE3, . . . ,  CEn symbolizes the contrast-enhanced images. 

3.4 Text Detection 

In the TD phase, the text as of the enhanced image is grouped after the image’s 
contrast is enhanced. For efficient TD, an algorithm named IEAST is utilized by the 
proposed method that automatically reads the text from the image. 

3.4.1 Text Detection Using Improved Efficient and Accurate Scene Text 
Detector 

The efficient and accurate scene text detector (EAST) is a quick and efficient TD 
algorithm. For localizing the word or text from the images, a fully convolutional 
network is utilized by the EAST. Normally, the sigmoid activation function is utilized 
by the EAST algorithm in the output layer for balancing the loss function (LF) that 
produces major drawbacks, namely gradient saturation, slow convergence, along 
with sharp damp gradient problems. Thus, the hyperbolic tangent function (Tanh) 
is employed in the IEAST algorithm. Hence, the probability of TR as of the image 
is improved by the proposed IEAST, and it also balances the LF. The steps that are 
incorporated in the IEAST algorithm are broadly elucidated as
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(a) Feature Extraction Stage 

The enhanced image is attained by the feature extraction (FE) stage, and that image is 
passed into a set of convolution layers named feature extractor stem. It processes the 
images, and the images are converted into feature maps (FM). This is mathematically 
specified as 

β f es  = F∗ 
e {CEi } (7) 

where β f es  implies the outcome of the feature extractor stem, F∗
e denotes the FE 

function, and CEi indicates the input images. 

CE1 
i = {u1, u2, u3, . . . ,  un} (8) 

CE2 
i = {v1, v2, v3, . . . , vn} (9) 

wherein {u1, u2, u3, . . . ,  un} and {v1, v2, v3, . . . , vn} signify the FM. 

(b) Feature Fusion Stage 

Then, the FM is unpooled. After that, using several features from disparate spatial 
resolutions, those FMs are concatenated. For predicting smaller word regions, this 
merging feature is helpful. The feature merging operation is presented by 

ui =
∫
unpool(vi ) if i ≤ 3 
conv3×3(vi ) if i = 4 

(10) 

vi =
∫
fi if i = 1 
conv3×3(conv1×1([ui−1; fi ])) otherwise (11) 

(c) Prediction Network 

A score map and a geometry map are encompassed by the prediction network, which 
is the output layer. The score map reveals the probability of text in the region, while 
the geometry map defines the text box’s boundary. 

In the EAST algorithm, the LF is computed that comprises both the score map 
loss and geometry LF. The LF is estimated as 

Ll = Ls + tg Lg (12) 

where Ls indicates the score map loss, Lg implies the geometry LF, and tg denotes 
the importance between ‘2’ losses. 

For balancing the LF, a hyperbolic tangent function (Tanh) is utilized by the work 
that enhances the probability of TD. The Tanh function is signified as
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tanh x = 
sinh x 

cosh x 
(13) 

sinh x 

cosh x 
= 

wz − w−z 

wz + w−z 
(14) 

wz − w−z 

wz + w−z 
= 

w2z − 1 
w2z + 1 

(15) 

At last, utilizing the IEAST algorithm, the texts as of the images are identified. 
The text detected images are indicated as 

Td  = {Td1, Td2, Td3, . . . ,  Tdn} (16) 

3.5 Background Region Removal 

The background regions are removed after the identification of text from the images. 
Thus, from the images, the unnecessary regions are eliminated. Thus, the needed text 
in an image is highlighted by this process. The IGrabCut segmentation algorithm is 
utilized by the proposed work. For image segmentation, the Gaussian mixture model 
(GMM) is employed in the GrabCut algorithm. However, the major parts of the 
images are segmented by GMM so there is a chance for the removal of significant 
regions from the image. Thus, the categorical mixture model (CMM) is utilized in 
this work. Concerning enthalpy energy, the energy is computed that reduces the 
energy usage. Thus, for solving the minimum cutting that effectively differentiates 
the foreground and background, the IGrabCut is utilized. The steps of the IGrabCut 
algorithm are briefly described below. 

Step 1: The text detected image Td  is deemed, and the initial tri-map Gm is created 
by choosing a rectangle. The pixels inside the rectangle are indicated as foreground 
Gm(Fg), and the pixels outside the rectangle are denoted as background Gm(Bg). 

Step 2: The array of pixels could be represented for a text detected image Td  as 

h = {h1, h2, h3 . . . ,  hn} (17) 

where 

hi = {Ri , Gi , Bi }, i ∈ [1, 2, 3, . . .  ,  n] (18) 

in RGB space. 

Step 3: After that, the image segmentation process is performed. Here, for indicating 
whether the image belongs to the foreground or background, the labels are allocated
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to every pixel. The image segmentation process is specified as 

X = (X1, X2, X3, . . . ,  Xn), Xn ∈ {0, 1} (19) 

Here, Xn = 0 denotes the background, along with Xn = 1 indicates the image’s 
foreground. 

Step 4: For the initial foreground along with background regions, the CMM is formed. 
It could be mathematically denoted as 

M(Yi |ϕ) = 
U∑
u 

aum(Yi ; θu) (20) 

where {au}U u=1 denotes the mixing terms, θu = (θu,1,...,θu,Z ) indicates the probability 
distribution over the label Z , and m(Yi ; θu) specifies the categorical distribution on 
Z using θu . 

Step 5: Concerning enthalpy energy, the energy function for the segmentation could 
be computed. The energy consumption of the model is efficiently reduced by enthalpy 
energy. It is assessed as 

Enthalpy = Er + pr vo (21) 

where enthalpy indicates the enthalpy energy which is equal to the addition of internal 
energy Er and the product of pressure pr along with vo the volume of the model. 

Step 6: By considering the neighborhood K around each pixel, the segmented regions 
must be coherent concerning color, which is assumed by the regularizing prior R. It  
could be specified as 

R(X, h) = 𝜣
∑

{m,n}∈G 
[Xn /= Xm] exp(−B||hm − hm|| 2 ) (22) 

where B is a constant. 

Step 7: Finally, a graph is created. A graph cut is executed to find a new tentative 
foreground and background of the image by the classification of pixels. Thus, the 
mathematical expressions for the background eliminated images B(r ) are presented 
by 

B(r ) = B(r )1, B(r)2, B(r)3, . . . ,  B(r)n (23)
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3.6 Feature Extraction 

From the image features, namely color fc, luminance fl , shape feature fs , stroke  
pixel fsp, edge fe, texture  ft , horizontal fh , vertical fv , curved fcr , rotated frt , and 
twist ft , the most significant and selective features are extracted after the removal 
of background as of the image. New features, which are a linear amalgamation 
of the prevailing features, are provided by the feature extraction process. When 
analogized with the actual feature values, the varied values are possessed by the 
new set of features. To capture the same data, only fewer features are required. The 
computational complexity and time complexity are greatly decreased, and the FS 
accuracy is enhanced owing to the extraction of vital features. New features, which 
are a linear amalgamation of the prevailing features, are provided by the feature 
extraction process. When analogized with the actual feature values, the varied values 
are possessed by the new set of features. To capture the same data, only fewer features 
are required. The FE of background removed images f f x  (B(r)) is mathematically 
produced as 

f f x  (B(r )) = {  fc, fl , fs, fsp, fe, ft , fh, fv, fcr , frt  , ft } (24) 

3.7 Feature Selection 

In this phase, the most needed features which contribute to the TD process are 
chosen from the extracted features. Hence, the complexities of irrelevant features 
are reduced by the FS phase, and it augments the model’s accuracy by filtering the 
relevant features. Utilizing linear scaling in TSA, the necessary features are chosen 
in the proposed method. Utilizing the linear scaling technique, the social forces 
between the search agents are computed in the tunicate swarm algorithm (TSA). 
Therefore, the distraction distance between the search agents is improved by the 
LS-TSA technique. The LS-TSA’s steps are listed as 

Step 1: Initialization 

The truncate population is initialized in the initial step, where v = 1, 2, 3, . . .  ,  c and 
s = 1, 2, 3, . . .  ,  b such that set of key values, which are initialized arbitrarily. 

Step 2: Fitness Evaluation 

The fitness value for every input variable is assessed after the initialization of a set of 
key values. Then, the best one is selected by the fitness evaluation step. The fitness 
could be assessed as 

f i  (αvs) = Mx (PSNR) (25)
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f i  (αvs) = Mx

[
10 log10

(
2552∑

A,B (I(a, b) − Idec(a, b))/ A × B

)]
(26) 

where I (a, b) indicates the plain images,Idec(a, b) denotes the decrypted images, 
and (a, b) indicates the image’s row and column. If PSN  R  ≥ Thd , then the 
existing solution is updated. After that, the maximal fitness value is maintained 
by the algorithm. 

Step 3: The conflicts between search agents are avoided utilizing the vector, →W the 
currently updated search agent position is estimated for avoiding the conflicts betwixt 
the other search agents (other tunicates) centered on the following expression.

→W = →Z
→δ (27) 

where →Z indicates the gravity force and →δ denotes the social forces betwixt the search 
agents and that could be denoted as

→Z = ν2 + ν3 + Q (28) 

Q = 2 · ν1 (29) 

Here, Q indicates the water flow advection in the deep ocean, and ν1, ν2, and ν3 
signify the random number in the interval. 

Furthermore, for improving distraction distance, the social forces betwixt the 
search agents could be assessed by utilizing the linear scaling technique. It is 
presented by 

L(s) = S(x) − min S(x) 
max S(x) − min S(x) 

(30) 

where S(x) implies the search agents. 

Step 4: Explore the best nearest neighbor. Toward the direction of the best neighbor, 
the search agents are moved. The distance betwixt the food source and search agent 
is measured for finding the best nearest neighbor.

→

D =
||||→

N 
c 

−ν. →N (t )| (31) 

where →N (t) denotes the current position of the tunicate at t th  iteration, →Nc indicates 
the position of food source, and ν denotes the arbitrary number in the interval. 

Step 5: Converge toward best search agent.



524 S. Jerome and A. Mohamed

The search agents converge toward the best search agent’s position after the explo-
ration of the best nearest neighbor. Therefore, the current position of the tunicate
→Np(t) is updated and that is denoted as

→

N 
p 
(t) =

∫ →Nd + →W · →D, if ν ≥ 0.5
→Nd − →W · →D, otherwise 

(32) 

where →Np(t) implies the updated position of tunicate concerning the position of food 
source →Nd . 

Step 6: Implement swarm behavior. 

Here, the first ‘2’ best solutions are saved. Next, as per the best search agent’s position, 
the other search agents are updated for representing the tunicate swarm behavior. It 
is defined as

→Np(t + 1) = →N (t) + →Np(t) 
2 + ν1 

(33) 

Step 7: Termination. 

Until the best solutions are determined, the above-mentioned steps are repeated. 
Concerning the fitness value, the produced keys are assessed at every iteration, and 
those keys are updated centered on the preceding best keys. Thus, the selected feature 
as of the images α f s are mathematically denoted as 

α f s = {α1, α2, α3, . . . , αn} (34) 

3.8 Text Recognition 

The chosen features are offered to the recognition phase after the selection of features. 
Here, utilizing an AS-CNN algorithm, the texts from the images are identified. For 
performing the classification using CNN, this algorithm is mostly utilized. ‘5’ major 
layers, like input layer, convolution layer, pooling layer, fully connected layer (FCL), 
and output layer are encompassed by CNN. For optimizing its weights, the Anopheles 
search optimization algorithm (ASOA) is utilized by CNN. For optimizing the weight 
value between the layers to decrease the training time and enhance the accuracy, 
ASOA is utilized. In CNN, the LF mostly plays a major role in the updation process. 
The solution is deemed as the optimum if the LF is minimum. The weights are 
updated by utilizing AS-CNN if the LF is maximum (Fig. 2). 

The meta-heuristic algorithm is the ASOA algorithm which is inspired by the 
behavior of female Anopheles mosquitoes in transmitting the malaria disease. Thus
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Fig. 2 General structure of the CNN 

the complexity in training time is mitigated by ASOA and thereby it enhances the 
reliability of classification. By implementing metahueristic algorithms, the accuracy 
of CNN could be optimized. Those problems that could not be solved effectively with 
deterministic models within a resonable time, and accuracy could be solved effec-
tively with metahueristic approaches. These algorithms are well suited for solving 
large complex problems within a resonable time. 

The steps of the ASOA are given as 

(a) Initialization 

The populace of Anopheles mosquitoes is initialized. Here, the mosquitoes indicate 
the weight values, which could be mathematically signified 

A ∈ δn, n = 1, 2, 3, . . . .  ,  N (37) 

max 
δ 

f ( A) (38) 

where f (A) implies the objective function, A denotes the set of decision variables, 
δn indicates the set of possible values for every decision variable, and N implies 
the number of decision variables. The decision variables are defined by utilizing the 
upper and lower bounds if they are continuous. It is denoted as 

Lb(δn) ≤ δn ≤ Ub(δn) (39) 

δn ∈ {δ1, δ2, δ3, . . . , δn} (40) 

(b) Evaluate fitness value for each Anopheles 

The fitness values for every anopheles mosquito from the search space are calculated. 
The Anopheles with the best fitness value is chosen as the optimum point. Therefore,
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the fitness could be assessed as 

O(xi δn) = 
1 

mVi δn 
∗ log( f (δn) + p (41) 

p = 0 ≤ p ≤ 0.5 (42)  

(c) Calculate the distance from the best Anopheles 

The optimality of every point is defined by the mosquitoes in a random moving 
space. After some time, the odor density attracts more mosquitoes. It could be 
specified as 

m(xi δn) = 

⎡||| n∑
i=1 

(δi (xi ) − δi (δi )) (43) 

(d) Update position of each Anopheles 

Then, the odor density is sensed by each mosquito, and it moves toward them. Then, 
centered on the value, the mosquito’s position is updated that defined as 

O(mi δn) = 1 

Am(λn) − δn + (zλn − δzn)2 
∗ log(( f (δn)) + p (44) 

p = 0 ≤ p ≤ 0.5 (45) 

(e) Evaluate fitness of each Anopheles and update the best fitness 

Until the best solution is attained, the iteration continues. The stopping criteria of 
the algorithm are presented as 

Anew = Aold + O(mi δn) ∗ |δλn − δn| (46) 

Znew = Bold + O(mi δn) ∗ |zλn − zn| (47) 

Finally, the AS-CNN framework effectively identifies the text, and it offers 
accurate text as of the images. Figure 3 depicts the pseudocode for the AS-CNN. 

4 Result and Discussion 

Centered on different performance metrics, the proposed work’s final outcome is 
examined in this section. Here, for stating the work’s effectiveness, the performance
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Fig. 3 Pseudocode for the AS-CNN algorithm 

analysis and the comparative analysis are performed. The proposed work is applied 
in Python. From the SVT dataset, which is publically accessible on the Internet, 
the images are collected. Street View Text (SVT) dataset includes images gathered 
as of Google Street View, where every single image is annotated with bounding 
boxes around words from businesses around where the image was obtained. 350 total 
images (as of ‘20’ varied cities) along with 725 total labeled words are encompassed 
in the dataset. From Google Street View, the SVT dataset was obtained. A higher 
variability along with lower resolution was exhibited by the image text in this data. ‘2’ 
characteristics were noticed while handling the outdoor street-level imagery. They 
are (i) image text constantly arrives as of business signage and (ii) business names 
are effortlessly obtainable via geographic business searches. These factors make the 
SVT set uniquely fitted for word spotting in the wild: provided a street view image, 
the intention is to recognize words from nearby businesses. The dataset contains 350 
images with 20 cities and 725 labeled words. The hyper-parameters values of the 
neural network are given as follows:

• Initial learning rate: 0.00125 
• Drop: 0.5
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(a)                         (b)                         (c)                         (d)                       (e) 

Fig. 4 Output image of the various phases of TR 

• Epochs drop: 10.0 
• Number of epochs: 30 
• Running loss: 0.0 
• Weight range: 0–1 

Figure 4 exhibits the result attained by every phase of the TR process that is 
elucidated in the proposed work. 

The final result of the disparate phases of TR is depicted in Fig. 4. Furthermore, 
the text under unsure situations, namely poor lighting, improper posture, etc., could 
be efficiently recognized through the proposed work. 

4.1 Performance Analysis 

Concerning different performance metrics, namely accuracy, sensitivity, specificity, 
precision, recall, F-measure, false-positive rates (FPR), false-negative rates (FNR), 
and Matthews correlation coefficient (MCC), the proposed AS-CNN is assessed with 
different prevailing techniques, like recurrent neural network (RNN), deep neural 
network (DNN), artificial neural network (ANN), and CNN. The ANN model used 
had a learing rate of 0.1 with 1000 epochs and 2 hidden layers. RNN had a learning 
rate of 0.1 with an input layer size of 2 and hidden layer size of 16. The CNN
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Table 1 Performance 
analysis of proposed 
AS-CNN based on accuracy, 
sensitivity, and specificity 

Techniques Accuracy Sensitivity Specificity 

RNN 86.85 84.28 83.12 

DNN 89.63 87.42 86.29 

ANN 92.62 89.71 88.78 

CNN 94.62 92.57 92.37 

Proposed AS-CNN 95.65 95.71 95.6 

used sigmoid, ReLU, and softmax activations at different layers and DNN had input 
size of 4, output layer size of 3, 50 epochs and 20 neurons at hidden layers with a 
learning rate of 0.001. Precision and recall rates are useful measures which helps to 
determine the accuracy of the proposed method to recognize correct text characters 
from detected text regions. Precision, recall rates, F-score, and accuracy rates of the 
proposed model are analyzed with respect to the metrics related to state-of-the-art 
deep learning architectures. To state the model’s effectiveness and robustness, the 
comparative analysis is also performed with these existent techniques. 

Concerning accuracy, sensitivity, and specificity, the performance analysis of the 
proposed AS-CNN with different existing techniques, like RNN, DNN, ANN, and 
CNN, is exhibited in Table 1. It is known from the tabulation that accuracy of 96.32%, 
the sensitivity of 95.71%, and also the specificity of 95.6% is obtained by the AS-
CNN. The accuracy rate that lies in overall range between 86.85%-94.62%, sensi-
tivity between 84.28%–92.57%, and specificity between 83.12%–92.37% is attained 
by the existent techniques, like RNN, DNN, ANN, and CNN. Thus, better accuracy, 
sensitivity, along with specificity rates are acquired by the proposed AS-CNN. This 
shows that the improvements made by the methods like IEAST, IGrabCut, and TSA 
are very effective in the proposed work. Thus, the proposed approach recognizes the 
accurate text from the images. Figure 5 offers a clear view of Table 1. 

The comparative analysis of the proposed work with different prevailing tech-
niques is stated in Fig. 5. The model must possess a low-error rate to be more 
efficient while training and testing. As per that, the proposed AS-CNN produces 
96.32% of accuracy, 95.71% of sensitivity, and 83.12% of specificity. However, the 
existing methods possess a lower metrics rate with an average of 90.93% accuracy, 
88.49% sensitivity, and 87.67% specificity. The proposed model highlights higher 
efficiency with lower error rate. 

Centered on precision, recall, along with F-measure, the contrast of the proposed 
AS-CNN with different prevailing works is exhibited in Fig. 6. The comparative study 
clearly shows that the precision, recall, and F-measure at the rate of 96.32%, 95.85%, 
and 96.32%, correspondingly, are attained by the AS-CNN. However, precision rates 
that overall range between 89.32%–94.32%, recall that ranges between 90.32%– 
95.32%, and F-measure value that ranges between 89.62%–94.84% are acquired by 
the existent works, namely RNN, DNN, ANN, and CNN. Hence, the proposed work 
acquires a better metric rate when analogized to the existent work. This demonstrates 
that approaches such as IEAST, IGrabCut, and TSA are quite effective in the proposed
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Fig. 5 Graphical representation of the proposed AS-CNN based on accuracy, sensitivity, and 
specificity 

Fig. 6 Graphical representation of the proposed AS-CNN based on precision, recall, and F-measure
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Table 2 Performance 
analysis of proposed 
AS-CNN based on FPR, 
FNR, and MCC 

Techniques FPR FNR MCC 

RNN 0.16 0.15 67.41 

DNN 0.13 0.12 73.72 

ANN 0.11 0.1 78.49 

CNN 0.07 0.07 84.94 

Proposed AS-CNN 0.04 0.04 91.31 

work. Therefore, the complexities are mitigated via the proposed one, and also it 
improves the classification accuracy.

Concerning the FPR along with FNR, the proposed AS-CNN’s effectiveness is 
depicted in Table 2. The model’s reliability could be attained via the low-false predic-
tion rates. As per that, when contrasted to the existent techniques, the FPR and also 
the FNR rates of the proposed work are lower. 0.04% of FPR along with 0.04% of 
FNR is accomplished by the AS-CNN. The overall FPR rate ranges between 0.07%– 
0.16%, and FNR rates range between 0.1%–0.15% is acquired by the prevailing 
techniques, like RNN, DNN, ANN, and CNN. Furthermore, concerning the MCC 
metric, the proposed work is also validated. In converse to the false prediction rates, 
the model’s robustness is demonstrated by the higher value of MCC. 91.31% of MCC 
is attained by the AS-CNN. However, the MCC rates that overall range between 
67.41%–84.94% are attained by the prevailing works. Hence, while training the 
images, the unusual situation is efficiently handled by the proposed approach, and it 
also exhibits promising results. These results demonstrate that the proposed frame-
work significantly improves text detection and recognition performance, for text in 
real scenes. 

5 Conclusion 

In computer vision-related applications, one of the vital task is information retrieval 
from images. Extraction of text content from images becomes a challenging task 
when we deal with natural scene images. Natural scene images may often appear 
blurred, noisy, and obscurred. 

Developing an efficient framework for accurate detection, extraction and recogni-
tion of text from scene images would be promising. Utilizing AS-CNN, an effective 
TDR frameworkfrom NSI is proposed by the work. Then, the experimental analysis is 
executed. Here, for authenticating the proposed algorithm’s effectiveness, the perfor-
mance and also the comparative analysis of the proposed and existent techniques are 
performed concerning a few performance metrics. The developed approach could 
handle different uncertainties and extract the exact text as of the images. For the 
analysis, the publicly accessible datasets are utilized in which 96.32% of accuracy, 
95.71% of sensitivity, and 95.6% of specificity are acquired by the proposed work. 
Concerning high-accuracy rates, the prevailing top-notch methods are outperformed
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by the proposed TDR framework, and it also stays more dependable. As future 
enhancement, advanced algorithms and neural networks will be used for TDR in 
images and video. 
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Extracting Multi-Language Text 
from Video into Editable Form 

V. Mani, Mohammed Ismail, K. Navinkumar, and P. Kathirnirmal 

Abstract For semantic video retrieval (from archives), alert production (live 
streams), and large levels applications like assessment mining and content reiter-
ating, textual material in videos is an appealing index. The discovery and recognition 
of textual content are essential factors of similar systems, and this is the focus of our 
research. This case study talks about all types of the framework for text recognition 
and segmentation in video frames. We focus on cursive scripts, in particular, using 
English text as an example. Fine-tuning deep neural network-based item finders for 
the particular instance of text identification is used to recognize textual patches in 
video frames. Convolutional neural networks (CNNs) are used to identify the script 
of the discovered textual material, while an EngNet, a hybrid of CNNs, and long 
short-term memory (LSTM) (Rajesh Kanna and Santhi in Expert Syst Appl 194, 
2022 [1]) systems is proposed for identification. Also being generated is a bench-
mark dataset with cursive writing and over 13,000 video frames. An F-proportion of 
88.3% for identification and an F-proportion of 87% for acknowledgment was later 
a total arrangement of preliminaries. 

Keywords Text recognition · Convolutional neural network (CNN) · Deep 
learning (DL) · Caption text · Text detection 

1 Introduction 

The total of digital multi-media information, particularly video material, consumes 
grown dramatically in recent years, together with the method of video records and live 
streaming. According to the statistics [2], every single minute people are uploading 
300 h of videos on YouTube. The availability of cheap smartphones with cameras 
is a major contributor to this massive surge. With such large datasets, efficient and 
effective retrieval strategies are required to allow users to find the information they
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want generally, user-assigned comments or keywords, known as tags, have been used 
to store movies. When searching for material, a term entered as a query is coordinated 
with these labels to get the most related results. As a result, the given tags are unable 
to include the rich video information, resulting in a limited retrieval. Instead of just 
matching tags, the aim proved an extra successful technique is to examine inside the 
definite material, content-based video recovery. CBVR structures have been read up 
and set up for a broadened period and license for a wiser recovery of required material. 
The “content” is related to the visual text (such as image frame), audio material (such 
as spoken terms), or written information. Amongst these, textual material is the focus 
of our present research. We are aiming for a clever retrieval structure that uses the 
textual material in films as a catalog. 

Scene and caption text are the two major categories of textual materials seen in 
video frames. During the video recording process, visible text (Fig. 1) is acquired 
by the camera and may or may not be connected with the content. Ad banners, sign 
sheets, and lettering on T-shirt are all examples of scene text. Scene text is often used 
in applications such as robotic navigation and visually impaired technology. On the 
other hand, artificial or caption text (Fig. 2) is placed on the video. 

Inscription text is by and large connected with video content and is utilized to 
recover semantic data from recordings. The inscription text is likewise the subject 
of our momentum research. Text location detection, text extraction (background 
split), script identification (in multi-text movies), and finally text recognition are 
key components based on text content and retrieval systems (video OCR). Unsu-
pervised [3–5], supervised [6–8], and half and half [9, 10] strategies can be utilized 
to recognize text. To recognize text and non-text areas, unsupervised text recovery 
uses picture examination procedures. Supervised approaches, on other hand, entail 
teaching a working algorithm to distinguish between textual and non-textual regions 
using examples of both. In certain circumstances, a mix of the two techniques is 
used, with unsupervised algorithms identifying suitable text sections that are then 
confirmed using a supervised approach.

Fig. 1 Example of scene text
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Fig. 2 Example for caution text 

The text can then be sent into the recognition engine after it has been discovered. 
An additional module to recognize the content is important in the case of motion 
pictures with text in different contexts so that each sort of text-based might be distin-
guished utilizing its OCR. There are progressed acknowledgment calculations for text 
in the Roman content [11], and cursive script recognition shows a difficult problem.

In addition, unlike document pictures, which are examined at superior grade, 
video text is often low contraction (Fig. 3) and might show a variety of backdrops, 
making detection more difficult. 

In a multi-script context, this research proposes a complete architecture for image 
frame text detection and identification. The following are the study’s most important 
findings.

• Examination of cutting-edge deep learning-based object detectors, with a focus 
on textual content identification.

• Convolutional neural networks are used to identify video text scripts (CNN).
• Using a mix of CNN and LSTM, we were able to recognize cursive (English) 

video text. 

Fig. 3 Pictorial representation of min-resolution manuscript video frame
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• A complete set of tests is used to validate the given methods. 

2 Literature Survey 

Table 1 illustrates the comparison of literature paper. 

3 Related Works 

Textual content detection and recognition in movies, photos, forms, and regular 
sceneries have been studied for almost 40 years. Over time, the area has progressed 
from simple systems that recognize isolated numbers and fonts to complicated end-
to-end structures that can read the text in real settings. This unit gives a summary 
of noteworthy aids to textual content recognition and identification in photos and 
videos. Paper [11–15] described many comprehensive and extensive techniques of 
the problem. Our debate is divided into three pieces. The text detection problem is 
discussed first, monitored by an outline of cursive recognition strategies. 

3.1 Text Detection 

Text identification is the process of locating textual content in photographs. Unsu-
pervised and supervised approaches are commonly used to categorize text detection 
techniques. Unsupervised approaches use image classification methods to separate 
text from related, while managed techniques utilize learning methods to recognize 
among text and non-text areas. 

Edge-based techniques [3, 4, 16] that (expect and) control the difference among 
text and its experience; techniques connected component-based [17, 18] depending 
essentially concerning the shading/force of message pixels; and subtitle-based tech-
niques [19, 20] that treat message content in the picture as a special surface that 
separates itself from non-message regions. Gabor Remover [21], wavelets [22], 
curvelets [23], local binary patterns (LBP) [24], discrete cosine transformation (DCT) 
[25], histograms of oriented gradients (HoG) [26], and Fourier change have all been 
researched color-based approaches [27, 28], which are comparable to component-
based methods in many ways and use shading data of text pixels to recognize it from 
non-text regions and are another prevalent category of techniques. 

Typically, supervised textual content detection systems employ cutting-edge deep 
learning that is prepared on examples of text and non-text blocks, either utilizing pixel 
esteems or by extracting significant attributes first. Many classification techniques 
have been researched over the years, including Naive Bayes and support vector
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Table 1 Comparison of literature survey 

S.no Authors and 
year 

Title of the paper Algorithm/methodologies Findings 

1 A. Mirza, I. 
Siddiqi 
(2020) 

Recognition of cursive 
video text using a deep 
learning framework 

Cursive text recognition 
appearing in videos, using 
a complete framework of 
deep neural networks 
(deep learning algorithm) 

Text recognition 

2 T. He, Z. 
Tian, W. 
Huang, C. 
Shen, Y. 
Qiao, C. Sun  
(2018) 

Single shot TextSpotter 
with explicit alignment 
and attention 

RNN algorithm We propose a 
novel 
text-alignment 
layer that allows 
it to precisely 
compute 
convolutional 
features of a text 
instance in 
arbitrary 
orientation, 
which is the key 
to boost the 
performance 

3 A. K. 
Bhunia, A. 
Konwer, A. 
K. Bhunia, 
A. (2019) 

Script identification in 
natural scene image and 
video frames using an 
attention-based 
convolutional-LSTM 
network 

LSTM, CNN algorithm Script detect 

4 M. Liao, J. 
Zhang, Z. 
Wan, F. Xie, 
J. Liang, P. 
Lyu, C. Yao, 
X. Bai (2019) 

Scene text recognition 
from two-dimensional 
perspective 

CNN-LSTM framework Script 
identification 
plays a 
significant role in 
analyzing 
documents and 
videos. In this 
paper, we focus 
on the problem of 
script 
identification in 
scene text images 
and video scripts. 
Because of low 
image quality

(continued)
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Table 1 (continued)

S.no Authors and
year

Title of the paper Algorithm/methodologies Findings

5 A. Mirza, I. 
Siddiqi, S.G. 
Mustufa, M. 
Hussain 
(2019) 

Pattern recognition and 
image analysis. impact 
of pre-processing on 
recognition of cursive 
video text 

Pattern recognition High text 
recognition rates 
have been 
reported in the 
recent years. An 
important step in 
training such 
systems is the 
preprocessing of 
images for 
effective feature 
learning and 
classification 

machine (SVM) techniques [29], artificial neural network (ANN) technique [30], 
and deep neural networks (DNN) [29].

3.2 Script Recognition 

Textual information may be found in several scripts in many videos. Before delivering 
the text sections to the separate OCR machines for identification, these scripts must 
be detected. In video pictures, researchers have looked at script recognition for text, 
handwritten, and printed texts. 

Due to the poor resolution of the text and, in certain circumstances, complicated 
backdrops, detection of the script in video text is inherently more difficult than in 
printed or handwritten materials. A variety of strategies have been published in the 
literature, ranging from simple template matching methods to advanced structural 
and statistical characteristics. 

Texture-based features are proven to be particularly successful in reporting high 
classification rates among the numerous characteristics used to characterize the script. 
Textural measures have been studied in several studies, including Gabor filters, LBP 
[24], and the grey-level co-occurrence matrix (GLCM). To identify between the 
script classes under inquiry, the collected characteristics are often input into standard 
classifiers.
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3.3 Text Recognition 

Text recognition is also known as optical character recognition, and it is a well-studied 
pattern recognition function. Recognition methods have been researched for printed 
and manual composing archives (filtered duplicate or camera-based), text continuous 
scene pictures, and inscription text in films. For literary data in scope of contents, 
current acknowledgment strategies (such as Google Tesseract [11]) have been found 
to have near-perfect identification rates. Text recognition in cursive scripts, on the 
other hand, remains a challenge, particularly for video text. 

Analytical and holistic strategies can be used to classify research activities from 
the perspective of document OCRs. Analytical procedures either work on individual 
characters or partition the text into characters first. A variety of approaches have been 
published for text recognition in document photographs, both at the character and 
word levels. For character-level text recognition, approaches such as graph-based 
models, Bayesian classifiers, and hidden Markov models among others have been 
examined. For word categorize appreciation, an assortment of qualities and classifiers 
[31] have been inspected. 

4 Dataset 

We have gathered and tagged a large collection of video frames to test our system. 
Text identifications, script classifications, and text classifications performance may 
all be evaluated using the labeled frames. The placement of text sections, script 
information, and ground truth transcription are all saved for each frame. 

The collecting of videos is the initial stage in database creation. By collecting 
live broadcasts from five different news networks, we were able to collect 60 videos. 
All videos were shot at a resolution of 900 × 600 pixels with a video frame rate 
of 25 frames per second. While the videos feature text in English, videos from 
four of the frequencies have a higher percentage of Urdu text, while videos from 
one channel have a higher percentage of English text. We extract each frame every 
two seconds for classification since succeeding frames in a movie contain duplicate 
information. The significant reason for extricating every edge for 2 s is to confirm 
that the textual content of the gathered frames is varied. In contrast to the scenario 
where a succession of frames has (mainly) content of the same text, this allows for 
diversity in data training and testing. The learning algorithm would be much better 
if there were as many different words and combinations of characters as possible. 

A thorough labeling tool has been built to assist the process of labeling and setting 
up basic facts. It allows for the storage of the position of each part of the text in the 
framework and its writing of the basic truth.
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5 Methods 

Food security challenges have gotten worse in recent years, and they continue to be 
a hazard to public health. Keeping track of and tracking the details of various events 
across the food inventory network, food creation, handling, stockpiling, shipment, 
and showcasing [10, 12] is basic. A major response to food handling provokes has 
been to build up a precise and solid food handling global positioning framework. 
Present a framework for following the authenticity of food dependent on the subject 
of food, non-edible food from your production until it is re-sold to customers [11, 14, 
15]. This procedure necessitates the collaboration of a large number of individuals, 
all of whom are bound by smart agreement with the use of blockchain informa-
tion stockpiling. Also, vendors could assure the accuracy of food information. This 
program, which aids in the tracking and verification of food, necessitates the use of a 
single server to track each feed as it is transmitted between multiple participants. The 
data cutting option can be used with diets that have a fixed expiration date to decrease 
the amount of data. To save and manage food data and assure business ownership, 
we employ a business-standard contract rather than traditional performance records 
to protect critical business information. Hence, the security of data is obtained, and 
it helps us to keep away from spam attacks. We can extend the framework to imple-
ment deep learning algorithm and also implement in handcraft products with Android 
application for quality monitoring. 

The features of the suggested framework are introduced in this part, which is 
summarized in text indicator, cursive classifiers, and text detectors, and the three key 
components make up the total system. At the application layer, a variety of systems 
such as indexing and retrieval, keyword-depends-conscious creation, and content 
summarizing may be built on top of these modules. The text detector module is in 
charge of detecting and limiting all word-based material in a video frame. Because 
script might appear in many scripts (during similar videos), the found literary areas 
are provided to the content grouping bundles, which isolates the text lines into lines 
dependent on the content. Finally, the text is given to each script’s recognition engines, 
which turn the images of text lines into texts that may be used in a variety of usages. 
The next sections go through each of these components in depth. 

5.1 Text Detection 

The suggested method begins with the identification of probable portions for the text 
covered in image frames. To distinguish textual content in a given frame, latest convo-
lutional neural networks (CNNs)-based feature detection was used. Despite the way 
that many article locators are prepared with enormous class examples and accom-
plish high precision in object identification, they are unable to discern text regions 
in photographs. These models must be adapted to the difficulty of discriminating 
between text and non-text areas in Fig. 4. Convolutional bases for these models
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Fig. 4 Overall architecture 
of the proposed method 
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can be taught without any preparation or fine-tuned already trained models can be 
trained on the text and non-text areas to fine-tune them. We examined the finders of 
the following text-creation feature in this study. The aim is to figure out which one 
is best for addressing the text identification issue. 

• R-CNN
• Single shot detector (SSD)
• Efficient and accurate scene text detection pipeline (EAST). 

Quicker R-CNN has been upgraded by R-CNN and Fast R-CNN. Quicker RCNN 
joins a district proposition network with Fast R-CNN [32] for successful and produc-
tive article limitation and recognition. The single shot multi-box detector (SSD) struc-
ture was presented by Liu et al. and high accuracy of object detection in common 
databases such as PascalVOC and COCO. 

The plan has 300 info measures and depends on the VGG-16 model without full 
incorporated layers. EAST detects text patches, as well as geometries in normal scene 
photos. It can anticipate entire lines of text as well as individual words. 

This model’s other distinguishing feature is its ability to predict the geometrical 
form of text. EAST was created particularly to recognize text from scene photos, 
whereas Faster RCNN and SSD are generalist object detectors. However, when 
practical straight to the identification of subtitle text in image frame pictures in 
our investigation, it did not describe about satisfactory recognition performance. As 
a result, EAST was well processed in our database over Faster R-CNN and SSD. 

5.2 Script Identification 

To decide the content of a text, content recognition employs text lines as data. It 
is worth emphasizing that we treat text detection as a two-class problem, with text 
and non-text areas being distinguished. It is also feasible to conceive of it as a k + 
1 class problem, where k is the amount of lines (in our example, k = 2), and 1 is
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the number of classes. To put it another way, the identification calculation might be 
prepared to perceive text in specific content, removing the requirement for a different 
content recognition module. Several features of the text in distinct scripts, such as 
alignments and edge density, are well known. As a result, it seemed more natural 
to create a system to identify what is text and non-text, which is exactly what we 
accomplished in our research. We use CNNs in a cataloging outline to identify scripts. 
Pre-trained ConvNets are fine-tuned to differentiate between the two classes using 
Urdu and English text lines. 

Once a text line’s script has been detected, it is passed to the appropriate 
recognition engine, as described below. 

5.3 Text Recognition 

As previously said, we are especially interested in videos from news networks that 
feature cursive writing (Urdu in our instance) as well as text in the Roman cursive. 
Text OCR structures for English are fairly advanced. 

As a result, we use the Google Tesseract OCR engine to recognize English text. 
The performance of the Google recognition device for cursive text in English, on 
the other hand, was not particularly promising. As a consequence, we developed our 
Urdu text line recognition engine (ENGNet). The specifics of the acknowledgment 
are as follows. 

5.4 Google Tesseract 

Google Tesseract [11] represents a cutting-edge OCR engine that gives excellent 
accuracy for a variety of languages, including English. Tesseract version 4.0 that 
was just published by Google was used in our system. DNN, notably recurrent NN 
with extended short-term memory architecture, was used to create Version 4.0. The 
recognition engine receives the English text lines and returns the relevant textual 
strings. 

In recent years, recurrent networks have shown considerable improvements in 
problems like voice, handwriting, and caption text detection. Small RNNs [8, 33– 
35] are not able to simulate long-term requirements for input orders, which is why 
alternatives such as short-term memory networks (LSTM) are widely used. The 
LSTM is a sort of recurrent component that has three gateways: forget, output, and 
input. 

The sigmoid function is used to build these gates, which control the memory of 
an LSTM cell. The two-way LSTMs, which analyze feed in both front and back 
directions and combines better-guessing information, are also widely used. 

We progress with a seven-layer convolutional neural network for feature extrac-
tion. The ConvNet is given input text line pictures that have been preprocessed.
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Height normalization, picture binarization, and flipping are all part of the prepro-
cessing. Urdu languages are written from right side to left side, but western language 
is printed from left side to right side, in the flipping. The character orders in the record 
are aligned per the picture after flipping an image. The CNN maps feed lines of text 
pictures into a feature map that is then fed to the recurrent layers in a sequence. Two 
layers of bidirectional LSTMs are used to build the recurrent half of the network. 
Pre-frame predictions are generated by the LSTM, which are then transformed to 
class labels by a CTC layer [36, 37]. Finally, to translate the class labels to real 
unicode and generate the output transcription, a look-up table is employed. The 
CTC loss function is used to conduct training from beginning to conclusion. Our 
related research includes comprehensive data on the influence of the preprocessing 
and recurring elements, respectively [38–45]. 

5.5 Experimental Result 

A complete set of tests is carried out to assess the text detection, script identification, 
and text recognition modules in order to analyze the effectiveness of the proposed 
framework. The experimental technique and realized findings of text detection are 
presented first, followed by those of script identification. Finally, we discuss the 
performance of our identification engine, which was trained on several sets of photos. 

6 Conclusion 

The structure for the acquisition and recognition of text from video sequencing text 
in English and other languages is presented in this work. The current study adds to 
the existing body of knowledge in several ways. To test detection and identification 
tasks, we built a huge collection of video frames including some information. We used 
in-depth reading finders to see text in different types of scripts and neatly arranged 
to see text in different texts. CNNs are employed in a classification [17] framework  
to determine the script of the identified textual portions. ENgNet, a hybrid of two-
directional LSTMs that reports maximum levels of challenging video text recognition 
in the script language English, is a key contribution of this research. 
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The Application of Cyclostationary 
Malware Detection Using Boruta 
and PCA 
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Abstract An analysis of cyclostationary malware is introduced. The most impor-
tant cyclostationary features used for network intrusion detection systems (NIDS) 
are then detected with a feature extractor algorithm, such as Boruta and principal 
component analysis (PCA). These feature patterns are classified to determine the 
most cyclostationary ones. In particular, this article shows the relevance of detecting 
cyclostationary malware for a NIDS by using legacy datasets, such as the KDD99 
and NSL-KDD. This research has also used the UGRansome cyclostationary dataset 
intended to support research on anomaly detection. This dataset is subdivided into 
normal and abnormal classes of network threats. A comparative analysis based on 
random forest and support vector machine algorithms is undertaken, and the perfor-
mance of Boruta and PCA was also evaluated. The research suggests the utilization of 
PCA in terms of extracting cyclostationary network feature patterns as a viable propo-
sition compared to Boruta. The Internet Protocol (IP), malware financial damages, 
class C of IP addresses, and signature malware were also found to be the most 
cyclostationary feature pattern. The UGRansome dataset outperformed the KDD99 
and NSL-KDD in terms of detecting signature malware with an accuracy of 99% 
using the random forest algorithm, while the support vector machine achieved 68%. 
This research proposes the UGRansome as a suitable choice to reduce the compu-
tational time of cyclostationary malware classification. Lastly, the research suggests 
the utilization of random forest to stratify and detect cyclostationary malware. 
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1 Introduction 

The field of NIDS focuses on novel approaches that can detect any abnormal traffic 
pattern. The recognition of cyclostationary traffic patterns promises considerable 
usages that can improve the NIDS efficiency and assist in enabling innovative frame-
works implementation. Most NIDS do not consider cyclostationarity to distinguish 
static patterns from dynamic ones. Detecting cyclostationary traffic can help specify 
whether an intrusion can be viewed as a long-term evolution malware that changes 
and updates periodically. The objective of this article is to assess the practices of 
long-term evolution malware from a cyclostationary point of view. The term cyclo-
stationarity is used to determine the traffic series of zero-day threats that can vary 
depending on the network periodicity. This study is motivated by the lack of cyclosta-
tionary datasets for the network intrusion detection problem (NIDP) to better under-
stand the cyclostationarity of long-term evolution malware. In the methodology, the 
unneeded abstraction of cyclostationarity is avoided. 

Particularly, all previous research about NIDS did not consider the evaluation 
of cyclostationary traffic patterns for zero-day threats detection. Most research uses 
anomaly detection for malware recognition. The cyclostationarity concept has been 
studied in science and engineering for different purposes. The periodicity and cyclo-
stationarity are used in the mechanical engineering field to rotate or reciprocate belts, 
gears, shafts, chains, bearings, propellers, and pistons. In meteorology, the weather 
prediction studies cyclostationarity due to various seasons’ properties caused by the 
Earth’s rotation. In the network communication field, radar, telemetry, and sonar are 
using periodicity and cyclostationarity due to the scanning, sampling, multiplexing, 
and modulating of signals. Cyclostationary features can also occur via a rotating 
antenna that can detect various cyclic and dynamic signals. As a result, the benefit 
of the experiments presented in this article is diverse for the NIDP since little works 
are related to the study of cyclostationarity. 

For instance, in signal processing and remote sensing, the paradigm of cyclosta-
tionarity has been also used. However, the NIDL suffers from the lack of publicly 
available datasets to analyze, study, and implement cyclostationary malware detec-
tion systems. The contribution of this article is the utilization of Boruta, PCA, random 
forest, and support vector machine algorithms to detect cyclostationary malware. The 
remainder of this article is divided into the (i) theoretical explanation of cyclosta-
tionarity and related works presented in Sect. 2; (ii) proposed methodology, feature 
extraction, classification, evaluation metrics, computing environment, and datasets to 
detect cyclostationary malware introduced in Sect. 3, (iii) experimental results about 
cyclostationary feature recognition narrated in Sect. 4, and in Sect. 5, the conclusions 
of this research are provided (iv).
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2 Literature Review 

2.1 Description of a Cyclostationary Malware: How It Gets 
Differ Over a Traditional Malware 

A cyclostationary malware is a network threat having abnormal properties that vary 
cyclically with time [6]. A cyclostationary network traffic T can be segmented into 
various samples (T1, T2,…,  Tn), and the malware is generally hidden in the abnormal 
traffic sample with cyclic features ct : 

T = 
T∑

t=1 

ct = 0 (1)  

where T is the set of features, and Tn is abnormal when ct = 0 or normal when ct = 
1. 

T = 
T∑

t=1 

ct = 1 (2)  

To detect cyclostationary malware, the abnormal sample should be recognized and 
subdivided into adjacent or disjoint partitions. Each partition can then be utilized to 
classify and study cyclostationary malware detected. Then, each data point in the 
partition represents a cyclostationary feature pattern of malware. In simplest terms, 
‘traditional malwares’ are network attacks that are not used nowadays. Compared to 
cyclostationary malware that uses updated protocols that are part of the transmission 
control protocol (TCP) suite, their protocols are outdated and not part of the TCP/IP 
suite. Time-series data exhibits cyclostationarity demonstrated by the periodicity or 
repetition of abnormal features patterns. 

2.2 Related Works 

Long-term and short-term network traffic have periodic behaviors. This property has 
been used for NIDS design and performance evaluation. With anomaly detection, one 
can specify a threshold so that if the volume of the network flow is below or above it, 
then an anomaly is spotted or cyclostationary threat recognized. Nevertheless, these 
threshold values will vary and change over time. Recently, [15] used thresholds values 
to classify cyclostationary network traffic from stationary ones. The classification 
process was accurate with an enhancement in evaluation metrics. To train and test 
selected algorithms, [15] defined a model batch of malware, and this machine learning 
model was computed at various periods to determine whether the accuracy of their
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classifiers relied on cyclostationarity. In [8], ensemble learning was used to assess the 
cyclostationarity of heterogeneous datasets using a stacking technique that evaluated 
the model using the NSL-KDD and UNSW-NB15 datasets. 

A feature selection technique was incorporated to detect relevant features with the 
proposed stacking approach. The results reveal that the proposed model can accu-
rately detect cyclostationary traffic in the network. An adaptable machine learning 
method was described in [14] to resolve the feature selection problem using a 
genetic algorithm. The proposed methodology is combined with other algorithms 
to detect various malware categories. The methodology is validated and compared 
with trending techniques using different datasets. 

A better standard deviation and mean value were obtained in the optimization 
phase. Soft computing for low distributed denial of service (DDoS) using autonomous 
detection was used in [4]. The proposed technique utilized a cloud architecture and 
Markov model to study the network flow and detect malware from the normal flow 
using the random forest algorithm. The precision, recall, specificity, F-measure, and 
accuracy metrics were used to evaluate the model improvement. In-depth assess-
ments of mobile and pervasive computing were provided by [7] who considered an 
evolutionary framework that is applicable in electric motors forming a pervasive 
environment due to invisibility. Calls were made in [7] to focus on the formation of 
pervasive computing fields defining the correlations between objects, infrastructure, 
people, and buildings, to an effective plan for the expansion or establishment of urban 
centers. 

Furthermore, with the popularity of long-term evolution malware including 
ransomware; cyclostationarity is becoming the primary source of network intru-
sion used by zero-day threats. Long-term evolution devices represent only 0.9% of 
Internet connectivity since 2012 and account for 14% of cyclostationary network 
traffic [3]. Since more users moved from using computers to mobile devices, hackers 
are now shifting to mobile device intrusion, and this trend is influenced by the prolif-
eration of zero-day threats. The cyclostationarity of zero-day threats can then be 
analyzed through the network traffic patterns values deviations. The traffic is usually 
distributed with an abnormality that needs to be detected. 

2.3 Limitation in Existing Works 

The NIDL has a solid background in terms of normal threats detection methodolo-
gies but lacks the analysis of stochastic, cyclostationary traffic, queuing of network 
flow, intrusion modelization, and zero-day threats taxonomy [1]. Shows the frame-
work used in this research to assess the cyclostationarity of various malware. The 
cyclostationary analysis of network traffic patterns is rarely utilized for the NIDP. 
To address this limitation, we have used a supervised machine learning model [12], 
which has previously been implemented for a variety of NIDP (see Fig. 1). 

Figure 1 portrays the supervised learning framework for cyclostationary malware 
detection using two outdated datasets such as the knowledge discovery and data
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Fig. 1 Overview of the machine learning model for cyclostationary malware detection 

mining (KDD99) and network security laboratory–knowledge discovery and data 
mining (NSL-KDD). The aim is to detect cyclostationary patterns from these datasets. 
Similarly, a cyclostationary dataset named UGRansome is also used to achieve 
the same goal [6]. The supervised learning framework utilizes two algorithms for 
comparison purposes. The support vector machine (SVM) and random forest (RF) 
are selected and evaluated with a confusion matrix, recall, F1-score, precision, and 
accuracy. 

Additionally, some of the approaches to assess cyclostationarity of malware may 
require special skills because, contrary to well-known techniques that focus on 
normal attack detection, the recognition of long-term evolution malware such as 
zero-day threats might necessitate a periodicity detection that greatly relies on time 
and thus requires rare or transient process analysis. The supervised analogy to cyclo-
stationary malware detection will ease the design and implementation of NIDS for 
zero-day threats detection. 

2.3.1 The KDD99 Dataset 

The KDD99 illustrated in Fig. 2 was used as the first benchmark dataset for NIDS, 
assessed at MIT’s Lincoln Lab but sponsored by DARPA from 1998 to 1999. This 
dataset provides predictive categories to stratify various network threats, and these 
categories are remote to local (R2L), probe, user to root (U2R), and denial of service 
(DoS) [10]. However, the normal category behaviors of different malware are also 
considered in the corpora. Network patterns have 41 attributes categorized as traffic, 
content, and basic. Most of the network threats belong to the DoS and normal classes 
with only 98.61% [10]. Figure 2 exhibits the imbalanced property of this dataset 
using the normal category. 

Imbalanced categories can be thought of as a condition in which one type of class 
is more represented than the other class. This means that the data is skewed toward 
a particular type of category and favors the machine learning classification results 
for that specific class [6]. In Fig. 2, the classification favors the normal category and 
makes the dataset imbalanced. The training set of the KDD99 contains 4,898,431
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Fig. 2 Imbalanced malware of the KDD99 dataset. The classification result depicts various network 
attacks on the right side of the figure (back, imap, land, satan, spy, etc.) 

Table 1 Malware detected in 
the KDD99 and NSL-KDD 
datasets 

DoS Probe U2R 

Back IpSweep Buffer overflow 

Land Nmap Load module 

Neptune PortSweep Perl 

Smurf Satan RootKit 

Teardrop NA NA 

rows with 2,984,154 observations. Duplicate features are found in the testing and 
training corpus [10]. The KDD99 dataset is outdated and is not well suited for 
cyclostationarity analysis. 

Table 1 presents malware detected in the KDD99 and NSL-KDD datasets. Most 
of the network attacks belong to the DoS class. 

2.3.2 The NSL-KDD Dataset 

The major drawback of the KDD99 is that it suffered from duplicate features skewed 
with only a few categories and generates false alarms. These limitations are overcome 
by the NSL-KDD dataset that reduced redundancy in the testing and training corpus 
(Fig. 3) and minimizes the bias toward little categories [10]. Useless parameters 
are removed in the dataset to test and train machine learning algorithms [10]. The 
NSL-KDD dataset has a limitation like the lack of novel malware inclusion, and it
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Fig. 3 Balanced malware of the NSL-KDD dataset 

is not cyclostationary-oriented (Fig. 3). In Fig. 2, the service rate used by a host 
has been plotted against the destination port to study the malware cyclostationarity, 
while Fig. 3 plots the error rate of the destination port. 

3 Research Methodology 

The classification of cyclostationary malware using supervised learning can be 
achieved via two phases, namely the extraction of salient features and their clas-
sification (Fig. 1). The former extracts important features, while the latter aims at 
providing their taxonomy. The proposed methodology relies on Boruta and PCA 
algorithms that act as the feature extractor components. PCA is normally used for 
dimensionality reduction, but its role as a feature extraction technique is justified 
because it can be used to visualize the data relevance and exhibits variance. 

After the extraction of important features from the aforementioned datasets, the 
random forest and support vector machine are learning to perform the stratifica-
tion tasks (Fig. 1). Lastly, the performance of the random forest and support vector 
machine algorithms is evaluated, and results are presented. Figure 1 exhibits the 
steps required for the implementation of the suggested methodology. This method-
ology starts with data collection and ends with the supervised learning evaluation 
phase elucidated in the upcoming sections. Cross-validation was used to subdivide 
the dataset into training and testing sets: 80% is used for training and 20% for testing.
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3.1 The Cyclostationary Dataset 

The UGRansome dataset has been used in the experiments (Fig. 4). It is derived from 
the UGR’16 and ransomware datasets, and it is made of 207,534 cyclostationary 
features and 14 tuples or attributes [6]. These features have been triangulated using 
data fusion, and it is well suited for anomaly detection. 

Various long-term malware presented in Fig. 4 has been stratified into a tripartite 
predictive class: signature (S), synthetic signature (SS), and anomaly (A). Similarly, 
this dataset includes 16 ransomware families classified per cluster: APT, Locky, 
DMALocker, SamSam, and much more (Fig. 4). Each cluster is assigned a numer-
ical value to ease the machine learning computation [6]. Contents of the UGRan-
some are periodic and cyclostationary in nature. This dataset was built in 2021 [6], 
and it is publicly available. The network traffic of UGRansome does have cyclo-
stationarity properties. In Fig. 5, the network traffic of cyclostationary malware has 
been segmented based on nine network flags. The AP partition flag contains the 
most anomalous (A) and cyclostationary malware. The ASF flag partition includes 
synthetic signature malware (SS). Novel malware has a balanced proportion, and 
more than 100,000 IP addresses have been labeled with a balanced distribution (class 
A, B, C, and D). The UGRansome dataset can also be used to enable the recognition 
of other malware such as SSH, Bonet, DoS, Port Scanning, NerisBonet, and Scan. 
Table 2 presents the data structure of the UGRansome dataset. 

Fig. 4 Malware classes of the cylostationary dataset. APT stands for advanced persistent threats
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Fig. 5 Cyclostationarity of anomalous network traffic patterns in the UGRansome dataset 

Table 2 Data structure of the 
cyclostationary dataset 

Attribute Example Description 

Prediction SS Synthetic signature 

Ransomware WannaCry Novel malware 

Bitcoins (BTC) 60 BTC Ransome payment 

Dollars (USD) 130 $ Ransome payment 

Cluster 1 Group assigned 

Seed address 1dice6yg Malware address 

Expended address 4ePEyKtk Malware address 

Port 5062 Communication port 

Malware Bonet Novel malware 

Network traffic 18,000 bytes Periodic network flow 

IP address Class A Unique address 

Flag AF Network state 

Protocol TCP Communication rule 

Timestamp 40 s Traffic duration 

3.2 Feature Extraction with Boruta Algorithm 

Boruta has been used to estimate the relevance of the KDD99 and NSL-KDD features. 
It is a feature extractor algorithm that uses the random forest to solve a variety of 
regression and classification problems [2, 5]. This algorithm is based on different
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decision trees developed independently on the various samples with bags taken from 
the training corpus. Boruta is implemented as a wrapper technique that considers 
the original data source and extends it by adding shadow features that have random 
values that are permuted among the training observations [2, 9]. The relevance of 
features is computed as the loss of the stratification accuracy of the randomized and 
permuted features [2, 5, 9]. Firstly, the loss of stratification accuracy is individually 
executed in the forest of the decision trees which makes it possible for a given feature 
to be classified differently by various trees. 

Then, the standard deviation and average computation of the loss of stratification 
accuracy are computed. Boruta uses the Z-score to estimate the importance or rele-
vance of a feature. The score is calculated by subdividing the loss average by the 
standard deviation. The variable relevance measure is then utilized to rank features 
into three categories (rejected, confirmed, and tentative). This Z-score is computed 
for each feature. Then, the maximum Z-score (MZS) between shadow features is 
recognized, and a hit is allocated to each feature that scores more than the MZS. 
The features with less importance will have a Z-score less than the MZS and will 
be rejected [2, 5, 9]. The features with the highest importance will have a score 
higher than the MZS. These features are considered relevant, and Boruta will stratify 
them in the confirmed category. The features with uncertain Z-scores are viewed as 
remaining features, and they are stratified in the tentative category. 

3.3 Feature Extraction with PCA Algorithm 

With PCA, yk,l represents recorded features of the i th category made of jth instances 
included in a Y matrix (n ∗p). The matrix columns of Y are normalized with zero 
mean and standard deviation, but features are computed as follows for a given input 
x [13]: 

xk,l = 
yk,l−y∗ 

l 

sl 
(3) 

where sl and y∗ 
l represent the standard deviation and mean of Y. 

3.4 Classification 

Random forest. This algorithm constructs individualistic decision trees from the 
training sample. Predictions are pooled from all trees to make the final result of 
classification. In short, the random forest algorithm utilizes a set of results to make a 
final prediction or classification, and they are commonly named ensemble learning 
approaches [11]. The relevance of features is computed by using the decrease in the
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impurity of weighted nodes. The probability is computed by using the frequency of 
features in the node, subdivided by the sum of all samples [11]. The greatest value 
represents the most important feature in the dataset. The total feature’s relevance 
value is computed and subdivided by the number of trees. 

Support Vector Machine. The support vector machine sorts feature into binary or 
multiple categories by using a threshold as a separative measure. Each feature is 
represented by a data point in the hyperplane, and the Lagrange formula is generally 
computed to segregate different categories. Lastly, the Euclidean distance is calcu-
lated between the threshold and data points to draw a boundary that distinguishes 
clusters. The boundary differentiating data points can be written as follows: 

H : W T (x) + b = 0 (4)  

W is the weighted features, while x denotes original inputs features. The hyperplane 
is denoted by H and its bias by b. 

3.5 Evaluation Metrics and the Computing Environment 

The following evaluation metrics are used to assess the proposed framework. False 
positive (FP) and false negative (FN) represent misclassification, while the correct 
classification is represented by true positive (TP) and true negative (TN): 

Accuracy = TN + TP 
FN + FP + TN + TP 

(5) 

This metric represents the ratio of accurate classification for both true negative 
(TN) and true positive (TP) cases. The computational time is used to assess the feature 
extraction and classification performance, while the confusion matrix evaluates the 
supervised learning algorithms by tabulating the correct stratification results. 

Precision = TP 

TP + FP 
(6) 

The recall value specifies the actual positive cases predicted correctly by the 
machine learning algorithm. The formula is as follows: 

Recall = TP 

TP + FN 
(7) 

The F1-score converges the mean of the recall and precision by showing the 
overall combined evaluation performance:
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Table 3 Hardware and 
software specification 

Node Type 

Test set 20% 

Train set 80% 

Random state 42 

Classifier Random forest and support vector machine 

Feature extraction Principal component analysis and Boruta 

Number of trees 100 

Dataset KDD99, NSL-KDD, and UGRansome 

Language R with RStudio 

RAM 39 GB 

System 64-bits 

Operating system Windows 

Computer Lenovo ThinkBook 

Library Caret 

F1−score = 
2 ∗ Precision ∗ Recall 
Precision + Recall 

(8) 

The confusion matrix (n ∗ n) is a matrix used in the computation of TP, TN, 
FN, and FP to calculate the evaluation metrics such as accuracy, precision, and 
recall. In this research, results of the classification using selected classifiers will 
be tabulated. Lastly, the computational framework is tested with cross-validation. 
The computing environment representing the hardware and software specification 
framework is illustrated in Table 3. The random state of 42 is used for cross-validation. 

4 Results 

The three datasets were trained with the selected algorithms. In Table 4, Boruta took 
more computational time using the NSL-KDD dataset. Boruta used more iterations 
with the KDD99 and rejected more features of the UGRansome dataset. 

Results of the PCA using the UGRansome dataset are depicted in Fig. 6. The  
TCP network protocol (92,157), financial damage of the malware (126,379), class

Table 4 Boruta results using KDD99 and NSL-KDD datasets 

Dataset Time Iteration Relevant Rejected 

KDD99 1.2 h 12 36 2 

NSL-KDD 2.30 h 24 36 3 

UGRansome 45 min 5 8 6
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Fig. 6 Principal component analysis results 

C of IP addresses, and signature malware are detected as the most cyclostationary 
features. It was found that the PCA took less computational time compared to the 
Boruta algorithm that uses more iterations to produce final results. The PCA results 
were also easy to understand compared to Boruta.

The PCA produced stratification results in less than one minute. Figure 7 shows 
the random forest and support vector machine reaching an accuracy of 100% on the 
NSL-KDD dataset.

Fig. 7 Comparative analysis
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Table 5 Confusion matrix 
results 

Dataset Random forest Malware 

KDD99 10 721 Neptune 

NSL-KDD 4 122 Neptune 

UGRansome 89,490 Signature malware 

Total 95,333 

The random forest accuracy using UGRansome and KDD99 is similar (99%). 
The confusion matrix of the random forest is presented in Table 5 with a UGRan-
some dataset that outperformed the KDD99 and NSL-KDD in terms of classifying 
cyclostationary features patterns. Signature malware is detected with an occurrence 
of 80,490.

In general, this computational experiment indicates the utilization of PCA in 
terms of extracting cyclostationary network feature patterns as a viable proposition. 
However, the Boruta algorithm is more precise compared to the PCA algorithm. The 
support vector machine performance was not also impressive with an accuracy of 
68%. The most cyclostationary feature patterns are the TCP and financial damages of 
signature malware in the UGRansome dataset. The accuracy, precision, F1-score, and 
computational speed are analyzed in Table 6. The NSL-KDD achieved the highest 
precision value of 94% with 95% of F1-score using the support vector machine 
algorithm (Table 6). 

It also obtained 110 ms in terms of computational speed which outperformed the 
UGRansome and KDD99 datasets. 

The NSL-KDD achieved the highest precision value of 96% having 94% of F1-
score using the random forest algorithm (Table 7). The UGRansome obtained 100 ms 
in terms of computational time which outperformed the KDD99 and NSL-KDD 
datasets. The CPU speed is used to analyze the computational time of the random 
forest and support vector machine. The highest time was achieved by the support

Table 6 Evaluation metrics 
with support vector machine 

Metrics KDD99 NSL-KDD UGRansome 

Accuracy 99% 100% 68% 

Precision 93% 94% 62% 

F1-score 94% 95% 63% 

CPU speed 195 ms 110 ms 180 ms 

Table 7 Evaluation metrics 
with random forest 

Metrics KDD99 NSL-KDD UGRansome 

Accuracy 99% 100% 99% 

Precision 95% 96% 93% 

F1-score 92% 94% 90% 

CPU speed 125 ms 120 ms 100 ms
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vector machine applied on the KDD99 (195 ms), and the least was obtained by 
the random forest applied on the UGRansome (100 ms). The research proposes the 
UGRansome as a suitable choice to reduce the computational time of cyclostationary 
malware detection.

5 Conclusion 

There is a need for intelligent methods to detect zero-day attacks that portray cyclo-
stationary comportments. This article has used three datasets to analyze the cyclosta-
tionarity of long-term evolution malware. We have used a feature extraction approach 
based on Boruta and PCA algorithms to retrieve cyclostationary patterns from the 
KDD99, NSL-KDD, and UGRansome datasets. We have also classified these features 
with the random forest and support vector machine algorithms. The obtained results 
demonstrate that the random forest achieved an accuracy of 100% on the NSL-KDD 
and 99% on both the KDD99 and UGRansome datasets. It was also discovered that 
the computational speed of selected machine learning classifiers was affected by the 
size of the datasets used. 

However, this experiment is restricted to supervised learning, and this increases 
the need for implementing deep learning for cyclostationary long-term evolution 
malware recognition. One can also evaluate the feature extraction performance on 
the UGRansome dataset using genetic algorithm. 
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Abstract The aim of the article is to show the role of digital skills and literacy 
as a consequence of the processes of digitalization, but also as a prerequisite for 
conducting online learning in educational systems. The different dimensions of digi-
talization and the formation of digital skills by people of different ages and profes-
sions are analysed. The methodology is based on various surveys, including an online 
survey conducted by the authors of the article among the Bulgarian population on 
the state of digitalization and online learning. An important place in the study is 
occupied by online education in secondary and higher education in the situation of 
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1 Introduction 

Digitalization has actively entered people’s lives—both private and public. It is a very 
important part of the activities of institutions at different levels and in different areas. 
Business, the public and the non-governmental sector systematically use various 
digital tools and services in their activities [1]. Digitalization is ubiquitous and global, 
and it changes generations and their thinking, their attitudes and qualities, and their 
skills and reflexivity [2]. It affects and reformats social structures and relationships, 
imposing on them the requirements of digital technologies. 

The digitalization of society is an indisputable fact and is a prerequisite for social 
development and transformations, because it means providing new opportunities for 
the development of institutions as well as for the formation of new skills and qualities. 

The aim of the article is to show the role of digital skills and literacy as a conse-
quence of the processes of digitalization, and also as a prerequisite for conducting 
online and mobile learning in educational systems. Digitalization is emerging as a 
complex and dynamic process that becomes a mandatory element of people’s rela-
tionships and their participation in various structures, networks, and institutions. The 
article shows the different dimensions of digitalization and the formation of digital 
skills by people of different ages and professions. Central to the analysis is data 
from the National Statistical Institute, because they focus on creating a generalized 
image of the penetration of digitalization in society, such as the use of various digital 
devices, and also the provision of Internet connection, which become conditions 
for the use of digital environment. The results of various studies also contribute to 
showing the views and assessments of individuals to the processes of digitalization. 
The idea of the used empirical material is to create a complete picture that has factual 
and subjective dimensions of the life of the modern Bulgarian, who shops digitally, 
communicates digitally, banking digitally, perceives culture in the form of movies, 
and other arts also digitally. On this basis, an important characteristic can be deduced 
that the modern postmodern person is a digital person. 

An important place in the article is occupied by online education in secondary 
and higher education in the Bulgarian environment in the situation of the COVID-
19 pandemic, which is a serious challenge. Online learning is a global and national 
response to the pandemic situation and lockdown within the framework of secondary 
and higher education, in a short time the teachers managed to adapt to the require-
ments of the online environment and to prepare educational resources that meet the 
digital requirements. In fact, all these different content accents show the existence of 
interconnected themes that reveal new worlds constructed in different areas of social 
life. 

The research questions formulated in the article are: What are the main char-
acteristics of digitalization in Bulgarian society? To what extent is online learning 
perceived as an important and necessary aspect of modern educational life? 

In general, the digitalization of society and education in particular confronts 
modern man with the need for a deeper and more critical perception and under-
standing of information and the world around us. The huge amount of information



Digitalization and Its Dimensions … 565

that we are surrounded by raises a series of questions regarding its truthfulness, veri-
fication, quality, etc. In this sense, digitalization has another positive consequence— 
it encourages us to be reflexive and critical thinking about things in life—goods, 
knowledge, and information. Thus, digitalization has not only instrumental, but also 
terminal value, aimed at developing thinking and reflexivity, and accepting things in 
their given, but seeking answers that are beyond contradictory information and facts. 
This personal meaning is a serious contribution that we are aware of and understand 
with increasing clarity. 

2 Methodology 

The methodology of the article includes several different methods:

• Online sociological survey conducted in March 2021 with 1018 people in the age 
group 18+ and carried out under the project “Digital Media Literacy”, funded 
by the National Science Fund and implemented by the Department of Sociology 
of South-West University (SWU), aimed at studying digital skills and literacy of 
population from different ages and communities. The online survey as a method 
was chosen due to the COVID situation, and in this sense, we were placed in a 
specific objective framework. The online survey allowed us to reach more respon-
dents, but it also became a disadvantage because the questionnaire was filled in 
mainly by digitally active people. The link to the questionnaire was uploaded 
to various platforms and organizations, including Facebook, and sent to various 
communities. The questionnaire included several topics: measuring digital skills, 
assessing digital learning, attitudes towards digitalization, and its pros and cons. 
The topic of digital skills was developed on the basis of the following indicators: 
time (number of hours) spent online per week, number of web sites visited, infor-
mation retrieval skills, communication, content creation, and network security. 
The processing of the obtained results was done with SPSS. The summarized 
information provided an opportunity for various analyses as well as for deriving 
critical reflections.

• Focus group with students from Sociology specialty of SWU, held in October 
2021 and relating to the evaluation of online learning in Bulgarian universities. The 
focus group was conducted on the same project. The aim is to show the advantages 
and disadvantages of online learning and its real processes. The focus group was 
conducted with 10 s and third year students, because the goal was to follow the 
views of young people who have been studying in a digital environment for three 
semesters (from March 2020 to May 2021). Discussion topics allowed students 
to freely share grades and positions as well as to emphasize which of the studied 
disciplines are more or less suitable for digital learning. It turned out that there 
are various practical disciplines in which digitalization cannot replace personal 
contact and acquisition of skills for field work. In general, this method provided
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an opportunity for an in-depth and multifaceted discussion of digitalization in 
university education, which complemented the picture on the topic. 

These empirical sources provide a variety of information about the type of institu-
tions and educational levels studied as well as about the time axis and the scope of the 
included target groups. This creates an enriched picture of the state of digitalization 
and the digital environment in Bulgarian social and educational conditions. 

3 Theoretical Background 

3.1 The Main Concepts About Digitalization 

In the literature, there are many conceptual definitions of digitalization. This article 
is focused on two concepts. The first one refers to digitization as the process of 
digitizing, that is, the conversion of analogue data (e.g., images, video, and text) 
into digital format [3]. The second one is related with the process of developing 
social capital and for improving individual skills [4]. These two separate states are 
a characteristic of the digital world, where digital information is “discrete and pure 
“while analogue information is” continuous and noisy” [5]. Robinson (2008) defines 
his analogy much more in detail when he notes that it is analogous as smoothly 
changing, possessing the properties of the apparent impeccable and untouchable 
credibility of space and time. It compares analogies with space and time, which 
allows for infinite division, and in association with them (space and time), connects 
something authentic and natural to the artificial and arbitrarily truncated precision of 
the digital. Digitization can also be understood as a process that, in addition to being 
symbolic, has material dimensions and generates information that can be expressed in 
many different ways, through many different types of materials and in many different 
systems. Reference [6] points out that the conversion process occurs through precise 
technical mechanisms and requires a specific technical infrastructure that realigns the 
original signal itself. While popular belief often describes digitization as a technical 
process, people have made certain choices about what to keep and what to discard 
on algorithms that perform the digitization process [6]. 

Digitization also generates data with a series of distinctive characteristics, or, as 
Negroponte (1995) points out, it is the universality of digitized information. In this 
context, [6] boldly argues that digitization by reducing communication to its essential 
components produces a lingua franca, capable of facilitating universal communica-
tion. Digitized information can be easily stored and transmitted due to a lack of 
errors, repetition, and statics, which also enables easy manipulation and display of 
this data. Digitization allows for a considerable measure of interactivity between the 
user and information, and that in the new social reality demand presence of a digital 
competence.
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3.2 Digital Competence 

Digital technologies are changing the world at an incredible speed and are reshaping 
how people live, work, and study. The development, availability, and accessibility 
of new technologies, and the definition of digital literacy or digital competencies 
changed and according to researchers, the concept will continue to change as tech-
nologies evolve [7–10]. Wide range of digital technologies brings new challenges 
and opportunities, transforming our system towards more sustainable one, while 
it remains to see how individuals, especially from remote areas (facing ongoing 
problem with an unstable and non-reliable Internet connection), and achieve inclu-
sive and quality education and training. Because of that, multiple national and inter-
national organizations put digitalization as the main/focal agenda for most of the 
policies [11], most of the EU Member States have national and/or regional strate-
gies for digital education. Being digitally competent is both a necessity and a right, 
and “…being digitally competent involves the confident, critical, and responsible 
use of and engagement with digital technologies for learning, work, and partici-
pation in society…” [11]. It is becoming more important to possess such skills to 
become a more engaged citizen, playing a more important role in society, engaged in 
further education and training, accessing the labour market (EC 2020a), facilitating 
social interaction, promoting instant contact across socio-geographical distances and 
boundaries, extending information search and spatial horizons, and enriching possi-
bilities for entertainment [12]. But it also brings some negative effects such as seden-
tarism, inactive lifestyles, loneliness and isolation, fragmenting concentration and 
attention, as well as potential consequences such as obesity, health problems, learning 
difficulties, and even mental disorders related to Internet overuse and addiction [13]. 

Even the young generation of today is often called “digital natives”, “…digital 
technologies uptake and use for teaching and learning requires a critical approach 
and a holistic perspective…” [13, 14]. Such perspective includes robust digital 
capacity, planning for organizational change, ongoing monitoring and adaptation, 
a strong focus on learning-driven pedagogy, leadership, professional development 
shared understanding, etc. Therefore, a strong link between learners and teachers 
should be established focusing on several priorities. The growth of use of digital 
technologies in formal education offers new opportunities to assist people not only 
during their schooling period but also in their careers at lifetime. COVID-19 has 
profoundly changed the use of digital technologies in formal education both at 
institutional and individual level. The formal education institutions increased their 
capabilities to use of digital technologies, and individuals increased the intensity 
of use of online learning—both for formal and informal education—compare to 
pre-COVID-19 levels [9, 15]. 

In summary, the concept of digital competence is an emerging and reinforcing 
concept related to technology development as well as to the political goals and 
expectations of citizenship in the knowledge society. It includes a variety of skills in 
several areas: media and communications, technology and computing, and literacy 
and information science. Digital competence consists of: (1) technical skills for using
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digital technologies; (2) the ability to use new technologies in a targeted way for work, 
learning and learning, and for everyday life as a whole in different directions; (3) 
ability to critically evaluate digital technologies; and (4) motivation to participate in 
digital culture [16]. 

4 Results 

4.1 Digital Skills 

To study the digital skills and literacy of the Bulgarian population, an online survey 
was conducted in March 2021, in which people in the age group 18+ took part, the 
sample has the following characteristics. 

Age:

• 18–29 years: 37.9%
• 30–39 years: 24.6%
• 40–49 years: 18.7%
• 50–59 years: 8.4%
• 60+ years: 10.4% 

The most active age group in the sample are people up to 40 years old, “digital 
natives” [17] those who are digitally predisposed to the acquisition of digital skills 
and digital culture people. This is the generation of individuals who, as students or 
as parents of young children, are actively involved in various forms of interaction 
with information technology. 

4.2 Education

• This was the other important feature of the sample:
• Persons with education “up to secondary” are: 1.4%
• Secondary school graduates make up: 35.6%
• Higher education graduates are: 41.1%
• The persons with scientific degree are: 22.0% 

Most are highly educated respondents. This is because digital skills also require a 
specific general culture and knowledge. Although there are many examples of people 
who have digital skills without being accompanied by higher education. 

The questionnaire included various questions, mainly concerning the topic of 
digitalization, the use of various digital devices, and the measurement of digital 
skills themselves [13].
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The main reasons that the Bulgarians respondents indicate for to use the Internet 
services are for making calls, informing, for delaying games, work, overcoming 
oneself, and social cause. The largest number of respondents indicated as a reason 
of using Internet the information—86.25%. The share of those who use Internet 
services for making calls is also high—83.3% of all respondents. More than half of 
the respondents use the Internet for something related to their work—50.2%. 57.9% 
use them for training, only 21.4% of all surveys use social networks to entertain 
with games. As special interests on the Internet, most of the respondents indicate 
art (music, movies, etc.)—63.5%, followed by those who connect their interests on 
the Internet with science 62.8%. The percentage of those who indicated education is 
also high, 74.5%. Again, the low share of those respondents who indicate as special 
interests in online games remains—this is only 17.1% of those who answered the 
questions in the survey. 

Cyberbullying is also observed as a completely new “acquisition” of modern 
society with the introduction of electronic means of communication. Cyberbullying 
is a form of harassment that uses the means offered by modern communication 
technologies—the Internet and mobile phones. Cyberbullying is considered to be 
a continuation of social (indirect) harassment. When asked about cyberbullying, 
almost half of the 49.7% of respondents answered that they did not fall. 35% of 
respondents received insulting comments, 25% profile theft, 24.6% spread false news 
and rumours, 15.4% received threats, and 1.2% said otherwise. 

To the question: You personally found yourself in a situation in which you were: 
received offensive comments about your posts, most of the respondents answered 
“no” 72.1%, as opposed to those who received offensive comments—27.9%. Those 
of the respondents who received malicious messages are 30.8%, compared to those 
who did not receive such, and whose number includes more than half of the respon-
dents—69.2%. 19.4% indicated profile thefts, and 80.6% of all respondents had not 
encountered profile thefts. Regarding the use of photos by other users on social 
networks, 17.3% of respondents stated that they were victims of this type of cyber-
bullying, and 82.7 did not face it. 81.7% of all respondents said they had not yet been 
the victim of rumours on social networks, while 18.3% said they had been the subject 
of rumours. An important aspect of the skills of the Bulgarian population are digital 
skills. From the received data, it is clear that the digital literacy of the Bulgarian 
population has reached an average level, according to the respondents. 69.9% of the 
respondents rated the digital skills of their fellow citizens as average. Only 11.6% of 
the respondents give a high assessment of the digital skills of the Bulgarians. In the 
same way, respondents evaluate their personal digital skills. To the question: How 
do you assess your digital skills? Most of the participants in the study determined 
that they have an average level of digital skills of 61.9%. However, it is also high 
for the percentage of respondents who believe that they have a high level of digital 
skills of 35.8%. 61.9% assessed themselves as moderately literate, 61.9% defined a 
high level of digital literacy, and only 2.4% as low (Fig. 1). 

Respondents’ digital skills include: using the Internet, connecting to a Wi-Fi 
network, opening a new tab in the browser, downloading and installing applica-
tions, downloading and uploading files, filling out online forms, and more. 99.7%
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Fig. 2 Most frequent digital skills among Bulgarian population 

of respondents say they can use the Internet, 98.2% say that they can connect to a 
Wi-Fi network, 95.8% can open a new tab, 95.9% can download an application, 93, 
8 can install an app, 96.3% can download files, 94.4% can download files, 94.4% 
can upload files, 87.5% can adjust their privacy settings in their accounts, 95, 1% 
can fill in an online form, 82.3% can create a Facebook page, and 96.2% can work 
with an Internet search engine (Fig. 2). 

95.5% of respondents can share videos, 94.5% can write and post comments on 
social networks, 85.7% can follow who sees their messages, 81% can create a video, 
44.4% can create a blog, 33.8% deposit, and 22% podcast. 50.3% of all respondents 
indicated that their parents can use the Internet freely. 23.2% indicate only one of their 
parents as having Internet skills, while 14.3% of the parents do not use the Internet. 
12.2% of the respondents do not have parents. Almost all of the respondents to the 
question “What smart devices do you have?” Indicated 95.7% of smartphones. 62.3%

1 The percentages are more than 100, as the respondents gave more than one answer about different 
digital skills they have. 
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own a smart TV and 17.2% say they own one. The share of respondents of those who 
do not have smart devices is small—only 2.4%. 

To the question: On average, how many hours a day do you spend on various 
activities on the Internet? 32.4% of the respondents spend 3 h working, 25.5% spend 
up to 10 h, 25% up to 1 h, and 2.8% over 10 h. 40.7% of the respondents spend three 
hours on training, 32% spend 1 h, and 13.2% spend up to 10 h. Up to 1 h is  needed 
to maintain contacts on social networks of 48.9% of all respondents. 38.3% spend 
up to 3 h, and only 8.4% say they need up to 10 h to keep in touch on the Internet. 

The time spent on self-education by 45% of respondents is up to 1 h, followed by 
those who spend up to three hours 38.5%. The least is those respondents who spend up 
to 10 h of their personal time to educate themselves on the Internet—7.9%. More than 
half of the participants in the survey spend 1 h reading newspapers and magazines on 
the Internet—68.6%. The share of those who spend up to 3 h is relatively smaller—  
14.50%. Up to and over 10 h on the Internet for reading newspapers on the Internet 
spend, respectively, 1.6% (up to 10 h) and 0.4% (over 10 h). Reading books on the 
Internet is not one of the most preferred activities of the Bulgarians who participated 
in the study. Half of the respondents spend 1 h reading books—52.7%, 22% spend 
up to 3 h, and only 3.5% up to 10 h. 

From the obtained data, it is clear that despite the relatively high digital skills that 
Bulgarians have, the Internet is not a preferred place to spend free time related to 
entertainment such as watching movies, listening to music, and more. 46% of the 
respondents spend 1 h for entertainment, 38.1% up to 3 h, and only 1.4% over 10 h. 
Several important conclusions can be drawn from the analysis of the obtained results. 

The most common reasons for using social networks are receiving some kind of 
information or having conversations. The largest number of respondents has smart-
phones or smart TVs. The time that the respondents spend on the Internet is from 1 
to 3 h, and the purpose is either for work or training. The share of those who use it 
for reading or entertainment is very small. From the data obtained it can be argued 
that in Bulgarian society there is a very high percentage of people who have basic 
digital skills, use digital devices and have an excellent positioning on the Internet. 
Still, however, there is a significant difference in the digital skills of different genera-
tions. Despite the stated high number of young respondents who have relatively good 
digital skills, their parents still do not use social networks very often or almost. This 
in turn imposes the need to develop the digital skills of the Bulgarian population. 

4.3 Digitization of University Education 

University education is also being transformed into online training during the COVID 
restrictive measures and restrictions. For several months after the pandemic began, 
university professors developed such online educational resources. In the survey 
conducted in 2021, the sampled teachers share how they cope with the situation of 
digital learning:
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• 88% of lecturers use educational resources that are available online.
• 72% of teachers say that they themselves create such resources in accordance with 

the specifics of the discipline they teach.
• 54% say they use online resources that their colleagues have shared. 

The educational environment acquires the basic characteristics of a digital envi-
ronment and thus becomes adequate to the requirements of online learning while 
at the same time the teachers themselves are proactive and are responsible for the 
educational process and teaching methods. In this situation, an indicator of the quality 
of the conducted training is the feedback from the students and the way in which 
they evaluate the distance learning. Therefore, in October 2021, we conducted a 
focus group in Sociology speciality with second and third year students at SWU 
“Neofit Rilski”. The focus group was centred on students’ views of digital learning 
in the education process. Another topic discussed was—what are the advantages and 
disadvantages of this type of training? What is the difference between in person and 
online learning, which is preferred and why? The discussions were attended by ten 
students, all in the age range: 20–28 years. Digital learning itself has been identified 
as innovative, as it is being introduced comprehensively in all levels of education— 
secondary and higher education for the first time. The students share that they do not 
encounter difficulties with the online platforms, with the work in them as well as the 
preparation of course works and research papers, as this preparation does not differ 
from (in person) training. In addition, they shared that now it is even easier as digital 
information on various topics grows and in practice they have the necessary skills 
to work and share. Two digital platforms for training have been selected at SWU: 
Blackboard and BigBlueButton. For each subject, the teacher creates a classroom 
that has its own code and link, which is sent to the students and they enter the virtual 
classroom to conduct the lecture or the respective lesson. We will summarize the 
positive aspects of digital learning, following the views of students shared in focus 
groups:

• The training is mobile and with an individual rhythm: 

Students can study with their own progress and in a place chosen by them. This creates 
flexibility, accessibility, and convenience (male).

• Training improves digital literacy and skills: 

The availability of different digital platforms stimulates us to develop our digital skills (male). 

The training is being improved from a technological point of view, and it places new 
demands on the skills and digital literacy of the participants, who need to upgrade their 
skills. (female).

• The training includes a variety of online resources. 

Different resources are used in the classes, and the teachers make a lot of efforts to make the 
classes more diverse and saturated and with different materials. (male). 

All lectures, presentations, and topics for discussion are uploaded to the platform and 
one can return to them many times, read them, and make references. (female).
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• The student–teacher relationship is becoming more active 

Teachers are much more interested in whether the topics taught are clear; teachers put more 
effort into explaining, seeking more feedback from students. (female).

• Online learning allows time restructuring. 

I have more time for online learning because I do not have to travel to university, and it 
allows me to better organize my daily life (male).

• Learning effectiveness. 

The home environment in which I find myself during online training creates more conve-
niences for me, which allow me to better understand the material and think that I can handle 
the content more effectively (male). 

Disadvantages of distance learning in a lockdown situation.

• Limited social contacts 

In online learning, especially when combined with lockdown, you cannot meet people and 
feel isolated and physically detached. (male). 

Social isolation and loneliness are created, which negatively affects every person 
(female).

• Technical issues 

Various problems can arise—not a good Internet connection or problems with the platform. 
These problems were more at the beginning of the lockdown—in April–May 2020, they are 
gradually overcome and there are no more technical problems or they are significantly less 
(male).

• Pedagogical and organizational problems 

All lectures and materials used by teachers need to be done for online learning, some teachers 
make this restructuring slower and this interferes with lectures (female).

• Health issues 

Prolonged standing in front of the computer interferes with vision, immobilizes and is 
generally quite stressful (female). 

The comparison–distance is and/or in person training. According to the students, 
both forms should be developed and the participants in the educational process should 
be prepared for them. 

If online learning takes place in a normal social environment, without restrictions and closure 
is preferable because there are many advantages and I prefer it. (female). 

I prefer face-to-face training because it gives me more contacts and more social mobility, 
I like being at university, talking to my fellow students. This has great advantages. Online 
training closes me and I am not psychologically comfortable (male).
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From the presented views, it is clear that both positive aspects of online learning 
and some weaknesses and shortcomings can be outlined. It is important to note that 
it has a significant place and is considered a good opportunity in times of social crisis 
to use. From this point of view, digital learning is a serious reserve in the direction 
of its improvement and development by educational institutions at different levels, 
both in formal and non-formal learning. 

5 Discussion 

There is a vision for the perception of education as an environment for the formation 
of digital skills and literacy, for the promotion of self-education and the creation of 
attitudes for lifelong learning. Digital skills need to be considered not only in the 
context of instrumental skills for access to the digital environment and the Internet. 
As they provide access to diverse information and knowledge, provide insight into 
various aspects of the world and relationships, they have also been linked to the 
formation of sensitivity, behaviour, and culture, with greater activity and community 
engagement. From this point of view, it is necessary to restructure the approaches to 
learning and education, as well as the ways in which different forms of teaching and 
communication between teacher and students are organized. Teachers themselves 
need to be better prepared for digital learning, it is necessary to develop innovative 
pedagogical and didactic models that are adequate to the digital environment as well 
as to the expectations of the students themselves. Most of the information taught 
in the classes can be found online. This requires teachers to be more creative in 
building their educational resources, to have more non-traditionalist and motivation 
to learn. All this brings to the fore the need to form an experience and its upgrading 
in the teachers themselves, sharing approaches to work in a digital environment and 
to create educational online resources. The other important emphasis is related to 
the fact that digitalization itself creates additional divisions between communities 
and individuals. On the one hand, they are related to the financial opportunities and 
resources for technological support of digital processes, but on the other hand, they 
are also related to age characteristics, psychological, and generational difficulties 
that require systematic efforts to cope. This means working with generations and 
preparing them for the challenges of digitalisation. Stimulating creativity and crit-
ical thinking of people from different ages, encouraging their creative energy and 
commitment are a hidden resource of digital networks and media. Another aspect of 
the discussion is related to the young people who are the human capital of digitaliza-
tion. A change in the culture of understanding and reflexivity of young people means 
a change in their values and lifestyles. This affects the essence of the interactions 
between individuals in various social communities, which have different charac-
teristics and specifics, and at the same time, leads to the enrichment of resources, 
experience, and understanding.
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6 Conclusion 

Digitalization has an important place in society and is gaining great importance. 
Almost all social processes are digitalized and the significance of digital skills is 
growing—in online banking, voting, making bank transfers, paying bills, partic-
ipating in various platforms, conducting conference calls that are relevant as in 
everyday life of modern person and in professional work. Digitalization acquires 
great importance in periods of social crises, when it proves to be an important factor 
in maintaining the normal course of sociality. It was COVID’s situation and lock-
down that represented a similar crisis, in which economic, educational, and overall 
social life had passed into conditions of almost universal and complete blockage, 
leading to the cessation of many events and processes, but also of various types of 
learning. That is why the Internet and online platforms are an excellent environment 
for education, learning, and self-learning. 

From the given statistical data, but also the results of surveys, it can be said 
that mobile learning has a place in Bulgarian education and its quality is relatively 
good. Online learning depends on the technical and methodological level, creating 
prerequisites and opportunities for innovation of learning and its individualization. 
In this regard, a reform of education in the direction of distance education and the 
transformation of existing textbooks into online form is needed. 

Overall, the COVID-19 pandemic has demonstrated the undeniable importance of 
people’s digital skills and the need for a reliable and fast Internet connection. Social 
networks have faced a significant increase in demand, but it has been argued that 
social networks cannot compensate for physical isolation. 

The basic summary of the article is that digital literacy and skills need to be devel-
oped. This is done in parallel with digital innovations and improving the technical 
characteristics of various digital devices. It is necessary to conduct courses to fill the 
gaps in the digital skills of people of all ages. This implies active involvement of the 
public and non-governmental sector. Continuing online learning, which takes place 
after the blockade with COVID-19, is assessed as important and necessary because 
it transforms the overall educational environment and the organization of learning 
and restructures the essence of learning itself. Online training requires technolog-
ical support, availability of high-speed Internet, and mastering skills for working 
with digital platforms. An important conclusion is that gradually all participants in 
the training—students and teachers have adapted to online training, but in general, 
there are opinions that it is good to be complemented by face-to-face training, which 
provides live contact and interaction. 

It can be said that the Internet and online platforms, based on interactivity, indi-
vidualization, and new technological opportunities with free and easy access, are an 
excellent environment for learning and self-learning, to increase the potential of each 
person. The field of online services and those related to the storage and organization 
of databases is expanding. 

The main conclusion of the article is that digitalization is key in social terms. It 
has many advantages, and is the basis of various processes, creates conditions for
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improving life, and improving the quality of learning and training. Digitalization 
and digital learning require people to develop a critical view of information and 
its content, to seek information from more and different sources and to develop a 
reflection on what is happening in life and in the digital and social environment. 
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Food Quality Checking and Scanning 
System Using Machine Learning 
with Blockchain Framework—A Survey 
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Abstract The perishable food production network is one of the most challenging 
areas in the food business; however, supply chain management is improving rapidly 
to satisfy the rigorous industry standards. With the global COVID-19 outbreak, food 
safety is having severe problems, especially in terms of customer purchase. On the 
other hand, people are more concerned with food quality, origin, and shipping regu-
lations. In this context, a food discernibility framework is required for avoiding the 
over-changing of the stockpile area. The proposed model involves two main compo-
nents such as information communication system and chemical-based access. In the 
grant delivery chain, the above listed tools are used to pinpoint, keep in sight, and keep 
under surveillance of the purchased food items. With the perishable food worldwide 
exchanges, client conduct, framework proficiency, unwavering quality, and different 
elements that share the data in the production network have become problematic as 
the e-commerce industry has grown. Block chain along with other distributed ledger 
technologies (DLTs) are fore casted in many organizations due to the allocation of 
storing the dataset that can be switched between organizations that don’t trust each 
other. ML’s learning capabilities may be integrated with blockchain-based apps to 
boost their capabilities and make them smarter. The disseminated record and time 
upgrade thrives a reasonable information sharing by using ML security methods. 
Food-trackable order collects data on food details and identifies food through supply 
chain activities by using the proposed blockchain KNN method in machine learning 
domain. The proposed research study will review the existing encryption technolo-
gies as well as other machine learning methods to show how the proposed blockchain 
with machine learning algorithm enhances efficiency. 
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1 Introduction 

Blockchain is a broadly disbursed large technology, wherein transactions are recorded 
and stored making them compromise with the built-in cryptographic generation. 
Recent research focuses at the vital precept of blockchain where it may be utilized 
in regions consisting of data protection change, food safety, product growth, and 
business acceleration in all retail stores [1, 2]. The concept has real elements in 
the security structures to stop low levels and counterfeit drugs. Even at the level 
of individual stocks, blockchain will ensure compliance with the purchase of any 
product enhancing proof of ownership using specific sources. The concept has real 
factors within the protection structures to forestall low tiers and counterfeit drugs. 
Even at the extent of person stocks, blockchain will make certain compliance with 
the purchase of any product by improving the evidence of ownership with the usage 
of unique sources [3, 4]. The idea permits transparency in all types of transactions 
as every time a product change hands transactions can be recorded and validated the 
use of a unique identity called EPC code it is far provided by using FSSAI, from 
its production to sales, and this will rightly be stated that the blockchain does no 
longer exchange, providing consistency, and meaning. When the block is whole, a 
completely unique code, which binds to the subsequent page or blocks, the advent 
of a series of blocks will be created. Since the idea is totally based on a stable cryp-
tographic hash technique so that the transaction cannot be duplicated or encrypted, 
copies are equal, and little permission is needed to get right of entry to the facts [5, 
6]. This will substantially reduce the human blunders, extra charges, and time delays 
and maybe a worldwide procurement application. 

2 Related Works 

The suggested work [7] is a blockchain model that is entirely based on the discerni-
bility meshwork that provides meals delivery chain identification, protection, and 
safety. While food adulteration is on the rise in global retail chain, block chain is 
a contemporary solution for this problem. This methodology covers the complete 
data series and records the control technique of every object inside the production 
network for agribusiness, which gives guarding, perception, along with the respon-
sibility for agro-foodstuffs in first-class protection. Also, they can be prolonged in 
whole meal supplying regions [8]. Today, the need for the edible chain endeavor has 
definitely increased. Due to the increased demand, the security and quality assurance 
of a form-to-fork meal has become critical. Expanding threats to feast security and 
defilement have resulted in the development of an enhanced discernibility device, 
which remains as an essential tool for delivering excellent control that ensures appro-
priate inventory network item security. On this composition, we proposed a square
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chain primarily based on the arrangement that dispose of the need for centraliza-
tion structure moderate journals and exchange of records, streamlines in general 
execution, and conforms to a solid phase of well-being and uprightness [9]. 

A blockchain generation to comprehend the garage and control of food sampling 
facts is the proposed work [10]. Though in addition, we brought the visualization 
strategies to inherit and display riskiness and to assist the discernibility evolution 
of meals. Those exploration extends modern delving framework of the subsequent 
components. Furthermore, the blockchain era was used in storing the facts. Since, 
blockchain capabilities are disbursed, saved information can’t to be altered with 
malevolently. The maximum modern techniques for danger evaluation are partial, 
and hazard is assessed into numerous stages [11]. Elicited food testing statistics, 
the reckonable evaluation approach has put forwarded for food handling chance 
appraisal. This related work demonstrated the technique that offers a systematic 
foundation for handling the executives, and it lowers the hap of dangers along with 
protective human being’s fitness. Finally, in contrast to many modern-day evaluation 
strategies that simplest awareness at the consequences, a holistic and specified eval-
uation method has been adopted to achieve consequences and the motives for his or 
her prevalence, respectively. On account of conceit strategies, which show statistics, 
human beings can effortlessly mine a few crucial statistics [12]. 

The challenges along with the requesting circumstances of present standard food 
are the proposed work [13]. Then, at that point, through the intensive assessment 
by the fundamental requests of gadget purchaser, planned a decentralized system 
evolved from the blockchain and organization such as EPCIS. For protecting the 
delicate business insights, the association degree shrewd settlement is utilized rather 
than ordinary exchange of data to keep and control suppers data not withstanding 
insist the recognizable proof of association. The speed of data transferring to the 
square chain is as a general rule via the consensus calculation [14]. Thus, it is 
necessary to enhance the consensus calculation to further develop the framework 
throughput which lifts up the transferring system. In the recognizability framework, 
many business venture data are tricky and may handiest be gotten to by utilizing 
relied upon business partners, alongside personalities and exchange subtleties. The 
revelation of delicate business insights may happen because of the self-evident and 
recognizable activity inside a square chain basically based detectability framework. 
In this manner, it is far indispensable to plan a sort for the records to be transferred at 
the square chain all together that the well-being of sensitive insights can be ensured 
[15, 16]. 

The enforced discernibility for the well-being of merchandise along with their 
deliver manacles management is the proposed work [17]. All organization embrace 
to applied science, wherein there is a greatest price increment for his or her deliver 
chain. Security and standard of suppers are the fundamental contemplations of part-
ners of food assembling or eating place rigid. Blockchain results are more correct 
and accurate. Blockchain might be utilized to faucet records from every hub of the 
inventory network [18]. Those verity is ancillary dependable and sealed due to the 
end product of the cryptographic ledger chain. The measurements caught from these 
hubs might be verbalized accurately to make specific meals standard. The suggested
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model catches garage time information all through the different degrees of food-
stuffs garage [19]. Those conditions help in determining the limits among which the 
dinners top of the line esteem needs to fall at each phase of managing. In advance, 
the prototype may evolved, in a comparable method that deals with a ramification 
of records which wishes in dealing with nice issues. The index may be advanced 
moreover to cowl a massive sort of products and quantify their excellent [20]. 

A recognized bound conditions for sharing satisfying records to improve trace-
ability four occurrences within the meal contribution change where look into the 
utilization of a pattern audit of 16 meeting is the proposed work [21]. Eighteen 
boundary conditions categorized in enterprise law and traceability training have been 
identified. 

A gadget design depends upon the blockchain which perceives the control and 
security of various jobs is the proposed work [22]. Next, to upgrade framework stock-
piling limit, the author proposed a multimode stockpiling system that consolidates 
supply chain stockpiling, and an allocated information base with staggered reinforce-
ment. Then next, to manipulate enterprise facts and hazard realities, improve data 
dependability, and decrease risk, we utilized a tweaked astute settlement to control the 
perusing and composing of facts [23]. The framework which is proposed can harvest 
the distribution and interchange of realities inside unbroken delivery cycle. It addi-
tionally offers solid modern-chain records hotspots for benefactors, customers, and 
outsider oversight divisions, notwithstanding risk-related assessment, forecast, and 
early admonition [24]. For instructive examinations, the inspect at the grain produc-
tion network records control moved via the square chain can offer a whole and genuine 
information supply, to moreover work with the correspondingly examine commute 
dominion of perils inside the food stock cycle and underwrite the discouragement 
and administers the partner of the food production network [25]. 

A contemporary development approximately blockchain research and packages 
in agriculture subject is the proposed work [26]. For this motive, the study accounted 
articles from all fundamental databases and publishing companions. It turned into 
additionally found that the studies on blockchain are limited to simplest few countries, 
and maximum the courses took place as suggestion in convention as opposed to 
journal and e-book chapters [27]. The literature was additionally analyzed beneath 
four heads of studies dimensions specifically traceability, structure and protection, 
data structures, and different programs in agriculture field. It became determined that 
blockchain-based studies in agriculture are especially targeted on traceability and 
specific studies, whereas incredible research also exists for blockchain structure and 
security design and blockchain as records gadget [28]. However, few important issues 
associated with blockchain implementation exist like scalability, interoperability, 
utility of blockchain for precision agriculture and meals supply chain network design, 
and so forth which are rising regions for further research. 

A harness distributed ledger with the help of Internet of Things to follow the 
conveyance of transient artifacts is the proposed work [29]. In Agriculture Produc-
tion Network Executives, the exchange may likewise incorporate the information 
like sum, uncooked substances, and so on. A few harvesting inclusion plans, like the 
Public Agrarian Protection Conspire, might be kept up with the use of blockchain
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innovation for alter proof records and for intermittent checking of remuneration of 
cases for the term of yield misfortunes. Utilizing this innovation as a general rule 
works on the local area among restrictive partners and ranchers [30, 31]. The homes 
of blockchain basically offer speedup capacity, better well-being, changelessness, 
printing, faster settlement, and complete recognizability of put away and exchanges 
information. This paper to explain complete block chain based track ability which 
enables to construct blocks for agriculture that constantly works with IOT devices 
from producer to consumer. This gives the work to add in purchaser network frame-
work. The objective focuses to make apportioned record this is convenient by all 
clients within the network that during roll over brings straightforwardness [32, 33]. 

A setup to structure utilizing Ethereum blockchain for shrewd account to follow 
and to carry out endeavor exchanges putting off delegates and significant vari-
able of handling for soybean discernibility all through rural convey network is the 
proposed work [34]. This paper introduces information and viewpoints identified 
with the machine design, format, substance connection outline, associations, assort-
ment charts, and execution calculations. This paper gives the answer for following 
and recognize the chain for soyabean food items. Until now, blockchain era actu-
ally meets key requesting circumstances related with versatility, administration, ID 
enrollment, security, principles, and rules [35]. Also, we planned to implement the 
programmed bills and proof of transportation within our proposed system—wherein 
occasions are paid with the utilization of crypto forex which is programmed and 
brought together way through the savvy contracts that hit real conveyance of plants 
also items. Cryptographic ledger gleaned from slip of conveyance of actual benefits 
with programmed charges in digital money just like question taking care of changed 
into some time ago proposed [36]. 

A delivered problem along with the difficulties of contemporary standard food 
recognizability application is the proposed work [37]. Then, at that point, through 
inside and our investigation of the vital necessities of clients, we planned a dinner’s 
discernibility framework that depends upon EPC innovation and blockchain. For 
facilitating the figures blast bother, we utilized aggregate administration that provides 
both on-and-off-bind material to diminish the measure of numbers for a solitary hub 
[38]. Made a shrewd agreement module for requesting and selling on the manacles, 
which affirms the proficiency of intersection. Our appraisal has demonstrated the 
sharp agreement planned in this notepaper to fit well in general execution and changed 
into accomplishable. Encoding meals by using EPC era utilizes the Ethernet block 
that fastens and initiates smart settlement to viably perform exchanges, switch all 
exchanges between members stressed inside the source chain environment [39, 40]. 
This proposed rank chain utilizes IPFS to save facts under the network, to help the 
impressive burst inside the supply of the Internet of Things that offers protected, 
green, and clear food detectable plan. 

In existing system, we need centralized system to save the food information. 
Separate scanning device is used to get food information. Annotation is needed for 
manual food checking. These are the limitations we found in our existing system. 
Table 1 shows the comparative study of the related works.
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Table 1 Comparative study 

Author name Title Methodology Merits Demerits 

1 Deepak 
Prashar 

Cryptographic ledger 
technology-suggested 
discernibility and 
perceivability for 
agri-products to 
enhance meals 
security in India [7] 

Depends on the 
utilization of savvy 
agreements to 
screen and deal with 
all interchanges and 
exchanges inside the 
store network 
among the partners 
as a whole 

It point outs 
the meaning, 
safety, and 
solidity of the 
food supply 
chain 

Did not support 
in greater 
number of 
clients 

2 Zhihao Hao A customary status 
track of meals safety 
risk traceability based 
instantly on 
blockchain [10] 

Endorse a 
blockchain 
primarily based 
visual analysis 
approach for meals 
protection hazard 
tracking 

It gives a 
scientific warp 
for handling 
the executives, 
keep down the 
likelihood of 
vicious 

The validity of 
the 
consequences is 
probably 
considerable it 
is influenced 
through 
sampling 
mistakes 

3 Qijun Lin, 
Huaizhen 
Wang 

Meal welfare 
traceability device 
formed on blockchain 
and EPCTS [13] 

To address the 
challenges of 
sensitive 
information 
exposure, data 
manipulation and 
trust transfer, an 
innovative 
enterprise-level 
smart contract was 
adopted 

It ensures 
security of 
information 
and avoid spam 
attacks 

Difficult to 
analyze large 
amount of data 

4 Reno  
Varghese 
George, et al. 

Meal first-rate 
recognizability 
prototype for eating 
bases using 
blockchain and meal 
first aid information 
[17] 

Analyzes the 
maximum broadly 
used methods of 
meals traceability 
and affords a café 
model for adopting 
extra dependable 
meals discernibility 

Derive the food 
quality index 

Addition of 
blocks can be 
needed 

5 Kay  
Behnke 

Restriction ambience 
for recognizability in 
meal deliver chain 
using blockchain 
innovation [21] 

To identify 
restriction ambience 
for sharing 
assurance 
information to 
improve traceability 

It is adroit to be 
worn to make 
the contrive of 
commodities 
more obvious 

Only, a few 
supply chain 
participants are 
used

(continued)
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Table 1 (continued)

Author name Title Methodology Merits Demerits

6 XIn  Zhang Blockchain primarily 
based protection 
control device for the 
grain deliver chain 
[22] 

Put forwarded a 
modern day gadgets 
structure primarily 
based on technology 
for the whole grain 
supply chain 

It obtains facts 
sharing and 
interchange of 
information at 
some point of 
the grain 
supply chain 

Difficult to give 
dependable 
modern chain 
data sources 

7 Vinay  
Surendra, 
Yadav 

A systematic literature 
review of blockchain 
technology in 
agriculture [26] 

The goal is to 
analyze all key 
databases, including 
Web of science and 
Scopus, for 
blockchain 
applications in 
agriculture 

Provide 
traceability, 
architecture 
and security, 
information 
systems 

Sometimes 
error can be 
occurred in 
between 
sharing 
information 

8 S.  
Madumidha 

An intellectual 
execution: agriculture 
food delivery chain 
management utilizing 
blockchain innovation 
[29] 

Hand over a 
completely 
decentralized 
blockchain-based 
discernibility that 
empowers to 
construct blocks for 
horticulture which 
persistently 
coordinates the IoT 
gadgets from 
supplier to buyer 

Providing 
traceability and 
security 

Major issue is 
storing data into 
blocks 

9 Khaled  
Salah 

Blockchain-based 
soybean discernibility 
in agricultural 
delivery chain [34] 

Hand over a 
blockchain-based 
arrangement and 
system for 
discernibility and 
perceivability in the 
soybean production 
network utilizing 
Ethereum brilliant 
agreements 

Can be 
concerned to 
give honorable 
and 
regionalized 
discernibility 

Key difficulties 
connected with 
adaptability, 
administration, 
personality 
enrollment, 
protection, 
principles, and 
guidelines 

10 Haihui 
Huang, 
XinZiu Zhou 

Meal delivery chain 
traceability scheme 
based on blockchain 
and EPC technology 
[37] 

To modify and hint 
food in the whole 
agricultural deliver 
chain 

To decrease the 
quantity of 
records that a 
node ought to 
save 

Less security in 
node 
transactions
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3 Food Quality Checking and Scanning System 

3.1 Food Protection and Traceability Using Blockchain 
with Gadget Learning Framework 

Agriculture has begun to use blockchain technology. In the agri-foods business, 
blockchain is mentioned as a rising generation that has the ability to provide a green 
and strong technique for improving food traceability as well as a transparent and 
reliable approach to confirm agri-food quality, safety, and sustainability [41, 42]. 
Models can assist in extricating useful information from the client end. Client verifi-
cation of any approved client is simple when they are attempting to make changes in 
the blockchain. We can examine the blockchain with a machine learning framework 
expand productivity in view of the outcomes of this survey. 

3.2 Blockchain Algorithm 

A blockchain is a digital concept for storing data [43]. These blocks are chained 
together, and this makes their data irreversible. If a data block is tied to other blocks, 
its data will not be reversed. 

3.3 Block and Hash Generation

• It carries the detail about the larger freshly renovate product.
• Each piece of information generates a hash. The secure hashing algorithm (SHA) 

is used to generate a hash in blockchain. Each products detail will be stored in the 
server by the manufacturer at the time of manufacturing. This product details will 
be stored in a block. Initially, the hash value will be zero, by the time of updating 
the product details the block will generate a hash of length 256 bit in hexadecimal 
format. This is how each piece of information generates a hash.

• Product information is given in contrary historical order.
• The hash is determined not just by current information but also by the block’s 

prior hash.
• Even a minor shift in data outcomes in a completely extraordinary hash.
• Nodes check to see whether hash checking has modified any product details.
• If most of the people of nodes homologate the transaction, it is fair written in a 

block.
• Each block merges to the one before it, forming a chain of blocks. Each block 

will have a hash ID and previous hash ID. By using this, the blocks are merged 
to one another as illustrated in Fig. 1.
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Fig. 1 Proposed system architecture 

• Blockchain is active because it is dispersed among several computers, each with 
a copy [44, 45]. 

3.4 KNN Classifier 

KNN is a method of learning based on examples or lazy reading, in which the work 
is limited to local estimations, and all calculations are separated [46]. When there 
is compact or no prior information on data dissemination, KNN is a basic and easy 
uncoupling procedure. This rule handiest applies to the whole set of exercises. The 
simplest method for KNN where K = 1 is to use the neighborhood neighbors (NN) 
rule. As an end result, each sample ought to be frivolously disbursed throughout its 
neighbors. If sample separation is unknown, it can be estimated by looking at sample 
separation from neighboring neighbors. All distances between the unknown pattern 
and all of the samples in the schooling set can be determined given an anonymous 
pattern and training set [47, 48]. The minimum value range corresponds to a training 
sample paired with an unknown sample. The algorithm includes the steps, and it is as 
follows: for all unidentified samples. For all non recognized samples, use Unsample 
(i) and for all recognized samples, use Sample (j). We can calculate the distance by 
using samples (i) and sample (j). The execution of the KNN separator is basically 
bounded but the choice of K as well metric range is used. In the manufacture side, 
100 training sample is used, and from user side, 80 testing sample is used. Product 
searching is done by distributor side. QR code scanning is done by user side to 
track the food information. The choice of k in addition to the metric range employed
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determines the performance of the KNN separator. Because the radius of a local 
region is controlled by the distance of the kth neighbor adjacent to the question and 
different K offers opposing for conditional class, the rate is affected by the sensitivity 
of the neighbor size K selection [49, 50]. In KNN algorithm, unknown samples and 
known samples are used. The known samples are the already saved food information. 
Here, multiple users are used to scan the QR code, and multiple results are obtained. 
To best locate these results, we are using KNN classifier in this system. 

3.5 Benefits

• Reduces the success rate of attackers [51].
• Provides safety, transparency, and efficiency.
• Avoid outdated products and appropriate notice.
• Eliminate bug management through real-time tracking of food production and 

resale without double expenditure.
• It alliances quest and retrieval of data. 

Figure 1 shows the proposed design that defines the manufacturer adds food 
details such as name, date, measurement details, ingredients, and more. These facts 
are stored in a blockchain for security purposes. If distributors purchase food options, 
use a machine learning algorithm to verify distributor’s code and purchase food as 
well. This is then sold wholesale food and sent a notification of stock details. Finally, 
the wholesaler tracks food details to check authenticity and distribute to consumers. 
Wholesaler or distributors cannot modify product verification details. Here, food 
information tracking is done in a QR code format. In the absence of scanner, we can 
use camera to track the food from the user side. 

4 Conclusion and Future Works 

Food security challenges have gotten worse in recent years, and they continue to be 
a hazard to public health. Keeping track of and tracking the details of various events 
across the food inventory network, food creation, handling, stockpiling, shipment, 
and showcasing, are basic. A major response to food handling provokes has been to 
build up a precise and solid food handling global positioning framework. Present a 
framework for following the authenticity of food dependent on the subject of food, 
non-edible food from your production until it is re-sold to customers. This procedure 
necessitates the collaboration of a large number of individuals, all of whom are 
bound by smart agreement with the use of blockchain information stockpiling. Also, 
vendors could assure the accuracy of food information. This program, which aids 
in the tracking and verification of food, necessitates the use of a single server to 
track each feed as it is transmitted between multiple participants. The data cutting



Food Quality Checking and Scanning System … 587

option can be used with diets that have a fixed expiration date to decrease the amount 
of data. To save and manage food data and assure business ownership, we employ 
a business standard contract rather than traditional performance records to protect 
critical business information. Hence, the security of data is obtained, and it helps us to 
avoid spam attacks. The proposed framework can be further extended to implement 
deep learning algorithm and also implement in handcraft products with android 
application for quality monitoring. 
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Blockchain-Based Web Framework for
Real Estate Transactions

Rajan Khade, Amit Pandey, Aditya Shinde, and Neha Deshmukh

Abstract The onset of blockchain generation within Bitcoin has generated signif-
icant interest by showing an opportunity to eliminate the middle ground need and
transform communication between people and machines by increasing trust. Ini-
tially restricted to the integrated currency domain, people began to see the power
of a generation beyond just the cryptocurrencies, which brought the acceptance of
the blockchain era to erase the world’s problems. One such situation is problems
for e-governance companies in other areas of the public sphere. In the scope of this
thesis, we have specifically addressed the issues within the traditional property reg-
istration system. This thesis discusses the new design and architecture for real estate
transactions and implements it using a blockchain-based solution and addressing
issues including record integrity, privacy, and most importantly the lack of common
platforms among concerned government organizations. The advent of the blockchain
era led to the creation of blockchain-enabled platforms like Hyperledger Fabric. It is
one of the most popular open-source permissioned blockchain frameworks, created
and supported by the Linux Foundation and IBM, used in many industrial scenarios.
So, it is used to create a network with one ordering organization with an ordering
node and one peer organization with two peer nodes to prove the concept. Chaincode
similar to Ethereum’s smart contract contains the logic to perform all operations and
modify the ledger data. All the methods of chaincode are accessed using the Fabric
gateway in the web application to perform various operations.
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1 Introduction

Technology in its relationship to globalization has always been at the forefront of
disrupting standard issues and producing a brand-new clean look in certain objects.
Blockchain is one of those technologies; it is a disruptive innovationwith the potential
to revolutionize the way governments and other nonprofit, or for-profit organizations
handle themselves, as well as how they communicate with collaborating parties [6].
However, it was not very widespread until a person or a group going by the name of
Satoshi Nakamoto in 2009 created the Bitcoin cryptocurrency [9].

According to the general public-related industries, technological changes are
always in line with integration guidelines and are provided with an amazing deal of
problems and even growth. In this thesis, we delve deeper into the knowledge of prop-
erty registration while conveying it to the Indian context and current related issues.
The primary purpose of this concept is to show how integration with blockchain
technology is the best solution. We can look at blockchain era property registration
technology that makes it an effective solution to current problems, and finally, we
can present to you the results obtained from all the tests of the system used. One
of the significant challenges facing various provinces in India is the issue of land
ownership, which is due to the fact that there is no land records management system
to date. The issue of land ownership is so important, because almost all financial
institutions rely heavily on the ownership of land-based assets to obtain collateral.
Due to uncertainty about patent applications, financial institutions are inefficient and
hinder the country’s development.

Land ownership in India is primarily based on deeds of sale (acquired at the time
of local registration) and other deeds. It involves the following steps:

1. Buyer—Verification of ownership
2. Buyer—Pay negotiated amount to seller
3. Buyer—Preparation of sell deed
4. Buyer—Payment of stamp duty and registration charges
5. Seller—Sign the sell deed
6. Registrar—Execution of sell deed

Both buyer and seller need to follow the workflow to complete a property regis-
tration. However, not all of these documents confirm the ownership claim but instead
confirm the fact that the transfer of the property will be recorded, and these are the
recorded activities known as “world records”. The term “world records” is a common
term and conclusion of many other documents that provide property maps, the record
of rights (ROR), sales documents, and much more information and is organized into
various categories. Due to the lack of good governance and communication in depart-
ments, we often find inconsistencies in records, outdated and unscheduled data. This
discrepancy is the cause of the patent problem as many years of records have to go
back to confirm the ownership claim. The need for clear ownership and determining
land ownership is explained in this thesis. So, over the past three decades, various
schemes have been used to revitalize world records to move from the ownership of
imaginative sites to the clearing and clarification of land ownership.
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1.1 Blockchain

Blockchain is widely distributed to make business processes safer and more trans-
parent. Blockchain is actually a series of blocks connected by a cryptographic hash,
as the name implies [14]. Each block contains data structure and a cryptographic
hash of the previous block, activity data, and timestamp. Consensus algorithms are
defined in intelligent blockchain protocols, which are programs that automatically
perform predefined actions under certain conditions.

1.2 Peer-to-Peer Network

Computers connected to each other without servers should form a peer-to-peer net-
work, which increases security because there is no single point of failure. Transac-
tions are accepted on the block only if all partners agree and all peers have access to
all network transaction records. In this thesis, literacy access is given to real estate
owners and restricted access to government officials responsible for keeping records
of land records.

One of the general motives for the authorities to introduce blockchain-based sys-
tem is the fact that it will increase the speed of registration without compromising
the security and integrity of the data [15]. With the evolution of information and
communication technologies (ICT), government authorities are challenged to pro-
vide more efficient and effective services to citizens, yet guaranteeing a high level of
data security, transparency, auditability, and privacy [6]. As discussed by authors of
[12], blockchain can be used in improving the security of smart vehicles; a similar
approach can be used for IoT devices. When real estate transactions are managed
by using blockchain, we do not need to depend on third parties to verify them, trust
is of much less concern when the registration is forced to be done in a transparent
way, and cryptographic protocols are used to check the integrity of the information
supplied by the person [13].

2 Review of Related Work

The authors of [13] proposed a solution using Ethereum blockchain, a permissionless
blockchain, to implement the proposed solution, and the working logic is present in
the smart contract. The end users will use a web application, and they need to use
the Metamask wallet to perform any operation and pay some ether cryptocurrency as
gas. Because, as of now, Ethereum works on a proof of work consensus mechanism,
the blockchain miners charge the gas to ensure that the smart contract is executed and
the transaction is recorded in the blockchain. Although the decentralization of the
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system is achieved, the use of cryptocurrency and crypto wallets makes it inefficient
and unnecessarily difficult to use for naive users.

The authors of [10] proposed a solution using the Ethereum blockchain and smart
contract written in solidity. The core principle used is that the physical record for
every land is converted into a certain amount of tokens based on the ERC20 token
standard, so the tokens owned for a unique ID of land represent the ownership of the
land.When the ownership is transferred, the tokenswith the unique ID are transferred
to a new owner. The token-based ownership makes it easy to keep records of shared
ownership. Still, the major disadvantage in this solution is similar to the previously
mentioned paper, i.e., wastage of the Ethereum cryptocurrency for every transaction.
It will make use of this solution expensive for the general public.

The authors of [8] proposed a solution using Hyperledger Fabric (for simplicity
Fabric) and InterPlanetary File System (IPFS). Fabric is a permissioned blockchain,
and it does not require any cryptocurrency or mining to perform any operations.
The working logic is present in chaincode, which is similar to the smart contract of
Ethereum. The IPFS is used to store documents in a decentralized way. Although
the authors have proposed a more cost-efficient solution than previously discussed
solutions, they have not truly digitized the process. Since, to complete the registration
process, there is a need to upload a scanned paper-based document.

The authors of [11] have discussed a potential solution with Multichain technol-
ogy. The core principle is ensuring the integrity and availability of the documents
used in the land registration process. The generated hash of the document is stored
when the document is uploaded, and it is used whenever the user needs to verify the
integrity and authenticity. The problem with the solution is the involvement of doc-
uments because it makes representing and accessing data of land or transfer rugged.
Also, it risks privacy by exposing unwanted details to the public.

Digital India Land Record Modernization Programme (DIL-RMP) [2, 16], an
initiative by the Government of India, mainly focuses on digitizing land records. A
separate online web portal is available for citizens to access electronic certificates
of land records and other related documents. This cuts down the time for accessing
records as it reduces the interaction between the citizen and the government officials.
This curtails a significant number of fraudulent transactions and acts as evidence in
case of disputes. Likewise, Land Records Mission Mode Project (MMP) [7] is a
program under National e-Governance Plan (NeGP) which aims to accelerate easy
maintenance and updating of land records by keeping track of mutation cases. How-
ever, this lacks the digitization of the land registration process since the preparation
and execution of sale deeds happen in a paper-based format. So, the land record needs
to be updated manually, making the whole process time consuming and error prone.
Since the data storage is centralized, it poses threats to the privacy and integrity of
the data.

After reviewing the already proposed solutions, it was observed that currently, no
solution could truly decentralize real estate transactions and, at the same time, digitize
the complete process. The solution should be secure and fast, and it should be easy
to use for the general public. Although using Ethereum, Fabric, andMultichain tech-
nologies has its advantages and disadvantages, the major disadvantage for Ethereum



Blockchain-Based Web Framework for Real … 595

is the high transaction costs. The cost of each transaction is high, and the frequency of
transactions is low. TheMultichain technology provides a great blockchain platform,
but the cost of implementing the solution in production is very high. On the other
hand, Fabric is open source and provides full flexibility over blockchain architecture
and scalability. With Fabric, there is no need to use cryptocurrency and no cost for
executing the transactions.

3 Existing System

In this section, wewill describe the current state of local registration and land transfer
in India and in particular the state of Uttar Pradesh. We have found that almost all the
provinces of India have adopted the sameworkflow, so we can assume that the results
we have given for the state of Uttar Pradesh can be extended to other provinces. In
almost every province of India, we have found that usually two or three parts carry
land titles [4] and so on.

1. Tickets and Registration Category—Department of Stamps and Registry (DoSR):
Manages document verification during registration. There is also an additional
obligation to collect stamp duty for the deed of sale to be registered.

2. Finance Department or Finance Board—Board of Revenue (BoR): Handles the
preparation and maintenance of transactional records or transaction details.

3. Department of Surveillance and Residence: Responsible for the preparation and
maintenance of maps.

In this article, we ignored the Survey Division and Settlement Division as we
found that the irregularities were large and there was no record of geographical map-
ping. For the purposes of this thesis, we exclude title deeds relating to land/property
registration. Listed below are the different types of opportunities where you can find
a stable place in India:

1. Sell
2. Will/Gift/Swap
3. Inheritance
4. Procurement
5. Provided by the government or a court

All of the above transactions go under different types of actions and thus differ
in the course of the transaction. In this sense, the focus is on the registration of
acquired assets. In the state ofUttar Pradesh, as shown inFig. 1, the three-dimensional
framework is in place in the DoSR [4].

This divine structure was later used to describe the role-based authority informa-
tion contained in the blockchain, thus limiting access to sensitive information. The
office of sub-registrar (SRO) is the place where all registration activities take place.
Various office functions are provided below [4]:
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Inspector General
of Registration

Deputy Inspector
General of Registration Sub-Registrar Office Assistant Inspector

General of Registration

Senior Assistant Junior AssistantRecord Keeper

Fig. 1 Hierarchical structure of DoSR

1. Estimation of property value
2. Collection of stamp duties
3. Registration of title deed
4. Maintenance of copies of title deeds
5. Issuing registration certificates

Listed below are the steps during the registration of immovable property in Uttar
Pradesh:

1. Asset Verification: This feature of registration usually lasts until the consumer’s
title is carefully considered. There are many variations of land rights in India and
switching to online sites has not yet resolved the issues, so it is up to the buyer to
verify ownership of the previous property.

2. Property Valuation: The value of a property is measured by the payment of the
registration stamp tax, which is calculated as a percentage of the circular average
for that area.

3. Preparation of Stamp Paper: Non-judicial stamp paper equal to the value of stamp
tax is required for purchase, now available online.

4. Stamp Work Payment: This section can now be done online
5. Registration to the SRO: This part of the registration process requires personal

intervention from the SRO, as well as buyer and seller witnesses for verification.
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As mentioned earlier, in the state of Uttar Pradesh, the BoR is responsible for
the preparation and maintenance of transaction details. Departmental activities vary
widely in the area where property is immovable, i.e., whether the property belongs
to the urban or rural category.

4 Proposed Solution

We now propose a blockchain-based framework to execute real estate transactions.
It involves the Fabric network architecture as well as a chaincode. It will enable
users to perform all the operations digitally and temper proof. The entities involved
and working of the framework are based on the existing system in place in India to
perform real estate transactions. The users of this system will be the general public
and government officials.

4.1 Considerations

There are a few primary processes that are needed to be considered in order to make
the framework ready for real-world scenarios. In order to allow users to use this
framework, all the users need to register themselves on the system, which can be
done using sign-up functionality and later verifying the identity. Also, every sub-
registrar needs to register all the estates under his jurisdiction on the system. If there
is a need to put old record on the system, then local government officials who keep
records of old real estate transactions will need to insert all the old transaction details
in the system. After this, the framework will be ready to use. So, to explain the
system’s working, we have considered that all the procedures mentioned earlier are
completed beforehand.

4.2 Architecture

Orderer

The ordering service will be implemented and administered by the central govern-
ment. The orderer will run the Raft consensusmechanismwithmultiple nodes, which
can be achieved even if the nodes are present at different physical locations. Raft is a
crash fault-tolerant (CFT) consensus mechanism used for the ordering service, and
it is based on an implementation of Raft protocol in etcd key-value store [5].
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Member/Peer Organizations Every state of the country will be a separate member
organization in the network, and it will act as a membership service provider (MSP)
for that organization’s entities.

Peer Every member organization will take the responsibility of setting up peers for
the use of their organization and joining the respective channel on every peer. The
peers will involve anchoring, endorsing, and committing peers.

Ledger Every peer has its own copy of the ledger that the peer maintains. It contains
world state (data in the form of key-value pairs) and blockchain (log of transactions
responsible for current world state). There are currently two options to use for ledger
databases, LevelDB and CouchDB, but by default, LevelDB is used.

Channel Every state government will be present in a separate channel, and one
common participant in every channel will be the central government.

Certification Authority (CA) A root CA will distribute digital identities to peers,
orderer nodes, client applications, and administrators. The central government will
administer the root CA to secure the blockchain network from unwanted access.

Chaincode Every state government follows different rules to perform real estate
transactions, so itwill not be feasible for every state to implement the same chaincode.
Fabric offers a solution to this problem by allowing every organization to develop
and write the chaincode according to their needs. Then they can install the chaincode
on endorsing peers, so they can use it to connect them to applications using Fabric
gateway.

Application To interact with smart contract and blockchain network, organizations
will use the application software development kit (SDK) to develop the applications
using the technology of their choice. The general public and government officials
will use the application to execute real estate transactions.

In Fig. 2, the “Org 0” is the central government, i.e., the orderer organization. “Org
1” and “Org 2” are two state governments having their separate channels, “Channel
1” and “Channel 2”, respectively. Both “Org 1” and “Org 2” have their peers in their
respective channels. Applications A1, A2, and peers “Peer 1” and “Peer 2” belong
to “Org 1” and “Org 2”, respectively. According to their need, all the organizations
can have more than one peer and application. Every peer has its copy of the ledger,
and every endorsing peer has its instance of the chaincode.

4.3 Security

The security of the proposed framework is handled in two parts, i.e., security of
blockchain and security of web server.

Security ofweb serverTheweb server usesTransportLayer Security (TLS) to secure
the communication between the web server and users by encrypting the information.
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Application Smart Contract Fabric GatewayChannel Config Ledger

Fig. 2 Proposed fabric architecture

There is no data saved on the web server except users’ sessions to prevent data from
being accessed by intruders in case the security of the web server is compromised.
The users must complete the multifactor authentication (MFA) process and identity
verification while signing up or logging in. It ensures that only legitimate users use
the web application. Similarly, users need to go through MFA while performing the
estate’s final transfer.

Security of blockchain The integrity of data in the blockchain is not a primary con-
cern. As more nodes are added to the network, the probability of any unwanted entity
modifying the data drops exponentially. But, to secure the data in transit between
nodes, TLS is used. As discussed by the authors of [1], the security of Fabric can be
improved further without affecting performance.

4.4 Chaincode Development

The significance of discussing chaincode development is that, since the framework
is considered a solution for the whole country, if any state has special requirements
or needs any different workflow, then the only thing they need to modify is the
chaincode. Chaincode development involves developing the framework’s logic for
executing real estate transactions. The first important part is choosing the program-
ming language to develop the chaincode. There are currently three programming
languages to choose from: Go, Java, and Node.js. The optimal choice is Go because
it is the native language to Fabric, and according to many analyses published on all
three languages, Go is the best choice. The results show that Go is the most perform-
ing one for almost all the tests realized and that in the case of the update of the ledger,
the latency follows a linear trend as the number of nodes in the network increases.
In contrast, in the case of query, the latency is approximately constant [3].
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The structures are used as the template for storing data related to InspectorGeneral
of Registration (IGR), sub-registrar, users, and estate transaction records. Following
is the example of structure used for user data:

type User struct {
Password_Hash string ‘json:" passwordSalt"‘
Password_Salt string ‘json:" passwordHash"‘
UID string ‘json:"uid"‘
Name string ‘json:"name"‘
Status int ‘json:" status"‘
Owned_Estates [] string ‘json:" ownedEstates"‘

}

The data in the ledger is stored as key-value pairs, and the keys are used to add,
update, and read data. The pattern used for keys for users is “user_” + UID, where
UID is a unique identification number, i.e., Aadhaar number of a user. Similarly,
structures and key patterns are used for storing and retrieving the data, such that
data can be mapped uniquely. The chaincode has many functions to perform various
operations likemaking land available to sell, requesting to buy a new estate, accepting
buyers’ requests, and other functions.

func (s *SmartContract) RequestToBuy_Estate
(ctx contractapi.TransactionContextInterface ,
buyer_uid string , name string , ulpin string ,
proposedPrice int , dateTime string)
error {
// logic

}

The “InitLedger” function initializes the ledger with the credentials of IGR, then
IGR will create the office wise sub-registrar accounts to administer the real estate
transactions.

5 Experimentation and Results

The implementation is only for a single state of the country, so it involves the cen-
tral government and one state government. The setup will be similar for every other
state. The thing that may or may not differ is the chaincode, because a state govern-
ment may have some additional requirements so that they may make the necessary
changes. The implementation involves deploying all the nodes involved in the Fab-
ric network in docker-based containers. The docker containers are launched using
docker-compose. Instead of using a root CA, cryptogen tool is used to simplify the
process. The cryptogen is a utility for generating Fabric key material, and it takes the
“crypto-config.yaml” file that contains the information about the entities for which
the digital certificates or identity is needed to access the blockchain network. It is
not recommended to use cryptogen in the production network.

The Fabric network is started using docker-compose, and it uses the configuration
specified in the “docker-compose.yaml” file. It launches a single orderer node in
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Fig. 3 Implemented fabric architecture

Raft consensus, two peers, and a CLI container. The peers belong to the member
organization. The CLI container is used to interact with orderer and peers. Figure3
illustrates the blockchain network design used for implementation.

“Peer 1” is anchor, endorsing, and committing peer; “Peer 2” is only a committing
peer. The chaincode is installed on “Peer 1”. The Fabric gateway connects the web
application “A1” to the blockchain network; the gateway enables the web application
to submit the chaincode transaction requests to peers, wait for the response, andmany
other operations. The web application exposes the RESTful API which is used in the
front end of the application. All the users of the real estate transaction framework like
IGR, sub-registrars, and the general public will use the web application to perform
the various operations implemented in the smart contract. The users can only see the
simple user interface of the web application; they are not bothered by the complexity
of the Fabric technology.

The workflow to follow while executing a real estate transaction is as follows:

1. Buyer—Verification of ownership
2. Buyer—Send request with proposed price to seller, using Unique Land Parcel

identification Number (ULPIN) of estate
3. Seller—Accept the request
4. Buyer—Pay stamp duty and registration charges
5. Registrar—Verify details and execute the transaction

Workflow involves a seller, a buyer, and a sub-registrar. If the status of the property
is set to “available for sell”, then any buyer can request to buy the property with the
price he wants to propose. If the seller accepts that request, the buyer must pay the
registration charges to move forward in the process. After this, the request will go
to the sub-registrar under whose jurisdiction the property is present, and then he
can verify and execute the final step. Immediately after that, the ownership of the
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User Interface Web Server
and Gateway Orderer Ledger1Endorser1

Approve a sell

Validate access
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Broadcast (endorsement)

Update ledger
Send result of transactionUpdate user interface

Sign tx

Verify endorsement
and apply changes

Verify signature
and execute txInitiate tx, ApproveSell_Estate()

Fig. 4 Sequence of events to achieve consensus, when the estate is transferred

propertywill change, and the transactionwill be recorded on the blockchain for future
reference. In every step of the workflow, the consensus is achieved for achieving
transparency and integrity. A simple example of the consensus process is shown
in Fig. 4, and it consists of all sub-processes involving entities of the blockchain
network.

Every operation performed by a user on the web application is completed by sub-
mitting a query or a invoke request for a chaincode function, using Fabric gateway on
the web server. The query request is useful for only reading the data from the ledger,
so it is not recorded on the blockchain, which is why it is much faster than invoke.
On the other hand, invoke request is useful for reading as well as writing and updat-
ing the ledger data, so it is recorded on the blockchain. It makes it slower because
an operation will be complete when the consensus process is over. Both query and
invoke requests serve different purposes, so comparing them is not very meaningful,
but using them efficiently helps make the system efficient. The framework is tested
onUbuntu (20.04.3) with 8GBRAMusing a docker-based implementation of Fabric
architecture (Fig. 3). As illustrated in Fig. 5, the results obtained show how increas-
ing the number of endorsing nodes (assuming that orderer nodes will be increased
accordingly) can improve the throughput of the system, i.e., users’ operations per
second (OPS). It shows that scaling the nodes can largely improve the performance.
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Fig. 5 Throughput for operations involving query and invoke requests

Table 1 Average latency for operations involving invoke requests

Endorsing nodes Orderer nodes Invoke (OPS) Avg. latency(s) Max latency(s)

1 1 71 0.34 0.96

2 1 139 0.47 1.02

3 2 286 0.60 1.25

4 2 317 0.73 1.37

5 2 456 0.86 1.51

6 3 628 0.99 1.66

7 3 763 1.12 1.80

8 3 856 1.25 1.95

9 3 1008 1.38 2.09

10 3 1123 1.51 2.24

After further analysis of the results, as detailed inTable1 demonstrated that scaling
the nodes increases the latency of operations since the majority endorsement policy
is used in the consensusmechanism, becausemore andmore endorsing nodes need to
verify the transaction before the ledger is updated. So, to achieve the best performance
for the framework, the balance between horizontal scaling and vertical scaling is
needed, i.e., number of nodes and capacity of a single node.
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6 Conclusion

This paper presents a modern solution to prevent and overcome the problems the
current World Record Management System in India is facing. The installation of
blockchain in the system makes it secure, decentralized, and free from fraud. The
program provides access to all stakeholders involved in world record keeping and
builds a strong World Record Management platform. Distributing it via blockchain
makes the record transparent, validated, and secure. These records can be used as
tangible evidence in any land-based legal proceedings or disputes.

Therefore, we have proposed an easy-to-use and seamless platform that can be
used to facilitate property registration. In current system, there are many problems
such as vendor engagement or intermediate involvement and time delays. This frame-
work will eliminate the problems associated with property registration in India and
in many parts of the world. Digitally registering land titles will not only simplify
the process but also protect land titles from various man-made and natural disasters.
Blockchain technology is emerging very quickly due to the secure features it pro-
vides. So, using a blockchain to save world record transactions is a way to create
static records. Nowadays, land is not a commodity, the scope is therefore broad,
and there are many use cases for the created platform. However, for any successful
implementation of the technology, seamless acceptance by stakeholders is required.
Therefore, themain challenge for this solutionwill be tomove existingWorld Record
Management Systems to the proposed one.

Future Work Many additional features can be added to this framework, like more
details of the property and its geography. The chaincode can be improved and tested to
make it more efficient. There is a need to handle cases, where the property has shared
ownership. To make the framework a complete solution, a native cryptocurrency can
be added to do all types of payments.
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System 
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Abstract Voice is one among the important services provided by any mobile cellular 
network. The deployment of 5G that is the advanced mobile cellular communication 
technology will be more important than ever for the world, through various types of 
use cases. A 5G smartphone will not connect to a mobile network unless voice support 
is available, so enabling this is a must. Voice service requires end-to-end 5G network 
support to enable the high-quality voice service experience for mobile devices. So, 
we need to consider the whole network chain with IP Multimedia Subsystem (IMS), 
5G core, and 5G radio access network (RAN)s. To provide seamless voice handover 
when users move between cells and access technologies, the network must also handle 
interworking toward 4G, 3G or 2G in case the users move out of 5G coverage. 
Evolved packet system (EPS) will be helpful for service providers when they are 
migrating from 4G to 5G. Circuit Switched FallBack (CSFB) will be helpful for 
service providers when they are migrating from 2G/3G to 4G. Once the call is set for 
voice communication if the mobile host (MH) moves from one cell in the wireless 
cellular network to another and finds no free channel in that cell, then the call will be 
dropped. To address this issue in this paper, we have presented an optimal channel 
reservation (OCR) policy. It reserves channels in a cell according to the target handoff 
call dropping probability (HCDP). So, it minimizes new call blocking probability 
(NCBP) and keeps HCDP below the target. We have applied this policy to Global 
System for Mobile Communication (GSM) 1800 system and observed that HCDP is 
below the target and NCBP is minimum. 
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1 Introduction 

Wireless mobile cellular network with limited resource provides service to many 
users. In such networks, providing service to many users by considering desired 
quality of service (QoS) with limited capacity is a challenging issue. To this end, 
network resource allocation concept plays a key role. Again, for efficient utilization 
of network resources and to provide QoS guarantees to different applications resource 
allocation is important. However, this goal becomes more difficult due to mobility, 
limited bandwidth, and error-prone wireless channel in mobile wireless networks 
compared to wired networks. In the wireless cellular network, the service area is 
divided into cells. So that the same radio channels may be reused in other cells some 
distance away [1, 2]. A radio channel can either be a frequency band in FDMA or a 
code in CDMA in traditional 2G mobile cellular networks or Physical Resource Block 
(PRB)s in long-term evolution (LTE) like advanced mobile cellular networks. The 
number of mobile users supported in a cell is limited to the number of radio channels 
in FDMA or the number of codes in CDMA-based mobile cellular networks. In 
LTE, the number of users supported is limited to RBs available in the system. The 
cell/eNB capacity in terms of number of mobile users supported in LTE network 
providing voice over long-term evolution (VoLTE) service can be found from [3–5]. 
A base transceiver station (i.e., BTS in GSM like 2G networks or eNodeB/eNB in 
LTE like 4G networks) connects mobile users in the cell it covers. When mobile 
user wants to communicate with other users, it must connect to the BTS/eNB with 
a new connection request, where a set of desirable QoS requirements are implicitly 
or explicitly stated. 

It observed that a huge investment has already gone in to build 4G networks and 
further to build 5G network a huge investment is required, and this makes logical 
sense for 5G and 4G networks to interwork with each other. 5G supports both non-
stand-alone architecture (NSA) and stand-alone architecture (SA) implementations 
[6, 7]. 3GPP release 15 standardized the NSA mode of deployment. The 5G networks 
support existing 4G infrastructure in NSA mode. Based on the deployment of 5G 
network, a number of voice delivery options are available. For example, Fig. 1 shows 
Option 3 structure established on E-UTRA New Radio-Dual Connectivity (EN-DC) 
defined by the 5G NR standard. 4G LTE eNodeB (eNB) acts as the master node, and 
5G en-gNB acts as the secondary node. Both of these RAN functions connect to the 
4G Evolved Packet Core (EPC). Here based on only 5G, an end-to-end voice service 
is not available and the only voice options are CSFB and VoLTE. 

Once the 5G core is deployed, the additional 5G deployment options are Option 
2, Option 4, and Option 7. When the service provider deploys an IMS network to 
support the VoLTE service, then an end-to-end voice service by using Voice over New 
Radio (VoNR) is also an option. To meet the QoS flows required for any resultant 
voice packets associated with a call and for IMS signaling, the 5G end-to-end network 
will be used in this approach. In the 5G core, this voice option is lost because the 
CSFB capability is not there. This concept is outlined in Fig. 2. It also presents RAT 
FallBack (RATFB) and EPS FallBack (EPSFB) as additional voice options. Both 
the RATFB and EPSFB consider that the device has registered for IMS services and
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Fig. 2 5G deployment Option 2, Option 4, and Option 7 

is on in 5G. The EPSFB or RATFB may be initiated in the current 5G cell when 
VoNR is not available in the cell. The EPSFB procedure takes place when the device 
signals to the IMS that it needs to make a call, then the device will be directed to 
move from 5G to LTE. At this point, the CSFB procedure or even the VoLTE call 
can be initiated. 

When LTE is just used for data transfer, voice calls are handled through the legacy 
circuit switched mechanisms by falling back to 3G or 2G network as shown in Fig. 3. 
CSFB works only when the area covered by an LTE network is also covered by the 
3G network. EPS will be helpful for service providers when they are migrating from 
4G to 5G. CSFB will be helpful for service providers when they are migrating from 
2G/3G to a 4G network. In CSFB, the 4G Mobility Management Entity (MME) talks
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to the 3G mobile switching center (MSC) through the new SGs interface, to set up 
the voice call. Once the call setup is completed if the user moves from one cell to 
another and finds no sufficient channel or bandwidth, then the call will be dropped. 
To address this situation, some channels to be reserved in each cell for this type of 
handoff call (HC)s, and some schemes are discussed in [8–20]. If more channels are 
reserved for HC, the HCDP is decreased and the NCBP will be increased. To balance 
these two QoS parameters (i.e., NCBP and HCDP), we present an optimal channel 
reservation (OCR) policy. This scheme reserves optimal number of channels based 
on target HCDP. 

The remaining part of this paper is organized as follows. In Sect. 2, we have  
described our optimal channel reservation policy. In Sect. 3, we have applied this 
optimal channel reservation policy to GSM 1800 system. Finally, in Sect. 4 we have 
concluded this paper. 

2 The OCR Policy 

In this section, the OCR policy is introduced. First, we have presented the expres-
sions for NCBP and HCDP based on Markovian model, and subsequently, we have 
presented the OCR policy. 

2.1 Estimation of NCBP and HCDP 

The Markovian model is shown in Fig. 4. Here we considered that the total number 
of radio channels in a cell of a cellular system is Ct and CT is the threshold. The 
system accepts both new call (NC) and HC when the number of used channels in a
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Fig. 4 Markovian model 

cell is less than the threshold. The system accepts only HC when the number of used 
channels in the cell is equal or greater than the threshold and less than Ct . Here  λn is 
the NC arrival rate, λh is the HC arrival rate, and μ is the service rate. By using these 
parameters, the NCBP denoted by Pnb and HCDP denoted by Phd are given below, 
and the detail derivation for this can be found from [10]. 
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If Ptd  is the target HCDP, then to find CT that satisfies the condition Phd ≤ Ptd  given 
as follows: 

Phd = 
1 

Ct !
(

λn + λh 

μ

)CT
(

λh 

μ

)Ct−CT 

P0 ≤ Ptd (4) 

Algorithm 1 Optimal Reserved Channel Estimation. 
1: procedure (λn, λh , μ,  Ct , Ptd ) 
2: CT = Ct ; /* All channels are free channels. */ 
3: Pnb(CT , Ct − CT )=NewcallBlock(λn, λh , μ,  CT , Ct ); 
4: Phd (CT , Ct − CT )=HandoffcallDrop(λn , λh , μ,  CT , Ct ); 
5: while (Phd (CT , Ct − CT ) >  Ptd  ) do 
6: CT = CT − 1; 
7: Pnb(CT , Ct − CT )=NewcallBlock(λn, λh , μ,  CT , Ct ); 
8: Phd (CT , Ct − CT )=HandoffcallDrop(λn , λh , μ,  CT , Ct ); 
9: end while 
10: y = Ct − CT ; 
11: return(y); 
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2.2 Theoretical Estimation of Optimal Number of Reserved 
Channels 

The Algorithm 1 is proposed to obtain the optimal number of reserved channels. This 
algorithm takes NC arrival rate (i.e., λn), HC arrival rate (i.e., λh), service rate (i.e., 
μ), the total number of channels in the cell (i.e., Ct ), and the target HCDP (i.e., Ptd ) as  
its input parameters. This scheme returns optimal number of reserved channels (i.e., 
y) for  which  Phd (Ct − y, y) ≤ Ptd  and Pnb(Ct − y, y) is minimum. The process 
flow of this Algorithm 1 is shown in Fig. 5. In this algorithm, the function Handof-
fcallDrop(λn, λh, μ,  CT , Ct ) estimates the HCDP using (2) and function Newcall-
Block(λn, λh, μ,  CT , Ct ) estimates the NCBP using (1). By using this algorithm, 
NCBP (i.e., Pnb(Ct − y, y)), HCDP (i.e., Phd (Ct − y, y)), and optimal number of 
reserved channels (i.e., y) are calculated under different input traffic conditions. 

3 Application of OCR Policy to GSM 1800 System 

In this section first, we have discussed the GSM architecture and subsequently intro-
duced the GSM 1800 system. Finally, we have applied our OCR scheme to the GSM 
1800 system and discussed the results obtained. 

3.1 GSM Architecture 

The GSM architecture is shown in Fig. 6. The GSM network is having three sub-
systems, namely radio subsystem (RSS), network and switching subsystem (NSS), 
and operation support subsystem (OSS). The combination of mobile station (MS) 
and base station subsystem (BSS) is called RSS which comprises all radio-specific 
entities in the GSM network. The radio subsystem performs the basic functions of 
connecting the MS to the network. The radio subsystem consists of a number of 
MSs, base transceiver station (BTS), and base station controller (BSC). The inter-
face between MS and BTS is Um , interface between BTS and BSC is Abis , and A is 
the interface between BSC and MSC. The NSS consists of a number of MSCs. Each 
MSC of the NSS connects to a number of BSCs. There are also home location register 
(HLR)s and visitor location register (VLR)s. NSS provides the desired interfacing 
between wireless and fixed networks. The OSS facilitates the operations of MSCs 
and also controls the operation and maintenance of the entire network [21].
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Fig. 5 Process flow of 
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3.2 GSM 1800 System 

GSM was first introduced as a cellular system explicitly using the 900 MHz band, 
called the primary band. In GSM system to multiplex air medium among the users, a 
combination of FDMA and TDMA techniques is used. GSM uses a FDD technique 
for downlink and uplink separation. So, the downlink and uplink frequencies are dif-
ferent. GSM 900 system uses a frequency band from 935 to 960 MHz in the downlink 
(BTS transmit, MS receive) and another frequency band from 890 to 915 MHz in the 
uplink direction (MS transmit, BTS receive) each one 25 MHz. The band separation 
between downlink and uplink is 45 MHz. Again, the FDMA technique divides the 
frequency bandwidth of 25 MHz in each direction (i.e., both in downlink and uplink) 
into 125 carrier frequencies, where the bandwidth of each carrier frequency is of 
200 kHz. However, the GSM 900 system uses the last carrier frequency channel as a 
guard band with other adjacent wireless systems. So, the total available channels are 
124. For handling the increasing demands of many European countries, the number 
of available channels in GSM 900 standard was not sufficient. The controlling bod-
ies assign additional frequency to GSM system. The new standard called GSM 1800 
uses frequency band from 1805 to 1880 MHz for the downlink (BTS transmit, MS 
receive) and 1710 to 1785 MHz for the uplink (MS transmit, BTS receive). The GSM 
1800 offers 75 MHz of bandwidth, so the number of channels or carrier frequencies 
is 374 and each carrier frequency has a bandwidth of 200 kHz [22–24]. Information 
related to GSM 1800 standard is given in Table 1. 

In case of GSM 1800 standard, total channels available in the cell are 374. We can 
apply our optimal channel reservation policy to this standard. For this standard when 
a NC arrives if channel is available, then it is assigned to that NC. If no channel is 
available, then the NC will be blocked. When a NC is blocked, then the NCBP will 
increase. When a HC arrives if channel is available, then it is assigned to that HC. 
If no free channel is available in the cell, then the HC will be dropped and it will 
increase the HCDP. Generally, HC has higher priority than NC, so some channels 
will be reserved for HCs. If a more number of channels are reserved for HCs, then
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Table 1 GSM 1800 system information 

Features GSM 1800 

Spectrum alloted 150 MHz with FDD (i.e., 75 MHz in uplink and 
75 MHz in downlink) 

Uplink frequency band 1710–1785 MHz 

Downlink frequency band 1805–1880 MHz 

Access technology FDMA/TDMA with SDMA 

Number of channels 374 

Channel bandwidth spacing 200 kHz 

Modulation technique GMSK (BT = 0.3) 

Time slot per RF channel 8 slots  

Time slot spacing for transmit–receive 3 slots  

Transmit–receive frequency spacing or duplex 
spacing 

95 MHz 

Frame duration 4.615 ms 

Compatibility ISDN and PSPDN 

Transmission power-handset 1W  

Encoding RPE-LTP, EFR 

the HCDP will decrease and it will increase the NCBP. So, based on the target HCDP 
if the channels are reserved for HCs, then the HCDP can be kept below the target and 
with minimum NCBP. Our OCR policy reserves some channels for HCs based on 
the target HCDP. If the target HCDP is changed, then the channels reserved for HCs 
will also be changed. This policy reserves the optimal number of channels for HCs 
based on the target HCDP, and it minimizes the NCBP. Our OCR policy reserves 
channels for HCs by setting the threshold CT , where the number of reserved channels 
is Ct − CT . Here, the NC will be admitted when used channels in the cell are less 
than CT and the HC will be admitted when used channels in the cell are less than 
total channels available (i.e., Ct = 374 in case of GSM 1800 standard). 

3.3 Results and Discussion 

We have applied optimal channel reservation policy to GSM 1800 system considering 
the following parameters. In the first case, we have varied the NC arrival rate (i.e., 
λn) from 1 s−1 to 10 s−1 keeping HC arrival rate (i.e., λh) as  0.05 s−1 and service rate 
(i.e., μ) as  0.005 s−1. In the second case, we have varied λh from 0.01 s−1 to 0.1 s−1 

keeping λn as 5 s−1 and μ as 0.005 s−1. For both of these cases, the target HCDP 
(i.e., Ptd ) is taken as 0.01. Based on the frequency band used in GSM 1800 system, 
we have plotted numerical results obtained.
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Fig. 8 HCDP versus offered load for GSM 1800 system 

Figure 7 shows NCBP in different offered load conditions for the GSM 1800 
system. From this Fig. 7, it is clear that NCBP increases with an increase in NC 
arrival rate for GSM 1800 system. Figure 8 shows the HCDP in different offered 
load conditions for GSM 1800 system. From this Fig. 8, it is observed that HCDP is 
remaining below the target for GSM 1800 system. Figure 9 shows optimal number 
of reserved channels with different offered load conditions for GSM 1800 system. 

Figure 10 shows the NCBP in different HC arrival rates for GSM 1800 system. 
From this Fig. 10, it is observed that NCBP is slightly increasing with an increase 
in HC arrival rate in GSM 1800 system. Figure 11 shows the HCDP by varying HC 
arrival rate for GSM 1800 system. From this Fig. 11, it can be observed that HCDP 
is increasing with an increase in HC arrival rate. Further, it can be found that HCDP 
is remaining below the target by increasing reserved channels. Figure 12 shows the 
optimal number of reserved channels with different HC arrival rates for GSM 1800 
system.
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Fig. 9 Optimal number of reserved channels versus offered load for GSM 1800 system
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Fig. 12 Optimal number of reserved channels versus handoff rate for GSM 1800 system 

4 Conclusion 

In wireless cellular networks, two types of calls are there i.e., NC and HC. Generally, 
HCs have higher priority than NCs, so some channels are reserved for HCs. If reserved 
channels are more, then HCDP will be decreased, and at the same time, NCBP will 
be increased. If we reserve channels according to target HCDP, then HCDP can be 
kept below the target with minimum NCBP. So, in this paper we proposed an OCR 
policy for HCs. This policy reserved optimal number of channels for HCs based on 
the target HCDP. We applied this policy to GSM 1800 system having 374 channels 
with the target HCDP as 0.01. We observed that the HCDP could be maintained 
below the target with minimum NCBP. 
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Abstract In the current state of the pandemic, all sectors of human life must change 
because of the health protocols that must be implemented. All sectors ranging from 
the economic sector, law, and education experienced obstacles in its implementation. 
Of course, because this activity will be the spread of the COVID-19 outbreak cluster. 
In the field of education itself, in 2020 the government stipulates that the implemen-
tation of education in Indonesia is carried out using the distance learning model. 
However, these changes must of course be supported by technological advances 
in order to be achieved. Technologies such as zoom and other communication tools 
support this research. In addition, technology that is no less important is big data anal-
ysis in decision making in educational institutions, which is also needed to improve 
distance learning. But is distance learning effective today? And how does the use of 
big data analysis affect the effectiveness of the distance learning process? To prove it, 
we chose one of the universities that have used big data analysis in Private University 
in Jakarta as the sample to be analyzed using quantitative research methods with a
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Likert-shaped survey distribution. The results of this survey are that according to 
respondent’s distance learning is currently effective, and indeed there is an effect of 
increasing the effectiveness of distance learning by using big data analysis to assist 
decision making. 

Keywords Big data · Big data analytics · Decision making · Big data trends ·
Education · Distance learning 

1 Introduction 

In 2020, Indonesia was hit by a pandemic that is not yet known when it will end 
[1]. All sectors of life experience problems, one of which is the education sector. 
Currently, all learning is done online (remotely). Of course, this happened because 
the social distancing imposed by the government and schools attended by the nation’s 
successors could become clusters of the spread of COVID-19. Therefore, since mid-
July 2020, the government has decided to provide distance education [2]. Online 
learning systems are an opportunity for students who cannot leave their personal jobs 
but can still register for online courses they wish to develop, and students who live 
far from the educational institution they wish to attend [3]. But is distance learning 
effective? Of course, even though the pandemic occurs, the quality of Indonesian 
education must not decrease for the sake of the future of this nation’s successors. 

Of course, there are also questions like what to increase the effectiveness of online 
learning today? With the large amount of data needed in the distance learning process, 
the use of big data can be a solution [4]. We are currently in the era of big data 
which is a technology that can increase innovation, competition, and productivity 
[5]. Big data analysis is the process of collecting useful information by analyzing 
various types of large data sets which are then analyzed so that they can be used 
to find hidden patterns, market trends, and consumer preferences for the benefit of 
corporate decision making [6]. A combination of learning analysis techniques is 
quite different from new processing pattern systems, such as big data which allows 
the emergence of relevant information to the education department and teachers who 
have changed and maximized to use the current method [7]. So, it can be concluded 
that big data analysis is a large collection of data that is collected and analyzed 
into information that can predict the future so that it can help the decision-making 
process. The use of big data analysis in education will certainly help the decision-
making process, especially during this uncertain pandemic [8]. Some universities 
today, such as Private University, use big data analysis in their learning process. But 
is distance learning currently effective? And is there any effect from using big data 
in distance learning? 

With the questions above, we conducted a study to determine the effect of big data 
analysis used in big data decision-making analysis used in improving the effective-
ness of the distance learning process. With this research, it is hoped that the potential 
of students can continue to be developed without any obstacles from the pandemic.
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Of course, this is because the pandemic has not ended and has even increased 
recently, but as long as all learning such as courses, training, and others have also 
implemented strict health protocols, hopefully this pandemic will end soon. 

Formulation of the problem. 

1. Has the distance learning process been effective? 
2. Is there any effect of increasing the effectiveness of distance learning? 
3. Is big data important for decision making in universities? 

1.1 Marketing Purposes 

Definition of marketing according to Stanton (in Basu Swasta and Irawan 2003:5): 
“Marketing is an overall system of business activities aimed at planning, determining 
prices, promoting and distributing goods and services that satisfy needs both to 
existing buyers and buyers potential” [9]. 

Many parties wrongly set marketing targets during the distance learning process, 
but with big data analysis the system will analyze the track records of Private Univer-
sity students so that it can be known which areas and which school students are poten-
tial targets who can introduce Private University in Jakarta. This of course needs to 
be done so that marketing is carried out according to its place and does not waste 
funds. This can be analyzed from how many alumni of the school students in Private 
University in Jakarta because basically the mindset of students wants to follow in 
the footsteps of their alumni. After that, looking at the increasing years we will find 
out if more/fewer fans are entering the business. If, for example, there are more and 
more enthusiasts, they will continue to do marketing to the school, but if there are 
fewer enthusiasts, they will start not visiting the school. All of this depends on how 
we promote and how to get them to be interested in joining the business. 

This depends on the conditions because it will be different if it happens like now 
during the pandemic, all marketing processes run online because they are not allowed 
to meet in person so that promotional activities are carried out through media Zoom, 
Google Meet, and others. Of course, of course, if it is promoted offline with online, 
of course the results obtained and the work system is different, it is possible that the 
schoolchildren are actually interested, but because online, the current condition is a 
pandemic which can result in unclear and effective explanations where they cannot 
interact directly such as asking questions that are not clear makes fans less interested 
so that the number of students in certain schools who study at private can reduce. In 
addition, it is possible that the current pandemic situation has reduced the number of 
enthusiasts visiting private due to unfavorable economic factors. The school is visited 
every year before the pandemic because of the increase and interested enthusiasts, 
but during the pandemic the potential targets are not suitable and possibly due to 
current conditions. 

This aims to analyze the results of big data decisions on the marketing system that 
is implemented whether it continues to run in the school area because we want to
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know how much the percentage increases every year whether the number of students 
who visit Binus increases if they are promoted directly or online. 

1.2 Criminal Purposes 

According to Nath (2007), in solving complex task cases, data mining is needed to 
detect criminal cases because the process is complex and requires human experience 
[10]. Big data analysis is also vulnerable to the possibility of data breaches by hackers 
so that student data and other important business data are spread or leaked to the 
public because someone is tracking them secretly. Of course, this usually happens 
on average due to human carelessness that is done intentionally and unintentionally. 
Everything goes back to what was planned from the beginning whether you really 
want to steal data and follow/plagiarize existing data, so you don’t have to worry 
about the data because you already have it and you just need to create the database. 
After that, it is possible that the stolen data can be resold because during the pandemic, 
many people are doing things to get money in the dark [11]. This is one example that 
should be banned because it violates human rights regulations and is a crime. Misuse 
of personal data is an act that fulfills the elements of a criminal act such as elements 
of the crime of theft and other criminal acts, both in terms of objective elements and 
subjective elements. With the fulfillment of these elements, administrative sanctions, 
civil sanctions, and criminal sanctions are not sufficient to accommodate the criminal 
act of misuse of personal data which is in fact a perfect form of crime. 

Of course, crime comes from a human act that violates the rules with what has 
been determined in the rule of law, strictly speaking the act that violates the rules set 
out in the rule of law and does not fulfill what has been stipulated in the rule of law that 
occurs in a society. We know that individual and university data is personal/private 
property that must be protected to make it more secure. Therefore, this needs to be 
watched out for because of the danger if there is duplication of the same data at one 
university with another, causing fraud and may require a computer-based application 
to track who stole data and to analyze big data in decision making [12]. An ideal 
criminal analysis tool should be able to identify criminal patterns quickly and in an 
efficient manner for criminal pattern detection and action in the future. However, in 
this scenario, there are major challenges as identified by Malathi and Baboo [13]. 

1.3 Decision-Making Purpose 

Big data for the purpose of helping the decision-making process serves to provide 
information at the time of decision making. As we know today, this pandemic that 
sometimes goes up and sometimes goes down makes everything uncertain because 
big data is needed.
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In this technological era, companies are faced with constant and rapid changes 
that require strategic actions and decisions that must also be fast in this digital era 
[14]. According to the Head of Data Analysis and Science, Prof. Maria Fasli, Ph.D., 
NTF, FHEA., Tuesday (7/8) at UGM from UNESCO “Big data provides knowledge 
as a basis for decision making and further actions” [15]. 

The use of big data assumes that human behavior has a universal level and can be 
predicted through trends. With limited information about a learner, we can predict a 
lot of information, including future behavior, with a limited amount of information 
about a learner. Decision making based on data from big data can improve business 
performance [16]. 

Big data enables instructional designers to identify content that is effective in 
guiding learning. They can then adjust the content to better fit, restructure, delete, 
or correct learning deficiencies using the teacher’s knowledge. In addition, big data 
facilitates extensive learning testing and allows students to draw important conclu-
sions about how they engage in learning activities [17]. However, the processing and 
storage of big data can still be developed by applying several existing technologies 
[18]. 

We present this research paper with the aim of determining whether distance 
learning is currently effective. Our aim in presenting a research paper entitled “The 
Effect of Big Data Decision-Making Analysis Used in Improving the Effective-
ness of the Distance Learning Process at Binus University, Department of Informa-
tion Systems” is basically to find out what causes the ineffectiveness and how to 
improve its effectiveness. Education system through big data analysis so that it can 
be developed. 

Formulation of the problem. 

1. Has the distance learning process been effective? 
2. Is there any effect of increasing the effectiveness of distance learning? 

1.4 Literature Review 

In our literature review, we searched for 10 previous studies that were related to the 
current study. After doing a search, we found 10 literature reviews following our 
literature review in Table 1. 

2 Research Technique 

This research uses a technique of questionnaire survey using Google Form. The 
survey is in the form of a questionnaire that was created using Google Form in the 
form of a Likert with 5 scales, namely strongly agree, agree, neutral, disagree, and 
strongly disagree as shown in Table 2.
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Table 1 Literature review 

Conclusion research 

Based on this research, the researcher concludes that decision making that is assisted by data 
from big data can increase the company’s business performance exponentially. This researcher 
agrees that the use of big data in the company’s decision making is very influential [16] 

In this study, it is said that the distance learning process requires a lot of data, and it is very 
difficult to store this data. So, the use of big data can be a solution for storing data during the 
distance learning process [4] 

According to this study, it is said that big data analysis is the process of processing data into 
useful information by analyzing large data sets so that it can be used to find hidden patterns, 
market trends, and consumer preferences for the benefit of corporate decision making [6] 

According to research from America data-driven decision making has been used to help 
universities identify and evaluate strategies that can increase retention. As a decision based on 
data manufacturing enters the era of big data and learning analytics, this new approach, while 
not a silver bullet, may be part of the solution [19] 

They can then adjust the content to better fit, restructure, delete, or correct learning deficiencies 
using the teacher’s knowledge. In addition, big data facilitates extensive learning testing and 
allows students to draw important conclusions about how they engage in learning activities 
(Tulasi: 2013) [3] 

In this research, big data and analytics have an important role in the future of higher education as 
it increases the use of analytics in the business and government sectors confirms the same [20] 

This study agrees that big data can help decision making, but according to him big data can still 
be developed by applying several existing technologies [18] 

A combination of learning analysis techniques that are quite different from new processing 
pattern systems, such as big data which allows the emergence of relevant information to the 
education department and teachers who have changed and maximized to use the current method 
[7] 

The use of big data analysis in education will certainly help the decision-making process, 
especially during this uncertain pandemic [8] 

According to this study, big data is a technology that can increase innovation, competition, and 
company productivity in the future [5] 

Table 2 Scales Likert No Category 

1 Strongly agree 

2 Agree 

3 Neutral 

4 Disagree

This method can be easily accessed by students and other research subjects. 
This survey was distributed randomly to third semester students of the Informa-
tion Systems Department at Private University in Jakarta. Because they are the ones 
who feel the learning process. After the survey, we targeted 20 Binus students to 
fill out our survey link. And this target was achieved, even as many as 50 students
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were willing to fill out our survey, more than 30 students from the target. This data 
collection process can be seen in Fig. 1.

This survey aims to reveal in detail the importance and influence of big data 
decision-making analysis used in increasing the effectiveness of the distance learning 
process. In this survey, it is also known that all respondents have carried out the 
distance learning process and be aware of the research’s goal so that the resulting 
data is quite valid. Therefore, we summarize the questions as follows:

Fig. 1 Flow diagram of questionnaire survey using Google Form
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• Is distance learning currently effective?
• Does big data analytics influence increase the effectiveness of distance learning?
• Is big data analysis necessary in decision making in the university? 

3 Research Method 

This research uses quantitative research methods. According to Nenty (2009), “quan-
titative research seeks to reveal research results in the form of relationships that occur 
between variables or phenomena that are currently happening” [10]. Meanwhile, 
according to Sugiyono (2015:14), “quantitative research methods can be interpreted 
as research methods based on a particular population or sample; sampling technique is 
generally done randomly” [21]. “The characteristics of quantitative research are data 
analysis techniques using quantitative (statistical) techniques objectively” [22] while 
this type of research uses a survey method. According to Pinsonneault and Kraemer 
(1993) “that survey research is seen as a method for quantitatively describing certain 
aspects of a particular population so that data collection is carried out to a group of 
people whose results can be generalized back to a particular population” [23]. 

According to Sugiono (2009: 143), “the types of questions in the survey are divided 
into closed and open” [24]. Open questions are those that ask for the respondent’s 
viewpoint in the form of a description, and hence, the questions are written like 
extended essays. With this form of questioning, it is hoped that respondents can be 
open, and researchers can get a lot of data from respondents. Closed questions will 
help respondents to answer quickly and precisely because respondents only need to 
be choosing the answers that the researcher has been presented with, so this strategy 
makes it easier for researchers in conducting data analysis on all questionnaires that 
have been collected. So, in this study, we will use a quantitative method with a closed 
type of survey in the form of Likert, because this method is suitable for knowing 
whether there is an effect on increasing the effectiveness of distance learning by 
using big data analysis. 

This Likert survey form will contain a number of questions about the object to 
be revealed and respondents can choose the Likert scale provided. The attitudes, 
views, and perceptions of the respondents in this study were measured using this 
Likert scale. Of course, this is about whether there is an effect on increasing the 
effectiveness of big data in the distance learning process. In general, the alternative 
answers to the Likert scale model questionnaire consist of 5 alternative answers. 

Analysis of the data in this study is using statistical techniques percentage (Anas 
Sudijono 2009: 43) as the calculation formula [25] as follows:  

P = F 
N 
x100% (1) 

Description:
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Table 3 Score from the 
answers statement 

No Answer Statement 

Positive Negative 

1 Strongly disagree 1 5 

2 Do not agree 2 4 

3 Neutral 3 3 

4 Agree 4 2 

5 Strongly agree 5 1 

P = Percentage number. 

F = Number of respondents who answered the answers in Table 3. 

N = Number of samples. 
Where in this formula we get the percentage amount by dividing the number of 

respondents who answered the question in accordance with Table 3 by the number 
of samples or the number of respondents who participated in this study multiplied 
by 100% so that the results of this data will be in the form of a presentation. For the 
interpretation of research results from this presentation, we apply the mean formula 
proposed by Sudjana (2008: 38) [21]. 

M = ∑( f i  × xi  ) 
f i  

(2) 

Description: 

M = Mean (average value). 

= Express the amount. 

fi = answer frequency x. 
xi = score of answer choices. 

In this formula, we find the average value by adding up the frequency of answers 
x times the score of the answer choices divided by the frequency of answers. Next, 
we can calculate the percentage of the mean or the percentage of answer choices for 
each statement with the formula: 

Px  = M 

N 
× 100% (3) 

Description: 

Px = Percentage of respondent selection. 
M = Average percentage for each statement. 

N = Total number of mean in one sub-indicator.
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Table 4 Category percentage 
value 

No Percentage limit interval (%) Rating category 

1 0–20 Very low 

2 21–40 Low 

3 41–60 Currently 

4 61–80 Tall 

5 81–100 Very high 

This formula is done by dividing the average percentage for each question divided 
by the total number of means in one sub-indicator. Then to represent these results, 
use the opinion of Riduwan (2006: 41) [26] to interpret the questionnaire data as 
follows: 

The percentage calculation algorithm is as follows: 

1. Calculating frequency (f ) 
2. Calculate the percentage (P) of answers using formula 1 above. 
3. Calculating the average (M) answer according to formula 2 above. 
4. Calculating the mean percentage (Px) using  3 formula 
5. Interpretation of research results using Table 4. 

This algorithm can be seen from Fig. 2. 

4 Research Result 

From the survey results, we calculated the percentage of answers on a Likert scale 
that we distributed to 50 respondents. In the first question, we know that online 
learning today is quite effective. The results of this data are shown in the form of 
a bar chart. This data is the result of a percentage calculation. This can be seen in 
Fig. 3. 

Of the 50 respondents, 18 respondents or about 36% of all respondents agreed that 
online learning is currently effective. 12 respondents or about 24% of respondents 
strongly agree that online learning is currently effective, about 28% or 14 neutral 
respondents neither agree nor disagree but 10% or 5 respondents disagree with this, 
and 2% or one respondent strongly disagrees with online learning already effective. 

Next are the survey results from the second question. The results of this survey 
will also be presented in the form of a bar chart. As can be seen from the table, the 
question asked this time is whether there is an effect on increasing the effectiveness 
of the distance learning process. This data is the result of a percentage calculation. 
This data can be seen in Fig. 4. 

As can be seen from Table 4, as many as 42% or about 21 people agree that the 
use of big data analysis can improve the distance learning effectiveness. As much as 
40% or 20 respondents agree with this opinion and 16% are neutral or 8 respondents 
neither agree nor agree with this opinion and 2% strongly disagree with this.
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Fig. 2 Flowchart based on percentage calculation
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Fig. 3 Survey based on online learning method. Note x Scale Likert, y Respondent 

Fig. 4 Survey based on distance learning process. Note x Scale Likert, y Respondent 

For the third question, namely whether big data needs to be used in decision 
making in universities? We can see the survey results from the bar chart below. This 
data is the result of a percentage calculation. This data can be seen in Fig. 5.

From the data above, 50% of respondents or 25 respondents strongly agree that 
big data analysis is very helpful in the decision-making process, while 44% 22 
respondents agree with this opinion while 3 respondents or 6% are neutral. And 
there are no respondents who disagree or strongly disagree with this opinion. 

After that, we also analyzed the data by calculating the mean and then the 
percentage of this mean and analyzed it with Table 4, so the data was obtained 
as in Table 5. 

From this table, we can see that the first question got a score of 86% so that based 
on Table 5 it meets the high category. The second question got a score of 97% so 
that based on Table 5 it meets the high category. The third and last question got a

Fig. 5 Survey based on big data analytics. Note x Scale Likert, y Respondent
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Table 5 Data obtained for different questions 

No Question Percent (%) Category 

1 Is online learning effective today? 86 High 

2 Is big data analysis important for decision making to improve 
learning effectiveness 

97 High 

3 Is big data analysis important for decision making in 
universities? 

98 High 

score of 98% so that based on Table 5 it meets the high category. The following are 
the results of the study after analysis, and calculations were carried out.

5 Discussion 

From the results of the survey and research, we discuss whether the results obtained 
are in accordance with what is the formulation of the problem. The result of our 
discussion based on the survey above is that online learning is currently quite effec-
tive. We also conclude that online learning is very effective because of big data. As 
we know, effective online learning cannot be separated from the use of big data. 
In addition, according to the research of Provost Foster and Fawcett Tom, decision 
making based on data from big data can improve business performance because a 
business requires decision making in order to advance its business, with various data 
in big data itself, of course it will make it easier for decision making [23]. Because of 
the various existing data, the analysis will be easy to do which can later be used for 
decision making. According to research by Galuh Nurvind Kurniawati who said that 
big data analysis can help decision making because it can analyze various types of 
large data sets. Later the data can be used to find hidden patterns, market trends, and 
consumer preferences so that the data will later be useful for the benefit of corporate 
decision making [6]. This is in accordance with the results of our discussion from 
the survey results above, namely that each result obtained is in accordance with our 
hypothesis that the use of big data greatly influences the increase in the effectiveness 
of the distance learning process. The results of the study also showed satisfactory 
results, namely 50% with 25 answers. With these results, it can be said that the use 
of big data greatly affects the effectiveness of online learning during this pandemic 
in terms of decision making. 

The results of our discussion also found that currently, the use of big data during 
online learning is very influential in increasing effectiveness. Because as we know, 
in this online era, students certainly rely heavily on various kinds of big data such 
as Google Chrome and many more to increase knowledge and do assignments and 
examinations. According to Olga Arranz García and Vidal Alonso Secades, with the 
large amount of data needed in the distance learning process, the use of big data can 
be a solution [4]. Based on his research, the data needed in distance learning is very
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much. Therefore, of course, the use of big data can be a solution in this distance 
learning. So of course, big data is very much needed in online learning during this 
pandemic. Without big data, online learning is impossible to run effectively. 

6 Conclusion 

In conclusion, based on the results of the survey that has been carried out, it can 
be concluded that online learning during the current pandemic is quite effective. In 
addition, based on the survey that has been conducted, it is concluded that the use of 
big data greatly influences the increase in the effectiveness of online learning during 
this pandemic, especially in big data analysis of decision making. 

This can be seen from the survey data that has been shown in the research results 
chapter. Apart from the results of this survey, it can be seen from the university’s 
policy that recently chose to allow limited onsite learning. Of course, this is because 
of the pandemic which causes changes in all sectors including education in its imple-
mentation. As was the case last semester, where all activities were carried out online 
following the high level of COVID-19, this semester, limited onsite activities were 
able to run, even though there were few enthusiasts. However, at the beginning of 
2022, the COVID situation escalated again. With this changing situation, Private 
University can make the right decisions thanks to its big data analysis. Therefore, 
big data is very important and plays a role in increasing the effectiveness of online 
learning. 

In addition, big data as storage, for example, is Google Drive, which also helps 
online learning today. In this online learning, Google Drive also plays an important 
role, namely to store various important files, then send the answer file to the lecturer 
or teacher via Google Drive. With Google Drive, the important files that we have 
will be neatly organized in Google Drive itself and Google Drive is very important 
because sometimes it is used to send files to teachers and lecturers so of course big 
data like Google Drive will make it easier for us and also increase the effectiveness 
in the online learning process. 

In addition, in this online learning, big data also plays an important role in decision 
making. Because there is currently a pandemic, big data is needed for decision 
making. The purpose of big data is used for decision making, for example, various 
campuses such as Private University, and these campuses need data regarding when 
to be onsite, whether this year should be onsite or not, of course with big data we 
will be able to predict this year can be onsite or not and so on. From the large amount 
of data in big data, of course, we can use the data to be used in decision making that 
can increase the effectiveness of learning. 
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Coastline Change Detection Using 
K-means Clustering and Canny Edge 
Detector on Satellite Images 

T. Sasank Dattu, D. Bhargav Reddy, M. Charan Teja, K. L. Sailaja, 
and P. Ramesh Kumar 

Abstract Climate change and natural disasters are especially dangerous to coastal 
landscapes. Natural and man-made hazards like erosion sedimentation, rising sea 
levels, and tidal flooding are wreaking havoc on coastal areas. The mapping and detec-
tion of coastlines are critical for safe navigation, environmental conservation, and 
long-term coastal development. The model is composed of a method for extracting 
coastline from sentinel-2-l2a satellite images obtained from the sentinelhub website. 
The model uses the Gaussian blur module to reduce noise. Using k-means clustering, 
the image is then segmented as land and water. An edge detection algorithm identifies 
the boundary between land and water. One of many edge detection algorithms, Canny 
edge detector, applies a multi-level algorithm to detect edges in images. Percentage 
change is calculated by comparing window to window of edge detected images. 

Keywords Canny edge detector · Coastal line extraction · Gaussian blur module ·
K-means clustering · Sentinel-2-L2a satellite images
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1 Introduction 

Environmental changes have a threat to coastal zones, which are threatened by human 
activity, pollution, exotic species and typhoons. Rising sea levels has the ability to 
degrade and flood marine biodiversity while also eliminating wetlands. Warming 
and acidification of the oceans are likely to affect coastal and marine ecosystems. 
As a result, the coastal region must be carefully monitored. It is critical for a human 
authority to examine the changes in the coastline in the real world. As a result, the 
proposed system focuses on the change of the coast of Kakinada over time, which 
defines the many classes that comprise land water segmentation and edge recognition 
of satellite images, as well as computing the percentage change in the coastline. One 
of the most significant approaches in image processing is image segmentation. It is 
a phase in pre-processing, computer vision, and pattern recognition. It is a process 
of splitting a virtual image into numerous groups of pixels. 

Edge detection is an image processing method that is used to discover spots in 
a virtual image where there are discontinuities or simply sudden changes in image 
brightness [1]. The image’s edges are the spots where the brightness of the image 
fluctuates drastically. This technique makes users to validate picture characteristics 
for a substantial shift in greyscale image. It decreases the quantity of data in a picture 
while maintaining its key features. There are many algorithms which are used to 
detect the edges from the images. Among various edge detection algorithms Canny 
edge detector which detects edges at a wide scale are best suitable algorithm. 

2 Literature Review 

Detecting coastlines may be accomplished using a variety of ways. The coastline 
is estimated in the first stage by employing region segmentation techniques and a 
local thresholding approach [2]. The next stage improves on the results of previous 
stage by modelling shoreline with active contours, such as edge detection and noise 
reduction. In this method, the author used FCM [3]. Fuzzy c-means clustering (FCM) 
is an unsupervised method for categorizing a small set of N items into c fuzzy clusters. 
This methodology has effective noise removal. Sobel operator is also used to detect 
the edge as done in [4]. Satellite data produced two normalized difference indices 
(NDVI and NDWI) which are combined to give the highest level of precision and 
accuracy in distinguishing water and land. Following that, the Sobel operator is 
used to detect the coastal edge in this work. In work [5], the research region was 
extracted from satellite pictures using the SURF method. Two separate approaches 
were used to identify change: frame-to-frame comparison and coastal line change 
detection. By adopting a strategy that windowed the coastal zones, the execution 
time for this approach was lowered. Canny established three performance conditions 
for edge detection: the SNR criterion, the positioning accuracy and the single edge 
response. In paper [6], images of different bands are segmented to determine which
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image has superior land water categorization. The coastline lines were found using 
mathematical morphology, a set theory-based analysis and processing tool. In work 
[7], atmospheric correction is done to remove the impact of atmospheric and lighting 
elements on ground object reflection. It is used to acquire true reflectivity data for 
ground objects. From the above study, segmentation must be done in order to get 
perfect coastline. Among all the segmentation techniques, K-means clustering is best 
for true colour and Normalized Difference Water Index (NDWI) satellite images show 
best result. Among all the edge detectors Canny edge detector which is multi-stage 
algorithm is best suitable since thresholding is done. 

3 Methodology 

To identify changes in the shoreline, a three-step process is used. The first stage was 
a pre-processing procedure that smoothens out sharp edges and segment land and 
water bodies. The edges are then identified using the Canny edge detector. The next 
phase is change detection, which is accomplished by window-to-window comparison 
(Fig. 1). 

3.1 Data Set 

The proposed methodology uses Sentinel satellite images acquired from [8]. It 
contains various types of images with different combination bands from years 2016 
to 2022. The false colour infrared (IR) composite maps near-IR spectral band B8 with 
red and green bands, B4 and B3, to RGB components directly. Normalized Differ-
ence Water Index (NDWI) is used to observe changes in water bodies. Since water 
absorbs light strongly in the visible to infrared electromagnetic spectrum, NDWI

Fig. 1 Methodology
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NDWI NDSI False False color 

Fig. 2 Input images 

highlights water bodies using green and near-infrared bands. False colour urban is 
used to visualize urbanized areas more clearly. Soil and sand are depicted in various 
hues. Snow and ice appear dark blue, whereas water appears black or blue. This 
composite is obtained by combination of 2.5 * B12, 2.5 * B11, 2.5 * B04 (Fig. 2).

NDWI = (B03 − B08)/(B03 + B08) 

NDSI = (B03 − B11)/(B03 + B11) 

3.2 Data Pre-processing 

The Sentinel L2A satellite images are subjected pre-processing techniques. Gaussian 
(5 × 5) filter is applied to both images to reduce the noise a smoothen the sharp edges. 
Gaussian blur is a low-pass spatial filter that convolutes the input image with a kernel 
to produce a fuzzy image with sharper edges. It computes a weighted average of the 
current pixel’s neighbours, with distant pixels receiving less weight than those in 
the centre. Then K-means clustering is applied to segment land and water bodies. 
When k-means clustering technique is applied to an image, it treats each pixel as a 
vector point and creates k-clusters of pixels. It is a method used for clustering vector 
points based on their closeness to K mean points. As a result, the vector points are 
partitioned into K-clusters. In this methodology, k = 2. Hence, the clustered image 
is obtained as shown in Fig. 3.



Coastline Change Detection Using K-means … 641

Fig. 3 Segmented images 

3.3 Coastal Edge Detection 

Segmented images obtained from the K-means clustering are subjected to Canny 
edge detector algorithm to detect the coastal edges from the images. Canny edge 
detector algorithm is a multi-stage approach. At first stage, the segmented image 
was filtered with Sobel kernel in both vertical and horizontal directions to calculate 
the first derivative in vertical (Gy) and horizontal directions (Gx). The direction of 
the gradient is perpendicular to the edges. It has four angles representing horizontal, 
vertical and both diagonal directions. 

EdgeGradient(G) =
√ 
Gx2 + Gy2 

Angle(θ ) = tan−1

(
Gx  

Gy

)

The second stage is non-maximum suppression. After calculating magnitude and 
direction of the gradient, a thorough glance of image is performed to discard unnec-
essary pixels which is done by checking each pixel with local maximum in gradient’s 
direction. 

The last stage is hysteresis thresholding. Two threshold values, minv and maxv, 
are used as input. Edges with intensity gradient larger than maxv are certainly edges, 
whereas the pixels with intensity gradient less than minv are non-edges and are 
avoided. Pixels that fall within threshold values are considered if they link to an 
edge; otherwise, they are ignored. Edges are detected as shown in Fig. 4.
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Fig. 4 Edge 

3.4 Calculating the Change 

Edge detected images are cropped for the studying area in exact same ratios. Now 
both the images are iterated pixel to pixel. If there is a change, then the absolute 
difference in pixels is calculated and is added to sum counter after the iteration. Then 
percentage is calculated from the sum of differences obtained (Fig. 5). 

4 Result and Analysis 

Kakinada images of years 2018 and 2021 are taken as input images which are Sentinel 
L2A images of bands 8,4,3. These images are pre-processed and segmented as shown 
in Fig. 6. 

These segmented images are processed with Canny edge detector. The edge 
detected on one image is overlapped on another year edge image to observe the 
change in coastal region as shown in Fig. 7. 

Bargraph shown in Fig. 8 is plotted using matplotlib library by taking years on 
X-axis and Percentage change on Y-axis.
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Fig. 5 Process flow 

5 Conclusion 

In this paper, the system estimates the percentage change in the coastline of Kaki-
nada region. The objective is to enhance the robustness of the extracting coastline 
from Sentinel L2A satellite images. Instead of directly detecting edges from satellite 
images, these images are pre-processed using Gaussian blur and k-means clustering. 
Gaussian blur is applied to smoothen the edges, and the noisy pixels are removed.
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Fig. 6 Segmented images 

Fig. 7 Overlapped image

K-means is an unsupervised learning technique which segment the land and water 
bodies based on colours. Now, Canny edge detection algorithm which is a second 
gradient algorithm is applied to detect the edges accurately instead of any other 
operator. In next step, percentage change is calculated by iterating pixel to pixel and 
comparing the pixels of corresponding two images. 
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Fig. 8 Bargraph showing percentage change 

Table 1 Observed 
percentage changes 

Sl.no Year 1 Year 2 Percentage change 

1 2017 2018 2.0916 

2 2017 2019 2.3418 

3 2017 2020 2.4603 

4 2017 2021 4.3031 

5 2018 2019 1.2989 

6 2018 2020 1.4695 

7 2018 2021 2.7708 

8 2019 2020 1.2979 

9 2019 2021 3.0350 

10 2020 2021 2.7751 

The results indicate that the process detects coastline edge and estimate the 
percentage change. 
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An IoT-Based System to Measure 
Methane and Carbon Dioxide Emissions 
Along with Temperature and Humidity 
in Urban Areas 

Umme Sanzida Afroz, Md. Rafidul Hasan Khan, Md. Sadekur Rahman, 
and Israt Jahan 

Abstract The increment of the world population is the main reason behind the emis-
sion of greenhouse gasses like methane and carbon dioxide which affect temperature 
and humidity. To identify this problem, we implemented an IoT system using an 
ESP32 microcontroller and the necessary sensor to measure data from the outdoor 
environment and deploy our system to monitor the outdoor temperature and humidity 
quality due to increasing the level of methane and carbon dioxide. In the next step, 
the measured data was sent into the ThingSpeak cloud server and later was made 
available for visualization. This research work seeks to estimate the level of methane 
and carbon dioxide emissions which has a great impact on increasing temperature 
and humidity and also highlights some complications to integrating modern sensors 
based on the emergence of the Internet of things (IoT) concept. However, the data 
preserved in the cloud server can be used for further analysis to find other impacts 
of gasses in our environment. 

Keywords IoT · ThingSpeak ·Methane emission · Carbon dioxide emission ·
Temperature and humidity 

1 Introduction 

The entire world is confronting a critical air pollution problem because of the 
alarming growth of population, global industrialization, uncontrolled construction of 
infrastructure and housing, vehicle traffic, narrow and congested roads, using poorly 
maintained vehicles, poor management of waste landfills, and lack of efficiency in
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the programs of the pollution control system [1]. Air pollution is a term that has detri-
mental effects on climate change, the atmosphere, and ecosystems, which threaten 
the upcoming environment [2, 3]. Methane, ground-level ozone, black carbon, and 
sulfate aerosols are included in pollutants. One of our recent age’s utmost obstacles 
is air contamination, which impacts global warming, global climate change, and also 
individual and public health. Air contains more than twenty-five thousand types of 
chemicals, contaminants, and toxins that are identified; large quantities of these are 
emitted from the combustion of fossil fuel, motor vehicle engines, and also garbage 
heaps [4]. 

The ozone layer is especially part of the stratosphere that is connected with climate 
change and air pollution. Increasing concentrations of the ozone layer, which are 
directly affecting climate change and ozone gas is a powerful component of the GHG 
and indirectly takes a part to influence the lifespan of methane gas which is another 
element of greenhouse gas [5]. On the contrary, change in climate influences the 
concentrations of ozone through the chemical and dynamic change in the atmosphere. 
For example, emitted black carbon, CO2 from the combustion of fossil fuel, and 
emission of methane gas from waste landfills are directly relevant to the global 
warming effect of the earth’s atmosphere [6]. 

Methane and carbon dioxide both are natural and anthropogenic because they are 
released into the atmosphere from a variety of biogenic sources like agriculture and 
waste disposal, rice paddies, burning of biomass, garbage heaps, and also fermenta-
tion is included. Besides, methane is emitted from the extraction of fossil fuels like 
coal, natural gas, and petroleum. Natural methane gas emissions occur from termites, 
wetlands, landfills, oceans, and other wild ruminants [7]. 

The increasing rate of methane emission is reacting in various hazardous ways like 
oxidization in the atmosphere, incrementing water vapor, and the presence of carbon 
dioxide (CO2) in the air [8] where the increment of water vapor in high temperature 
is the cause of the real feeling of temperature. 

The primary objective of this research work is to architect an IoT-based portable 
smart system that is used to estimate the change of temperature and humidity based 
on emissions of methane gas and carbon dioxide gas. This system measures carbon 
dioxide (CO2), methane (CH4), temperature, humidity and then transmits the real-
time data wirelessly to the server over Wi-Fi [9]. 

2 Literature Review 

This paper [10] works on an alarm system for sewage gas monitoring based on 
IoT that uses an MQ7 sensor for detecting carbon monoxide, an MQ4 sensor to 
measure methane gas with the help of ATmega328P which is an Arduino UNO 
microcontroller-based board. Microcontroller gets data from sensors and sends it to 
ThingSpeak cloud server through the GSM module where the data uploads to the 
server in real time. Since the sewer gasses are poisonous so when the sensors detect 
that the gas levels are higher than normal the system sends an SMS to the worker
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or user via the GSM module to ensure safety. Mainly this approach automated an 
analog sewer gas analysis system where it was hard to measure the oscillation of 
gasses level in real time and also harmful for that person who enters to measure the 
gasses level manually. 

The authors in this paper [11] introduced a device based on Arduino for monitoring 
air pollution using two microcontrollers, twelve gas sensors, and five environmental 
sensors. Here Arduino-based ATmega2560 microprocessor is used for onboard input 
and output facility and also ESP8266 microcontroller which has a built-in Wi-Fi 
module to connect with the Internet is used for sending data to ThingSpeak cloud 
server using REST API approach. It generates an alert message to the respective 
authority when the air quality measurement exceeds the maximum threshold and to 
serve this purpose the sensors wake and collect data after a fixed schedule which also 
consumes power. 

The measurement of vehicular pollution is discussed in this [12] paper where 
among emitted gasses of vehicles here measured only two gasses which are carbon 
monoxide and sulfur dioxide. The carbon monoxide gas sensor and sulfur dioxide gas 
sensor are embedded in the Arduino-based ATmega328 board microcontroller and 
also used the radio frequency identification technique. This system connected with 
motorists and made them aware when the level of pollution surpasses the maximum 
threshold in a specific area and advised them to avoid that area. 

Monitoring indoor air quality is presented in this paper [13], which discusses the 
HVAC system and mainly elaborates on the incorrect functionality of heating, venti-
lation, and air-conditioning. Although here the sensor node is ready to install up to 
ten sensors, there installed only six sensors and those are temperature, humidity, pres-
sure, particulate material, total volatile organic compounds (TVOC), and equivalent 
CO2 (eCO2). All these sensors are integrated into Raspberry Pi 3, and the collected 
data are stored in the MariaDB database locally after that the data is stored in a 
cloud-based system. This device was placed in an office workplace, and the result of 
it shows that the level of TVOC and eCO2 increase when so many people are in the 
office. 

To monitor the outdoor air quality mainly proposed to use the MQ4 gas sensor 
to detect methane, the MQ135 gas sensor to detect carbon dioxide, and the DHT22 
sensor to detect temperature and humidity. We will integrate all these sensors in the 
ESP32 microcontroller which has a built-in Wi-Fi Shield, and this feature helps to 
send data to the ThingSpeak IoT cloud server directly. This device will be portable 
which will help to collect data from different locations in different seasons.
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Fig. 1 ESP32 DevKit board 

3 Hardware Components 

3.1 ESP32 Microcontroller 

To implement a sensor-based IoT system, a microcontroller is mandatory where all 
the necessary components like sensors, regulators, and indicators are integrated. For 
this reason, we use ESP32 DevKit which is an affordable SoC microcontroller devel-
oped by Express if system where SoC stands for system on chip and it has a built-in 
Wi-Fi shield and Bluetooth feature. It is manufactured using ultra-low-power 40 nm 
technology which is developed by Taiwan Semiconductor Manufacturing Company 
(TSMC), and this technology helps to run DC source-related small components 
like wearable’s, audio equipment, baby monitors, and smartwatches. ESP32 DevKit 
Board contains the ESP-WROOM-32 as the main module and adds some extra hard-
ware to simply program ESP32 and build connections with the GPIO Pins. The ESP32 
Board consists of ESP-WROOM-32 Module, where 30 pins are equally distributed 
on two sides, CP2012 USB – UART Bridge IC, a micro-USB connecter to supply 
power and insert program code, AMS1117 3.3 V Regulator IC, a Reset Button, a 
Boot Button for flashing, a Red Power led, a Blue User LED which also connected 
to GPIO2 and a few passive components [14]. Figure 1 shows the ESP32 DevKit 
board. 

3.2 DHT22: Temperature and Humidity Sensor 

On the basis of this work, it is clear that the value of temperature and humidity are 
vital parameters to measure. For this reason, a sensor named DHT22 is used here to 
measure both temperature and humidity. Simply join the primary pin or the leftmost 
pin to the 3-5 V energy pin of the ESP32 board, the second one to our information or
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Fig. 2 DHT22 sensor 

data pin, and the rightmost pin connected to the ground. A small disadvantage of this 
sensor is it gets new information from it as soon as every 2 s, so while the usage of 
the library, sensor readings may be up to two seconds old. This sensor monitors the 
humidity rate from 0–100% with 2–5 accuracy and monitors the temperature from 
−40 to 80 °C readings with ± 0.5 °C accuracy [15]. Here Fig. 2 shows the DHT22 
sensor which measures temperature and humidity. 

3.3 MQ4: Methane Gas Sensor 

MQ4 is an alkane series gas sensor that observes the concentration of methane gas 
within the air and outputs its reading as an analog voltage. The concentration sensing 
of this sensor varies from 300 ppm to 10,000 ppm. The sensor will operate at temper-
atures from −10 °C to 50 °C and consume not up to one hundred fifty mA at 5 V. 
Connecting 5 V across the heating (H) pins keeps the device hot enough to perform 
correctly. This pin connects at either the A or B pins causing the sensor to emit an 
analog voltage on the opposite pins. A resistive load between the output pins and 
ground sets the sensitivity of the detector [16]. Figure 3 is the snapshot of the MQ4 
methane gas sensor.
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Fig. 3 MQ4 methane gas 
sensor 

Fig. 4 MQ135 gas sensor 

3.4 MQ135: Air Quality Sensor 

For measuring the CO2 here uses MQ135 which also can detect some harmful gasses 
and smoke like ammonia (NH3), sulfur (S), benzene (C6H6). This sensor module 
operates at 5 V and consumes around 150 mA, and also, it needs some preheating 
before it might truly provide correct results. The analog output pin of the sensing 
element is used to live the PPM value of the desired gas and for this issue here need 
to use an external microcontroller. Figure 4 represents the MQ135 gas sensor. 

4 System Architecture 

All the previously described components are integrated into the ESP32 DevKit. The 
circuit diagram below which represents Fig. 5 shows all pin connections of sensors 
along with the ESP32 board. 

Figure 6 shows the block diagram of the above-mentioned work. Here the sensors 
measure the data from outdoor air and pass it into the ESP32 board and with the 
help of a built-in Wi-Fi shield system data is passed into the ThingSpeak IoT cloud 
server.
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Fig. 5 Circuit diagram 

Fig. 6 Workflow diagram 

5 System Implementation and Testing 

While completing all connections for each component, deploy this portable device in 
the outdoor environment mostly in urban areas. It collected data in a specific duration 
and sent it into the ThingSpeak cloud server which is very suitable for IoT-related 
applications. In ThingSpeak data is stored in four different fields. In the section, 
Fig. 7 represents the value of the temperature sensor which unit is Celsius and also 
represents the value of the humidity sensor, MQ4 methane gas sensor, and MQ135 
carbon dioxide sensor. The unit of methane and carbon dioxide is ppm.
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Fig. 7 Data field in ThingSpeak 

Figure 8 shows the data sample in excel format where each attribute belongs to 
each measurement of data. ‘Temp’ attribute represents the temperature, respectively; 
‘Humi’, ‘CH4’, ‘CO2’ represent humidity, methane, and carbon dioxide levels. 

Fig. 8 Data sheet from ThingSpeak
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6 Conclusion 

This work represents the development of a portable IoT device for measuring methane 
and carbon dioxide along with temperature and humidity based on real-time data that 
is collected from outdoors. We have designed our hardware device with the help of 
some sensors and used software named ThingSpeak to gather the information of 
sensors and send it for visualization to the ThingSpeak dashboard. Used advanced 
IoT technologies to measure the rate of outdoor temperature and humidity quality 
for the changing level of methane and carbon dioxide. After studying several related 
works, we say about a hypothesis that there is an impact of methane and carbon 
dioxide to increase temperature and humidity levels. For this reason, our future 
goal is to find the correlation of changes in temperature and humidity based on the 
increasing levels of methane and carbon dioxide level. 
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Nationality Detection Using Deep 
Learning 

Md. Abrar Hamim, Jeba Tahseen, Kazi Md Istiyak Hossain, and Saurav Das 

Abstract A new intelligent monitoring model is developed by us for determining 
gender and nationality from frontal picture candidates utilizing the face area based 
on deep learning. Face recognition is influenced by a number of characteristics, 
including picture quality, illumination, rotation angle, blockage, and facial expres-
sion. As a result, we must first recognize an input image before converting it to a 
genuine input. Nationality is the most well distinguishing characteristic that is applied 
in every nation, and it is also important to secure authentication. Image detection is 
crucial in this case. Then, we can determine the facial shape, gender, and nation-
ality of the candidate image. In the end, we return the result based on the distance 
comparison using the use of a library to measure the sample. There were significant 
discrepancies across photographs while measuring samples based on their gender 
and facial features. The photos used in the input must be the same as those used in 
the output. Picture of a frontal face with clean lighting and no blemishes at every 
angle of rotation. The model may be used by ordinary people, models, celebrities, 
actors, and others. In the end, computer can tell nationality by looking at a picture 
of a person’s face. 
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1 Introduction 

Face recognition gives an outstanding possibility to grow a beneficial software to find 
out people’s identity for the immigration and security workplaces in many countries. 
In face recognition modeling and processing, the most important issue is to discover 
a solution for the act for faces that helps for different kinds of tasks regular of 
human performance. Human facial expression is a complicated visual pattern that 
includes common categorical statistics in addition to eccentric, primary data, identity 
particular by using these categorical facts, we are referring that some elements of 
a face are not particular to that specific face, however, is shared by way of a group 
of faces. These factors may be used to hire both unusual and acquainted faces to 
preferred semantic agencies such as place or nationality. Generally, computational 
patterns of face reputation constitute faces in phrases of geometric identifications 
that include angles, areas, and distances between base capabilities including mouth, 
nostril, eyes, or chin. At present, there are a few useful algorithms for identifying face 
candidate domain regions. Even though a few only work with the manual evaluation, 
others identify face areas. About the identification of nationality by face candidate, 
specifically research on detecting nationality has now not been researched but to 
choose to this problem, first we have got gathered one thousand face images from 
each country. 

2 Related Works 

Mainly this system is workable in the plain background picture. Input picture 
enhanced histogram equalization besides detection based on multiple scales which is 
called extracted edges linked wing energy function and finally face control extracted 
applying detection information [1]. This research is based on face key points, face 
part color, size, and distance. Image quality, lighting, and the facial expression also 
depend on it. They take real input, identify gender, face shape, and key point, and 
then give results. This result was found in the measurement database here the most 
important part is taking input image in frontal no rotation allows. Reference [2], the 
main work of this paper is detecting human face using skin color and also using here 
face shape and size. YCBCR and HSV have used the original pictures for quantized 
skin shade; his period performs rapidly for finding face point. For doing this face 
processing, a set of easy statistical deviations is created and also created a meaningful 
feature vector [3]. Because of using simile classifiers and attribute classifiers with 
LFW methods, its error rates were reduced by 31.68%. The attribute classifiers like 
“Hair”, “Skin”, “Flash”, and a total of 65 attribute classifiers could detect the visual 
appearance. Simile classifiers used a total of 60 numbers of people as a reference, and 
it works on expression, pose, and illumination. For more inquiry, the PubFig dataset 
is included. Reference [4], this paper worked on a new algorithm named “facial 
feature detection”. It collected images from people ages between 2 and 85. For better
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accuracy, four different types of facial pose images were taken. They analyze eyes, 
lips, and chin from images. This paperwork could be used in facial surgery, age 
classification, race detection, and other facial feature-related fields. Reference [5], 
this paper tests residual nets using 152 layers. An examination of CIFAR-10 within 
100 to 1000 levels is also presented. Reference [6], Viola-Jones confront finder is 
utilized to identify the position of the AdaBoost calculation confront. Once more, 
the geometric proportion of the confront is utilized to identify blunders within the 
confront and eyes. The bend of a cubic chime is utilized to decide to feel. Reference 
[7], this paper uses here D-CNN method. We chose to propose an effective convolu-
tional organized VGGnet design that can be utilized in extraordinary cases when the 
sum of training data utilized to learn D-CNN based on VGGNet design is restricted. 
Reference [8], this study proposed developing an application that provides users 
permit to a certain machine depending on a thorough examination of facial features. 
This project will be built with OpenCV and MS NET framework from Microsoft [9]. 
The system is made up of three parts and utilizes color pictures. Skin detection is 
implemented in the first module, which uses Markov random fields models for picture 
fragmentation and skin recognition. The second module is in charge of detecting and 
extracting eyes and mouths. The third module uses edge detection as well as measures 
the variation of the eyes and mouth region figures to identify the emotions depicted 
in the eyes and lips. Reference [10], in this paper, three labels were developed for 
an Arab picture dataset GCC, the Levant, and Egypt. The problem was solved using 
two methods of deep learning. When a pre-trained CNN was trained on the whole 
Arab dataset and then evaluated on a different dataset, the best result was 56.97%, 
and 52.12% when the Arab dataset labels were fairly distributed. Reference [11], 
in this study, we used facial images to train a machine learning classifier to predict 
Chinese, Japanese, and Korean. Of all the approaches we provided, CNN had the 
greatest accuracy rate (89.2%) in the three-class categorization of the three different 
languages [12]. Computer vision can predict nationality based on a person’s visual 
characteristics. This method has achieved an average of 93.6% accuracy with a very 
low misclassification rate, according to researchers at the University of Michigan 
[13]. The pre-trained method is used to minimize the dimensionality of the retrieved 
picture characteristics in a range of video frames so that meaningful and unusual 
events in the frame can be preserved. For the identification of abnormal circum-
stances at surveillance footage, the suggested technique is a hybrid of CNN and 
SVM architectures [14]. In addition, the utility of the deep learning approach for 
raising the applicability of picture identification with excellent testing performance 
has been reviewed when it comes to IoT image registration. Furthermore, the funda-
mental goal of this study project is to assemble a thorough survey data on the different 
kinds of IoT implementations, as well as security and privacy concern With a higher 
accuracy rate, privacy issues arise [15] (Table 1).
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Table 1 Reference paper overview 

Paper name Method name Accuracy 

[1] Jianguo Wang *, Tieniu 
Tan, A new face detection 
method based on shape 
information, 2000 

shape information using 
histogram equalization 

the system can accurately 
locate 87.5% of the faces 

[2] Bat-Erdene Batsukh, 
Effective Computer Model For 
Recognizing Nationality From 
Frontal Image, 2016 

using face part color, size, and 
distances 

86.4% 

[3] C. Garcia, G. Tziritas, Face 
Detection Using Quantized 
Skin Color Regions Merging 
and Wavelet Packet 
Analysis,1999 

YCbCr and HSV 94.23% 

[4] Neeraj  Kumar Alexander C.  
Berg Peter N. Belhumeur Shree 
K. Nayar, Attribute and Simile 
Classifiers for Face 
Verification,2009 

“attribute” classifiers and 
“smile” classifiers were used 

85.29% 

[5] Azam Bastanfard, Melika 
Abbasian Nik, Mohammad 
Mahdi Dehshibi, Iranian Face 
Database with Age, Pose and 
Expression,2007 

Iranian face database (IFDB) 94.20% 

[6] Kaiming He Xiangyu Zhang 
Shaoqing Ren Jian Sun, Deep 
Residual Learning for Image 
Recognition, 2015 

Deep residual learning training error < 0.1% 
test error 7.93% 

[7] Rembiye KANDEMİR1, 
Gonca ÖZMEN2, FACIAL 
EXPRESSION 
CLASSIFICATION WITH 
HAAR FEATURES, 
GEOMETRIC FEATURES 
AND CUBIC BÉZIER 
CURVES, 2013 

HAAR FEATURES, 
GEOMETRIC FEATURES, 
AND CUBIC BÉZIER 
CURVES 

97% 

[8] AmitDhomne, RanjitKumar, 
VijayBhan, Gender 
Recognition Through Face 
Using Deep Learning,2018 

D-CNN based on VGGNet 95% 

[9] Shervin, Emami Valentin 
Petrut, Facial Recognition 
using OpenCV, 2012 

OpenCV and MS NET 
framework 

95%

(continued)
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Table 1 (continued)

Paper name Method name Accuracy

[10] Ilias Maglogiannis 
Demosthenes Vouyioukas Chris 
Aggelopoulos, Face detection 
and recognition of natural 
human emotion using Markov 
random fields,2007 

Markov random fields 96.68 

[11] A Classification of Arab 
Ethnicity Based on Face Image 
Using Deep Learning Approach 

CNN 75% 

[12] Where am I from?—East 
Asian Ethnicity Classification 
from Facial Recognitio 

CNN 89.2% 

[13] A Convolutional Neural 
Network based Classification 
Approach for Predicting 
Nationality from Facial Feature 

CNN 93.6% 

[14] Design of Deep Learning 
Algorithm for IoT Application 
by Image based Recognition 

Proposed CNN framework 97% 

[15] An Efficient Dimension 
Reduction based Fusion of 
CNN and SVM Model for 
Detection of Abnormal Incident 
in Video Surveillance 

Hybrid proposed 90% 

3 Methodology 

The human confront is a fantastic source of information for a variety of human 
social interactions. Identifying a human face for any country’s citizens is a chal-
lenging task. However, employing machine learning to identify is now a far more 
viable option. In this case, machine learning seems to do a magical act. It assists us 
in identifying and distinguishing important human faces and expressions. Though it 
is a very critical term because individual confront are special. Face shape position 
and type, distance, and key point are not the same. We actually work here by keeping 
four different countries male and female. We collected human pictures considered 
as sample data. In our dataset, we collect every country’s public figure face. And 
our nominated countries are Bangladesh, Pakistan, India (Tamil), and Sri Lanka. 
We started our process by making architecture, and here, we applied convolutional 
neural network (CNN) model. A convolutional neural network (CNN) is a kind of 
artificial neural network employed in image recognition and method that is specif-
ically designed to process element data. CNNs are powerful image processes, AI 
(AI) that use deep learning to perform each generative and descriptive task, typically
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victimization machine vision that has an image and video recognition, in conjunc-
tion with recommender systems and language processing (NLP). A neural network 
is a system of hardware and/or code patterned once the operation of neurons within 
the human brain. Ancient neural networks are not ideal for image processing and 
must feed pictures in reduced-resolution pieces. CNN has their “neurons” organized 
additional like those of the frontal lobe, the space answerable for process visual 
stimuli in humans Associate in Nursingd alternative animals. The layers of neurons 
are arranged in such some way on cowl the complete field of regard avoiding the 
piecemeal image processing downside of ancient neural networks. A CNN uses a 
system very similar to a multilayer perceptron that has been designed for reduced 
processing requirements. The layers of a CNN encompass an input layer, an output 
layer, and a hidden layer that has multiple convolutional layers, pooling layers, fully 
connected layers, and normalization layers. The removal of limitations and increase 
in potency for image process results in a system that is much more effective, less 
complicated to trains restricted for image processing and language processing. 

Basically, three main types of layers are used to build convolutional neural network 
(CNN) architectures:

• Layers of convolution
• A layer of pooling
• Layer with full connectivity. 

Large features of a CNN are the first layer that can be recognized and outlined 
moderately simply. In this model, at first take input, it must be the face of any person, 
and here, we are using a library which is Autocrop/developed tool. This model takes 
the image as input and then is divided into different layers. Then lastly, show the final 
output actually. Our given input is four countries, and for this reason, eight types of 
output are scanned. Data preprocessing is a very important and significant part of 
recognizing. Convolutional neural network (CNN) has a place to watch and direct 
the execution of our action in machine learning for which we need to label the data. 
We organized our dataset by using the mapping process. And group them 1, 2, 3, 4, 
5, 6, 7, 8 by name. Our dataset is very large, and this mapping makes this process 
easier than before. CNN algorithm takes an image as input and then tests it made on 
a slandered dataset base for which this method works very fast and reliably. CNN is 
a class of neural networks that have vindicated exceptionally successfully in ranges. 
Such as image recognition and it has been compelling in recognizing objects, faces, 
and activity. Taking an image as input, we have cropped the face using Autocrop 
tools. Then, we converted the image into numeric data and send data to the trained 
CNN model and get the highest accuracy result, remap, and index data. Finally, we 
got our expected result (Fig. 1).
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Fig. 1 Work flowchart 

3.1 Face Detection and Classification 

Face detection is a concept that encompasses both face recognition and face detection. 
Face detection simply refers to a system’s ability to recognize a human face in an 
image or video. In this paper, photos are autocropped, and control points are extracted 
using the same segmentation methodology. Face cropping is usually done by hand, 
and the equations for obtaining a feature point are quite difficult. We used here a 
third-party library which is Autocrop. This library is quite beneficial. Our input data 
was filtered using it. It is simple to crop only the face of a photograph. At first, we 
filtered our all data. This is called leveling. Create a CSB dataset where all data 
information is stored. Autocrop’s unique feature is that all data is produced with the 
same height and width. We trained our dataset using the trained model and load there 
for creating a sequential model, and this is our CNN model. For our detection result, 
we used a base size of 10 and trained 50 times. Finally, compile the model, set the 
history, and run the program step by step to achieve our aim (Fig. 2). 

3.2 Identifying Gender 

The picture candidate’s gender was an interval exception while we were obtaining 
measurements from the sample photographs. Gender classification must have been
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Fig. 2 Face detection and classification 

used in real biological rules, particularly in anthropological and morphological anal-
yses. One of the most problematic aspects of describing faces as a set of features is 
that it assumes some level of a priori knowledge. It is challenging to come up with 
a set of traits that can accurately be separated between male and female faces. Men 
and women were initially placed in separate folders when gender was determined. 
We worked for four separate countries (Bangladesh, Indian Tamil, Pakistan, and Sri 
Lanka) and synchronized those folders by number since we worked for men and 
women from four different countries. In our dataset, we divided it into four cate-
gories: one for Bangladeshi males, two for Bangladeshi women, three for Pakistani 
men, and four for Pakistani women. Our dataset already knows this leveling and 
loading there for creating a sequential model, and this model identifies gender by 
detecting that folder. 

3.3 Recognizing Nationality 

A person’s nationality is a well-known distinguishing trait that is utilized in every 
country for important verification purposes. The size and spacing of face parts are
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determined by a number of parameters, including picture quality, and facial expres-
sion is the process of identifying nationality. As a result, we must first recognize 
a face in the image before converting it to a real-world input. Candidate may then 
be determined by the gender, facial shape, and portion of the face of the picture. 
Finally, we will return the result, which will be based on our database’s produced 
folder. There were significant variations between photos using these leveling folders 
when we were measuring samples. The frontal face image, with smooth illumination 
and no rotation angle, must be used as the input image. We run a trained test on our 
model and provide a model summary. Finally, design a confutation matrix utilizing 
this accuracy. It actually aids us in detecting nationality and identifying similarities 
between people from other countries (Figs. 3 and 4). 

Fig. 3 Bangladeshi male and female 

Fig. 4 Thailand male and female



666 Md. Abrar Hamim et al.

4 Evaluation and Result 

After collecting data, we used Autocrop to separate frontal face images from data for 
training. In our model, we have a total parameter of 3,380,440, the trainable parameter 
of 3,379,832, and the non-trainable parameter of 608. We trained our 10-batch data 
50 times. Here, some results are given below. Showing here some trained process. 
We know that the ratio of accurately expected data points among all the data points 
is called accuracy. In our first figure, it is clear that our beginning accuracy level was 
not very good, so we trained it, and now, it has the highest accuracy. A loss is the 
result of a wrong prediction. When loss decreases, accuracy increases gradually. 

From Fig. 5, we observe that accuracy rate keeps increasing in every step of 
training. And then we get up to 94.65% accuracy which is actually trained accuracy 
and 55.97% Val accuracy (value accuracy), which is acceptable. 

From Fig. 6, we can see from our loss-v-loss (validation loss) function graph, the 
loss is decreasing which is 8.34%. When our data is trained, the validation loss is 
determined on the v-set (validation set). 

Fig. 5 Model accuracy 

Fig. 6 Model loss
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5 Discussion and Conclusion 

In this paper, we proposed a model that could detect the nationality and gender of 
people in a very simple and effective way using frontal images. In the first place, 
we need to train our system with some targeted data we want to detect. We have 
achieved up to 94% accuracy with our small dataset. This model is useful for frontal 
face color images and sufficient lighting conditions. With this model, we can identify 
people’s nationalities easily. And it will be more effective if we train our system with a 
larger dataset. In a recent global world, finding out nationality is a challenging step. 
By detecting nationality immigration office, defense and government could make 
important decisions. It could be used in business modeling and online marketing. 

This project is mostly employed in the field of social work. Persons may use it to 
detect the gender and nationality of people from any country. Our long-term objective 
is to transform it into an Android application. The Android application has become 
more user-friendly in recent years. It may be simple to use and comprehend. As a 
result, we plan to create an Android application in the future. 
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A Novel Scheme to Deploy 
the Throwboxes in Delay Tolerant 
Networks 

Nidhi Sonkar, Sudhakar Pandey, and Sanjay Kumar 

Abstract Delay Tolerant Networks, the heterogeneous wireless network, are having 
the ability to enable communication in intermittent connectivity. But, the network 
suffers from poor performance due to low contact opportunity between nodes. 
Contact opportunity between nodes must be increased to improve the performance 
of the network. For that we can deploy static relay nodes also called as throwboxes 
in optimistic places so that more number of nodes can communicate by that node. 
Hence, performance of the network can be improved. In this paper, we proposed a 
deployment technique using grey wolf optimization (GWO), a metaheuristic tech-
nique to increase delivery ratio in minimum delay. In this paper, the objective is 
to find the optimal places using GWO hence, delivery ratio of the network can be 
increased with least end-to-end delay. For simulation, we have used ONE simulator 
to find the result and comparison with previously proposed deployment schemes in 
DTN. By analysing results, we can say that proposed deployment technique performs 
better as compared to existing deployment technique. 

Keywords Delay Tolerant Networks · Deployment · Static relay nodes ·
Throwboxes · Grey wolf optimization · Opportunistic network environment 

1 Introduction 

Delay Tolerant Networks have the ability to create communication in the environ-
ment where connectivity issues arise or no connectivity available. When end-to-end 
connectivity not available between the nodes in the networks, it is not possible to send 
messages in traditional protocols. But, DTNs used Store carry forward strategy to 
enable communication between them. That is data can be transmitted when two nodes 
encounters in the communication range of each other [1]. In literature, DTNs have 
been called by different names like Disruption Tolerant Networks, sparse mobile ad 
hoc networks, extreme wireless networks [2]. Delay Tolerant Networks have number
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of applications in different areas like underwater communications [3], space networks 
[4], wildlife tracking [5], remote area networks [6] and vehicular ad hoc networks [7] 
For DTNs, many algorithms have been developed, but their delivery ratio in minimum 
latency is very poor. Therefore, for improving delivery ratio with minimum latency 
contact opportunity between nodes must be improved. For improvement in perfor-
mance of DTN in most acquired approach is to deploy some static node also called as 
throwboxes in optimistic places so that nodes contact each other by that static node 
[8]. 

Throwboxes are the small storage devices that act as a relay node and buffer for 
the node that could not meet regularly [9]. The basic idea behind throwboxes is 
to improve performance of networks in terms QoS (Quality of Service) parameters 
such as delivery ratio and end-to-end delay and minimize the load on mobile nodes. 
Throwboxes work as an intermediate between two nodes that could not meet regularly 
but visit some hotspot places like bus stand, market, etc. in different time. Therefore, 
we can place the throwboxes in that places so that they can communicate to each 
other. Throwbox forwards message to the destination node or better node having 
probability of transmitting message to the destination. If node encounters to the 
throwboxes and message forwarded to the throwbox if source node visit that place. 
We can see in Fig. 1, direction of movement of node A and B is different so they 
cannot communicate to each other at any cost. If we deploy a relay node between them 
then they can communicate and share data to each other. When node A encounters

Fig. 1 Throwboxes in delay 
tolerant networks
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in the communication range of throwbox, it forwards the data to throwbox then the 
relay node (throwbox) forward to node B when it comes in the contact of relay node.

There are many applications of throwboxes proposed by authors are in Ref. 
[10]. According to Ref. [8], there are two types of throwbox placement: random 
throwbox placement and planned throwbox placement. Random throwbox place-
ment [11] strategy deploy throwboxes randomly in network area without consid-
ering any network factors. However, the cost of random deployment is very low and 
very easy to implement, but the performance of network may degrade in random 
deployment technique like lower delivery ratio and higher delays. Hence, we can 
say random deployment technique is not efficient for relay node placement. In the 
other hand, the planned deployment technique throwboxes are placed efficiently by 
considering network topology, routing performance, patterns of nodes etc. Hence, 
authors preferred to propose planned deployment technique so that network perfor-
mance could be improved. Number of deployment techniques are proposed for DTN, 
but best of our knowledge none of them has used any optimization technique to 
deploy the relay nodes due to the dynamic and challenging environment. Hence, the 
performance of existing techniques is not satisfying. 

Optimization techniques are being used to improve the QoS in the networks [12, 
13]. In this paper, a novel scheme to deploy throwboxes in DTN is proposed based 
on grey wolf optimization (GWO) technique. GWO [14] is the new metaheuristic 
technique to solve the problems of optimization. GWO is inspired by the hunting 
mechanism of pack of wolves who are trying to hunt prey. GWO is easy to implement 
and efficient as compared to other optimization technique. Hence, we have used GWO 
algorithm to find the best place to deploy the relay nodes in the network. We have 
considered three parameters of nodes to find the best using GWO that are: distance 
between mobile nodes to throwbox, residual energy of throwbox and node degree of 
throwbox. The main goal of this paper is to find the place where, distance between 
mobile nodes, is less with deployed nodes, less energy used and high node degree that 
is connectivity between other nodes to deployed node should be high. We have used 
GWO technique to find the optimum values of above-mentioned parameters. We have 
compared the proposed technique with existing deployment techniques. By analysing 
the results, we can say that proposed method have improved the performance of the 
network in terms of delivery ratio and end-to-end delay. 

The whole paper is organized as follows: Section 2 described the existing deploy-
ment technique in terms of related work, Sect. 3.1 presented the concept of grey wolf 
optimization, Sect 3.2 presented the proposed deployment technique using GWO. 
Section 4 described the simulation and results of proposed method as compare 
to existing deployment technique. Finally, paper is concluded in Sect. 5 using 
conclusion and future works.
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2 Related Works 

In Delay Tolerant Networks, researchers have proposed many routing protocols. 
The simplest version of DTN routing is the epidemic [15] routing protocol that is 
flooding-based protocol. İn epidemic routing node flooded message to each node that 
comes in the communication range and the nodes which have message also forward 
message to every node. This forwarding process continue till message reach to the 
destination. İn this technique, delivery ratio is highest, but overhead ratio is also very 
high. Spray and Wait [16] protocol is also flooding-based technique that works in two 
phases. İn spray phase node froward L/2 copies of messages to the all encountered 
node and in wait phase source node waits. İf message reached to the destination, 
the process is completed else remaining L/2 copies of messages forwarded to the 
encountered node. Hence, less number of copies of messages wasted and delivery 
ratio is high. Prophet algorithm is proposed by the authors in Ref. [17], in which 
message forwarded to the node that has more number of encounters in the history so 
that the probability to reach the destination could be improved. In Ref. [18] number of 
important routing protocols are proposed to improve the performance of the network. 
Routing protocols based on social characteristics of nodes are proposed in Ref. [19] 
that improves the performance of network. Some buffer management techniques are 
proposed in Ref. [20] with new parameters to reduce the message lost probability 
and improve the performance of the network. 

The idea of deployment of throwboxes or static relay nodes is proposed in Ref. 
[21]. The throwbox deployment is coupled with routing techniques to improve the 
data rate. The architecture of energy-efficient throwbox deployment technique is 
proposed in Ref. [22]. İn which authors successfully increased the number of deliv-
ered bytes to the destination. Social parameter-based throwbox deployment tech-
nique is proposed in Ref. [23] by discovering data of real-life tracing. The objective 
of the authors is to minimize the resource consumption. Several relay strategies are 
proposed in Ref. [24] to evaluate their performance using mathematical framework. 
In Ref. [25], authors tried to minimize the number of deployed relay nodes in vehic-
ular DTN under flow controls. However, none of them used optimization algorithms 
to deployment so that performance can be improved. In this paper, we have proposed 
a novel approach to deploy the throwboxes using grey wolf optimization technique. 
We have compared the proposed deployment technique with existing deployment 
techniques and find that proposed method has improved the performance. 

3 Methodology 

The objective of this paper is to deploy static relay nodes in the optimistic places so 
that the performance of the network can be improved. We have used GWO algorithm 
to find the optimum places. İn this section, we first explain the terminology of GWO
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in first subsection and the proposed deployment algorithm using GWO in second 
subsection. 

3.1 Grey Wolf Optimization (GWO) 

GWO [13] is a metaheuristic technique to solve the optimization problem inspired by 
the hunting mechanism of wolves. GWO works based on the hierarchy of leadership 
of the pack of grey wolf’s hunting technique. GWO technique is comparatively new 
optimization algorithm and least researched. The mathematical model of GWO can 
be derived by the pattern of observation of hunting mechanism of grey wolves. Then 
the equations obey the problems to find the optimized solutions. 

The solution of the problem can be classified on the basis of hierarchy of the 
structure of grey wolf’s social dominance. That means, the best solution is described 
as α, second best solution is termed as β and third best solution is described as δ. 
All the remaining solutions apart from these are considered as Ω that are the least 
fit solutions. The whole process of GWO is based on the hunting process of grey 
wolves guided by the solutions α, β, δ and Ω. 

In the hunting paradigm of grey wolves, they surround the prey by enclosing in. 
We can depict the surrounding behaviour of wolves in the mathematical formula 
which is as follows: 

−→
D = |−→C.

−→
X P (t) − −→Xt | (1) 

−→
X (t + 1) = −→X P (t) − −→A .−→D (2) 

where 
−→
A and 

−→
C are coefficient vectors, t is the iteration number, 

−→
X P is the vector 

position of the prey and 
−→
X is the position of grey wolf in the form of vector. The 

vector 
−→
A and 

−→
C can be calculated by following equations. 

−→
A = 2.−→a .−→r 1 − −→a (3) 

C = 2.−→r 2 (4) 

where −→r 1 and −→r 2 are random vectors ranges [0, 1] and the value of −→a decreased 
linearly from 2 to 0 as the repeated iterations. 

The hunting process is done by the best solution, i.e. α and β, and it is assumed that 
the location of prey is unknown. The least important solutions Ω update locations of 
wolves according to the information of the best wolves α and β. We can understand 
the mathematical equations of this process which are as follows.
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−→
D α = |−→C 1.−→X α − −→X | (5) 

−→
D β = |−→C 2.−→X β − −→X | (6) 

−→
D δ = |−→C 3.−→X δ − −→X | (7) 

−→
X 1 = −→X α − −→A 1.(−→D α) (8) 

−→
X 2 = −→X β − −→A 2.(−→D β ) (9) 

−→
X 3 = −→X δ − −→A 3.(−→D δ) (10) 

−→
X (t + 1) = 

−→
X 1 + −→X 2 + −→X 3 

3 
(11) 

The last and final step of grey wolves is to attack the prey. Using the above stated 
equations, we can compute the attacking position by analysing the fitness function. 

3.2 Proposed Method 

The paper aims to deploy the static relay nodes or throwboxes in the optimum places 
so that performance of the network can be improved. We have used GWO algorithm 
to find the optimum places. As the concept of GWO algorithm is described in the 
previous subsection. Here, we considered throwbox deployment problem as hunting 
problem of grey wolf. Grey wolves are considered as the throwboxes and prey is 
considered as the place to deploy the throwboxes. In the deployment process, we 
first deploy throwboxes randomly and find the fitness function and then move the 
throwbox using map-based mobility model and then find fitness function. We follow 
this process till the maximum iteration reached. Finally we deploy throwboxes in 
the place where value of fitness function is maximum. To derive the fitness function 
used parameters are described as follows: 

Node degree: Node degree can be calculated as the total number of nodes encoun-
tered to the particular throwbox. Node degree should be maximized to enhance the 
contact opportunity for a throwbox in the network. 

ND =
∑

E (12) 

where E is the total number of encounters.
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Residual Energy: Residual energy is the remaining energy of a node in the network 
can be capture at the time encounters. Energy is used for transmission and receiving 
process. Hence, remaining energy should be high. We assigned maximum energy to 
every throwboxes when they change their places. 

RE = RE (13) 

where RE is residual energy. 
Distance: Distance of the encountered node to the throwbox can be calculated 

using Euclidian distance and distance between nodes should be minimum. 

DT = dis(ni , n j ) (14) 

where ni is the throwbox and n j is encountered node. 
Hence, the fitness function of proposed method can be written as shown in Eq. 15. 

MaximizeF = α1 × ND + α2 × RE + α3 × (1/DT ) (15) 

Equation 15 represents, F is the fitness function that is function, where 
α1, α2andα3 are the weights of each sub objective where summation of all three 
parameters is equal to 1. 

The flowchart of proposed method is presented in Fig. 2, and the algorithm of 
proposed algorithm is presented as follows. 

Algorithm 

1. Initialize the population size and maximum number of iterations. 
2. Randomly deploy the throwboxes in the network. 
3. While (I < Imax) for each iteration do 
4. for each throwbox 
5. calculate fitness function using Eq. 15. 
6. Move the throw according to map-based mobility go to 5. 
7. end 
8. end 
9. place the throwbox in the location (x, y) with maximum fitness function. 

4 Simulation and Results 

For simulating the environment for proposed GWO-based deployment technique we 
have used ONE simulator. ONE simulator stands for opportunistic network environ-
ment [26] that is based on java programming, actually implemented for applications 
of Delay Tolerant Networks. Simulation parameters are shown in Table 1. We have  
considered default Helsinki city map for simulation with area of 4500 × 3400 m2
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Fig. 2 Flowchart of 
proposed method

with simulation time of 5000 s. Total number of mobile nodes considered as 100 and 
20 static relay nodes are considered. Both mobile and static nodes are first randomly 
deployed and then move according to mobility models. For mobile nodes random 
way point mobility model is used and for static relay node we move them according 
to map-based mobility model till the maximum number of iterations, and then we 
deploy them in appropriate places according to the algorithm proposed. We have 
considered up to 50 M of buffer size in nodes. Every node has 100 m of communica-
tion range and message size is considered as 100 kb. TTL of every message is taken
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Table 1 Parameters to 
simulate the environment 

Parameters Values 

Number of throwboxes 20 

Message size 100 kb 

Transmission range 100 m 

Buffer size 10–50 M 

Simulation area 4500 × 3400 m2 

Mobility model Random Waypoint 

Time to live (TTL) 300 min 

Simulation time 5000 s 

Message generation rate 5–30 message/min 

Number of mobile nodes 20–100 

Mode of transmission Bluetooth 

Data rate 2048 Bytes per second 

Number of iteration 100 

as 300 min which is default TTL in ONE simulator. For comparing the proposed 
method with existing deployment techniques, buffer size is varied from 10 to 50 MB 
and number of mobile nodes from 20 to 100 nodes to get delivery ratio and end-to-end 
delay. For the comparison, we have selected three existing algorithms first is NTB 
(No Throwbox) [17] in which no throwboxes are deployed for message transmission. 
Second method is RTB (Random Throwbox) [11] in which number of throwboxes 
are randomly deployed and third algorithm is STB (Social Throwbox) [23] in which 
throwboxes are deployed based on social parameters of networks. The comparison 
results as described in the following subsections.

1. Delivery Ratio 
Delivery ratio can be calculated as the ratio of total number of messages 

generated at the source node to the number of messages reached at destination 
node.

Figure 3 represents the comparison of delivery ratio with variation of buffer size 
from 10 to 50 MB. We can see the delivery increases for all the algorithms when 
buffer size increases. But the delivery ratio is highest for proposed deployment 
method and minimum for no throwbox technique. The reason behind this incre-
ment is proposed method selects the efficient place, where amount of connec-
tivity with the throwbox is increased hence, number of nodes transfers message 
to the node and node transfer it to destination. Hence, the delivery ratio has been 
increased for proposed method when buffer size varies. In Fig. 4, the improve-
ment in delivery ratio is presented when number of mobile nodes varies from 20 
to 100. We can observe that when mobile nodes increase the delivery ratio has 
been increased and highest for proposed method for static node deployment. The 
reason behind this increment is when number of nodes increases the opportunity of
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Fig. 3 Improvement in delivery ratio with respect to buffer size 

Fig. 4 Improvement in delivery ratio with respect to number of mobile nodes
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Fig. 5 Decrement is end-to-end delay with respect to buffer size 

message transmission increases. Also, we have selected the important parameters 
of place for node deployment hence, the delivery ratio has been increased.

2. End-to-end Delay 
End-to-end delay can be calculated as the total time to transfer message from 

source node to destination node. 

In Fig. 5, the decrement in end-to-end delay with respect to buffer size is presented. 
We can observe that delay is least for proposed deployment technique and highest 
for no throwbox technique. The reason behind this decrement is when we increase 
buffer size less number of message deleted from the buffer and more number of 
message reached to the destination. İn proposed method, we have selected important 
parameters of the place; hence, the delay is least for the proposed method. In Fig. 6, the  
decrement in end-to-end delay with respect to number of mobile nodes is presented. 
We can observe that when we increase number of mobile nodes the opportunity 
increases to forward message and static nodes are placed in the efficient places 
hence messages need not to wait for the connectivity. Hence, the end-to-end delay 
has been decreased. 

5 Conclusion and Future Work 

In this paper, a novel scheme to deploy throwboxes in Delay Tolerant Networks 
have been proposed. Grey wolf optimization technique is used to find the optimal
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Fig. 6 Decrement in end-to-end delay with respect to number of mobile nodes 

places in the network to maximize contact opportunity; hence, delivery ratio can 
be increased with minimum delay. For the fitness function computation, we have 
selected three important parameters that are node degree, residual energy and distance 
between mobile nodes to the throwboxes. Proposed method is compared with existing 
deployment technique and analysed that proposed method has higher delivery ratio 
and least end-to-end delay. For future work, we can consider the more number of 
parameters for computing fitness function so that performance can be increased. 
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Forest Fire Prediction Using Machine 
Learning and Deep Learning Techniques 

M. Shreya, Ruchika Rai, and Samiksha Shukla 

Abstract Forests are considered synonyms for abundance on our planet. They 
uphold the lifecycle of a diversity of creatures, including mankind. Destruction of 
such forests due to environmental hazards like forest fires is disastrous and leads to 
loss of economy, wildlife, property, and people. It endangers everything in its vicinity. 
Sadly, the presence of flora and fauna only increase the fire spread capability and 
speed. Early detection of these forest fires can help control the spread and protect 
the nearby areas from the damage caused. This research paper aims at predicting the 
occurrence of forest fires using machine learning and deep learning techniques. The 
idea is to apply multiple algorithms to the data and perform comparative analysis to 
find the best-performing model. The best performance is obtained by the decision 
tree model for this work. It gave an accuracy of 79.6% and a recall score of 0.90. 
This model was then implemented on front-end WebUI using the flask and pickle 
modules in Python. The front-end Website returns the probability that a forest fire 
occurs for a set of inputs given by the user. This implementation is done using the 
PyCharm IDE. 

Keywords Forests · Fire · Prediction ·Machine learning · Deep learning · Flask 
implementation 

1 Introduction 

Forests have always been the synonym for abundance on our planet. As a source of 
food, vegetation, and wildlife, they have played a significant role in human lives ever
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since humankind emerged. They control the soil and water cycles, thus impacting 
the agriculture levels in the nearby areas. Being home to more than half of the animal 
species, they keep the ecological diversity in check. These giant green land masses 
play a crucial role in our daily life, from the food we eat or the air we breathe to the 
climate we see around us. 

Countries rely on their forests for the economy as well, as they provide a livelihood 
to millions of their people. The day-to-day production activities of goods like paper, 
wood, fruits, etc., even medicines and cosmetics, rely heavily on forests. Forests 
also improve the touristic value of a country. In places like Hawaii, Bali, Maldives, 
and most islands, the government relies heavily on tourism, reflected in their budget 
plans. Local forests provide a beautiful ecotourism experience to their customers. 

Forest fires are many environmental hazards, controlling whom becomes compli-
cated with every passing minute. The presence of vegetation acts as fuel to the fire, 
and every minute, the fire intensifies by multiple folds, thus increasing the water 
required to put it out. The previous century has marked numerous forest fire events. 
From the Black Friday Bushfire in Australia’s Victoria State in January 1939, which 
burnt a massive 4.9 million acres, to the recent Californian wildfire in the USA, which 
burnt around 18,000 acres in 2020, wildfires have been causing havoc and resulting 
in human and wildlife fatalities. The increase in demand to detect and control these 
fires with a minimum delay has been growing ever since. Researchers and scientists 
have been trying to develop solutions to avoid or reduce the effects of these fires so 
that the damage can be minimized. While the fire control techniques and strategies 
are taken care of by the Forest Department of every country, there exists a lot of 
scope in coming up with novel ideas for faster forest fire detection. 

Motivation: Machine learning (ML) and deep learning (DL) techniques have 
been used in every discipline over the past decade. It has provoked scholars to imple-
ment these computer techniques even in the forest fire domain. Research has been 
conducted to study the patterns in forest fires. Many papers have elaborated on the 
insights from data, used ML or DL models for various purposes, and proposed solu-
tions for implementation. While a few papers suggested prototypes of new sensor 
devices, a few analysed the satellite images for a particular region, and others only 
used specific ML or DL techniques with already existing data. 

Contribution: This paper aims to analyse and predict forest fires using machine 
learning and deep learning techniques. Two datasets containing meteorological and 
Fire Weather Index (FWI) parameters are collected. These datasets correspond to two 
different regions, namely Portugal and Algeria. To gain insight into the characteristics 
of the data, a thorough exploratory data analysis (EDA) is performed. The data is 
visualized using principal component analysis (PCA) and split into train and test 
sets. Nine machine learning models and one deep learning model are applied to the 
data, and results are obtained by comparing accuracy, precision, and recall metrics. 
The best model is obtained based on the metrics, and the same is implemented on a 
front-end web UI using flask. This WebUI takes the input of certain features from 
the user and generates an output that shows the probability of forest fire occurrence 
for the corresponding input conditions.
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Organization: This paper is organized as follows. Section 2 provides a brief 
overview of related research work. The problem definition, research challenges, 
and dataset description are depicted in Sect. 3. Section 4 presents the methodology 
and module description. Module description explains pre-processing, model, and 
architecture of the model. The performance analysis and results are discussed in 
Sect. 5. Section 6 concludes the paper, and future work is discussed. 

2 Related Work 

One of the renowned works done in this area was a contribution of Cortez and Morais 
[1], who collected the dataset for forest fires found in the UCI machine learning 
repository. There were four different feature selection setups: spatial, temporal, FWI 
components, and weather attributes. Several data mining models like decision trees 
(DT), random forest (RF), multiple regression, and neural networks (NN) were used, 
among which SVM gave the best results with just four attributes such as temperature, 
wind speed, relative humidity, and rain. Their work was extended by Rishickesh et al. 
[2], who used bagging and boosting techniques with and without PCA. In their paper 
[2], logistic regression gave the best result with PCA, and without PCA, gradient 
boosting gave the best result. 

Multiple papers have collected and used NASA’s MODIS terra and aqua data for 
analysis. In contrast, Slobodan Milanovíc et al. [3] collected data for Serbia, and Ma 
et al. [4] collected data for six geographical regions in China. The random forest 
model gave the best accuracy for both papers. In Ref. [3], the model performance 
was assessed by ROC curves, while the other paper [4] concluded that climate and 
vegetation variables had a significant impact on forest fire occurrence. A new method-
ology for predicting forest fires in Greece based on the Canadian Fire Weather Index 
system components (FWI—fire weather index) was introduced by Varela et al. [5]. 
This paper used simple Geographic Information Systems (GIS) functionality. The 
methodology outcomes are provided as indicators for individual areas and as maps 
at a regional or national level. Identifying the advantages of both methods, Stojanova 
et al. [6] used a combination of NASA’s MODIS, Aladin, and GIS data for three 
regions of Slovenia to predict forest fires. Various machine learning and ensemble 
methods from the WEKA data mining system were used, and it was seen that bagging 
of decision trees gave the best result. 

Manual data collection was observed in a few research works like Pragati et al. 
[7] and Varela et al. [8]. The paper [7] used Wireless Sensor Networks (WSN), 
which took regular readings and sent them to the cloud for storage. In contrast, the 
paper [8] collected data for only two features, namely temperature and humidity. 
The data sent to the cloud was experimented with using decision tree and support 
vector machines. The decision tree gave the best results, whereas the other data used 
only the regression technique. If the result of the regression technique met some fire 
threshold conditions, then the ID, location, temperature, and humidity parameters 
were sent forward for fire control.
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While the famous work by Cortez and Morais [1] used five different data mining 
techniques, Wijayanto et al. [9] used a data mining technique called adaptive neuro-
fuzzy inference system (ANFIS). Data on wildfire hotspots in Central Kalimantan, 
Indonesia, were analysed, and this technique was used to classify fire alarms into 
true or false ones. The results showed low training and testing errors. 

Some papers experimented with image analysis of the forest fire hotspots. Ananya 
et al. [10] implemented several ML models, among which random forest gave the best 
results. Then, the satellite image map space of the area was extracted for prediction 
and converted to an HSV model. If the number of hotspots in the image is more 
significant than a threshold limit, a fire was detected. However, Syarifudin et al. 
[11] used a 1D convolutional neural network to predict the number of hotspots for 
the early treatment of forest fires. They used variations in output, the learning rate, 
and the number of nodes applied on neural networks. The final results included the 
MAAPE for daily, monthly, and 12-month predictions, respectively. 

A few papers and book chapters were studied to understand forests in general. 
A broad spectrum of information was gained around forests and their evolution 
through the paper written by Wodzicki [12], translated to English by Barbara Przy-
bylska. The author elaborated on the evolution of forests on earth, starting from 
the formation of wood-like plant tissues to the current day forests. It was empha-
sized that forests ecosystems should be characterized by their entirety and not by 
specific features. Few other important points like the size of forest lands, effects 
on gases like nitrogen, soil fertilization, and impact on biodiversity were covered 
in the book chapter ‘Tourism and Forest Ecosystem’ by Gössling and Hickler [13]. 
They explained how tourism impacted the forest ecosystem, the various forest-based 
activities, and the interdependence of forests and climate changes. 

The research work by Zong et al. [14] does not fit any models onto the data. Instead, 
it mainly focuses on estimating the forest fire seasons and patterns. The data were 
collected for five countries, namely Kazakhstan, Kyrgyzstan, Tajikistan, Uzbekistan, 
and Turkmenistan, and the fire seasons were analysed for different vegetation types 
like shrubs, grasslands, mountain forests, etc. 

A literature review paper by Arif et al. [15] and a comparative study by Ahmad 
A. A. Alkhatib [16] were utilised to understand the current forest fire analysis and 
prediction trends. The paper [15] reviewed and summarized the recent trends in 
forest fire events prediction, detection, spread rate, and mapping of the burned areas. 
It stated the four significant research areas related to forest fires and emphasized 
that accurate prediction was a challenging task. On the other hand, the paper [16] 
summarized and elaborated the various methods and then pointed out the advantages 
and disadvantages of each. 

While hybrid models were used by researchers like Shidik and Mustofa [17], an 
innovative approach was presented in the paper by Silvester et al. [18]. The hybrid 
model used a combination of clustering and classification approaches where several 
algorithms were combined and tested with fuzzy c-means (FCM). This model’s best 
result was obtained using the combination of FCM with BPNN and classified into one 
of the three categories, namely no burn area, light burn, and heavy burn. However, 
in the paper [18], bird sounds were classified using deep learning (DL) algorithms
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like convolutional neural network (CNN) into two classes, namely under normal 
conditions and threatened or panic conditions. ReLU activation function was used, 
and the results obtained showed that this classification surprisingly gave 96.45% 
accuracy. 

3 Problem Definition, Challenges, and Dataset Description: 

3.1 Problem Definition 

The problem is to predict the occurrence of forest fires using machine learning and 
deep learning techniques. This paper aims at a thorough understanding of the dataset. 
Multiple supervised and ensemble techniques are used to analyse the data. The best 
model obtained is implemented on a front-end Web UI using the flask module. 

3.2 Challenges 

The analysis and prediction were performed on a combination of two datasets. These 
datasets correspond to two different geographic locations, namely Portugal and 
Algeria. Also, the feature set of one dataset is a subset of the other dataset features. 
Building the remaining features from the official document is a time-consuming task. 

3.3 Dataset Description 

The first dataset is called ‘Algerian forest fires’. The second dataset is called ‘forest 
fires’. Both the datasets are taken from the UCI machine learning repository, and 
they correspond to the forest fire data of Algeria and Portugal, respectively. 

The final dataset had a total of 14 features, which were Temp, RH, Windspeed, 
Rain, FFMC, DMC, DC, ISI, BUI, FWI, and Classes (same description as in Table 
1) along with month (month of the year 1–12), year (year of forest fire), and location 
(two classes, Algeria or Portugal). Since the data for BUI and FWI columns were 
missing in the Portugal dataset, they were imputed using the formulae from the 
official document [19]. The area and day features were dropped since imputing their 
missing values would not be meaningful.
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Table 1 Features of both the 
datasets 

Algerian data features Portugal data features 

Date—date of forest fire 
(dd/mm/yy) 

X—X-axis coordinate (0–9) 

Temp—Temperature in Celsius Y—Y-axis coordinate (0–9) 

RH—Relative humidity in % Month—Month of the year 
(Jan. to Dec.) 

Ws—Wind speed in km/h Day—Day of the week 
(Mon. to Sun.) 

Rain—Rainfall in mm/m2 FFMC—Fine fuel moisture 
code 

FFMC—Fine fuel moisture 
code 

DMC—Duff moisture code 

DMC—Duff moisture code DC—Drought Code 

DC—Drought code ISI—Initial Spread Index 

ISI—Initial spread index Temp—Temperature in 
Celcius 

BUI—Buildup index RH—Relative Humidity in 
% 

FWI—Fire weather index Wind—Wind speed in km/h 

Classes—two classes (fire and 
not fire) 

Rain—Outside rain in 
mm/m2 

Area—Burned area of forest 

4 Methodology 

Initially, domain knowledge is acquired by reading multiple papers and understanding 
the kind of work done. The proposed methodology is applied to the combined dataset 
with 14 columns. A total of nine machine learning algorithms and one simple neural 
network under deep learning are applied. The coding is done in the Jupyter Notebook 
using the Python programming language (Fig. 1).

Data Collection Data 
Preparation 

Feature 
Engineering 

Model BuildingComparative 
Analysis 

Implementation 
on WebUI 

Fig. 1 Methodology
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The following steps are followed in methodology:

Step 1: Data Aggregation: The data were collected from two different sources for 
this study. So, the first step was to aggregate it. 

Step 2: Data Preparation: Since a few columns had no data in any one of the 
datasets, they were either imputed using the official document [19], or 
they were dropped if deemed not necessary, as mentioned in Sect. 3.3. 

Step 3: Exploratory Data Analysis: This step was performed in three stages: 
univariate, bivariate, and multivariate. Unsupervised techniques like prin-
cipal component analysis (PCA) and clustering were used under multi-
variate analysis. Each of them gave significant insights into the data at 
hand. 

Step 4: Training and Test Set: In this step, the data are split into training and testing 
data in the ratio of 80–20. As a result, 80% of the data is used for training 
purposes, and the remaining 20% is used for testing the performance of the 
previously built model. The more training data is, the better it is to learn 
from it. 

Step 5: Model Building: A total of ten models are trained and tested on the data. 
Among them, nine are machine learning models, which include ensemble 
techniques. They are support vector machine, decision tree, logistic regres-
sion, naïve Bayes, k-nearest neighbours, random forest, AdaBoost classi-
fier, XGBoost classifier, and voting classifier. Under deep learning, a neural 
network is built, trained, and tested on the data, and the results are analysed. 

Step 6: Model Comparison: All the models built in the previous step are compared 
based on various performance metrics like accuracy, precision, and recall. 
The best accuracy of 79.6% was obtained using the decision tree algorithm. 
It also gave a recall score of 0.90 for the ‘fire’ target class. 

Step 7: Feature Identification: Since the decision tree model gave the best results, 
feature importance is drawn from the model. The top three critical features 
are selected for the front-end WebUI. 

Step 8: WebUI implementation: PyCharm IDE is used for this implementation. 
Essentially, the WebUI takes input from the user and gives an output along 
with a safe or dangerous message (Fig. 2). 

4.1 Module Description 

4.1.1 Proposed Model 

The dataset is split into features, targets, training, and testing sets. All the columns 
excluding the target are considered as features. The data are divided into an 80:20 
ratio for training and testing purposes. It means that 80% of the data are used for 
training the model, and then, the other 20% is used to test the pre-trained model. All 
the ten algorithms mentioned in Step 5 of the methodology section are trained and 
tested on the data.



690 M. Shreya et al.

Fig. 2 Overview of workflow 

It was seen that the decision tree gave the highest accuracy of 79.6%. Since 
accuracy can sometimes be biased, the model performances were also checked using 
the confusion matrix. A classification report was obtained for each model, clearly 
stating the precision and recall of the fire and non-fire classes. Since fire events are 
more important than non-fire ones, the precision and recall corresponding to the fire 
class are considered. 

4.1.2 Feature Importance 

Since the decision tree algorithm gives the best accuracy, this model is considered 
the best-performing model on the data. The feature importance is then obtained using 
Python’s sklearn library. The top three features with the highest priority are noted. 

Figure 3 clearly shows that features corresponding to ‘FFMC’, ‘windspeed’, and 
‘temperature’ have the highest importance, respectively. They will be used for the 
front-end WebUI implementation. 

4.1.3 WebUI Implementation Using Flask 

A front-end web page is created where the user inputs three features: FFMC, wind 
speed, and temperature. These values are captured as a form and sent as a POST or 
GET request to the back-end. In the back-end, the pickle library is used for storing 
the models. The decision tree is trained once on the data, and the trained model is 
loaded into the pickle file. The pickle file is called in the back-end whenever a new 
input is received from the front-end. Since the model is already trained, the pickle 
file generates an output for the new data points, and this output is displayed back to
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Fig. 3 Feature importance 

the user on the front-end. The probability of a forest fire occurring or non-occurring 
is printed on the front-end along with danger or safe message. 

5 Experimental Results 

Table 2 shows the results obtained from all the ten models, including the accuracy, 
precision, recall, f1-score, and AUC-ROC score of each model. The decision tree

Table 2 Model performances 

Model name Accuracy Precision Recall F1-score AUC-ROC score 

Support vector machine 73.6 0.68 0.90 0.80 0.71 

Decision tree 79.6 0.73 0.90 0.80 0.75 

Logistic regression 69.7 0.67 0.88 0.76 0.68 

Naive Bayes 67.1 0.63 0.93 0.75 0.65 

K-nearest neighbours 68.4 0.72 0.68 0.70 0.68 

Random forest 73.6 0.73 0.80 0.77 0.73 

AdaBoost classifier 69.7 0.70 0.78 0.74 0.69 

XgBoost classifier 73.6 0.73 0.80 0.77 0.73 

Voting classifier 73.6 0.74 0.85 0.80 0.75 

Artificial neural network 61.8 – – – –
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Fig. 4 Confusion matrix of 
the decision tree model 

gives the best accuracy. Also, its recall score is 0.90, which means that the model 
can correctly identify a fire occurrence 90% of the time.

The confusion matrix gives an insight into how many data points were classified 
correctly and how many of them were misclassified. The values along the diagonal 
are correct predictions, and every other value is where the model is misclassified 
(Fig. 4). 

The rows in this confusion matrix indicate the actual classes, whereas the columns 
indicate the predicted classes. So, there are four values printed, which are true nega-
tives (top left value), false negatives (top right value), false positives (bottom left 
value), and true positives (bottom right value). 

Various metrics like true positive rate, false positive rate, accuracy, precision, 
recall, sensitivity, specificity, and many more are used to assess the model’s 
performance. These are calculated from the values in the confusion matrix. 

Figure 5 shows a sample WebUI input that gives an output probability of forest fire 
occurrence as 0.87 along with a message that the forest is in danger. If the likelihood 
of forest fire occurrence is too low, its probability, along with the message ‘Your 
Forest is Safe’, is printed instead. 

Fig. 5 Front-end WebUI



Forest Fire Prediction Using Machine … 693

6 Conclusion and Future Work 

This study presents the forest fire-related challenges and prediction model using 
machine learning and deep learning techniques. Multiple research papers have been 
examined to understand their objectives, analyse the technique utilised, and identify 
any gaps in them. 

Based on the data collected from various resources, the data cleaning process is 
applied. After addressing the missing values, various visualization approaches are 
used to gain insights. Specifically, univariate, bivariate, and multivariate analysis 
techniques were applied to gain insights. After this, several ML and DL models were 
applied and tested for their performance. The decision tree algorithm obtained the 
best results with an accuracy of 79.6%, and a recall score of 0.90 for the fire class. 
The model was implemented on a front-end WebUI using the flask and pickle Python 
modules. This WebUI gives the probability of a forest fire for a given set of input 
parameters. 

In the future, the work can be extended by collecting more data from various 
geographical locations around the globe for further analysis. Using more data would 
give more precise results for the machine learning model as it would have more data 
to learn from. Also, a few other deep learning techniques can be applied. 
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Barbara Przybylska). Leśne Prace Badawcze, Forest Research Papers, vol 81, pp 133–138 

13. Gössling S, Hickler T (2020) Tourism and global environmental change—chapter X: tourism 
and forest ecosystems. In: Gössling S, Hall MC (eds) Tourism and global environmental change 

14. Zong X, Tian X, Yin Y (2020) Impacts of climate change on wildfires in central Asia. MDPI 
Forests 

15. Arif M, Alghamdi KK, Sahel SA, Alosaimi SO, Alsahaft ME, Alharthi MA, Arif M (2021) 
Role of machine learning algorithms in forest fire management: a literature review. J Robot 
Autom 5(1):212–226 

16. Alkhatib AAA (2014) A review on forest fire detection techniques. Int J Distrib Sens Netw 
2014:12 

17. Shidik GF, Mustofa K (2014) Predicting size of forest fire using hybrid model. In: International 
federation for information processing (IFIP), ICT-EurAsia, pp 316–327 

18. Permana SDH, Saputra G, Arifitama B, Yaddarabullah, Caesarendra W, Rahim R (2021) Clas-
sification of bird sounds as an early warning method of forest fires using Convolutional Neural 
Network (CNN) algorithm. J King Saud Univ Comput Inf Sci 

19. Van Wagner CE (1985) Equations and FORTRAN program for the Canadian forest fire weather 
index system. In: Pickett TL (ed) Canadian forestry service, Petawawa National Forestry 
Institute, Chalk River, Ontario, Forestry Technical Report



Wearable Thong Entrenched with SoS 
Facility and Mobile Ad Hoc Network 

S. Kiruthiga, D. Umanandhini, S. Sridevi, and N. Beulah Jabaseeli 

Abstract To ensure peace and safety of the country, military forces are inevitable for 
the country’s protection. India has the second largest military force in the worlds with 
the strength of 1.4 million active troops. The army people lose their valuable lives due 
to lack of technical infrastructure to provide status about the injured soldiers. Many 
lose their lives and become disabilities because of injuries rather than battlefield. 
Nowadays, there are vast amount of electronic gadgets to fight against the enemies 
and secure the nation in the border. But in some adverse conditions like bad weather 
or due to remote location of soldiers, it becomes impossible to interact with them and 
monitor their health conditions of militants. In this work, we are developing a modern 
wearable smart thong entrenched with system of system facility and mobile ad hoc 
network. It has the special feature of continuously monitoring the health condition of 
troops. It also continuously records the health parameters and environmental param-
eters of the military warriors so that valuable lives of soldiers which is significant 
asset to our country can be rescued at right time. 

Keywords Smart thong · System of system facility ·Mobile ad hoc network ·
LoRaWAN
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1 Introduction 

India has the second largest military force in the world. Soldiers lose their life, due to 
unavailability of life saving resources and innovative ideas and minimal trials, support 
from medical personnel. Our work helps in minimizing these travails and improves 
the emergency savior of the armed forces personnel these includes assessment of 
soldiers in the aspects of vital parameters and minimize the dependence to medical 
faculties. It acts as an appropriate tool for measurement of health condition of soldiers. 
This will also help in evaluating the progress and deterioration in the health of the 
warriors whether the development of new assistive technology will be favorable or 
not. 

Digital devices and interactive objects that can sense and control physical devices 
can be built on Arduino which is an open source and in our work we use Arduino Uno, 
ATmega328 microcontroller in which has special features like being more powerful, 
easy to code, compatible with other devices and available cheap in market. MANET 
(LoRaWAN module) [1]—Lora technology is designed for long-range low-power 
communication; it mainly targets M2M and IOT networks, enables public or multi-
tenant to connect a number of application in the same network. The GPS module 
provides information’s like current time, date, latitude and longitude coordinates 
of the soldiers to the needed microcontroller. It requires no external components 
except power supply. It is built up with internal RTC back-up battery. It can be 
directly connected to microcontroller’s UART. It includes vital parameters like heart 
pulse rate, temperature of the body. It is useful in diagnosis of health of militants in 
military hospitals, before sending them to foreign missions and in monitoring their 
health conditions from the battle field. 

2 Related Work 

The paper by Niket Patel et al. [2] reports health-based tracking and monitoring 
system for soldiers. Their work proposes using Internet of Things (IoT), which can 
be integrated on the soldier’s body to track their vital health parameters status and 
current location using Global Positioning System, it is used by mounting on soldiers 
accessories. Using Internet of Things, the collected from soldier will be transmitted 
to the base station. Their work comprises tiny wearable functional equipment’s like 
biomedical sensors and transmission modules. Therefore, by using the proposed 
work, it is feasible to implement a mechanism of low cost to safeguard the valuable 
human life on the battlefield by examining the oxygen level available. 

The work done by Patrik Kutilek et al. [3] proposes the purpose of wearable 
life-guarding systems in military. It describes the various types of current wearable 
sensors. It does the quantitative evaluation of the soldiers. They use a telemetry 
monitoring system with Flexi guard. It presents the State of development of Flexi 
guard in the Czech Republic Army.
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Thanga Dharsni et al. [4] propose a method of building a wearable device using 
distributed computing. The control room acts as an active hub, which monitors the 
health parameters of the soldiers along with the location. GPS is used in guiding them 
in directions when they are in remote areas. GSM module is used for information 
transformation; using the data received from soldiers authorities in control room may 
take action immediately. 

Zeeshan Raz et al. [5] addresses the challenges faced Pakistan soldiers and 
provides solution to it, by designing a light weight wearable device. They also design 
a device which consumes low power, because of it even in remote village areas; it 
can withstand charge for a long period. 

Chao Lv et al. [6] does a research individual soldier energy-efficient system. 
They suggest a feasible system for evaluating the energy of soldiers. EEG (Electro 
Encephalogram) is collected, and wavelet analysis is performed on it. Various steps 
like feature extraction, labeling, filtering and cluster analysis were done with the 
data. It provides theoretical basis approach for promoting the nervous system and 
brain development. 

Jitesh Pabla et al. [7] combines IoT with blockchain technology to monitor the 
soldiers health parameters and transfer them securely using body sensor network 
(BSN). They provide the data tamper proof and distributed it by encrypting it using 
blockchain technology. 

Patient preference management system through IoT using Computer Vision was 
developed by Sathesh [8] to serve in unusual condition like viral explosion, war and 
natural disaster, whereas traditional computer-based systems will make the patient 
wait for long time. Here they propose a new IoT-based Computer Vision system 
to send their status through email or phone messages. Various AI-based algorithms 
like FRR, MAS, AWS and ODA are applied to analyze the efficiency. They yielded 
good result with AWS when compared to other algorithms. AWS also minimizes the 
power consumption and execution time for data movement. 

Tatugade et al. [9] indicate the demand of MANET-type communication and its 
features like communication network and information sharing, but it has limited 
power resource. So their work deals with energy node limitations and suggests 
approaches that prolong the battery life in WSN that are clustered hierarchically. 
It also does a comparison between homogeneity and heterogeneity of nodes using 
Protocols like Low Energy Adaptive Clustering Hierarchy (LEACH) and Stable Elec-
tion Protocol (SEP). They proposed a protocol called Advanced SEP to enhance the 
lifetime of wireless sensors in MANET. Since the entire network infrastructure is 
moving in MANET, terrain interference point-to-point nodes may be dropped beyond 
the coverage, because of this the stability of network is continually stressed which 
needs a betterment of their ASEP protocol with mobility concern. 

Santhanamari et al. [1] propose health monitoring system for soldiers using 
secured data transmission through sensors; they focused on designing health moni-
toring system over MANET, with an efficient nRF24L01 routing protocol, by 
comparing with OMNET++. The body parameters are sensed using bio-sensors and 
transmitted to control room via offline thus ensuring secure communication, alert the 
control room when an emergency happens SoS (Signal on Ship) is used via cloud
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service. They left a future scope to use LoRaWAN technique to support long-range 
and fast communication even in terrain regions. 

Taleb et al. [10] indicate the need of WBAN in future; it gives the survey of 
all wireless technologies and bio-sensors available in market which can be used 
in medical field. It consists of miniaturized sensors which are used to collect and 
transmit data through wireless network. The use of other emerging technologies like 
LPWAN (Low Power Wide Area Network) was also identified and surveyed. The 
application of IoT with WBAN is developed and discussed in their work. 

Archana Padikar et al. [11] dealt with an idea of keeping track of soldier param-
eters. Arduino UNO and Node MCU are used in soldier monitoring system. They 
have integrated traditional IoT with GPS. This was useful to warfare in situations like 
when extreme poisonous gas is present, in life-threatening situations, and in critical 
psychological state. They proposed a future scope of involving DC power source to 
harvest solar energy directly and place a camera at the soldier end which enables the 
doctors and rescue team to view the situation of soldiers in real-time. 

Mahammad Eliyaz et al. [12] designed a soldier monitoring system with MyRio 
which is an embedded evaluation board, and Lab View PC which enables soldiers to 
send messages via GUI. GSM 900IDRS232 is used to monitor physical parameters 
of the soldier. It helps commanders at base station to sketch the war strategies. By 
making proper GUI at base station PC, the base station can be developed was the 
future scope proposed by them. 

Aashay Gondalia et al. [13] described the ability to track the location and monitor 
health of soldiers using GPS module and wireless body area sensor networks 
(WBASN). ZigBee module is adopted to transmit data from sensors. LoRaWAN 
network infrastructure is used between Squadron leader and control unit in high-
altitude areas where data transmission is almost impossible due to low network 
coverage area. K-means clustering algorithm is used for data analysis which is 
collected in cloud. 

3 Overview of the Proposed Approach 

In our work, we proposed the new method of smart thong for monitoring the body 
parameters of soldiers with MANET-type communication system. It acts as a life-
guard to the army personnel of all over the globe, provides accurate location of 
missing soldier in critical conditions and overcome the drawback of soldiers missing 
in action (using GPS), helps to improve the communication between soldier to soldier 
and soldier to base station in emergency situation and provide proper navigation to 
the control room. MANET (LoRaWAN) is used for long-range low-power commu-
nication, and it requires only minimal infrastructure so it is compatible to use even 
in terrain regions. The Arduino Uno at receiver side provides IDE and has many 
facilities to connect with the computer or another Arduino board. LCD used displays 
the sensor readings. At the receiver side, Arduino ATmega microcontroller is used.
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The sensor is interfaced with thong which are continuously fetch the physical 
parameters of the soldier such as heartbeat, respiratory rate and body temperature 
along with environmental temperature. The heartbeat sensor gives the digital output 
of heart rate in beats per minute (BPM). Respiratory sensors give the inhale and exhale 
rates. The body temperature is monitored using LM35 which measures the body 
temperature proportional to electric circuit. These vital parameters are continuously 
updated in monitoring along with location. Location can be updated via GPS module. 
Here we use third-generation GPS module which gives exact date, time, longitude 
and latitude. Every status will be displayed in receiver section LCD and PC. And 
also, we are using a strap like control in soldier body with the help of SoS facility it 
will helps us to locate an accurate location of the soldier when the soldier presses the 
strap with the help of the GPS it will predict the accurate location of the soldier and 
transfers the communication with sensors like Arduino MEGA to Arduino UNO with 
the module LoRaWAN technology. This was the first idea where we have integrated 
this with soldier’s body during the war field. 

3.1 General Architecture 

In the below diagram Fig. 1, two modules have been shown which are as follows: 

(i) Transmitter section (soldier module) 
(ii) Receiver section (control room section). 

The “Transmitter Section” is being carried by the soldier in the war field. The 
“Receiver Section,” i.e., the control room receives the required signals received by 
the soldier, analyzes the signals and sends required help and information back to the 
soldier for their rescue purpose. 

3.2 Implementation 

To predict soldier’s health and safety, following aspects have to be considered.

A. Estimation of vital body parameters 
B. Immediate help response (SoS) 
C. Data preprocessing 
D. Result analysis 
E. Instructions generation 
A. Estimation of vital body parameters 

Vital body parameters like heart beat rate, respiratory rate, body temperature 
and environmental temperature are estimated using the respective sensors and 
required data are generated.
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Fig. 1 General architecture of smart thong 

B. Immediate help response (SoS) 
Immediate help response in case of emergency is generated by means of 

panic button pressed by the soldier (SoS) which sends emergency signal to the 
control room thus helping them for providing help to soldiers in need. 

C. Data Preprocessing 
Data acquired by means of sensors and panic button is analyzed and prepro-

cessed using various techniques like regression, clustering, binning, etc. and 
are thereafter refined and collected for further analysis. 

D. Result analysis 
Final accumulated data is analyzed using serial monitor and further moni-

tored within their respective normal range so as to ensure safety of the 
soldier. 

E. Instructions generation 
Based on the results analysis done so far, required instructions are generated 

by the control room in order to provide immediate help to soldiers thereby 
keeping them alive and safe.



Wearable Thong Entrenched with SoS … 701

4 Monitoring of Soldier Data 

Table 1 illustrates the values acquired by applying the MSTS algorithm, gleaned 
from the R value. MSTS-

algorithm(x-temp, y-heart beat rate) 
This algorithm designs a correlation formula for two different variable like 

temperature in (“C) and heart beat rate. 
which is measured in (BPM). 

1. Initialize: X = Temperature Y = Heart beat rate 
2. Calculate the mean of each variable in sample set then subtract the mean from 

original values 

x1 − X , x2 − X , x3 − X . . .  xn − X 
y1 − Y , y2 − Y , y3 − Y . . .  yn − Y 

3. Calculate the square of subtracted values as in above equation

(
x1 − X)2 

,
(
x2 − X)2 

,
(
x3 − X)2 

. . .
(
xn − X)2

(
y1 − Y )2 

,
(
y2 − Y )2 

,
(
y3 − Y )2 

. . .
(
yn − Y )2 

4. Multiply the subtracted mean of each variable

(
x1 − X)

.
(
y1 − Y )

(
x2 − X)

.
(
y2 − Y )

...(
xn − X)

.
(
yn − Y )

5. Now finally the value of R is find by putting all the determined value in formula 
as shown below. 

R =
∑i=n 

i=1

(
x1 − X)

, (y1 − Y )
∑i=n 

i=1 (x1 − X )2 , (y1 − Y )2 

Table 1 Range of soldier condition 

(y − Y )2 (x − X ).(y − Y ) Value of R Expected condition 

113.71–450.38 117.01–450.03 0.11–0.33 Normal 

1.250–1.493 0.149–12.593 0.44–0.55 Moderate 

7.049 7.705 0.66 In harm 

35.60 35.26 0.77 Death may occur 

828.16–1503.37 82.816–150.372 0.88–0.99 Death
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Fig. 2 Graph showing health condition of soldier 

6. Write the value of R 

The health condition of warriors is predicted even if they are in remote areas. The 
conditions like injury, serious injury or death condition is analyzed based on the table 
shown below, and using the values received like as normal, moderate situation or the 
injury is serious leading to death. Based on this the rescue team will be sent from 
the control room to the soldiers location based on GPS. The warriors can send secret 
codes in encrypted form to the control room, here LoRaWAN module is adopted to 
ease the communication process between soldiers and control station. 

5 Analyzing of Solider Health from Graph 

The below graph Fig. 2 is generated based on the values received from soldiers by 
applying MSTS algorithm. Along the y-axis, range of values obtained and derived 
using MSTS algorithm is shown, based on which the degree of injury is determined 
and plotted along x-axis like normal, moderate, probability of death. 

6 Results 

The sensor readings are taken from the LCD as shown in Fig. 3a, b and c and 
transmitted to the control room. Based on MSTS algorithm, the corresponding values 
of “R” are determined which denotes the expected health conditions of soldiers
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Fig. 3 a Transmitter section. b Receiver section. c Serial display of sensor readings 

(normal, moderate tiredness, death may occur, death). The graph above in Fig. 2 
analyzes the health condition of soldier. X-axis will be the stages of soldier and Y-
axis be the range. Based on the corresponding values of “R” so obtained (as mentioned 
in table), the graph so obtained as a straight line denoting the health and injury level 
of soldiers. Based on these values emergency, medical assistance can be provided to 
soldiers and their life can be saved. 

7 Conclusion 

Military systems use very small number of devices. There is wide range of sensors 
available nowadays, using which we have designed a smart wearable thong which is 
light weight and consumes low power so that even in remote areas it can be used and 
charged up easily. Here we use LoRaWAN module and MANET-type communication 
system to help in emergency situations. The communication infrastructure can be 
established without any pre-existing infrastructure. It helps in saving the life of 
warriors in emergency situations. Encryption techniques are also adopted to send
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the messages as secret codes from soldiers to the control room and vice versa; this 
ensures the authenticity of the usage of the system. 

8 Future Enhancements 

By using the above wearable device, soldiers condition can be identified during a 
mission. Immediate help is given to soldiers by adopting system of system. The 
proposed device can be advanced by adopting device to device communication, 
without the utilization of control room by integrating IoT technologies, which will 
accomplish it flexible for collecting the information from warfare. The alternative 
form of this system can moreover be used for sewage gas monitoring, advanced 
technologies like blockchain technology can be adopted to ensure the incorruptibility 
of data being transferred from sensors. 
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Blockchain and Its Integration in IoT 

Manish Bharti, J. Sandeep, and C. Smera 

Abstract IoT devices have become an integral part of our lives. The world has 
witnessed an exponential growth in the number of IoT devices. Managing these 
devices and the data generated by them has become very crucial. Data security 
and users’ privacy are becoming more difficult as the number of devices grows. 
Blockchain, the technology behind Bitcoin, is known for data security and managing 
and efficiently maintaining huge amounts of data. Blockchain stores data in a chrono-
logical manner and in an immutable way. Integration of blockchain in IoT infrastruc-
ture has many advantages. This paper discusses various applications and challenges 
in blockchain. It highlights the adoption of blockchain in IoT infrastructure and 
reviews recent papers in this field. 

Keywords Blockchain · Bitcoins · IoT · Smart contracts · Scalability · Supply 
chain 

1 Introduction 

The emergence of the Bitcoin cryptocurrency has given recognition to blockchain 
technology. Blockchain technology is a mechanism of storing transactions using 
mathematical cryptography in such a way that once a block is created, it cannot be 
altered or modified. Blockchain can be seen as a distributed ledger that records all 
the transactions between the sender and receiver efficiently. The transactions can 
be verified at any time with the stored permanent records [1]. The immutability 
and decentralized nature of blockchain prompt to facilitate various applications of
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blockchain technology, which include the well-known digital currency Bitcoin [2], 
smart trading [3] and insurance [4]. 

Other than monetary usage, blockchain can be used in the supply chain manage-
ment system [5], Internet of things [5], crowdfunding [4], and reliable data storage 
for various important and credential data like property exchanges data. Furthermore, 
in voting [6], healthcare [7], government, and many other fields, this blockchain is 
being implemented. Bitcoin had value not more than a penny in the starting days of 
its invention. Under a decade, each Bitcoin is carrying a weight of more than USD 
20,000. Blockchain technology skills are becoming one of the most demanding tech-
nological skills. Many industries around the world are looking at blockchain because 
of its various features like immutability and decentralization. But there are a few 
aspects that must be considered while looking at blockchain. The first of them is the 
scalability problem. 

With the increasing transaction volume, the blockchain is becoming heavier each 
passing day. In terms of size, the Bitcoin blockchain has exceeded 100 GB of storage 
[8]. And due to the increase in size, the throughput of transaction processing decreases 
rapidly. The existing transactions-per-second is also significantly less compared to 
mainstream transaction processing. These concerns require major research to over-
come the challenges of filling the gap and making blockchain acceptable to the public 
domain and businesses. 

While blockchain has many applications and benefits in different areas, it comes 
with many issues and challenges. These not only include security-related issues but 
there are many financial and social challenges also, which work as obstacles to 
the development and widespread implementation of blockchain technology. Firstly, 
scalability [9] is a major concern for the blockchain industry. Here, scalability is 
mainly considered as transaction per second (TSP). Only 7 transactions/sec can be 
performed in a blockchain like Bitcoin in the current scenario. Comparatively on 
average 2000 transactions/sec are completed in mainstream transaction processing 
like Visa, Mastercards [10]. So there is a serious gap in terms of scalability. Secondly, 
although blockchain is very safe for the user as the user makes the transaction using 
the system generated address instead of using real identity, there has been a concern 
over privacy leakage [8] over the blockchain. Moreover, it has been proved that 
miners can attain greater earnings by using a selfish mining strategy than their actual 
share [8]. Other than these major issues, energy consumption, lack of talent, and lack 
of standards are vital challenges for blockchain. 

2 Background 

Blockchain, the technology behind Bitcoin, was first introduced when the same 
Bitcoin was introduced [11]. In 2008, Satoshi Nakamoto published a well-structured 
and designed paper that introduced a digital currency application using cryptography 
and opened a distributed ledger [3]. Before that in 1991, Stuart Haber and W. Scott 
Stornetta introduced a “cryptographically secured chain of blocks” where they tried
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Fig. 1 Generation of blockchain 

developing a way in which using the timestamp of a document prevents it from being 
altered [12]. 

As shown in Fig. 1, at first, Blockchain was all about digital currency, but later 
in 2014, when Ethereum was introduced by Vitalik Buterin, Gavin Wood, it was 
separated from currency and many applications of blockchain were introduced [13]. 
After the realization of the various applications of blockchain, which promised speed, 
security, and ease of use, people started investing their energy, money, and time in the 
research of blockchain. In 2015, smart contracts were introduced for decentralized 
applications. 

By 2018, many medical and industrial use cases came into the picture. Currently, 
blockchain is being used in solving more complex problems like in IoT, in the 
supply chain, and in governance. Bitcoin is still the most widely used application of 
blockchain. The size of the Bitcoin blockchain was 20 GB by 2014, which surpassed 
30 GB between 2014 and 2015. Soon, the network had the size 50GB-100 GB in 
January 2017 [14]. 

2.1 Recent Research on Blockchain Technologies 

This section presents the recent research on blockchain technology. The popularity of 
blockchain in recent research trends has grown exponentially worldwide. Research 
conducted by Min Xu and the team has analyzed the literature of blockchain and 
claimed clustering analysis in blockchain can be leveraged by businesses in order to 
gain advantages over their competitors [15]. Some of the recent research contributions 
of the research community have been discussed below to highlight the scope of 
research in the blockchain.
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Sabounchi et al. have addressed the critical challenges of data sharing “the trade-
off between privacy and data utility”. Using various technologies like TestRPC 
Ethereum, Web3.js, etc., the performance of the proposed blockchain-based peer-
to-peer data trading mechanism is evaluated [16]. 

Ribeiro, Victor, et al. have studied various key management mechanisms and 
proposed LoRaWAN environments, a new key management mechanism, based on 
smart contracts and permissioned blockchain to boost overall security and availability 
of the system. This system utilizes the decentralized design of blockchain to resolve 
the central point of failure [17]. 

In another research work, Nadiya et al. came up with a research proposal using 
the deflate compression algorithm. The work proposed a way of making summary 
blocks and compression for the summary blocks which will reduce data volume up 
to 90% in order to make it easier to verify transactions. This approach also lightens 
the workload for nodes with limited processing power and memory [18]. 

Dargaye et al. have proposed “Pluralize” smart contracts that enable formal 
features in order to gain trust in smart contracts from their specification to their 
execution on the blockchain. It enables formal reasoning and the establishment of 
agent accountability for blockchain-based transactions [19]. 

It can be observed that the major research interests were on secure transactions to 
gain more trust. The scope was not limited to security but also the key management, 
data volume, etc. 

3 Blockchain and Its Application 

A detailed explanation of blockchain real-time applications such as energy, supply 
chain and logistics, healthcare, digital content distribution, agriculture, manu-
facturing, business, smart city, IoT, and tourism and hospitality is explained 
below. 

3.1 Supply Chain and Logistics 

Supply chains consist of several complex networks of manufacturers, suppliers, 
distributors, auditors, retailers, and consumers. The high degree of complexity makes 
it very difficult to follow and monitor everything reliably and efficiently. Blockchain 
can be a solution for this complex network of so many subdivisions of the supply 
chain. It would well organize the workflow of every party despite the size of the busi-
ness network [20]. In addition to that, the shared nature of blockchain would provide 
transparency with greater visibility into shareholders. Traceability, transparency, and 
tradability will be three use cases supply chains have.
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• Traceability improves operational productivity by planning and picturing 
endeavor supply chains. A developing number of purchasers request sourcing 
data about the items they purchase. Blockchain helps associations understand 
their supply chain and draws in purchasers with genuine, certain, and immutable 
data [21].

• Transparency develops trust by catching key information, for example, certifi-
cations and claims, and making the data available publicly.

• Tradability is a blockchain offering that redefines the regular marketplace idea. 
Any asset can be tokenized using blockchain by splitting the asset into shares that 
digitally represent the ownership. Like how a stock trade permits the exchanging 
of an organization’s shares. These tokens are tradeable, and users can transfer 
ownership without the physical asset changing hands [22]. 

3.2 Internet of Things 

According to IBM 2017, the last two years’ data contribute around 90% of the world’s 
total data. This drastic change happened because of the rapid increase of Internet 
of things (IoT) uses and the high-population growth. The count of interconnected 
devices is going to cross 30 billion by the year 2021 [23]. Keeping in mind, these huge 
numbers of devices and data generated by them requires a reliable and tempered proof 
data storage system. And blockchain is the most suited system for this application. 
The combination of IoT with blockchain technology has many interesting use cases. 
By implementing blockchain smart contracts, decision-making can be automated. 

The strong security of blockchain against data tampering would help prevent 
a malicious machine from disrupting a house, warehouse, or transport system by 
hacking or sending misinformation. Moreover, by the structure, IoT is a distributed 
system, and blockchain provides its distributed ledger to record and to keep track of 
all data transmission happening to numerous devices. It reduces costs by removing 
the middleman overhead. 

3.3 Gambling Industry 

Gambling is all about money, and people cannot trust each other. Trust is one of the big 
challenges in this industry. If it comes to online gambling, there are several concerns 
in terms of fairness and transparency. There is always a risk in fund protection in 
the current gambling industries [24]. Blockchain technology is being leveraged for 
overcoming the existing problems in the gambling industry.
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3.4 Cryptocurrency 

Cryptocurrency and blockchain are two branches of a system. Blockchain did not 
exist until Bitcoin, the first cryptocurrency was introduced in 2008. Cryptocurrency 
is a way of transacting value that does not involve any third party like the government 
or bank. This system uses smart contracts (rules and protocols in terms of computer 
programs written for the blockchain network), and everyone who joins the network 
must have to agree to these smart contracts. Cryptocurrency is something that is 
intrinsic to blockchain. Every blockchain system does have cryptocurrency in it. In the 
blockchain system, it is generated while the process of mining the new blocks. Bitcoin 
blockchain has Bitcoin, and Ethereum has weather as cryptocurrency. Fund transfer 
takes place by using various mathematical encryption algorithms and techniques. 
For sending the fund, the public key address of the receiver is used, and the same 
address is used for recording the transaction also [1]. The personal private key is kept 
secret. 

3.5 Ownership and Governance 

Ownership is one of the main concepts in any economy. This is what decides the 
right and authority of assets tangible or intangible. Traditionally, it is very challenging 
and managing all these complex ownerships and rights in an accurate, efficient, and 
effective manner. There is always a security risk present in traditional approaches 
of keeping records of ownership. Blockchain could solve several problems where 
companies are unable to keep track of records related to who owns their shares, 
accurately and timely [25]. By applying smart contracts which eliminate the role 
of the middleman by automating the whole process of trading. Smart contracts and 
blockchain’s transparent data storage help in reducing corruption. Other than just 
providing reliable data storage, blockchain can tokenize any kind of asset. Whether 
it is tangible or intangible or just an idea, all existing assets can be converted into 
manageable, digitally traceable tokens. All individual tokens represent the fractional 
ownership of the asset. Now, these tokens can be traded independently representing 
the partial ownership of the asset. 

3.6 Agriculture and Food 

Many recent research and projects considered blockchain as a relevant and mature 
technology for facing the challenges in the agri-food industry [26]. It can be used to 
bring an improved agri-food supply chain [27], enhance the trust among consumers 
and producers [28], and protect the crop from animal attack [29].
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4 Issues in Blockchain and in Its Adoption 

4.1 Initial Establishment Cost 

Blockchain technology offers several advantages and long-term benefits by providing 
transparency, efficient, and reliable backend for data storage, which makes 
blockchain cost-effective. Despite its use cases, blockchain is still in its develop-
ment stage. Only very few companies develop the software required for blockchain 
setup which makes it expensive. In addition to that, to run the specific software 
for blockchain, organizations need to purchase specific hardware too. As there 
is high demand and very less supply, organizations have to pay more. Talking 
about blockchain developers, here also the same situation is there. The demand 
for blockchain developers is high, but very few developers are available currently. 
Overall, these current scenarios make the initial blockchain establishment cost very 
high [30]. 

4.2 Scalability 

Scalability has been a problem in blockchain since its creation. Here, scalability 
means the count of transactions happening per second. As referred to earlier in this 
paper, only 7 transactions can be performed on blockchain in one minute in Bitcoin 
blockchain and that is tremendously lower in number if we compare to the current 
transaction processing system. The unsolved scalability problem has been an obstacle 
to the blockchain practical applications and adoption of blockchain. 

4.3 Lack of Standardization: Limited Interoperability 

Blockchain is a technology that is distributed and decentralized in nature. Distributed 
and decentralized nature of blockchain gives the freedom to the blockchain devel-
opers and coders to customize and fit as per the requirements of the specific 
user [31]. The blockchain system lacks universal standards. Lack of standard-
ization leads to the development of standalone projects with different protocols, 
different coding languages, different privacy measures, and different consensus 
mechanisms. This makes it challenging and complicated communication between 
two various blockchain networks. So, there is very limited interoperability in the 
current blockchain networks. Because of the lack of consistency among blockchain 
protocols, basic processes such as security suffer, making mass adoption nearly 
impossible.
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4.4 Legal and Regulatory Uncertainties 

Due to blockchain’s autonomous structure, blockchain is facing several legal chal-
lenges across several parts of the world. It suffers from governance uncertainties. 
In addition to these challenges, it has to go through unclear taxation problems [32]. 
There are no taxation policies made for blockchain cryptocurrency transactions for 
sales of consumer goods, services. The decentralized characteristic of blockchain 
takes all decision rights, accountability, and incentives from IT Governance officers 
which makes blockchain’s adoption challenging [32]. 

4.5 Selfish Mining 

Bitcoin was the first use case of blockchain. It is been several years since its launch 
but still, it has many shortcomings. Selfish mining is one of them. In selfish mining, 
miners can gain more Bitcoins by creating a separate fork for a newly created block 
while hiding the block which is newly created from the main blockchain [8]. 

In Bitcoin, mining is the process of validating transactions that occurred over 
the Bitcoin network. And this process requires solving cryptographically complex 
puzzles. This requires a huge amount of computing power and energy. This trans-
actions validation process and solving puzzles generate Bitcoins as a reward to the 
persons who solve the puzzles. This is how Bitcoin is mined and the person who 
does this mining work is called a miner. The Bitcoin protocol is built to incentivize 
miners as per standards and in proportion to their mining output. But the Bitcoin-like 
blockchain ecosystem can be manipulated by the miners seeking to enlarge their 
rewards in terms of Bitcoin while doing selfish mining [33]. 

5 Security in IoT with Evolving Applications of Blockchain 

Sensors, cameras, networking devices, software, and network connectivity are the 
main components of the IoT world. By collecting and sharing information generated 
by interconnected sensors, IoT helps in the efficient utilization of available resources. 
IoT sensors generate more data that leads to better decisions. 

Rapidly growing IoT is contributing to the transformation of our world into a 
dynamic and very complex system of interconnected devices. Whether it is a smart 
home, smart car, and smart refrigerator, all are making our life easier while generating 
a huge amount of data. Managing this huge quantity of data is a big challenge 
and providing security and integrity of this data is a bigger concern [34]. Existing 
centralized data management systems have technical limitations like scalability, data 
leakage, and unauthorized access to the central server. A single point of failure also 
contributes to that limitation list. In addition, cloud service providers gain an unfair
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advantage in terms of data access and manipulation. Overall, the existing system 
of IoT is facing many security issues [35]. All IoT devices communicate using the 
cloud, so cloud security has been a major security challenge. There is much research 
done to tackle network security issues in IoT. Elliptic curve cryptography (ECC) 
authenticating scheme is being used to provide access to cloud-based robots [36]. 
For identity management, blockchain-based solution is proposed [37]. 

Blockchain comes with several features for distributed data management 
that include traceability, accountability, transparency, and audibility. Traditionally 
centralized stored data can be stored on a highly decentralized blockchain ecosystem 
where IoT data are processed by several blockchain peer nodes which eliminates 
centralized decision-making power. 

Figure 2 depicts the system architecture of IoT with blockchain. This includes 
wireless sensor networks with sensors, and the information fetched from these 
networks is gathered in decentralized blockchain through the Internet. The authorized 
user/manager can access and interact through the Internet. 

Fig. 2 Blockchain-IoT architecture
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6 Recent Research on Blockchain-Based Security in IoT 

This article has included a comprehensive literature review focusing on blockchain’s 
integration in IoT. Few of them focus on the challenges, pros, and cons of integrating 
blockchain, few discuss the security advantages of this integrated system. Some 
papers point out privacy issues and identity theft problems. In the paper [39], the 
authors have analyzed the requirements of blockchain in 5G-enabled IoT networks. 
They also proposed a multilayer blockchain security model and showed that the 
proposed model is superior when compared to Ethereum blockchain. Similarly, in 
Refs. [35, 40], the authors broadly explained the pros and cons, and security advan-
tages of blockchain in IoT systems. Using deep learning reinforcement learning, they 
evaluated their proposed algorithms and IoT framework. 

Furthermore, papers [41–43] analyzed and discussed different consensus mecha-
nisms. In paper [41], the authors have proposed proof-of-authentication (PoAh) and 
showed that PoAh is 200 fold faster than proof-of-work (PoW). Similarly, in paper 
[42], the authors have introduced proof of block and trade (PoBT) which reduces the 
computational time and increases transaction speed. In paper [43], also the author has 
shown removing proof-of-work (PoW) and using BA protocol instead helps reduce 
consensus time. 

Security, privacy, and identity management are discussed in papers 
[34, 37, 38, 44]. 

Authors in paper [38] provided an analysis of the implementation of blockchain-
based IoT systems’ privacy protection measures. Similarly, in the paper [37], the 
authors proposed an identity management framework that offers a solution that 
enables both identity validation and tracing. In the paper [34], the authors discussed 
the security problems in the full life cycle of IoT devices. In paper [45], it was shown 
that a distributed IoT management system that compiles blockchain as a base does 
not achieve better performance than the optimized centralized IoT systems in the 
case of a single Management Hub. 

Blockchain technologies are not suitable for most IoT devices as they are very 
expensive and possess high-bandwidth requirements and delays [44]. Ali Dorri et al. 
propose a lightweight blockchain-based architecture for IoT security and privacy. 
The optimized blockchain eliminates the overhead and, ensures the security and 
privacy of classical blockchain. In the research [46], Y Kurt Peker et al. analyze the 
cost of data storage in IoT devices using the blockchain concept. They observe that, 
even though this approach is expensive, it is a cost-effective alternative when data 
integrity and transparency are crucial. Further details about literature review on IoT 
based blockchain applications are included in Table 1.
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6.1 Summary 

From the above table, we found that most of the researchers have used the Ethereum 
blockchain network for their research implementation. In the following papers [35, 
40], authors have used reinforcement learning for studying the pros and cons of using 
blockchain in IoT infrastructure. They also proposed IoT architecture and framework. 

Most papers are focused on various security problems, i.e., privacy, data leak, 
identity theft, etc. In one paper [47], medical image security is discussed. The 
paper [39] has focused on 5G-enabled IoT architecture and proposed a multilayer 
blockchain security model that protects IoT networks while making implementation 
easier. Very few papers have taken into consideration the scalability problem present 
in blockchain networks. 

7 Conclusion 

Blockchain technology has many things to offer. Immutability, decentralization, 
faster settlement, enhanced security, etc., make blockchain the most suitable tech-
nology for IoT infrastructure. Blockchain’s integration in the IoT environment brings 
several benefits but as the system is in its development phase, both fields require much 
attention. An extended study helps in identifying various problems and challenges 
in the integrated system of IoT and blockchain. It has been observed that research 
in this field is directed toward the area of data security and users’ privacy. There is 
very little research done to address the scalability issues present in the blockchain-
IoT infrastructure. It is also noticed that blockchain lacks standardization. There 
are lots of blockchain projects coming, but there is very little or no interoperability 
present in them. They cannot communicate with each other. So, this area also requires 
researchers’ attention. 
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Study of Land Cover Classification 
from Hyperspectral Images Using Deep 
Learning Algorithm 

K. Karthik, M. Nachammai, G. Nivetha Gandhi, V. Priyadharshini, 
and R. Shobika 

Abstract As image sensor electronics have progressed, and hyperspectral images 
have been used in a wide range of applications. In terms of recognizing the classes, 
a lot of research work has been done to extract useful information from the available 
unstructured knowledge database. The use of spectral and geographical datatypes 
in images can improve the classification precision. To improve the accuracy of 
the energetic-spectral snap analysis, combining dimensional and spectral data is 
a good idea. This research study examines the history of dimensional facts based on 
energetic-spectral image classification designs by using prepared and semi-directed 
classifiers to classify detached sensing images with particularized class labels. Long-
term data are removed if the features are protensive. To increase the veracity of classi-
fication, the extracted traits are prepared by utilizing multiple classifiers. The prepa-
ration and sinking balance towards the loss function have been reused to train the clas-
sifiers. To avoid local minima, the preparation is approved by utilizing various tiers 
for accompanying the extra balancing limits. To overcome the risk of establishing a 
contradictory validity image, each detached perceiving image is classified throughout 
the experiment stage. Exploratory discoveries demand higher validity in-class criteria 
than other advanced directed classifier techniques. 

Keywords Spectral features · Spatial information · Deep neural network · Noise 
filtering · Classification 

1 Introduction 

In the domain of land cover classification, it is highly required to first examine how the 
mild components interact with compounds according to their spectral fingerprints in 
order to better identify, uncover, or study their characteristics. Every fabric has its own 
spectral signature, which is analogous to our fingerprint for its unique identity, and it
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may be determined from the spectrum of the material to determine the amount of light 
received, transmitted, or emitted at various wavelengths [1–5]. Spectral imaging is 
an approach that merge digital imaging with spectral size. Unlike a common digital 
camera, which records light in the visible spectrum in purple, blue, and green, a 
spectral imaging digital camera can capture light in tiny wavelengths starting from 
the UV and moving through the visible and infrared areas [6]. Their broad-spectrum 
capability allows for easy detection and separation of visually identical compounds 
in a textile based on colour or chemical differences. Many spectral picturing and 
hyperspectral picturing are two types of spectral picturing. The spectral decision is 
the main contrast in the middle of MSI and HIS [7]. 

An HSI digital camera continually measures light in multiple narrow wavelength 
bands, whereas an MSI camera only measures a discrete range of wavelength bands. 
Area borne or airborne radors like AVIRIS, HyMap, HYDICE, and Hyperion can 
readily capture masses of narrow spectrum wavelengths for each image pixel due 
to the rapid progress and dissemination of hyperspectral remote sensing technology. 
This distinct spectral reflectance profile allows for accurate separation of compounds 
of interest. Because of the many needs in ecological science, ecology control, preci-
sion agriculture, and navy applications, a wide range of hyperspectral picture classi-
fication algorithms based on spectrum similarity and spectral-spatial function have 
appeared on the scene. These approaches are classified as either monitored. The 
former is usually accomplished by first grouping the data and then deciding the 
categories manually [8–12]. Those supervised procedures employ effective device 
learning algorithms to train a selection rule that uses label information to predict the 
labels of the trying out pixels. In this study, we pivot on supervised hyperspectral 
picture categorization algorithms. Over the last decade, the global sensing community 
has been working hard to develop an accurate hyperspectral picture classifier [13– 
18]. The variation in the middle of many-spectral and excitable-spectral picturing is 
seen in Fig. 1. 

2 Related Works 

Land cover is a key characteristic that influences and connects many aspects of the 
human and physical surroundings. As a result, data on the geographical distribution 
of land-cowl lessons are crucial for the study of environmental solutions. For envi-
ronmental monitoring, satellite far-flung sensing technologies are widely utilized. 
The following section contains a summary of many papers. 

Wang et al. [19] suggest a novel technique for band selection depending on 
magnetic resonance imaging. The varied structure is appropriately examined as a 
alternative of the likeness score inside the Euclidean space to analyze the organiza-
tion of hyperspectral statistics. The ranking procedure is completed at the supplied 
connected measures, which produce the rating score, which allows for the selection of 
further facts. This method of grading issues has been developed, which uses a hyper-
sspectral belt decision that is follow one another. In batch mode, the interval between
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Fig. 1 Difference between multi-spectral and hyperspectral ımaging 

the inter-bands is predicted. In most current approaches, the distance between two 
character bands is calculated. The enumerated effects are then utilized to help in band 
mixture. This strategy will not work for selecting a band in a series since the chosen 
one may be similar to the preceding one. As a quiz, the group of before selected 
bands is favoured, and the complete group is substantially tested in the execution. 
With the previously picked ones, an additional selected band may be secured in a 
big way. 

Gustavo Camps-Valls et al. [19] are qualified to accurately define the goods in 
question (for example, the splendour of a land cowl) and to keep inventories up to 
date. Spectral resolutions have been upgrade in order to promote sign processing and 
algorithm exploitation. Recently, classification on hyperspectral images has gotten a 
lot of notice as a demanding trouble that has piqued the interest of various scientific 
fields including gadget studying, picture processing, and computer imaginative and 
prescient. In the remote sensing world, the approach of allocating a single pixel to a 
set of sophistication is known as “category”, whereas the process of grouping pixels 
into gadgets and then assigning to a class is known as segmentation. In the past, 
straight discriminant survey or Gaussian highest probability was employed instead 
of HSI as variables for type in telemetry. These methods photos include 4–10 bands in 
size, based on the calculation of the covariance matrix, which proved successful when 
handling early multi-spectral images. HSI changes the laws when the measurement of 
the dots is growed by century. The prevalent parametric technique for the calculation 
of covariance matrices becomes difficult or inaccurate due to the lack of classified 
data. Regularization has been addressed inside the involved covariance matrices both
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explicitly by Tikhonov’s phrases, and by performing type in a smaller subspace for 
the unavailability of labelled samples. 

Hong [20] resolved CNNs and GCNs accompanying a devote effort to some-
thing HS image categorization. To the best choice of our information, this is the first 
occasion that the potentials and disadvantages of GCNs (distinguished with CNNs) 
are examined the society. And projected a novel directed interpretation of GCNs: 
miniGCNs, for short. As the name plans, miniGCNs can be prepared in tiny-lot 
fashion, difficult to find a better and stronger local best. Unlike traditional GCNs, 
our miniGCNs are not only fit the preparation of the networks utilizing the prepara-
tion set but more allow for an honest conclusion of big, out-of-samples utilizing the 
prepared model. And grown three fusion blueprints, containing supplement melding, 
factor-intelligent multiplicative fusion, and connection melding, to gain better cate-
gorization results in HS figures by mixing features gleaned from CNNs and our 
miniGCNs, in an end-to-end educable network. 

Xiong [21] created the WJCR categorizer, which is a much futured variant of 
the JCR categorizer. Whilst the spatial and spectral properties are being retrieved, 
the JCR classifier gives the pixel of acquaintances the same weight. JCR uses the 
matching force for removing spatial and spectral functions from nearby dot. Unlike 
JCR, WJCR seeks to use the appropriate dot force by paying attention to the dot in 
the midpoint and its neighbouring. Because it belongs to exceptional instructions, the 
centre pixel and nearby pixels are at the heterogeneous position. In varied regions, 
choosing pixels with similar weights by JCR is unsatisfactory. When this happens, 
the nearby pixels that can be linked to the central one are taken into account. However, 
putting off the unnecessary pixels when the computing complexity would grow is 
not always a good idea. As a result, the surrounding pixel was concerned with an 
adaptive weight, which was carried out appropriately. WJCR uses the Gaussian kernel 
feature to select the most appropriate dot loads. With the help of WJCR, the spatial 
and spectral functions in heterogeneous images are appropriately retrieved, giving a 
benefit of additional precision. 

Gao [22] used a depth trimming approach on the captured subcategory whilst using 
the few schooling samples accessible. Subcategory-projection, has been enhanced 
using a many nominal arrange regression technique. Hyperspectral information is 
evaluated and classified into blended pixels using this approach. Support vector 
gadget has been incorporated to the subcategory-projection notion for categorizing 
images of far off sensing. SVM non-linear characteristics are used to generate the 
subspaces that are connected to each magnificence. 

Wu et al. [23] provide a brand up-to-date lay of SFA alternative detection methods 
for detecting the alive of real alterations in two-temporal many spectral snap photos. 
We rewrote SFA’s mathematical technique for exchange detection in order to fit it to 
the bi-temporal alternate detection problem. To remove the much constant aspect 
from the temporal photos, the SFA alternative detection technique is used. The 
unmodified pixels in the converted function space have relatively modest difference 
values, therefore the changed areas are comparably emphasized. 

Ertürk and others [24] examined in contrast, hyperspectral alternate detection 
through spectral unfixing has the potential to yield easily interpretable information
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about the character of the change, as well as sub-pixel-level alternate statistics. A 
natural disaster, such as a flood, could result in a large increase in the abundance 
of “water” stop members in the scene, a change in the rising lot on estate, which 
could result in the giving and taking of the prominent give up subscriber in the 
sector, agreement incrusion into, i.e. growth in the copious of synthetic substance, or 
pass time objectives, which could result in up to date and abnormal end individuals 
in the spot, or agreement encroachment, i.e. in spite of the element that excitable 
supernatural change recognition by unmixing offers the important sake of delivering 
sub-pixel-stage results and data on the essence of the change, it is still in its infancy in 
the literature, with the majority of study limited to case studies. A general framework 
for spectral unmixing-based alternative detection is given. For a case study, sub-pixel-
stage alternative detection through unmixing is used. It is mentioned that land-cowl 
mapping can be done through unmixing. Change detection through spectral unmixing 
is thoroughly investigated, and the authors present sub-pixel-level information on the 
character of the exchange that such a technique provides by employing the authors in 
a recent painting. In this paper, scattered unmixing is used for business recognition 
in various temporal hyperspectral data at the central time. Sparse unmixing, when 
combined with spectral libraries, avoids the problems of traditional spectral unmixing 
whilst still displaying sub-pixel-level recognition and information on the type of the 
modification by generating a distinct trade map for each end associate. 

Demir et al. [25] developed a one-of-a-kind trade-detection-driven control mastery 
method to apprise dry-land cover maps by categorizing distant detecting imageries 
taken at the same location at changed periods (i.e. picture time series). A trustworthy 
schooling set must be provided just for one of the photographs (i.e. the supply region) 
inside the time collection, according to the advocate approach, whilst it is not always 
available for any other photo to be categorized (i.e. the target area). Different further 
literature switch mastery strategies, there are no further assumptions on the compara-
bility of elegance deliveries or the availability of the similar set of land covers lessons 
in both dominion names. The suggested technique aims to define a credible education 
set for the objective area whilst taking advantage of the previously existing supply 
domain expertise. This is accomplished by using an unmonitored exchange detec-
tion technique to target and supply domain names, then initializing the target area 
schooling set by shifting class labels of identified unmodified training samples from 
the source to the goal area. After that, a well-described innovative active learning 
(AL) approach is used to maximize the schooling set. The most useful models are 
picked from modified and unchanged unlabelled samples in the early rounds of AL. 
In the final rounds, the much informative illustrative are chosen from altered and 
unaffected unlabelled specimens. The final step is to classify the desired pictures. 
Because of the increased number of images routinely taken using satellite-borne 
sensors at the same places at specified times, updating land-cowl maps with the use 
of a category of far-flung sensing photos is a critical challenge. Because of new poli-
cies relating to open, this issue is becoming increasingly crucial, as time collecting 
is now accessible to all possible users in a scientific manner. Land cover maps can 
be renovate via supervised direct organization of one and all snapshot in the time 
line. However, in order to successfully train the classifier, such a strategy needs
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trustworthy floor reference information for all of the available temporal snapshots. 
Because of the high value and time-consuming nature of this job, acquiring a neces-
sary range of classified training samples for each unmarried image to be categorized 
is not practicable in operational settings. 

Hang [26] projected a two-arm spectral-dimensional consideration network for 
hyperspectral concept classification. Compared to the existent CNNs, our model 
combines consideration modules for each convolutional layer, making CNNs devote 
effort to something more discriminating channels and relating to space positions 
whilst suppressing useless one. In the classification state, two-arm results are melded 
together next to an adjusting burden summation order. Considering the limited 
numbers of development samples, we intend an insignificant spooky concern piece 
going around two convolutional drivers. Before convolutional tiers, use global 
average combining to lower the belongings of dimensional information. More basi-
cally, we adjoin a yield layer in the piece to aid allure knowledge process. Similar to 
the spectral consideration piece, we more use two convolutional layers to build the 
relating to space consideration piece. Instead of using combining drivers, we select 
one 1 × 1 convolutional tier for lowering the number of channels to 1. Also, an output 
layer is added to guide the learning process of the spatial module. 

Cao et al. [27] projected a means to integrate two together deep education and 
AL methodology into a united foundation by sufficiently utilizing the benefits of 
two together worlds, that is to say, the strong discriminating skill of deep knowledge 
and labelling adeptness of AL. Although the skilled have been various combinations 
of AL accompanying deep knowledge for HSI categorization and proposed design, 
it has allure specific traits. First, the projected plan adopts different deep network 
construction, that is to say, CNN whilst the previous arrangements use additional 
network architectures, in the way that SAE, restricted Boltzmann vehicle (RBM), 
and Bayesian CNN (BCNN). Second, the projected method uses various tests to ener-
getically select informative samples. Third, the projected form considers contextual 
news by utilizing MRF. More studies about these dissimilarities will be made clear 
in related work. Therefore, this proposed arrangement may be judged as a further 
attempt to integrate AL accompanying a deep neural network in addition, to analyze 
more contextual news so that weaken the labelling cost. 

Akey Sungheetha [28] show that they can recognize fine optic analyzes accom-
panying an extreme level of veracity. Essentially, the plan searches elude two CNNs 
on the alike figure because to extract features, before combining those appearance 
promoting a bilinear normalization process to design a new feature vector. Before the 
experiment, the dataset was divided into training and test sets. In this study, a range 
of training percentages was used in the tests to involve corresponding accompanying 
added preparation orders. The dataset was devised by selecting random training and 
test sets from the original dataset to train and test the algorithm. 

Edriss Eisa Babikir Adam et al. [29] executed the system which can analyze the 
captured image will be utilized as an input image, and it will evolve into grayscale 
for further concept analysis. The collage algorithm is used to reduce overlaps and 
leftover differences from the input raw figures. It is attainable to obtain a unique 
level of veracity at this moment method. After the collage pattern is completed, the
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noise elimination filtering operation will start. On actual bridge photos, the proposed 
composite labelling pattern is tested for cracks. In addition, we argued for new 
research on actual structure break detecting wholes. During the process, the proposed 
method allowed improved categorization and minority categorization errors. 

Mittal and Gelbukh [30] achieved a big warehouse of knowledge, and they aid in 
change detection supervising. Change detection is a detracting action in the fields of 
land development auditing, trouble management, means administration, and environ-
mental evaluation. Segmentation of a picture is used to settle the fields of interest for 
change detection. Particle swarm addition, stimulated by nature, is a Meta wondering 
algorithm, namely plain, strong, and demands fewer assumptions for the task within 
reach. This research uses the MATLAB surroundings to expand a piece swarm addi-
tion (PSO) method as an edge detection separation tool for subsidiary photos got 
from Google Earth. 

3 Hyperspectral Image Classification Using Machine 
Learning 

ML uses two sorts of procedures: supervised learning, which includes training a 
prototype on known input and output files to assist in predicting the results, and unsu-
pervised learning, which is identifying the underlying patterns or structures present in 
the datasets. Supervised ML: A model is constructed in supervised machine learning 
to incorporate computations based on the indicators of uncertainty. A supervised 
learning approach trains a model to produce reliable predictions for incoming data 
by using a known set of input files and reactions to data (output) [31, 32]. It is highly 
recommended to use supervised learning, if you have data for the output and wish to 
forecast anything. Supervised learning uses categorization and regression processes 
to improve the forecasting prototypes. 

Methods for classifying pixels anticipate discrete responses like whether a pixel 
is successfully identified or not. Input data are classified using classification models. 
Medical imaging, voice recognition, and credit scoring are examples of common 
presentations. If data can be labelled, considered, or separated into distinct groups, 
use classification. Applications for analyzing diverse land types in hyperspectral 
datasets [33–38]. Unsupervised design recognition algorithms are used in image 
processing and computer sight to detect objects and separate pictures. The support 
vector machine (SVM), pushed and bagged decision trees, k-nearest neighbour, Naive 
Bayes, discriminant analysis, logistic regression, and neural networks are all common 
classification techniques. 

Regression approaches predict consistent responses, such as temperature shifts 
or weather data swings. Weather forecasting based on satellite data and algorithmic 
trading are two examples of typical uses use regression approaches if you are working 
with a data range or the response is a real number, such as temperature or the time 
before a piece of equipment breaks. Common regression measures insert the linear
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Fig. 2 Machine learning algorithms 

prototype, non-linear prototype, regularization, stepwise regression, boosted and 
bagged decision tree, and adaptive neuro-fuzzy learning. 

Unsupervised learning is the discovery of secret designs or unaffected designs in 
information. It is used to infer conclusions from datasets having input data but no 
tagged answers. The most frequent unsupervised learning approach is clustering. It 
is utilized in exploratory information survey to uncover hidden designs or groups. 
Sequence analysis, market research, and entity identification are examples of cluster 
analysis applications. Figure 2 exposes the different machine learning approaches 
[39–41]. 

4 Difference between Conventional Image 
and Hyperspectral Image 

Spectral depict offers a common RGB colour image by replacing the three channels 
corresponding to three abundant wavebands, regularly referred to as “red”, “green”,
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Fig. 3 Spatial distribution 

and “blue”, accompanying a significantly taller number of wavebands. Multi-spectral 
imaging (MSI) and hyperspectral imaging (HSI) are established with an identical 
principle and clash only in the number of channels collected. A spectral concept 
holds many ranges, each individual point on the sample’s surface. Figure 3 contains 
valuable news about the dimensional allocation of the matters inside the sample. 

5 Dataset Description 

The Pavia University HSI was seized by the ROSIS sensor all whilst a departure 
campaign over Pavia, northern Italy. The HSI info is openly possible on Group De 
Inteligencia Computational (GIC). The Pavia University HSI has 103 spectral bands, 
and it holds 610 * 340 pixels, but spectral samples of the representation hold no facts 
that are delimited as zero (0), and they should be rejected before the study. The lines 
determination is 1.3 m. The ground validity of the HSI is changed into 9 classes. 
Figure 4 describes input image.



730 K. Karthik et al.

Fig. 4 Hyperspectral image (Source Kaggle.com/ PaviaUniversity) 

6 Deep Learning Algorithm for Hyperspectral Image 
Processing 

To category hyperspectral pictures, several neural matrix approaches are utilized. 
The contemporary unquiet are end propagation and convolutional neural matrix. 
The following is a description of these two networks: 

6.1 Back Propagation Neural Network 

To detect the different types of HSI pixel in the present substructure, a settling 
approach called end propagation neural network (BPNN) is used. Artificial neural 
networks (ANN) may be learned and hence trained to detect patterns in data, antici-
pate future occurrences, develop solutions, and categories data. Behavioural learning 
in neural networks is influenced by the way separate parts are linked turn on computa-
tion and the power of these links (loads). These weights can be modified automatically 
by training the network until it performs the intended task satisfactorily, according 
to a given learning rule. The supervised learning technique, often known as ANN,
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Fig. 5 Graphical representation of back 

is a machine learning algorithm that employs a known dataset, or training dataset. 
These well-known variables aid ANN in making forecast. The input data and their 
response values are the most important parts of a training dataset [42, 43]. A super-
vised learning approach is created by making predictions on unknown and untaught 
dataset response values. A test dataset is used to validate the model. Using bigger 
training datasets are the greatest way to improve prediction power and generalization 
capability for a variety of new datasets. 

The end propagation technique is put in to categorize the HSI pixels. End propaga-
tion is a typical approach for teaching fake neural matrix to reduce the goal function. 
It is a supervised learning tactic that is made up of several rules that have been 
generalized. The building of a training set necessitates a large number of inputs in 
order to create the desired output. This is specific merits in feed-ahead networks (the 
networks which have no feedback, in easy words, it will have no links in the bend). 
“Backward error propagation” [44–49] is also a shorthand for this term. The input 
layer, hidden layer, and output layers are shown in Fig. 5. 

6.2 Steps in BPP Algorithms: 

Step 1: 
The forces are adjusted, and diagonal is ready at random. 
Step 2: 
It is time to input the training sample.
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Step 3: 
Forward the inserts; in the secret layers and product layers, compute the net input 

and product of each unit. 
Step 4: 
Back propagation of the guilt to the buried sheet. 
Step 5: 
Based on the reflection of propagated mistakes, weights and biases are rearranged. 

Training and mathematical learning functions are utilized to change the network’s 
weights and biases without requiring human participation. 

Step 6: 
Terminate the condition. For dot categorization in land cover recognition, BPNN 

supplies shorter exactness and require great numeral repetitive stair to codify the 
dots. 

7 CNN-Based Classification 

The absolutely linked convolutional sheets and max are combined to represent the 
CNN feed-ahead neural matrix. By reinforcing the patterns of nearby link in the 
middle of neighbouring layers neurons, this takes advantage of spatial neighbour-
hood correlation. In mammalian visual cortex, the intricate characteristics of convo-
lutional sheets and easy cells are replicated and swapped with max pooling layers. To 
figure a full neural matrix CNN, several sets of convolution sheets and max pooling 
sheets are used. The efficient study of observable representations convincingly proves 
the hierarchical nature of CNN. The fundamental issue in such visual tasks is the 
appearance of inter-class and forms variations modelling items. Hyperspectral data 
are represented as 2D bend with tonnes of spectral channels. It is difficult to distin-
guish relative classes with the naked eye, as each class curve has its own visual form 
that is distinct from that of other classes (e.g. gravel and self-blocking bricks). By 
exploiting spectral signatures, CNNs can solve competitive challenges and outper-
form humans; this skill motivates researchers to investigate the feasibility of using 
CNNs for HSI categorization. How the convolutional layers and max pooling layers 
are built, as well as how the network is trained, affect the CNN [50–53]. 

Each dot in a representation can be written as an extreme-spatial vector whose 
entries pertain to the spectral features (histogram, intensity, repetitiveness) in each 
band, and CNN supplies a strong feature extractor, which resides of alternative loop 
and combining coatings, to generalize the features towards deep and abstract like-
nesses. As it is from independent feature learning and it supplies the essential premise 
for more extreme-accuracy classification.
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8 Validation Metrics 

The confirmation of the expected system may be analyzed in conditions of accuracy 
measured. 

True positive (TP): number of true positives − perfect positive prediction. 
False positive (FP): number of false positives − imperfect positive prediction. 
True negative (TN): number of true negatives − perfect negative prediction. 
False negative (FN): number of true negatives − imperfect negative prediction. 

9 Accuracy 

Accuracy (ACC) is found as the fraction of total number of perfect predictions to the 
total number of test data. It can also be represented as 1 – ERR. The finest possible 
accuracy is 1.0, whereas the very worst is 0.0. The performance of the system shown 
in Table 1 and Fig. 6. 

Table 1 Findings of 
accuracy 

Algorithm Accuracy (%) 

Naive Bayes 50 

Support vector machine 65 

Back propagation neural network 80 

Proposed work 92 
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ACC = TP + TN 
TP + TN + FN + FP × 100 

From Fig. 6, it is evident that, CNN provides improved accuracy rate than the 
existing machine learning algorithms. The Naive Bayes algorithm utilizes proba-
bility distribution functions, and hence, it results in delivering shortest accuracy in 
categorization. 

10 Conclusion 

This research study has evaluated different machine learning and deep learning 
algorithms. For HSI categorization, a deep learning CNN technique has been 
suggested. From the hyperspectral picture categorization observation, the respective 
pixel is treated as sequential detail. This suggested strategy predicts higher learning 
percentage than existing neural network methodologies. For the initial period, the 
intrinsic sequential data structure of hyperspectral pixels is explored to provide a 
novel technique for improved hyperspectral data comprehension, processing, and 
modelling. Furthermore, the novel technique provides higher classification accuracy 
than existing widely used classification algorithms with reduced CPU time consump-
tion. The suggested system is totally computerized, which is a very desirable feature 
to thoroughly certify the huge CNN attribute for hyperspectral image processing. 

11 Future Work 

The truthfulness of the genre will be enlarged in the future. Furthermore, this work 
will be able to establish more accurate results accompanying better accuracy. 
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Design of Super Mario Game Using 
Finite State Machines 

Anjana S. Nambiar, Kanigolla Likhita, K. V. S. Sri Pujya, and M. Supriya 

Abstract A finite state machine, commonly known as a finite state automaton, is 
a model of computation based on a theoretical machine and is composed of one or 
more states. It enables the switch between multiple possible states and modification 
of the behaviour according to the state. One of the widely used applications of finite 
automata is in the video gaming industry. Game designing is the methodology of 
developing the content and rules of a game in the initial stages. It involves designing 
the characters, rules, environment, action, and rewards. For example, Super Mario 
is a game series based on the fictional plumber Mario created by Nintendo. The 
fundamental purpose of the game is to move the character, Mario and complete as 
many stages as possible. The secondary goal is killing the enemies and collecting 
coins or additional items. This project involves Mario transforming his states and 
behaviour based on the events that have occurred using finite automata. This paper 
deals with implementing the Super Mario Game Design using Python Programming 
Language and JFLAP, a widespread open-source software tool used in the Formal 
Language and Automata courses. 
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1 Introduction 

The study of abstract computing devices, also known as abstract machines, is 
called automata theory. An automaton is any machine that converts information 
into different forms using a specific repeatable process. 

In the 1930s, a great scientist and the father of computing commenced the study 
of abstract machines that had all the capabilities of a computer available today, as far 
as they could compute. Simpler machines were studied by researchers a decade later, 
between the 1940s and the 1950s. These simpler machines were known as “finite 
automata”. Amongst the machines available today, the most straightforward machine 
is the finite automata. The finite automata had been proposed initially to model the 
brain function but are currently used in a wide range of applications [1]. 

In the 1950s, N. Chomsky commenced the study of formal grammars. As a result, 
formal grammars and automata have a very close relationship, and this forms the 
base of different applications in automata theory. 

In addition to the finite automata, three more automata are widely employed. 
They are pushdown automata, linear-bounded automata, and Turing machines. The 
pushdown automaton is a type of automata with limited memory that can be accessed 
in a restricted way. It uses a stack data structure as storage memory. Pushdown 
automata can recognize context-free grammar. It can solve more problems than finite 
state automata. It is used to model parsers. 

A linear bound automaton is a type of automata that utilizes restricted tape as 
a storage unit. They recognize context-sensitive grammar. Similarly, the Turing 
machine is a type of automata with infinite memory. It has no limitations and works 
using a tape memory. They recognize unrestricted grammar. They are very powerful 
and is used to model any computer. 

The most efficient automaton is a Turing machine followed by linear bound 
automata and pushdown automata. On the contrary, finite state automata are the 
easiest to implement, followed by pushdown automata, linear bound automata, and 
Turing machines. The Turing machines are challenging to implement because they 
utilize a tape memory. 

Some characteristics of automata are as follows -

• Inputs: In automata theory, inputs are the sequences of symbols selected from a 
finite set. 

• Outputs: In automata theory, the outputs are the sequences of symbols that are 
selected from a finite set. 

• States: In automata theory, state is the property of the machine at any given point 
in time. 

The significance of automata theory is innumerable. Nowadays, computer scien-
tists employ automata theory to compute functions and to understand the method-
ology of solving problems using machines. For example, it helps determine if a 
function is defined as computable and if a problem can be described as decidable. 
Automata is used for numerous applications like text processing, hardware designing,
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compiler designing, and game theory. Furthermore, context-free grammar is used in 
artificial intelligence and programming languages [2]. 

In addition to applications like text processing, it is used in NLP, hardware 
designing, compiler designing and game theory, automata theory is used in distributed 
systems, software designing, real-time systems, and structured data [3]. These models 
and verifications are made possible by automata allowing them to model time and 
probabilities. In addition, automata theory can be advantageous to comprehend the 
limitations of computation from a theoretical viewpoint. Therefore, it is essential to 
learn automata theory to apprehend formal mathematical models of computation and 
their reflection in the real world of computer work. 

2 Preliminaries 

2.1 Finite State Machines (FSM) 

Finite state machines, also known as finite state automatons, are a type of automation 
and a mathematical computation model. It is the most straightforward machine out 
of the automatons available. They have a finite amount of memory or no memory. 
They are employed to model “small” computers. They can solve a few problems but 
cannot solve problems that require memory. Finite state automata are the easiest to 
implement but are less efficient compared to the other automatons available. 

In general, finite automata is used to recognize patterns, regular languages, and 
for mathematical problem analysis. They are ideal computation models for a small 
amount of memory and do not maintain a memory [4]. 

Finite state machines are restricted to certain states and the transitions between 
these states. The input of the automaton is a string of symbols and changes its state 
accordingly based on the inputs. The transition occurs on getting the desired input, 
and the state changes. In general, the automata can either stay in the same state or 
move to the next state at the time of transition. 

Finite automata can be classified as an accepter and a transducer. It can have the 
following two possibilities: 

• Accept 
• Reject 

A final state is a state that terminates the transitions. On processing the input, if 
the automata reach one of the final states, the input will be accepted. On the contrary, 
it will get rejected if it does not reach the final state [5]. 

The role of FSM in game theory is that the complex behaviours can be charac-
terized and then they can be encapsulated into mini single interactions which are 
called as states using finite state machines. In finite state machines, each state can 
be expressed as direct action. Complex behaviour will result from the interactions of 
several single states.
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2.2 Game Design 

Game designing is the craftwork of applying design, innovation, and aesthetics to 
construct a game for amusement, experiment, or educational purposes. A finite state 
machine changes from one state to another in response to some inputs. It has many 
applications, and game theory is one such application [6]. Finite state machines 
have been employed in game designing. The states and transitions can be utilized to 
represent different actions, rewards, and the game’s environment [7]. Applications 
of finite automata are numerous. In theory, finite automata is used in the initial stages 
of game development. But not much work has been done in relating this theory to 
practical game development. This game has been taken up in particular because it 
has been quite popular for being one of the oldest and successful gaming franchises, 
and this resulted in anyone born in the 80s and after could have grown up playing 
Mario games. This paper aims to look at how finite automata can be utilized to design 
the super Mario game [8]. 

2.3 Super Mario Game 

Super Mario, also known as the Super Mario Bros and Mario series is a game sequel 
created and developed by Nintendo [9]. This game was founded and established 
starring the fictional plumber, Mario. In this game, the user will be playing the role 
of Mario. In the beginning, the user plays the game by passing through the Mushroom 
Kingdom. This is done by surviving and enduring the forces of the antagonist Bowser 
and saving and protecting Toadstool, the Princess. 

In order to complete the level, the fictional plumber Mario should discover and 
reach the flagpole at the end of every level. In addition, there are numerous coins 
scattered and dispersed in the kingdom and unusual bricks marked with a question 
mark. When Mario hits the bricks, it might disclose and reveal more coins or some-
thing special to win the game. Along with the special bricks, the other bricks might 
also comprise some coins or rare items. 

The environment also consists of super mushrooms, fire flowers, and superstars. 
If Mario consumes a super mushroom, he will evolve into Super Mario by growing 
double his size and achieving the capability to smash bricks above him. He will turn 
back to regular Mario on getting hit once again rather than dying. 

Similarly, on eating fire flower, Mario turns into Fire Mario, where he acquires 
the power to throw bouncing fireballs using his hands, and on touching a bouncing 
Super Star, which is a rare power-up, Mario transforms into Star Mario. In this form, 
Mario is defensible and unassailable to almost every physical hindrance in the game. 
In addition, he can slaughter all the opponents with a straightforward touch. This 
is a provisional state, and henceforth, the player would have to quickly utilize the 
recently acquired abilities. Figures 1, 2 and 3 depict the screen shots from the game.
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Fig. 1 Screenshot of super 
Mario game’s environment 

Fig. 2 Screenshot of super 
Mario game’s fire flower 

Fig. 3 Screenshot of super 
Mario game’s level 
completion
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3 Implementation 

The implementation of Super Mario game design is designed in Python using 
pyformlang, a python library to manipulate formal grammar and JFLAP. Pyformlang. 

Pyformlang is an open-source Python3 library specialized in formal language 
manipulation. It is a practical and pedagogical Python library designed for formal 
languages. It comprises the preliminary functionalities to manipulate and under-
stand finite state automata, regular expressions, finite state transducers, pushdown 
automata, context-free grammars and indexed grammars [10]. All the states and the 
transitions can be implemented using Pyformlang. 

3.1 JFLAP 

JFLAP is used in the design of finite state machines. JFLAP is open-source soft-
ware for formal language subjects like deterministic finite automata (DFA) and 
non-deterministic finite automata (NFA). DFA refers to a definite finite automaton. 
Determinism refers to uniqueness. A deterministic finite automaton reads a string 
of symbols simultaneously as a finite state machine using JFLAP. Each input in the 
deterministic finite automata has just one path from one state to the next state. NFA 
stands for non-deterministic finite state machine. A finite state machine is called an 
NFA if there is more than a single path for a particular input from the current state 
to the next and can be implemented using JFLAP. Not all non-deterministic finite 
automata are deterministic finite automata, but all non-deterministic finite automata 
can be converted to deterministic finite automata using JFLAP [11]. 

3.2 Game States 

The states in the game along with the description of the player is given in Table 1. 
Table 2 showcases the transitions and the possible score (Fig. 4). 

3.3 Game Level Description 

This section describes the game which is presented as 2 levels. 

Level 1: 

Some of the crucial states in the level are: 

start game, level 1, small Mario, super Mario, fire Mario, score, game over, exit, 
game, second life, third life, flag



Design of Super Mario Game Using Finite State Machines 745

Table 1 Description of game 
states 

Game states Description 

Start game (initial state) The player starts the game 

Small Mario Character in the game 

Super Mario Character in the game 

Fire Mario Character in the game 

Score When player collects the coins score 
is displayed 

Flag (final state) Flag represents the end of each level 

Game over If player died in the game 

Exit game (final state) Player can exit the game at any point 
of time 

Table 2 Transition table 
with score 

Present state Transitions (events) New state Score 

small_mario got_mushroom super_mario 500 

small_mario got_fire_flower fire_mario 500 

super_mario got_mushroom super_mario 500 

super_mario got_fire_flower fire_mario 500 

fire_mario got_mushroom fire_mario 500 

fire_mario got_fire_flower fire_mario 500 

small_mario kill_monster small_mario 100 

super_mario kill_monster super_mario 100 

fire_ mario kill_monster fire_mario 100 

super_mario met_monster small_mario 0 

fire_mario met_monster small_mario 0 

small_mario met_monster second_life 0 

small_mario met_monster third_life 0 

small_mario met_monster game_over 0 

Some of the important transitions are: 

got_mushroom, got_fire_flower, kill_monster, 100, 200, 500, met_monster, 
reached_flag 

At the beginning of the game, the player starts with three lives and as small Mario. 
If the player captures any coin in the game, the player will be awarded 200 coins. 
If small Mario captures the mushroom (got_mushroom) then the state is changed to 
Super Mario, and the player will be awarded a 500 score. Similarly, if Super Mario 
captures the fire flower (got_fire_flower), the state is changed to Fire Mario, and 
the player will be awarded a 500 score. If Mario in any state kills the monsters, the 
player will be awarded 100 as a reward. If the Super Mario or Fire Mario will meet 
the monster, then the state is again changed to small Mario, and if the small Mario
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Fig. 4 JFLAP implementation of super Mario game 

meets a monster, the player loses one life is lost, and the game comes to an end when 
all the lives are lost. The flag at the end represents that the player the completed first 
level. 

In python, the level implantation is done by importing the essential libraries and 
modules. The pyformlang library is used following which begins the creation of an 
NFA object using the EpsilonNFA(). Different states of the automaton are created 
using the state(). The start state and the end state of the automaton are created using 
the add_start_state() and the add_final_state(). The transitions are added using the 
add_transition() (Figs. 5 and 6). 

Similarly, a similar approach is followed to create the automaton using JFLAP. 
All the states along with the start and the final states are created following which 
the transitions are added. The automaton can be visualized by the user using JFLAP 
[12], but not using pyformlang package in Python Programming Language.

Fig. 5 Implementation of first level super Mario game in python
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Fig. 6 Creation of states in the first level super Mario game in python 

The implementation of the first level can be represented using a transition diagram 
and a transition table, of which a tabular representation of the transition function is 
presented in Table 3. The table lists only few of the important moves. Addition moves 
are very minimal or none.

Level 2: 

The player can move to the next level on reaching the flagpole. The second level two 
is almost identical to the first level. When the player reaches the flag in the second 
level, the player gets a score of 400 as a reward. The flag at the end represents that 
the player the completed second level. The transition table of level 2 is presented in 
Table 4. As mentioned in the previous section, the table presents only the important 
transitions. 

Remaining Levels: 

The remaining levels of the game can be implemented using the same approach. 

4 Results 

The Super Mario game is successfully designed and implemented using Finite State 
Automata in Python Programming Language using Pyformlang and JFLAP. A snap-
shot on the Pyformlang implementation is presented in Fig. 7. Figures 8 and 9 present
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Fig. 7 Adding transitions in the first level super Mario game in python 

Fig. 8 Testing of the automata using multiple inputs 

Fig. 9 Testing of the automata using JFLAP traceback 

the outputs from JFLAP.
After modelling the automata using JFLAP by giving different inputs, we get either 

Accept or Reject, where Accept means input has been accepted by the automata and 
Reject means that the input has been rejected (Fig. 10). 

In conclusion, this paper has experimented the use of finite state machines in 
game design. Though FSMs are used in string matching, plagiarism detection, word 
extraction, activity representation, etc. [13–18], this paper proposes FSM for game 
designing. This implementation enables to simply the complex behaviours into finite 
set of states. If the number of states is too complex, behaviour trees can be used 
which is used in artificial intelligence field.
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Fig. 10 Traceback analysis of sample input 

5 Conclusion 

This paper deals with the implementation of the first two levels of the Super Mario 
game design using a finite automaton using game theory. This implementation shows 
the state changes of a character. The more the number of states, the more are the 
machines are capable of handling complex strategies. This analysis may additionally 
be extended to incorporate advanced computational and complexity theory tools. 
This can be done to additionally improve the game theory to an advanced level 
by utilizing Pushdown automata, Turing Machines and Moore and Mealy Machines. 
Finite automata are widely used to represent simple characters in the game. Therefore, 
it is easy to present a design that allows developers to see the broad picture and 
fine-tune the result. 
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Spam Email Classification 
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Abstract Spam email is a massive issue that bothers and consumes receivers’ time 
and effort. Because of its effectiveness in identifying mail as wanted or unwanted, 
machine learning approaches have become a popular technique in spam detection. 
Current spam detection methods, on the other side, typically have low detection 
performance and are incapable of handling high-dimensional information easily. As 
a result, a unique spam detection approach that combines an improved moth flame 
optimization algorithm and a logistic regression classification model was proposed in 
this paper. The research evidence on two accessible datasets (CSDMC2010, Enron) 
indicates that the suggested methodology can tackle high-dimensional data due to its 
very powerful local and global search skills. The suggested technique was evaluated 
for spam detection accuracy to that of logistic regression, naive Bayes classifiers, and 
support vector machine, as well as the performance of earlier research’ that includes 
state-of-the-art approaches. In terms of classification performance, the suggested 
methodology outperforms the other spam detection algorithms examined in this work. 
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1 Introduction 

The growing number of e-commerce businesses has led to a rise in the quantity 
of commercial ads and emails. On a regular basis, consumers receive emails from 
unknown senders attempting to steal private information, passwords, or bank account 
details. Spam refers to unwelcome commercial emails that have been sent in a random 
fashion. 

Radicati stated that [35] the number of expected sent and received emails will 
approach 347 billion by the end of 2023. According to Ma et al. [30], spam emails 
are made up 55% of global email traffic in 2017 and 2018. Total spam levels in 
2015 were at 52.7%, in 2016 at 53.4%, and in 2017 at 54.6%. Spam emails annoy 
receivers, consume network bandwidth, storage space, and computer resources, while 
potentially damaging files by inserting virus items in attached files. 

Various strategies for preventing spam have been proposed. Bhowmick and Haz-
arika [21] classified spam email mitigation strategies into eight categories: machine 
learning-based techniques, signature schemes, whitelisting, blacklisting, heuristic 
filters, collaborative spam filtering, challenge-response systems, and honey pots. A 
further classification splits the approaches into two major categories: dynamic tech-
niques and static techniques. 

Filtration techniques based on specified blacklists, and whitelists are examples of 
static techniques. However, these prove unsuccessful, as spammers utilize multiple 
email addresses. Additionally people with compromised devices could transmit spam 
while ignorant of the virus. To determine if an email is spam, dynamic techniques 
often evaluate its message using text classification built with a statistical methodology 
or machine learning (ML) algorithms [29, 37]. 

Throughout this paper, a novel spam filtering technique that benefits from logistic 
regression (LR) was proposed, featuring quick classification in real-world appli-
cations and effective methods for avoiding convergence local minima by applying 
the moth flame optimization algorithm (MFO) [32]. As a nature-inspired swarm 
intelligence metaheuristic algorithm, the MFO imitates moth flying behavior and 
attitude. It should be highlighted that this work presents the first spam filter that 
employs the MFO as an LR training algorithm. The MFO method works very well 
with high-dimensional challenges [39], as it has to balance between intensification 
and diversification, making it a strong choice for spam detection. Using incorpora-
tion with the term frequency and inverse document frequency (tf and idf) approach, 
the suggested method was improved and employed with LR to minimize additional 
restriction for this classifier, linked with its vulnerability to identical feature weights. 
Accordingly, the main contributions of this paper are twofold: 

• After observing the drawbacks of the basic MFO implementation, a novel, modified 
variant of the algorithm is proposed that overcomes the detected issues. 

• The devised improved MFO algorithm is applied to the spam email classification 
problem, to further improve the classifier accuracy. 

Comparison between the classification performance of proposed method and 
Gaussian Naive Bayes (NB), multinomial NB, linear support vector machine (SVM),
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radial basis SVM and logistic regression (LR) classifiers is performed. On the pub-
lically available datasets CSDMC2010, experimental findings reveal that AVMFO-
LR outperforms the other approaches. The Enron dataset was utilized to evaluate 
AVMFO-LR performance to that of earlier approaches, which show that AVMFO-
LR methodology surpasses state-of-the-art techniques that have been evaluated on 
the Enron dataset in the overall classification and false-negative (FN) rate. 

The rest of this paper is structured as follows. Section 2 covers logistic regression 
and provides an overview of works on spam email detection. Section 3 presents the 
proposed improved approach. Section 4 provides a discussion of the datasets used in 
experiments, as well as the attained results. Finally, Sect. 5 wraps up the article and 
suggests some further work. 

2 Background and Related Work 

Machine learning (ML) is a practical and effective approach of discovering opti-
mized solutions to issues that have historically been solved via time-consuming 
problem-solving methodologies. Using metaheuristic ML algorithms has assisted in 
the resolution of several challenges in the field, where traditional methods had failed. 
Statistics is one of the domains in which machine learning is integrated and has been 
employed. Classification utilizing multiple methodologies is one of the areas that 
machine learning may be utilized in this field. Logistic regression (LR), often known 
as the sigmoid function, is a machine learning method for binary classification and 
is one of the most well-known classification techniques. This is due to the fact that it 
is a basic algorithm that works admirably on a wide range of issues. It is an S-shaped 
curve that can transfer any real-valued integer to a value between 0 and 1, but still 
never precisely among these boundaries. 

Considering a set of training data {(→x1, y1), (→x2, y2), . . . , (→xm, ym)} , →xi ∈ Rn and 
yi ∈ {0, 1} , 1 ≤ i ≤ m, Eq.  (1) specifies the class of →xi in LR. 

yi =
⎧
0, pi < 0.5 
1, pi ≥ 0.5 

(1) 

In which pi is determined by Eq. (2) and is the sigmoid function given by Eq. (3): 

pi = σ( →w→xi ) (2) 

σ(a) = 1 

1 + e−a 
(3) 

The LR method’s purpose is to acquire weights ( →w) that reduce a cost function, 
such as a cross-entropy method using ridge regression, thereby reducing computa-
tional burden and preventing overfitting. Equation (4) gives the cross-entropy func-
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tion using ridge regression. 

J ( →w) = −  
mΣ
i=1 

yi log( pi ) + (1 + yi ) log(1 − pi ) + 
λ 
2 

nΣ
j=1 

w2 
j (4) 

where λ is a factor for regularization. The gradient descent technique begins with 
certain starting →w and iteratively updates Eq. (5) until the terminating requirements 
are met.

→w = 

⎡ 

⎢⎢⎢⎣ 

w1 

w2 
... 

wn 

⎤ 

⎥⎥⎥⎦ 

n×1 

+ α 

⎡ 

⎢⎢⎢⎣ 

−→x1− 
−→x2− 

... 
−→xm− 

⎤ 

⎥⎥⎥⎦ 

T 

m×n 

× 

⎛ 

⎜⎜⎜⎝ 

⎡ 

⎢⎢⎢⎣ 

y1 
y2 
... 
ym 

⎤ 

⎥⎥⎥⎦ 
− 

⎡ 

⎢⎢⎢⎣ 

p1 
p2 
... 
pm 

⎤ 

⎥⎥⎥⎦ 

⎞ 

⎟⎟⎟⎠ 

m×1 

− λ 

⎡ 

⎢⎢⎢⎣ 

w1 

w2 
... 

wn 

⎤ 

⎥⎥⎥⎦ 

n×1 

(5) 

where α is the learning rate, influencing converges speed to local optima. Poor 
converge would occur when α is too low. However α if is too high, gradient descent 
would miss the local optimum. It should be highlighted that α and λ are essential 
hyperparameters of LR architectures. Moreover, the gradient descent methods are 
mainly used to train machine learning models, but they can fall into the local optimum, 
and therefore, swarm intelligence is applied to overcome such a problem. 

In the field of computer science, nature-inspired metaheuristic optimization algo-
rithms and swarm intelligence algorithms had already been used to solve NP-hard 
challenges, which includes MRI and histological frame classifier optimization [17, 
19], predicting the cases of COVID-19 [47, 49], artificial neural network optimization 
and hyperparameters optimization [4, 7–10, 13, 15, 18, 24, 26, 40, 52], cloud-based 
framework for task scheduling issues [6, 14, 20, 51], wireless sensor networks [5, 
11, 48, 50, 53], malware detection [46], and so on. 

Swarm intelligence algorithms have been used with machine learning models to 
overcome the problem of spam filtering. Naem and his colleagues [34] suggested 
ALOBoosting, which split into two major steps: An ant lion optimizer (ALO) had 
been utilized during the first step to acquire the optimal subset of features. Throughout 
the second step, a boosting classifier had been employed to identify if the email is a 
spam email or a normal email. In regard to the categorization precision, this strategy 
was highly successful. 

Idris and Selamat [28] presented a method that incorporates a negative selection 
algorithm (NSA), one of the several essential methods in the artificial immune system 
(AIS), with particle swarm optimization (PSO), and proved that their suggested 
framework detected spam emails more effectively compared to the NSA and PSO 
methods alone. 

Dedeturk and Akay [25] proposed a novel spam detection approach combining 
the artificial bee colony algorithm and a logistic regression classification algorithm. 
The proposed model was tested on three different datasets, including a Turkish email 
dataset, and the results show the proposed model can handle high-dimensional data.
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After comparing the proposed model spam detection performance to other models 
tested on the same datasets, the results indicate the superiority of the proposed model 
in terms of classification accuracy. 

3 Proposed Method 

In this section, the original and the improved version of the moth flame algorithm is 
presented. 

3.1 Original Moth Flame Algorithm 

Moths are a species closely related to butterflies that are developed to fly at night by 
utilizing moonlight for navigation using a system known as transverse orientation. 
A moth flies by keeping a steady angle regarding the moon, which is a very efficient 
way for traveling vast distances in a straight line. However, artificial lights confuse 
moths, mainly to the inefficiencies of the transverse orientation mechanism. When 
moths detect a man-made light, they strive to fly in a straight path by maintaining 
a consistent angle, often resulting in a pointless or lethal spiral flight route. This 
behavior is mathematically represented to create the MFO approach [32]. 

Solutions in MFO are represented by moths, and the factors in the equation are their 
positions. As a result, the moths may fly in one-dimensional or multi-dimensional 
space by modifying positional variables. Because the MFO method is a population-
based approach, it is displayed in the matrix in Eq. (6) 

M = 

⎡ 

⎢⎢⎢⎣ 

m1,1 m1,2 . . .  m1,d 

m2,1 m2,2 . . .  m2,d 
... 

... 
... 

... 
mn,1 mn,2 . . .  mn,d 

⎤ 

⎥⎥⎥⎦ (6) 

where d is the number of dimensions and n is the number of moths in the search 
space. 

There is also an array for recording the relevant objective value, as shown in 
Eq. (7): 

OM = 

⎡ 

⎢⎢⎢⎣ 

OM1 

OM2 
... 

OMn 

⎤ 

⎥⎥⎥⎦ (7) 

where the number of moth in the search space is n.
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Every moth’s position vector from M matrix is given to the fitness function, and 
the fitness function’s return is allocated to the associated moth as its fitness value in 
the OM matrix. 

Flame is also a control parameter in the MFO algorithm. And it can be represented 
as in Eq. (8): 

F = 

⎡ 

⎢⎢⎢⎣ 

f1,1 f1,2 . . .  f1,d 
f2,1 f2,2 . . .  f2,d 
... 

... 
... 

... 
fn,1 fn,2 . . .  fn,d 

⎤ 

⎥⎥⎥⎦ (8) 

where d is the number of diminutions and n is the number of moths in the search 
space. 

There is also an array for recording the relevant objective value, demonstrated by 
Eq. (9): 

OF = 

⎡ 

⎢⎢⎢⎣ 

OF1 

OF2 
... 

OFn 

⎤ 

⎥⎥⎥⎦ (9) 

with the number of moths in the search space represented by n. 
It must be highlighted that both moths and flames are possible solutions. The 

distinction is in how to handle and modify them on every cycle. Moths are the 
main search workers that travel around the solution area, while flames represent the 
optimum location of moths that have so far been obtained. Using this approach will 
guarantee that the moth’s finest solution will never be lost. 

The MFO model is given, as a three tuple as in Eq. (10), that corresponds to the 
global optimum of optimization problems: 

MFO = (I, P, T ) (10) 

where T is the function that will result in true or false depending on the termination 
criterion. P is the function that moves the moth around the search space using the M 
as an input. I is the function that generates random moths and corresponding fitness 
values. 

The random population function (I ) can be represented as Eq. (11): 

M(i, j ) = (ub(i ) − lb(i )) × rand() + lb(i ) (11) 

where ub is the upper bound and lb is the lower bound. 
After generating the random population, the P function is used to move the moth 

and explore the search space. It can be represented as follows: 

Mi = S(Mi , Fj ) (12)



Training Logistic Regression Model by Enhanced Moth Flame … 759

where S is the spiral function, Mi is the i th moth, and Fj is the j th flame. 
The spiral can be represented mathematically as follows: 

S(Mi , Fj ) = Di × ebt × cos(2π t) + Fj (13) 

where t is randomly generated number between (−1 and 1), it specifies how near the 
moth’s following location will be to the flame (t = −1 indicates the nearest location 
to the flame, whereas t = 1 indicates the furthest), b is a constant number to help 
with shaping the spiral, and Di represents the space between the i th moth and the 
j th flame. And D can be defined as follows: 

Di = |Fj − Mi | (14) 

Because of the spiral formula, a moth can fly around a flame rather than just in the 
area between them. As a result, the intensification and diversification of the solution 
area can be verified. 

To highlight intensification, it is presumed that t is a randomly generated variable 
between (r and 1), with r decreasing linearly from 1 to 2 throughout the length of 
cycle. It is worth noting that r is referred to as the convergence factor. Moths use 
this strategy to exploit their associated flames more precisely proportionate to the 
amount of cycles. To avoid being trapped in the local minimum in Eq. (12), each 
moth updates its location with correspondence to only one flame. The first moth 
adjusts its location in relation to the greatest flame in the array, while the final moth 
adjusts its location in relation to the lowest flame in the array. 

An additional issue to consider is that the location update of moths with n various 
places in the solution area might limit the diversification of the most viable solution. 
To address this issue, an adjustable system is developed that decrees the number of 
flames during the duration of the iterations. This method is shown as follows: 

FlameNum = round
(
N − I × 

N − 1 
T

)
(15) 

whereby N is the maximum number of flames represented, I is the current number 
of iteration, and T is the maximum number of iteration. 

3.2 Improved Moth Flame Optimization 

By analyzing original MFO algorithm, certain deficiencies were noticed. Specifi-
cally, in early phases of execution in some runs, due to the stochastics nature, it 
occurs that the right region of the search space is not found, and consequently in 
later iterations, the search process is unable to converge around the optimum parts 
of the search region. Also, it is noticed that the diversity of population is not on the 
satisfactory level throughout the whole run, leading consequently to just minor solu-
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tions’ improvements over subsequent iterations. On the other hand, by conducting 
rigid empirical analysis, it is concluded that the basic MFO’s search expressions are 
highly efficient, yet its potential is not fully employed due to the abovementioned 
drawbacks. 

To address these deficiencies and to better exploit potential of MFO, the idea 
of enhanced search based on the average fitness (AV) is introduced. After regular 
solutions’ update by the basic MFO search mechanism, the average fitness (fitavg) 
of the population is calculated. Afterward, random solution Mr w whose fitness is 
below the average (fitr < fitavg) is selected and discarded from population. Such 
solution is then replaced by the offspring (Mo) individual generated by applying 
uniform crossover operator between current best solution (Mbest) and randomly cho-
sen individual Mrb  whose fitness is greater than the average (fitr > fitavg). In this 
implementation, simple fitness representation, where fitness is reverse proportional 
in the case of minimization problems and directly proportional to the objective when 
maximization problems are concerned, is utilized. Simple mutation operator with 
fixed mutation probability of 0.001 ( pm) is then applied to each parameter on such 
generated solution as in [12]. 

Proposed method is named average fitness MFO (AVMFO), and according to 
experimental findings, it exhibits better convergence, as well as exploration than the 
basic MFO approach. The AVMFO pseudo-code is shown in algorithm 1. 

Algorithm 1 Pseudo-code for the AVMFO 
initialization. Produce the N random moths M inside solution area bounds using Eq. (11), and 
measure their fitness. 
initialize T the max numbers of iteration. 
update the number of flames using Eq. (15) 
do 
for all M of the moth produced do 

for all parameters do 
update r and t . 
calculate D using Eq. (14) with respect to the corresponding moth. 
update M(i, j) using Eq. (12), and Eq. (13) with respect to the corresponding moth 

end for 
calculate objective and fitness values 
update flames 

end for 
Calculate average fitness 
Discard Mr w individual from population 
Perform uniform crossover between Mbest and Mrb  and generate Mo 
Apply mutation operator and introduce to Mo into population 
while(t < T ) 
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Fig. 1 Block diagram of the AVMFO-LR classifier 

4 Experimental Setup, Analysis, and Discussion 

In this section, an overview of the experimental setup for evaluating the proposed 
AVMFO for LR training (AVMFO-LR), along with comparative analysis with other 
well-known ML approaches, is given. The complete workflow of the proposed 
AVMFO-LR classifier is shown in Fig. 1. 

4.1 Dataset 

Datasets used for validation include the CSDMC2010 dataset consisted of 4327 
English emails, among which 2949 (68.15%) are valid emails, and 1378 (31.85%) 
are spam emails, as well as the Enron-1 dataset [31] comprised of 5172 emails, 3672 
valid (71%), and 1500 spam (29%). The CSDMC2010 and Enron datasets each have 
(82,148) and (47,939) unique words. 

4.2 Preprocessing for Data Representation 

In this classification problem, a series of emails D = {d1, d2, d3, . . . ,  dm} were given 
and two categories C = {

cspam, cvalid
}
. The difficulty is that you need to allocate an 

email address di ∈ D to one of the two categories. 
When handling emails, the content and subject are collected, and the HTML 

elements are eliminated. Words are split into sets of substrings, all characters changed 
to lowercase and tokenized. With the exception of exclamation marks, stop words 
and punctuation are eliminated. The NLTK stemming package [22] is used on the  
dataset to eliminate morphological prefixes and suffixes from phrases and keep just 
the phrase stem. Non-informative frequent stop words are removed, and the bag of 
words (BOW) paradigm is produced regardless of word grammar or position. The 
BOW paradigm is a syntax (word collection) that contains every one of the unique 
terms throughout all documents. As shown in Eq. (16) 

B = {t1, t2, t3, . . . ,  tB} (16)
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where B is the term set and |B| is the total number of unique terms gathered in all 
documents. Following the creation of the word collection, every document di ∈ D is 
defined by a vector di = [w1, w2, w3, . . . , w|B|], in which w1, w2, w3, . . . , w|B| are 
the weights corresponding to the terms t1, t2, t3, . . . ,  t|B|. 

The weights are calculated with tf and idf and can be calculated with Eq. (17) 

tf−idf(t j , di ) ≤ w j , di ≥ tf(t j , di ) × log 
|D| 
|Dt j | (17) 

when tf(t j , di ) indicates the overall number of words t j in document di , |D| rep-
resents the overall number of documents, and |Dt j | indicates the overall number of 
documents containing term t j . 

φ( →d '
i , c j ) =

⎧
1, if →d '

i ∈ c j 
0, otherwise 

(18) 

4.3 Results and Discussion 

The classification performance of Gaussian NB, multinomial NB, linear SVM, radial 
basis SVM, LR, and the proposed model on the CSDMC2010 dataset was evaluated 
via comparing, in similar way as it was proposed in [25]. It is important to mention that 
the authors have implemented independently standard machine learning methods, 
ML and ABC-LR as well, to verify the results from [25]. Moreover, in this research, 
the termination condition for all tested methods was set according to the total amount 
of fitness function evaluations (FFEs) used, and to provide similar conditions as in 
[25], the number of evaluations was set to 160,000 for all conducted experiments. 

Furthermore, the classification accuracy of the model on the Enron dataset was 
evaluated by comparing it to other techniques from earlier research, and to avoid the 
influence of the arrange and dividing mechanism on the data, tenfold cross-validation 
was used in all experimental studies. As a consequence, ten classification outcomes 
were achieved, and the mean of these outcomes is measured as the research’s ultimate 
classification results. 

4.4 Comparison of Classifiers 

Table 1 displays the highest and lowest classification performance achieved by six 
classifiers on the CSDMC2010 dataset with vector sizes of 500 and 1000, and the best 
achieved results are marked bold. According to Table 1, the LR classifier with the 
AVMFO algorithm made the greatest outcome, with the highest obtained accuracy
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Table 1 Highest and lowest classification performance comparison on the CSDMC2010 dataset 

Classification techniques Feature vector size = 500 Feature vector size = 1000 

Highest (%) Lowest (%) Highest (%) Lowest (%) 

AVMFO-LR 98.67 94.65 98.81 96.03 

MFO-LR 98.45 76.52 98.52 77.68 

Gradient descent with LR 
[25] 

98.25 73.82 98.54 66.74 

SVM with RBF kernel [25] 98.57 68.22 98.61 68.23 

Linear SVM [25] 98.11 92.32 98.41 94.11 

Multinomial NB [25] 90.92 88.92 94.52 92.03 

Gaussian NB [25] 93.73 93.73 95.94 95.94 

Table 2 AVMFO-LR’s performance and comparison on the Enron-1 dataset 

Methodology Performance | STD FN | STD FP | STD 

AVMFO-LR 98.97% | 0.85 0.0005 | 0.0010 0.0209 | 0.0143 

MFO-LR 98.83% | 0.88 0.0007 | 0.0013 0.0213 | 0.0184 

ABC-LR [25] 98.92% | 0.86 0.0006 | 0.0012 0.0212 | 0.0178 

DBB-RDNN-Rel [16] 98.74% | 0.58 0.0016 | 0.0019 0.0213 | 0.0102 

CNN [16] 97.49% | 0.88 0.0346 | 0.0194 0.0216 | 0.0078 

KNN [16] 91.35% | 1.36 0.0377 | 0.0156 0.1064 | 0.0178 

MLP [16] 96.31% | 2.83 0.0502 | 0.0824 0.0315 | 0.0359 

AIRS2Parallel [16] 71.36% | 7.65 0.1220 | 0.1679 0.3535 | 0.1519 

LR [16] 94.56% | 1.03 0.0664 | 0.0202 0.0498 | 0.0126 

AdaBoost [16] 78.76% | 1.15 0.6838 | 0.0340 0.0200 | 0.0800 

Random forest [16] 98.03% | 0.58 0.0179 | 0.0123 0.0202 | 0.0074 

Voting [16] 97.20% | 1.06 0.0247 | 0.0118 0.0294 | 0.0130 

IL-C4.5 [16] 93.35% | 1.29 0.0608 | 0.0207 0.0688 | 0.0159 

FDA + SVM [16] 96.64% | 0.85 0.0462 | 0.0175 0.0285 | 0.0093 

FDA + NB [16] 91.30% | 1.21 0.1211 | 0.0162 0.0044 | 0.0059 

MDL [16] 95.67% | 1.13 0.0107 | 0.0105 0.0566 | 0.0165 

of 98.81% on the CSDMC2010 dataset with feature size of 1000 and 98.67% with 
feature size of 500. 

Table 2 displays the detection accuracy of the spam detection. The top spam 
detection performance was presented and associated with FN and FP rates, as well 
as the mean duration in seconds, in this subsection. In Table 2, the STD was displayed 
for every outcome acquired using tenfold cross-validation. 

In classification performance and FN rate, the findings show that AVMFO-LR 
beat the other methodologies on the Enron dataset. On the Enron dataset, AVMFO-
LR likewise generated much higher FN rates compared to the rest of the approaches.



764 M. Salb et al.

When FP rates were compared, AVMFO-LR outperformed all other methods on 
the Enron dataset excluding the (FDA + NB, random forest, and AdaBoost meth-
ods). Nevertheless, due to their relatively weak detection effectiveness, these three 
approaches should not be used for spam detection (FN rate). The basic MFO-LR 
approach also obtained decent performances, finishing on the third place, behind the 
ABC-LR approach. 

It is important to note that all demonstrated methods were implemented and tested 
in order to independently validate results for this research paper. Additionally, with 
higher number of features, accuracy increases; however, it also introduces some 
penalties because more LR coefficients need to be determined. Time complexity 
of the process does not scale linearly. During testing, it was determined that when 
feature size is increased from 500 to 1000, the metaheuristics takes approximately 
30% more time to execute. 

5 Conclusion 

This paper has presented the process of training logistic regression model by moth 
flame optimizer for spam email classification. Firstly, the training method used to 
determine the ideal weight and bias value might progress to a local optimal solution 
and is responsive to identical weight values. A unique spam detection methodology 
was introduced in this paper that combines the benefits of LR, an improved version of 
MFO algorithms, and the tf–idf technique. The suggested methodology was validated 
on two publicly available datasets for spam detection (CSDMC2010 and Enron). To 
accommodate for language disparities, word stems and feature vector sizes of 500 
and 1000 were obtained using stemming libraries. An extensive test was done on two 
NB methods, two SVM methods, an LR algorithm trained by gradient descent, and 
the suggested methodology on spam detection. 

The suggested methodology exceeds the other five methods on both datasets and 
achieves remarkable achievements, with a highest obtained 98.81 success rate on 
the CSDMC2010 dataset with feature vector size of 1000. Additionally, the Enron 
dataset was used to evaluate the classification performance of the suggested method-
ology. Throughout classification performance and FN rate, the AVMFO-LR proved 
superiority by outperforming existing approaches and can clearly be used for spam 
detection (Table 3). 

Future research will be using different swarm intelligence algorithms with LR 
classifiers for spam detection, or using the AVMFO-LR with different classification 
techniques, or checking the performance of the AVMFO with other NP-hardness 
challenges.
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Table 3 AVMFO-LR’s performance was evaluated to those of methodologies presented in an early 
studies on the Enron-1 dataset 

Methodology Performance (%) 

AVMFO-LR 98.97 

MFO-LR 98.83 

ABC-LR [25] 98.92 

DBB-RDNN-ReL [16] 98.74 

Boosted NB + SVM [42] 95.60 

Incremental SVM [36] 96.86 

Natural language toolkit NB [23] 94.70 

k means + SVM [27] 97.35 

Relief + NB [43] 96.30 

RF [33] 96.39 

Enhanced genetic programming [41] 94.10 

Bagged RF [38] 97.75 

Minimum description length [3] 95.56 

Distinguishing feature selector [45] 94.35 

Multivariate Bernoulli NB [2] 94.79 

AIS [1] 90.00 

Deep belief networks [44] 97.43 
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F. Mary Harin Fernandez, I. S. Hephzi Punithavathi, T. Venkata Ramana, 
and K. Venkata Ramana 

Abstract World Wide Web has become a universal environment for human inter-
face, collaboration, communication, data storage and data sharing. Information 
retrieval is a technique to understand the text in the web pages. The purpose of 
Semantic Web is to allow the machines to advance knowledge itself by recog-
nizing its meaning. The essential intention of this research is to predict variation 
in the directional behaviour of the digital library user, based on their recommended 
data. The significance of this research lies in enlightening the user behaviour in 
digital library using semantic-driven approach. An important contribution of this 
research work corresponds to retrieve accurate data from websites by using seman-
tically enhanced various algorithms. This research concerns on identifying educa-
tional digital library web user’s behaviour. The user behaviour unstructured data are 
pre-processed and semantically extracted using suggested weighted TF-IDF normal-
ization method. Then the extracted features are selected using improved Ensemble-
based FS method. It improves the performance and reliability of classification by 
eliminating unnecessary and superfluous features from the extracted user behaviour 
datasets. 
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1 Introduction 

World Wide Web websites are growing rapidly due to the growth of e-learning, e-
commerce and other business activities. Due to unprecedented growth of information 
and size of World Wide Web, it becomes difficult to search and extract the pertinent 
information from web. 

The information obtained from the digital library user behaviour data is provided 
in the pre-processing phase. Pre-processing is usually undertaken to find out whether 
there is a lot of extraneous and unnecessary information on the dataset. It involves 
numerous measures such as cleaning, normalization, transformation, extraction and 
selection of features. The outcome of pre-processing data is the ultimate dataset 
with minimized attributes. The suggested methods are analysed using three distinct 
benchmark datasets of behaviour, which are pre-processed and extracted semantically 
using TF-IDF method [1–3]. 

The proposed feature selection algorithm is dependent on an Ensemble selection 
from libraries of models in which each model is learned using just one feature. 
Ensemble learning is an efficient machine learning method. The key theme is to 
produce improved learning results by integrating various learning models. The faster 
growth of Ensemble feature selection in recent days draws on the concept of Ensemble 
learning. The aim of the Ensemble FS is to get several optimal features. 

2 Literature Review 

The authors Lu et al. have proposed feature extraction and text classification approach 
to textual data related to a rare event in social platform [4]. They have used the score 
and weight value for the frequently used words for extraction and later applied 
the fuzzy logic for classifying the words. This method helps to identify the rare 
event-related and unrelated text messages. 

Mutinda et al. developed a feature extraction and feature selection approach which 
uses a fixed hybrid N-gram window for feature extraction especially the N-gram 
which is more efficient when compared with other methods by generating a hybrid 
vector from words, part-of-speech (POS) tags and word semantic orientation [5]. 
Minimum redundancy maximum relevance feature selection algorithm was used for 
sentence-level sentiment analysis. 

The authors Nashit et al. have recommended a methodology which classifies 
email text into three categories, i.e. order, request and general on basis of imperative 
sentences [6]. This research uses Word2Wec for words conversion into vector and 
uses two approaches of deep learning, i.e. convolutional neural network and recurrent 
neural network for email classification. Result shows that RNN gives better accuracy 
than CNN. These experiments show that increasing in the ratio of training dataset 
results in increasing accuracy of algorithm.
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Zhang et al. authors suggested a feature extraction method based on TF-IDF the 
concept and game-theoretic shadowed groups to choose the features of the term [7]. 
For each term among documents, the asymmetric thresholds for choosing appropriate 
terms are extracted from repeatable experiments on the modification of TF-IDF. 

Bommert et al. authors examine how various filter methods operate, compare 
their output in terms of runtime and predictive performance and present application 
guidance [8]. Depending on 16 high-dimensional category datasets and associated 
with a classification technique, 22 filter methods are evaluated with regard to runtime 
and reliability. Author concluded there is no collective of filter methods which always 
exceed all the other techniques but that suggestions are provided on filter methods 
that execute well on several of the datasets. 

Kadriu et al. authors concentrate on the document analysis of Albanian news 
articles using two methods [9]. The terms in a set were considered as individual 
components in the first method, each of which was assigned a corresponding variable 
in the vector domain. The findings show that when checking the classification system 
for not a large text database, the bag of words performs better than fastText. The best 
results 94% accuracy was achieved with a bag of words. 

Hybrid technique that incorporates various techniques to obtain better outcomes. 
Zhao et al. proposed a novel FS method for hybrid H-gram with merged cross-entropy 
[10]. The suggested method is added efficient in the performance indexes of all four 
categorization algorithms such as ID3, AdboostM1, Bagging and random forest. 

Vidhya et al. authors proposed a term frequency with a stemmer-based FE algo-
rithm for data classification [11]. They extract characteristics that depend on the term 
frequency (TF) and inverse term frequency (ITF). For FE feasibility, the proposed 
method was analysed and contrasted with other methods such as Null Stemmer. 

From the aforementioned literature review, the weighted words and TF-IDF 
models in FE are easy to determine the likenesses between two documents, but 
do not apprehend location or context in text. Most of the filter methods were used 
qualitative measures for FS. This method does not ignore the incomplete and redun-
dant features. The filter design is faster in computation, but it lacks the accuracy. In 
the wrapper method, the features are chosen on the basis of learning algorithm. It is 
more reliable than the filter approach, but its computation is slow and complicated 
due to iterative filtering of the right subset of features. 

3 Proposed Work 

3.1 Pre-Processing 

The information obtained from the digital library user behaviour data is provided 
in the pre-processing phase. During pre-processing, digital library user behavioural 
raw data is used as input and many data pre-processing approaches are incorporated 
linearly to minimize invalid instances which remain in the dataset. Once the dataset
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has been formed, the next step is to implement the required pre-processing techniques, 
such as inspecting all words in a sentence, reducing text errors, special characters, 
numbers and lowering all the uppercase letters in the text [12]. Finally, the stop words 
are also removed from the dataset. 

In NLP, one term that occurs in various forms (i.e. singular and plural form) even 
as the semantic sense of each type remains the same. One technique for consolidating 
the various types of a term into the similar feature space is stemming [13]. Stemming 
method transforms words into root or stem structure. In this research, the Porter 
stemmer algorithm is used for stemming the terms. Algorithm 1 is used to search out 
the root of a certain set of terms by eliminating various suffixes while retaining the 
meaning of the term. 

Porter Stemmer : Algorithm 1 

Input: List of preprocessed words 
Output: Stemmed(Root) words 

1: Remove plurals (-s) and suffixes (-ing or -ed) 
2: If the vowel follows in the previous step, replace y to i on the next word 
3: Map paired suffixes to single ones (-ational,-ization) 
4: Furthermore, decreases the suffixes similar (-ness, -full) etc 
5: Removes (-ence, -ant) etc 
6: If a word terminates with a grammatical verb ending, then it has 

been removed 
7: Lastly, eliminates a (-e) 

3.2 Feature Extraction 

The real document is extremely dimensional and unorganized. It implies that a single 
term may be used as a different aspect. To reduce the document dimensionality, the 
most distinctive features of a text must be extracted. Figure 1 illustrates the key phases 
in the method of cleaning raw information, extracting N-grams and discovering 
meaningful N-grams. Algorithm 2 describes the major steps followed in semantic-
based feature extraction. 

3.2.1 Syntactic Word Representation 

The syntactic and semantic information for extracting sentences in the document 
representation comes from the scientific genomic documents. In the proposed system, 
n-gram approach is used as a solution to the syntactic challenge for feature extraction.
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Fig. 1 Key steps to discover significant N-grams 

Extracting N-grams 

The N-gram method is a sequence of n-words that appears ‘in that order’ in a text set. 
This is not a text representation but it may be used to depict a text as a feature. The 
analysis of N-gram is used to identify any feasible combination of words that appeared 
together without any other words in between. The feature N-gram explores all word 
combinations of two, three or more. N-grams improve the frequency matrices at the 
document term. However, the occurrence of the N-gram cannot be used explicitly
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as a measure of the significance or informativeness of the N-gram, because both the 
volume of the documents and the degree of commonality of the words may falsely 
raise the significance of the N-gram. Therefore, certain normalization is essential. 

TF-IDF Normalization 

TF-IDF weight is the most used weight for knowledge extraction or text mining. 
This weight is a statistical method used to determine the value of a term in a list 
or corpus text. TF-IDF may be effectively used for filtering stop words in specific 
topic fields, including document description and classification. Usually, the TF-IDF 
weight consists of two terms: the first one represents the normalized TF. The number 
of times a term occurs in a text, divided by the total number of terms in that text 
given in Eq. (1); the second term is the IDF, calculated as a logarithm of the number 
of documents in the database determined by the number of documents in which the 
particular term occurs given in Eq. (2). The product of the TF and the IDF functions 
can take into account both the frequency of the length of the document and the 
frequency of the words of all the documents in the database as presented in Eq. (3). 

TF(t) =
(
Numberoftimesthewordtoccursinthetext 

Totalnumberofwordsinthetext

)
(1) 

IDF(t) = log
(

Totalnumberoftexts 

Numberoftextswithwordtinit

)
(2) 

TF − IDF(ti ) = TF(ti ) × IDF(ti ) (3) 

where TF(ti) = number of documents containing ti. 
IDF(ti) = number of inverse documents containing ti 

Meaningful N-grams 

Some N-grams in the document-term matrix have greater discriminating strength 
than others. Therefore, it is important to choose only the N-grams that can potentially 
impact the analysis of user behaviour. This also increases the statistical performance 
of the algorithm when the matrix size becomes too large. For this purpose, the 
following analyses can be carried out: 

(a) N-gram’s Normalized Frequency Analysis: For this analysis, the sum of the 
normalized frequencies correlated with each N-gram is determined through all 
records and then the N-grams are arranged for decreasing order. Top N-grams 
with the highest normalized frequency are chosen. 

(b) WordNet: WordNet is an English language lexical repository. This consists 
of verbs, nouns, adjectives, adverbs and structured around lexical-semantic
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associations in terms of their meaning. The WordNet 2.1 incorporated in NLTK 
Lite used for this research. 

Let S be a collection of notions for taxonomy. The relation between the two 
terms is the magnitude of the definition that subsumes it all in taxonomy. Let the 
terminology be supplemented with the feature prob : S → [0, 1], so that for every 
s ∈ S, prob(s) is the likelihood of encountering notion s. If the taxonomy has a 
special top node, its likelihood is 1. The knowledge content of s can be computed as 
−logprob(s). Then, 

similarity(s1, s2) = maxs∈C(s1,s2)
[−logprob(s)

]
(4) 

In Eq. (4), the C(s1, s2) is the collective of concepts including both s1 and s2. The  
term ‘similarity’ is described in Eq. (5). 

similarity(t1, t2) = maxs1,s2
[
similarity(s1, s2)

]
(5) 

If similarity(t1) and (t2) reflect a collection of words in taxonomy that are concepts 
of the term t1, t2 accordingly, s1 exceeds similarity(t1), s2 exceeds similarity(t2). 

The similarity of two notions as the relationship between the amount of data 
required indicates the similarity in them and the data required to fully define them, 
as mentioned by Lin [14]. In Eq. (6), the notions n1 ∈ s1 and n2 ∈ s2, s0 are the 
highest unique class considering both s1 and s2. 

similarity(n1, n2) = 2 × logprob(s0) 
logprob(s1) + logprob(s2) 

(6) 

(c) Mapping Words into Concepts: This technique expands each word vector−→w t by recent entries for WordNet notions S occurring in the texts package. 
Therefore, the vector −→w t will be substituted by the concatenation of −→w t and−→s t where −→s t := (s f  (t, s1), . . ., sf(t, sm)). The notion vector with m = |S| 
and s f  (t, s) represents the frequency at which the notion s ∈ S occurs in the 
text t. 

Feature Extraction: Algorithm 2 

Input: Preprocessed word list 

Notation: Ti : i th  word in M 
M: a matrix with word and POS-Tag 

Wi : word list of  i th  word 
OS: Semantic Orientation 

POS-Tag: A matrix contains the terms with commentated POS 
PMI-IR: Pointwise Mutual Information and Information Retrieval 

Output: TF-IDF, frequency of adjective and adverb

(continued)
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(continued)

1. Separate every Ti as unigram and save into Wi 
2. Calculate TF-IDF Normalization 

For each word Ti in M do 
For each element in weight matrix 

Set the threshold ‘c’ 
Calculate Document Frequency (DF) for each term 
If DF < c then 

Remove the term along with its weight from weight matrix 
End if 

End for 
End for 

3. Identify Meaningful N-gram 
a) Find the synonym of Ti with nltk.word_tokenize using the package 

NLTK 
b) Annotate the Ti with POS-tag 

i. Determine POS norms and it’s SO using the PMI-IR 
ii. Calculate the similarity string of the synonym words 
iii. Count the number of adjective and adverb in POS-tag 

c) Return the result 

(d) Adding Hypernyms: The hypernym association between concepts is defined 
by applying to the concept frequency s f  of every term in the document frequen-
cies. The concept vector element frequencies are then modified in the following 
manner: For all s ∈ S, substitute s f  (t, s) by sf ′(t, s) in Eq. (7), where b repre-
sents numerous distinct concepts and H (s) provides its hyponyms to a specified 
word w. 

s f
′
(t, s) =

∑
b∈H (s) 

s f  (t, b) (7) 

The semantic similarity concept vector is determined with the similarity measures 
stated in Eq. (8). 

Similarity
(
svi , sv j

) = 
−→svi .

−→sv j 
|svi |

∣∣sv j
∣∣ (8) 

where svi and sv j represent the concept vector of a specified word. −→svi and 
−→sv j relate 

to TF-IDF vector estimates, and |svi | and
∣∣sv j

∣∣ denote the magnitude of vectors. 
PMI-IR: It is used to identify synonym polarity and recognize user input as recom-

mended and unrecommended. For a given sentence, the PMI information retrieval 
is used to compute semantic orientation (SO). PMI is the level of mathematical 
dependency provided by term1 and term2 as shown in Eq. (9). 

PMI(term1, term2) = log2
(

p(term1&term2) 
p(term1) × p(term2)

)
(9)
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The SO estimate for every word is determined on the basis of the relationship 
with the positive context term ‘Good’ and the negative context term ‘Completely 
Irrelevant’, and it is specified in Eq. (10). 

SO(phrase) = PMI(phrase, “good)"−PMI (phrase,“completelyirrelevant") (10) 

3.3 Improved Ensemble Feature Selectıon Framework 

Ensemble selection is a process of developing Ensembles by a library of model. First 
it creates a model library with various classifiers and parameters, and then it develops 
Ensemble procedure. Two approaches are suggested to the issue of overfitting and 
enhance selection efficiency of the Ensemble features. 

a. Multi-Bagging Method 

Since there are a large number of models in the library, overfitting becomes a major 
problem. When the range of models in the library raises, the chance to discover model 
variations that overfit also raises. The bagging strategy will reduce this problem by 
creating several bags of models. The concept is to randomly choose multiple bags 
from the library of user behaviour models. Each bag includes a random set of user 
behaviour attributes which is smaller than the library’s total number of models. Then, 
the Ensemble selection of user behaviour term is performed in each bag. The returned 
Ensemble is ultimately the combining of the sub-Ensembles’ final weight retrieved 
by each bag. Algorithm 3 describes a comprehensive overview of the multi-bagging 
ensemble feature selection. 

Ensemble Feature Selection with Multi-Bagging : Algorithm 3 

Input: List of Bags 
Output: Merged Sub-Ensemble Final Weight 

1: Set Final Weight ← 0 
2: Repeat for every defined number of Bags 

2.1 Develop a random Bag of Models 
2.2 Select the best Models ← Call ESR Algorithm 
2.3 Increase best Model Weight 

3: Merge the Sub-Ensemble Bags 
3.1 Final Weight ← Merged Sub-Ensemble Bag Weights 
3.2 Best Feature ← Highest absolute Weight 

4: Return Final Weight 

b. Dropout Method 

Dropout methodology is suggested for solving the issue of overfitting in deep neural 
network [15]. The concept behind this strategy is to drop NN units at random during
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the training process. In this research, the three versions of dropout are used which is 
proposed by Yassine Akhiat et al. [16]. They are model dropout, instances dropout 
and merged dropout. The Ensemble’s detailed procedure with DROPOUT technique 
is given in Algorithm 4. 

The theoretical description of the suggested algorithm is as follows: 

(1) Using the multi-bagging selection process, the features are chosen and 
sorted by its significance to achieve several sorted effective feature subsets 
FSM1, FSM2 . . .  FSMt . 

(2) For every feature j in the FSMi , equalize its significance with (m − j )/m and 
get the feature weight set of the i th  FS process WSi = {WS1, WS2, . . .  WSn}. 

(3) The top feature of α% is chosen depending on the level of threshold α from 
the sequences of the sorted features to generate the finest feature subset. 

(4) Depending on the finest feature subset, the efficiency of the algorithm is tested 
using a number of successful classifiers. 

Ensemble with DROPOUT : Algorithm 4 

Input: List of Models 
Notation: 

FSM: Feature Selection Method 
FSMbest : Best Feature in Feature Selection Method 

WS: Weight Sequence 

Fj : i th  Feature 

Wi j  : Weight of the Ensemble FSM 
N: Number of Models in Library 
m: Total number of Features 
α: Threshold Value 

Output:FSMbest 

1: Initialization of Weight 
Set each Model Weight ← 0 

2: Repeat until there is no increase in Ensemble efficiency 
2.1 Randomly Drop N Models from Ensemble 

3: Apply ESR Algorithm 
4: Estimate the Weight of the Ensemble 

Get WS of FSMi 
For FSMi in {FSM1,FSM2,...,FSMn} 

For Fj in FSMi 

Wi j= (m − j)/m 
End For 

End For 
Return the weight sequences {WS1, WS2, . . . ,  WSn} 

5: Return FSMbest Ensemble Weight 
Get best feature subsequence respective to α 

Sort FSM according to WS 
FSMbest ← First α% features 

Return FSMbest
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4 Result and Discussion 

In pre-processing phase, 2187 records from the digital library user behaviour dataset 
are merged into a single structured database table and any records that do not fit the 
schema can be removed from the record set. Figure 2 illustrates an example of the 
user behaviour plain text. The pre-processed text documents can be incorporated into 
csv format for N-gram analysis. Figure 3 depicts the text related with the example 
of user behaviour data after pre-processing. 

4.1 TF-IDF Feature Extraction 

The behaviour dataset recommended by the user consists of 2187 records. The 
behavioural activities of the user are analysed with the various aspects of accessing 
patterns of digital library learning behaviour. 

There are 413,562 different concepts in the 2187 user feedback records. Eventually 
more concepts may be detected when adding bigrams, trigrams and more. Unigram, 
bigrams, trigrams and typically N-grams may be applied to the dataset, and the TF-
IDF converts the matrix of the extended features to see whether accuracy increases. 
Figure 4 displays an example of the N-grams derived from the user behaviour data. 
Table 1 shows the result of adding the TF-IDF function, which normalizes the terms

Fig. 2 User behaviour plain text
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Fig. 3 Partial views of user 
behaviour data after 
pre-processing 

'need' 'need' 
'faster' 'add' 

'processor' 'pop' 
'ability' 'instruction' 
'transfer' 'pin' 

'large' 'icon' 
'dataset' 'home' 
'library' 'close' 

'computer' 'button' 
'need' 'view' 

'system' 'delay' 
'ram' 'right' 

'access' 'information' 
'software' 'right' 

Unigram Bigram Trigram 
'need' 'need-faster' 'need-faster-processor' 
'faster' 'faster- processor' 'faster-processor-ability' 

'processor' 'processor-ability' 'processor-ability-transfer' 
'ability' 'ability-transfer' 'ability-transfer-large' 
'transfer' 'transfer-large' 'transfer-large-dataset' 

'large' 'large-dataset' 'large-dataset-library' 
'dataset' 'dataset-library' 'dataset-library-computer' 
'library' 'library-computer' 'library-computer-need' 

'computer' computer-need' 'computer-need-system' 
'need' 'need-system' 'need-system-ram' 

'system' 'system-ram' 'system-ram-access' 
'ram' 'ram-access' 'ram-access-software' 

'access' 'access-software' 'access-software-need' 
'software' 'software-need' 'software-need-add' 

'need' 'need-add' 'need-faster-processor' 
'add' 'add- pop' 'faster-processor-ability' 

Fig. 4 Pre-processed N-gram data before processing TF-IDF function 

related with the frequencies.

4.1.1 Detecting Meaningful N-grams 

The taxonomy of the semantic similarity of each N-gram is calculated and ordered 
to find the most suitable N-grams with the highest frequency, depending on their 
ordered. Table 2 presents the 10 most important trigrams that encompass the class



Semantic-Based Feature Extraction and Feature Selection in Digital Library … 781

Table 1 Partial view of 
TF-IDF normalized user 
behaviour dataset 

Document text TF IDF TF-IDF 

‘need’ 0.0555556 2.9141101 0.161895 

‘faster’ 0.0833333 2.764671 0.2303893 

‘processor’ 0.0555556 2.8347853 0.1574881 

‘ability’ 0.0277778 2.7683515 0.0768987 

‘transfer’ 0.1111111 3.2117069 0.3568563 

‘large’ 0.0277778 3.1059956 0.0862777 

‘dataset’ 0.1388889 3.4290199 0.4762528 

‘library’ 0.0833333 2.8355037 0.236292 

‘computer’ 0.1111111 2.9055775 0.3228419 

‘system’ 0.1666667 2.9623641 0.4937273 

‘ram’ 0 3.2273745 0 

‘access’ 0.0555556 2.7096671 0.1505371 

‘software’ 0.1388889 2.652281 0.3683724 

‘add’ 0.0277778 3.0090856 0.0835857 

‘pop’ 0.0277778 3.2220889 0.0895025 

‘instruction’ 0.1666667 3.0016434 0.5002739 

‘pin’ 0.0277778 3.492689 0.0970191 

‘icon’ 0.0833333 3.4642523 0.2886877 

‘home’ 0.0555556 2.8699064 0.1594392 

Table 2 Detected sample top 
10 meaningful trigrams 

‘need-faster-processor’ 

‘transfer-large-dataset’ 

‘need-system-ram’ 

‘add-pop-instruction’ 

‘ delay-right-information’ 

right-time-information’ 

library-academic-success’ 

journal-exactly-surprise’ 

happy-access-library’ 

library-resource-satisfy’ 

‘Resource Feedback’. The feature dimensionality is decreased by choosing the top-
level N-gram which provides the taxonomy of an accurate meaning. 

The extra feature used increases the range by more than 16,000,00 bigrams. Such 
bigrams were obtained using the POS norms and its Semantic Orientation was defined 
using the PMI-IR. The PMI computes Semantic Orientation for a given N-grams. The 
measurement of the semantic orientation for each N-gram is defined on the basis of
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Fig. 5 Features versus score for positive and negative polarity term 

Table 3 Selection of optimum features with different dropout methods 

Datasets Instance dropout (%) Model dropout (%) Merged dropout (%) No. of bags 

200 92 94 81 40 

400 87 90 83 40 

800 80 81 86 40 

1600 64 68 91 40 

2100 45 50 97 40 

the relation with the positive context terms and the negative context terms as shown 
in Fig. 5. The attributes in the X-axis and their scores in the Y-axis were displayed. 

Feature Selection 
The feature selection approach optimizes the models of machine learning and 

makes it simpler. This experiment is about evaluating the proposed algorithms 
which reduce the issue of overfitting and increase the performance of the Ensemble 
selection. 

In Table 3, the instance and model dropouts demonstrate their higher efficacy 
on datasets when it has few instances but the proposed merged dropout algorithm 
outperforms when it has larger number of instances and it drops the part of instances 
during the selection phase which decreases the number of west instances of user 
behaviour datasets [13]. The graphical representation of optimum feature selection 
performance is shown in Fig. 6. This validates the usefulness of merged dropout with 
its promising potential for huge length data mining activities.
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Fig. 6 Optimum feature selection performances analysis 

5 Conclusion 

The plain text documents of the digital library user feedback were obtained from three 
benchmark datasets. Such unstructured data are processed and extracted seman-
tically, utilizing the suggested pre-processing and cleaning method that increases 
the accuracy of the data to be retrieved. The concept of developing feature extrac-
tion focuses on implementing semantic features in the document. The features are 
extracted using the recommended weighted TF-IDF normalization with meaningful 
both N-grams and POS tagging. WordNet’s framework is used for identifying and 
linking Hypernyms. In this research, the incorporated NLTK Lite WordNet 2.1 is 
used. 

The semantically extracted features are selected using improved Ensemble-based 
FS algorithm which reduces dimensionality, eliminates redundant and unnecessary 
features, optimizes the algorithm’s predictive efficiency. Multi-bagging and dropout 
techniques are additionally used to improve the suggested FS algorithm. Experiments 
with the suggested algorithms reduce the overfitting issue of Ensemble selection and 
select most suitable user behaviour subset of the feature. 

This new methodology is used to develop semantically accessible resources in the 
digital library and produces better learning facilities to the students’ demands and 
preferences. 

This research work can be extended in future by the extraction of more Semantic 
data like optimum semantic information, such as the Anchor Text (AT) category, 
additional domain coverage and context link extraction.
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and Fonny Hutagalung 

Abstract The development technology at this time had a complex impact on human 
life, and education was no exception. The education world at this time has used 
learning technology media to improve its quality, including high school education. 
In order for this utilization process to operate effectively, various operations of the 
learning system are of course required. As we all know, the learning system used to 
only focus on the teacher, who would explain the material directly to the students. 
However, with the development of learning technology media, students are expected 
to become more active in the learning process. The purpose of this study was to 
understand how learning technology media can help the learning process in high 
school. The results suggest that the development of learning media technology can 
stimulate students’ creativity, as well as assist the learning process, because apart 
from being a learning medium, this technology can also be used as a tool and media
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for storing and distributing material. So that the development of learning technology 
media can improve the quality of education in high school. 

Keywords Learning technology media · Learning process · Creativity · High 
school 

1 Introduction 

As social beings, obviously, humans need one another, which causes humans to 
always be associated with each other where for this situation, great correspondence 
will be exceptionally valuable [4]. Due to course, fundamentally, humans need each 
other to address their issues, beginning from addressing the requirements of attire, 
lodging, and food. With the rapid development of learning technology media at this 
time, this can help human life, especially in the field of education where learning 
technology media was the facility and infrastructure such as hardware, software, 
and useware. The infrastructure is the system and method used for several stages 
[5] such as obtaining, sending, processing, managing, storing, organizing, and using 
data meaningfully, Warsita [19: 135]. 

Communication plays an important role in everyday life, Bernard Berelson and 
Gary A. Steiner in the book Human Behavior: An Inventory of Scientific Finding 
(1964) states that communication is a process of transmitting information, ideas, 
emotions, skills, and others through the use of words, numbers, symbols, pictures, 
and so on. So, it can be said that if no communication occurs, this will have an 
impact on the emergence of disharmony and incompatibility [4]. For example, poor 
communication often leads to misunderstandings that result in disputes; therefore, 
good communication will be very useful in the field of education. In order for students 
to understand the subject perfectly, of course, good communication from teachers 
and students is needed, to avoid possible misunderstandings [7]. 

Information and communication technology has had a significant impact on educa-
tion in Indonesia. As stated by Sondang P. Siahaan (2004), there are three functions 
of electronic learning toward learning in the classroom, namely as an operational 
supplement, a complement, and a substitute [6]. 

1. Supplements 

It is said to work as a supplement if students have the freedom to choose whether 
to use electronic learning materials or not. In this case, there is no obligation or 
requirement for students to access electronic learning materials, but students who 
use it will certainly have additional knowledge or insight. 

2. Complement 

Electronic learning materials are programmed to complement the learning materials 
received by students. As a complement means that electronic learning is programmed 
to complement enrichment or improvement materials. It is said to be enriching if 
students can quickly master or understand the subject matter delivered face-to-face
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and are given the opportunity to access electronic learning materials that were specif-
ically developed for them. The goal is to increase the level of mastery of the subject. 
It is said to be a remedial program if students who have difficulty understanding the 
subject face-to-face are given the opportunity to take advantage of electronic learning 
materials that are specifically designed for them. The goal is for students to more 
easily understand the subject presented in class. 

3. Substitution 

It is said to be a substitution if e-learning is carried out as a substitute for learning 
activities, for example, by using models of learning activities. There are three alterna-
tive models to choose from, namely fully face-to-face, partly face-to-face and partly 
via the Internet, or even completely via the Internet. 

The development of learning technology media at this time provides various 
conveniences in the world of education. Through the use of learning technology 
media, this improves the quality of education because students can easily access 
knowledge that can help the learning process. This is due to the application of high-
tech and high-touch approaches that can make education faster, more effective, and 
efficient [7]. As stated by AETC (2004), educational technology is the study and 
ethical practice of facilitating learning and improving performance by creating, using, 
and managing appropriate technological processes and resources [10]. 

As stated by Eric Ashby (1972), at this time, education has entered the fifth revo-
lution. The first revolution is when parents leave their child’s education to a teacher; 
the second revolution is when a child uses written media for learning purposes; the 
third revolution is when a printing press is used; the fourth revolution is when televi-
sion and radio are used to spread education; the fifth revolution is when information 
and communication technology is utilized, especially computers and Internet media 
in the learning process [11]. 

With the alignment of the development process of information technology 
and communication technology, various multimedia learnings have emerged, such 
as computer-based learning, Web-based learning (e-learning), computer-assisted 
learning, and Ava-based learning [12]. With the emergence of various information 
and communication technologies, education can be advanced. As stated by Commis-
sion on Instruction Technology (1970), learning technology is a systematic effort to 
design, implement, and evaluate the entire learning process for a specific purpose and 
is based on research on the learning process and communication in humans using a 
combination of human and non-human resources to learn can be effective. 

With the emergence of various information and communication technologies can 
help advance education [3]. As stated by Commission on Instruction Technology 
(1970), Learning Technology is a systematic effort to design, implement, and evaluate 
the entire learning process for a specific purpose, and is based on research on the 
learning process and communication in humans using a combination of human and 
non-human resources to learn can be effective [6]. 

As stated by the National Educational Education Plan (2017), at this time, tech-
nology can be used as a tool, where students can use technology to process numbers, 
create graphics, create databases; not only for students, this technology can also be
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used by educational institutions for both staff and teachers. Not only that at this time, 
technology can also function as a learning material (literacy); in this case, infor-
mation and communication technology can help students to learn, where computers 
will be programmed to guide students; in other words, technology can be useful as 
a facilitator, motivator, transmitter, and evaluator [10]. 

We present this research paper with the aim of finding out how learning tech-
nology media supports the learning process in Indonesia using mixed methods. In 
this research, we will use a mix method, where this research will include qualitative 
and quantitative data to meet data needs holistically [13]. Therefore, we present a 
paper with the title “The Impact of the Development of Learning Technology Media 
on the Learning Process for High School Students.” 

Problem formulation 

1. What is the benefit of Development of Learning Technology Media on the 
Learning Process for High School Students? 

2. Has the performance of Development of Learning Technology Media on the 
Learning Process for High School Students been maximized? 

3. What are the negative impacts arising from the use of Development of Learning 
Technology Media on the Learning Process for High School Students? 

2 Research Technique 

In conducting this research, we used a non-probability technique, namely purpo-
sive sampling. Where we will conduct an online survey using the Google Form, we 
will share this survey given to some high school students. The survey we conducted 
targeted 20 students. Where in this survey, we will ask how information and commu-
nication technology affects the learning process, not only that we will also ask what 
impact is felt by the use of information and communication technology for educa-
tion. We also carry out this research by conducting a literature study by analyzing 
various articles and journals on how information and communication technology 
affects education in Indonesia. 

3 Research Method 

The data collection method used is to use the mix method. Research will combine 
qualitative and quantitative data to meet data needs holistically so that the lack of 
qualitative data can be met with quantitative data, and vice versa where data collection 
techniques will be developed into two methods (Fig. 1). 

The two methods used in this research, namely: 

1. Conducting a Literature Study.
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Fig. 1 Flowchart 

Analyzing journals and articles on how information and communication technology 
can play a role in education in Indonesia. 

Step 1: looking for previous journals that are related to the title of the research 
journal we are making 

Step 2: find the main point from the previous journal that can help strengthen our 
argument in this research journal. 

2. Survey method. 

This is done through a questionnaire given to some high school students. The survey 
we conducted targeted 20 students. To make the process of distributing questionnaires 
easier, they will be given in the form of a Google Form. The questionnaire link will 
be distributed to group chats consisting of students who meet the criteria 

Step 1: determine the target audience who will answer the survey questions 
Step 2: make a list of questions for each member five questions
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Step 3: sorting out the best questions from a combination of all the questions that 
have been made by each member 

Step 4: start preparation by entering all the questions that have been sorted into 
the Google Form 

Step 5: re-check the questions and answer choices that have been inputted 
Step 6: The survey is ready to be distributed. 

4 Research Result 

Regarding the first statement, “The use of learning technology media helps me in 
the learning process,” 5% of the students strongly disagrees that learning technology 
media helps them in the learning process; 10% of the student chooses disagree; 5% 
of the student chooses neutral; 45% of the student chooses agree, and 35% of the 
student chooses strongly agree because with the learning technology media, this can 
help students to access learning material easily. From the data obtained, it can be 
concluded that the student agrees if learning technology media helps in the learning 
process (Fig. 2). 

Regarding the second statement, “School performance in utilizing learning tech-
nology media is maximized,” 5% of the students strongly disagrees that school perfor-
mance in utilizing learning technology media is maximized; 20% of the student 
chooses disagree; 25% of the student chooses neutral; 35% of the student chooses 
agree, and 15% of the student chooses strongly agree because at this time, many 
schools have supported the use of learning technology media, such as the use of 
various applications that can facilitate the learning process, not only that at this 
time, schools are starting to provide Wi-Fi that can be used by students for learning 
purposes. From the data obtained, it can be concluded that the student agrees if school 
performance in utilizing learning technology media is maximized (Fig. 3).

Fig. 2 Question1
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Fig. 3 Question2 

Regarding the third statement, “My school has used learning technology media 
in the learning process,” 5% of the students strongly disagrees that their school has 
used learning technology media in the learning process; 5% of the student chooses 
disagree; 5% of the student chooses neutral; 55% of the student chooses agree; 
and 30% of the student chooses strongly agree because as can be seen at this time, 
many schools have utilized learning technology as online learning media, such as 
online learning and learning using video and audio. From the data obtained, it can be 
concluded that the student agrees if learning technology media helps in the learning 
process (Fig. 4).

Regarding the fourth statement, “All teacher have understood and utilized learning 
technology media in the learning process,” 35% of the student chooses disagree that 
all teachers have understood and utilized learning technology media in the learning 
process; 15% of the student chooses neutral; 30% of the student chooses agree, and

Fig. 4 Question3
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Fig. 5 Question4 

20% of the student chooses strongly agree because as we know, even though there 
are many teachers who understand learning technology media, there are still some 
teachers, especially generation x teachers who do not understand the development of 
technology at this time, so they cannot take advantage of learning technology media 
properly. From the data obtained, it can be concluded that the student disagrees if 
all teachers have understood and utilized learning technology media in the learning 
process (Fig. 5).

Regarding the fifth statement, “I feel that the use of learning technology media 
has a negative impact on me,” 30% of the students strongly disagrees that the use 
of learning technology media has a negative impact; 25% of the student chooses 
disagree; 10% of the student chooses neutral; 15% of the student chooses agree, and 
20% of the student chooses strongly agree because even though learning technology 
media has some negative impacts, this depends on each individual in responding to 
it; in other words, if students are wise in using learning technology media, they can 
avoid various negative impacts. From the data obtained, it can be concluded that 
the student strongly disagrees if the use of learning technology media gives them a 
negative impact (Fig. 6). 

Learning technology media is a way to carry out learning activities without having 
to be in the classroom, also known as e-learning. Learning media technologies enable 
students and teachers to fulfill their obligations when it is not possible so that students’ 
rights are not compromised. The benefit we can get from learning technology media 
is the flexibility to choose when and where to access the material. In addition, learning 
technology media provides learners with the opportunity to independently control 
their learning success. Unfortunately, the application of learning media technologies 
does not work optimally for several reasons, namely the need for adequate infrastruc-
ture and the learning outcomes that will be achieved. Results are up to the students 
themselves, so they don’t necessarily get the best results. And learning media tech-
nology doesn’t work for everyone’s learning style. It is undeniable that even when it 
can be optimized to run, media technology learning can still have a negative impact 
on students. Some of these negatives are having difficulty understanding existing
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Fig. 6 Question5 

systems in media technology learning, creating confusion, and ultimately causing 
some students to fall behind in the classroom, while for students whose families are 
in non-strategic areas, media technology learning will be difficult to access because 
of the need for a good Internet. Stable is able to access learning without buffering or 
lag. 

5 Discussion 

From the research that we have done, we discuss the benefit of learning technology 
media, the performance, and the negative impact from the learning technology media. 
The result of our discussion is that the student agrees that learning technology media 
helps in the learning process; the student agrees that school performance in utilizing 
learning technology media is maximized; the student agrees that learning technology 
media helps in the learning process; the student disagrees that all teachers have 
understood and utilized learning technology media in the learning process, and the 
student strongly disagrees that the use of learning technology media gives them a 
negative impact. 

The results of our discussion are in line with research conducted by Kaite J. 
Carstens, Jamie M. Mallon, Mohamed Bataineh, and Adel Al-Bataineh titled “Effects 
of Technology on Student Learning.” They developed a survey to look at how tech-
nology affects learning on students. Our research shows that 35% of the students 
thinks that teachers haven’t utilized the technology at best, while 30% students 
agree, and 20% students strongly agree that teachers have utilized the technology. 
This means 50% of the students is giving positive answers. The comparison shows 
that it is true that teachers have utilized the technology in their teaching and spent 
most of their time on led learning. 45% of the students agrees that technology helps
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them learn, which is in line with the comparison, showing that 70.3% of the teachers 
agrees that students are probably relying on the technology. 

In addition, the results of our discussion are also in line with research conducted 
by Sudi Suryadi entitled “The Role of Information and Communication Technology 
Development in Learning Activities and the Development of the World of Education” 
states that the quality of education can be done by utilizing communication and infor-
mation technology, namely by identifying the problems encountered and conducting 
searches to solve them. Problems through information technology, with the conve-
nience obtained in using Internet media of course, this can make the learning process 
more effective, but in order for this technology to run really effectively, self-awareness 
is needed to use Internet media as needed to avoid misuse. 

So that we can determine whether learning technology media allows learners to 
independently control their learning success. The application of learning media tech-
nologies does not work optimally for several reasons, namely the need for adequate 
infrastructure and the learning outcomes that will be achieved. But sadly, learning 
media technology doesn’t work for everyone’s learning style. 

6 Conclusion 

The benefit of development of learning technology media on the learning process for 
high school students is that they get the opportunity to independently control their 
learning success. Students would be able to choose freely when and where to access 
the material. This is because the learning material is always available on the Internet. 

The performance of development of learning technology media on the learning 
process for high school students has been maximized based on what the students 
are experiencing. Many schools have advanced their use of technology so that the 
learning activities can be at maximum effectivity. Some schools have enabled the 
online learning system and are using the technology to help both students and teachers 
to do their work. 

The negative impacts arising from the use of development technology media on 
the learning process for high school students are the probability of falls happening in 
some students. Technology is not something that everyone could use immediately. 
People would need to learn how to use it properly before being able to get the benefits. 
This process might take time for the students, especially for those who weren’t used 
to using technologies. Some students might get the impact of not being able to learn 
effectively because they don’t have a stable Internet and good devices, which are 
essential for online learning. 
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Impacts of Vibration Mode Switching 
on Energy Dissipation Analysis 
of Rectangular Microplate 
Resonator-based Sensors in IoT 
Applications 

R. Resmi , V. Suresh Babu , and M. R. Baiju 

Abstract Microelectromechanical systems (MEMS) technology is extensively used 
for making high-performance sensors and actuators in Internet of Things. The ubiq-
uitous advantages and potential applications of MEMS sensors compared to conven-
tional ones paved the way for implementing the diverse micro-sensing technologies 
in Internet of Things (IoT). Vibrating plate-based MEMS resonant sensors are the 
most commonly used small structural elements due to its low mass and high-quality 
factors. The downsizing of devices for achieving minute sensors used in IoT leads 
to application of higher-order theories. The requirement of enhanced quality factors 
necessitates the study of characteristics affecting the quality factor and associated 
energy dissipation. The current analysis explores the significance of mode switching 
on energy loss which controls the most decisive performance measure for sensors 
used in IoT applications. The investigation of impact of mode switching on ther-
moelastic energy dissipation with different structural materials for a rectangular 
plate-based resonator is included in the study. The energy dissipation is verified 
to be slightly diminished when operated in higher modes, and the quantification 
of the impact is accurately done by calculating the percentage reduction in energy 
losses. While considering the thermoelastic energy dissipation of microplate-based 
resonators, the influence of mode switching on diamond-based plate resonators is 
verified to be the most prominent according to our findings. The result analysis of 
the proposed work helps the engineers for designing resonators with diamond as the 
structural material operating in higher vibrating modes for IoT and 5G applications. 
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1 Introduction 

In modern era, ubiquitous computing also known as pervasive computing plays an 
important role in day-to-day life by putting forward enormous applications and bene-
fits to people [1–3]. The major advantages of pervasive computing lie in developing 
computing systems with cost reduction, faster response, improved functionality using 
smart networks, productivity enhancement, etc. [4–6]. Ubiquitous computing can be 
made reachable to public with sensor fusion, data networking, and data analytics tech-
nologies for several applications such as in tracking and management of resource 
usage, providing medical and education services both in urban and rural areas, 
preventing errors in a work environment, detecting unwanted gas emissions for 
ensuring safe conditions [7, 8]. 

Ubiquitous computing necessitates the demand for associating various devices like 
sensors and networking components to communicate relevant information without 
any interruptions. The pervasive computing technology usually includes wireless 
sensors and communication devices, self-driving vehicles, smartphones, portable 
computers, embedded systems, transportable devices, RF ID tags, smart home 
gadgets, etc. [9, 10]. 

Due to the enormous advantages of micro/nanomechanical resonators, they have 
been used for sensing and communication applications in the area of ubiquitous 
computing. Micromechanical resonators have numerous advantages such as high 
surface-to-volume ratio, peak sensitivity, highly economical, and low power require-
ment which finds its usage in pervasive computing applications [11–13]. The tradi-
tional sizeable off-chip components in the computing network can be replaced with 
MEMS/NEMS components. 

The performance of a MEMS-based resonator is mainly dictated by its quality 
factor which designates the energy dissipation in the system [14, 15]. In MEMS 
resonators, various energy loss mechanisms exist which can be classified as extrinsic 
and intrinsic types. Both types of loss mechanisms are limiting the quality factor, 
and the necessity of mitigating the energy dissipation is very crucial for developing 
resonators with low losses [16, 17]. Air damping, squeeze film damping, and anchor 
damping come under extrinsic-type energy dissipation mechanisms. Air damping 
arises due to the collision with the air particles during vibrations and can be eliminated 
by ensuring vacuum operation [18]. Squeeze film damping is a type of extrinsic 
damping arising in movable structures due to the influence of the repelling force 
of air on the movable structures, when the air is squeezed in between the boundary 
layers [19]. Anchor damping exists when energy flows irreversibly to the supporting 
structures [20]. The dominant extrinsic losses like squeeze film damping and anchor 
damping can be eliminated easily by proper geometric design. 

Thermoelastic damping (TED) is recognized as the most significant intrinsic 
energy loss mechanism which limits the total quality factor of the resonator to a 
large extent. TED occurs due to the temperature gradients resulting from the strain 
gradients generating from the flexing of resonating structures. Due to the difference 
in temperature along the structure of the resonator, thermal transport from hotter
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to colder region takes place leading to irreversible energy dissipation. The rate of 
energy loss depends on the time constant of the thermal transport, and if it is close 
to the time period corresponding to the vibrational frequency, energy loss will be 
maximized. Hence, to design resonators with low energy dissipation, the vibrating 
frequency is very significant which determines the losses [21]. 

Thermoelastic damping (TED) phenomenon in Euler Bernoulli beams was first 
identified by Zener, who formulated an analytical expression for the energy dissipa-
tion related to TED [22, 23]. The more precise expression for thermoelastic energy 
dissipation in microbeams is governed by Lifshitz and Roukes [24]. The mechan-
ical analyses of damping in other vibrating microstructures such as microplates and 
microshells are also organized by several works. TED study and quality factor anal-
ysis in microplates with various structural mode shapes are performed by Nayfeh 
and Younis [25]. Nayfeh derived an expression for damping-related energy loss in 
thermoelastic plates using perturbation method. The experimental validation of ther-
moelastic damping is done in many works conducted by Amy Duwell et al., Muller 
et al., etc., and consequently, TED can be considered as one of the critical issues to 
be solved [26, 27]. 

Primarily, TED investigation has been done by applying classical elasticity theory, 
but to model thermoelastic damping in structural domain for micron scale devices, 
nonclassical elasticity theories are required. The size dependence effect has been 
experimentally reported in many works [28]. Consequently, several higher-order 
elasticity theories like strain gradient theories and coupled stress theories are devel-
oped to detain the size effects. The most advantageous theories are coupled stress 
theories which need only fewer material length scale parameters to model it. Modi-
fied couple stress theory (MCST) is the most extensively used nonclassical theory 
due to its simplicity with only one material length scale parameter to incorporate the 
scaling effects [29]. 

Energy dissipation analysis in vibrating resonators with size effects is success-
fully implemented by MCST in many works. MCST is introduced by Yang et al. 
with a single length scale parameter value and found to be more accurate than other 
nonclassical elasticity theories [30]. The significance of length scale parameter is 
studied by Razavilar et al. applying MCST [31]. Figure of merit analysis of rectan-
gular microplate-based resonators is investigated by Resmi et al. [32]. Chen et al. 
analyzed the mode switching of high-performance MEMS resonators for frequency 
generations [33]. The modal analysis in thermoelastic damping with electrostatic 
actuation in MEMS resonators is conducted by Serdean et al. [34]. Duwel et al. 
developed MEMS resonators with low thermoelastic damping and verified its mode 
dependency [35]. Yi et al. presented the contour plots of the temperature field of 
microrings with various mode shape patterns [36]. 

Kumar et al. investigated TED in microplates utilizing MCST and the three-
phase-lag heat conduction model [37]. Devi S et al. studied the frequency shift 
related to thermoelastic damping in Kirchhoff’s microplates based on MCST [38]. 
Thermoelastic damping in microplates based on CST and dual-phase conduction 
model is done by Vahid Borjalilou et al. [29]. Applying MCST, Resmi R et al. studied
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the influence of dimensionless length scale parameter on thermoelastic attenuation 
and frequency shifts of microplate resonators [39]. 

Thermoelastic damping analysis in nanoresonators utilizing MCST and memory-
dependent heat conduction model is provided by Zhao et al. [40]. Size-dependent 
thermoelastic damping is analyzed by Zhong et al. using modified couple stress 
theory, and the temperature dependency is also verified [41]. As the scaling effect 
is included, bending rigidity ratio and resonance frequency increase which leads to 
reduced thermoelastic energy dissipation. When higher vibrating modes are used, 
the relaxation time of the resonating structures diminishes which reduces the energy 
dissipation. In the current analysis, simply supported microplates are considered and 
the structural materials selected are Si, polySi, diamond, GaAs, and SiC. The impacts 
of mode switching are analyzed by taking the percentage difference of the values of 
Q−1 obtained with Mode I and Mode II under the same stipulated conditions. 

In this paper, the significance of mode switching on thermoelastic energy dissi-
pation of a vibrating simply supported rectangular microplate applying size effect 
is analyzed. To include size effects, a nonclassical theory like modified couple 
stress theory (MCST) is used in the analysis. The expression for thermoelastic 
energy dissipation is given in Sect. 2, and results and discussions are presented 
in Sect. 3. The numerically simulated values of thermoelastic energy dissipations 
of microplates using five different structural materials with mode switching are 
presented in Sect. 3.1. The quantification of the impact of mode switching on energy 
loss is accurately done by evaluating the percentage change in the energy dissipation 
as discussed in Sect. 3.2. The conclusions of the work are given in Sect. 4. 

2 Expression for Thermoelastic Energy Dissipation 
of a Rectangular Microplate 

Size effects are included in the analysis by applying a nonclassical theory like modi-
fied couple stress theory, where the strain energy density is a function of both strain 
and curvature tensors. The impact of scaling effect on thermoelastic energy dissi-
pation is very remarkable, and QTED is very much enhanced. The tendency shows 
a large amount of trimming in energy dissipation due to thermoelastic damping, 
and the influence of mode change can be investigated from the thermoelastic energy 
dissipation along with size effect variation. To analyze the impact of mode switching 
of microplates, two modes are selected for analysis Mode I (1,1) and Mode II (1,2). 

The amount of thermoelastic damping, expressed in terms of the inverse of the 
quality factor, is given by 

Q−1 = 2
∣
∣
∣
∣

|Im(ω)| 
Re(ω)

∣
∣
∣
∣

(1)
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3 Results and Discussions 

The thermoelastic energy dissipation analysis in vibrating microplates with length L 
= 200 μm, width W = 200 μm, and thickness h = 10 μm is conducted by numer-
ical simulations using MATLAB 15a. The microplates chosen for investigation are 
Kirchhoff’s plates with simply supported boundary type and five diverse structural 
materials—Si, SiC, GaAs, polySi, and diamond. The size effect is incorporated by 
including different values for the material length scale parameter (l/h). The main 
investigation is focused to find out the impact of vibrational mode switching on ther-
moelastic energy dissipation of rectangular plates-based resonators in micron scales. 
Table 1 shows the energy loss occurred in the microplates under size scaling with 
two chosen modes [M I (1,1) and M II (1,2)]. The mechanical and thermodynamic 
properties of all the structural materials used in the rectangular plates are taken from 
[32]. 

3.1 Thermoelastic Energy Dissipation Analysis with Modes 
Switching 

In the current analysis, energy dissipation investigation of a thermoelastic rectangular 
microplate for the first two modes (1,1) and (1,2) is analyzed. The energy loss for 
different structural materials under various conditions is given in Table 1. 

The simulations are conducted for microplates with two different boundary types 
(simply supported and clamped–clamped) and various dimensionless length scale 
values (l/h = 0, 0.5, and 1). The numerically simulated values are obtained for two 
vibrating modes −(1,1) and (1,2) as depicted. The study is based on the interest 
of exploring the material dependency on energy losses with different vibration 
modes. Accordingly, the analytical expressions for thermoelastic energy dissipa-
tion are numerically simulated for microplates with all the five chosen structural 
materials Si, polySi, GaAs, diamond, and SiC under the stipulated conditions.

Table 1 Thermoelastic energy dissipation of a microplate for different materials with two vibrating 
modes (1,1) and (1,2) 

Material PolySi Diamond Si GaAs SiC 

l/h = 0 Mode I 3.55E−05 1.91E−04 1.70E−04 2.86E−04 3.72E−04 

Mode II 3.54E−05 1.89E−04 1.66E−04 2.85E−04 3.70E−04 

l/h = 0.5 Mode I 1.73E−05 1.00E−04 1.02E−04 1.82E−04 2.79E−04 

Mode II 1.72E−05 9.72E−05 1.01E−04 1.82E−04 2.62E−04 

l/h = 1 Mode I 6.80E−06 5.00E−05 5.30E−05 9.60E−05 1.01E−04 

Mode II 6.75E−06 4.59E−05 5.21E−05 9.66E−05 1.00E−04
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While considering thermoelastic damping, the energy dissipation for different 
modes under the same conditions such as structural materials and dimensionless 
length scale parameters is only slightly different. The values of energy losses for 
different constraints simulated numerically are plotted as a bar chart as shown in 
Figs. 1 and 2.

Figure 1 illustrates the variation of energy dissipation due to thermoelatic damping 
for microplates with various structural materials, vibrating in first mode (1,1). 
The important performance parameter, thermoelastic damping limited quality factor 
(QTED), is inversely related to the corresponding energy dissipation.
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Fig. 1 Variation of energy dissipation, Q−1 for a rectangular microplate with different structural 
materials (polySi, diamond, Si, GaAs, and SiC) vibrating in the first mode [Mode I (1,1)] 

3.
54

E-
05

 

1.
89

E-
04

 

1.
66

E-
04

 

2.
85

E-
04

 

3.
70

E-
04

 

1.
72

E-
05

 

9.
72

E-
05

 

1.
01

E-
04

 

1.
82

E-
04

 

2.
08

E-
04

 

6.
75

E-
06

 

4.
59

E-
05

 

5.
21

E-
05

 

9.
66

E-
05

 

1.
01

E-
04

 

POLYSI DIA M O ND SI GA AS SIC 

T
H

E
R

M
O

E
L

A
S

T
IC

 E
N

E
R

G
Y

 
D

IS
S

IP
A

T
IO

N
 

STRUCTURAL MATERIALS 

ENERGY DISSIPATION OF A 
SIMPLY SUPPORTED 

MICROPLATE-MODE II 

l/h=0 l/h=0.5 l/h=1 

Fig. 2 Variation of energy dissipation, Q−1 for a rectangular microplate with different structural 
materials (polySi, diamond, Si, GaAs, and SiC) vibrating in second mode [Mode II (1,2)]
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From Fig. 1, it is verified that the disparity in energy is highly dependent on the 
type of the structural materials used. The energy loss is maximum for SiC-based 
microplates, and the minimum is obtained for microplates with polySi as the struc-
tural material. The thermoelastic energy dissipation of plates with simply supported 
boundary condition is plotted for all the five structural materials and different values 
of dimensionless length scale parameters (l/h = 0,0.5,1). The structural material 
order in which thermoelastic energy dissipation diminishes is SiC > GaAs > Si > 
diamond > polySi when MCST is applied, i.e., when size effect is included.

The variation of thermoelastic energy dissipation of the microplates vibrating in 
second mode (1,2) is portrayed as a bar chart in Fig. 2. The changes observed for the 
microplates with size scaling and structural materials are in a similar manner. Only 
a slight change in the values is attained for the energy losses under different modes. 
The energy loss due to thermoelastic damping is slightly diminished when switched 
to a higher mode. The switching modes under consideration are Mode I (1,1) and 
Mode II (1,2) as shown before. The impact on mode switching can be concluded as a 
very slight decrement when the mode is switched from (1,1) to (1,2). Consequently, 
the enhancement in QTED is also not much substantiable. 

Figure 2 illustrates the variation of thermoelastic energy dissipation, Q−1 for a 
rectangular microplate with various structural materials such as polySi, diamond, Si, 
GaAs, and SiC vibrating in (1,2). Hence, to analyze the material dependency on mode 
switching, percentage change in energy dissipation is calculated associated with the 
three l/h values for microbeams and the chosen structural materials as presented as 
in Sect. 3.2. 

3.2 Impact Analysis of Modes Switching on Thermoelastic 
Energy Dissipation and Its Material Dependency 

The values of energy dissipation obtained for the microplate with different structural 
materials applying MCST are discussed in Sect. 3.1. While analyzing the energy 
losses associated with the two consecutive modes, (1,1) and (1,2), it is substantiated 
that there is not much difference in numerically simulated values under the same 
conditions. For example, the value of thermoelastic energy dissipation of a polySi-
based simply supported microplate with l/h = 1 is 6.80E−06 and under the same 
stipulated boundary condition (simply supported) and dimensionless length scale 
value, Q−1 = 6. 75E−06. On analyzing the value of energy losses for two vibrating 
modes, under the same conditions, for all structural materials, it is verified that there 
is reduction in energy dissipation value as the vibrating mode is changed from Mode 
I to Mode II. The decrease in the value of energy losses is small so that the precise 
impact on mode switching is difficult to analyze. 

In order to accurately quantify the impact of mode switching, percentage change in 
energy dissipation associated with mode switching is calculated for all the structural 
materials under the same chosen boundary conditions and l/h values. Hence, the
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percentage change in reduction of energy dissipation obtained for changing the mode 
from (1,1) to (1,2) is calculated as discussed and presented in Table 2. The exhibited 
values are expressed as a percentage for each material. The detailed analysis is done 
subsequently and proved that the impact of mode switching on energy dissipation is 
very small for some structural materials, even though a slight decrement is obtained 
as shown in Fig. 3. 

Figure 3 depicts the percentage change in energy dissipation of a rectangular 
microplate using five different structural materials (polySi, Si, GaAs, diamond, and 
SiC), while vibrating mode is switched from lower to a higher mode. The maximum 
percentage reduction (8.116%) in energy loss is achieved for a diamond-based simply 
supported microplate with l/h = 1. 

The minimum reduction in percentage change is obtained for a simply supported 
GaAs-based microplate with l/h = 0.5. From Fig. 3 and Table 2, the material order in 
which the diminishing of percentage change in energy dissipation occurs for different 
structural materials is diamond > SiC > Si > GaAs > polySi as verified from Table 2. 

Table 2 Percentage change (%) in thermoelastic energy dissipation of a microplate for different 
structural materials with mode switching—Mode I to Mode II transition 

l/h 0 0.5 1 

Mode switching (M I)-(M II) PolySi 0.365826 0.578035 0.702941 

Diamond 1.139155 2.774 8.116 

Si 2.482353 0.629673 1.698113 

GaAs 0.405892 0.098869 0.580208 

SiC 0.545655 6.173901 0.710339 
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Fig. 3 Percentage change in energy dissipation (Q−1) for a rectangular microplate with different 
structural materials (polySi, diamond, Si, GaAs, and SiC) when the vibrating mode is switched 
from Mode I (1,1) to Mode II (1,2)
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4 Conclusion 

Ubiquitous computing is a leading edge technology boon to people which facilitates 
computational capability in day-to-day life at anytime and anywhere, for adding 
quality to life. MEMS-based sensors are the widely used components in pervasive 
computing which can be realized by micro/nano-based rectangular plate resonators 
with superior performance and high-quality factors. Among the different energy loss 
mechanisms, thermoelastic damping is very crucial, and the factors affecting it should 
be carefully investigated. In this paper, the impact of vibration mode switching on 
thermoelastic energy dissipation is analyzed for a rectangular microplate with five 
different structural materials. When the devices are downsized, to accurately model 
the damping phenomena, size effects are incorporated by including higher-order theo-
ries like MCST by assigning different values to the material length scale parameter. 
The thermoelastic energy dissipation of simply supported microplates with varying 
l/h values and various structural materials is numerically simulated for two vibrating 
modes [(1,1) and (1,2)]. The energy loss is proved to be diminished slightly when the 
mode of vibration is changed from lower to higher one. Consequently, to accurately 
evaluate the reduction in energy loss with mode switching, the percentage change 
in thermoelastic energy dissipation is investigated for all the five structural mate-
rials for the simply supported boundary type. The largest change in thermoelastic 
energy dissipation with mode switching is achieved for diamond-based microplates, 
and generally, the impact of mode change is found to be not much substantiable. 
The sequential material order in which reduction in percentage change of energy 
dissipation occurs is diamond > SiC > Si > GaAs > polySi. The findings can be 
used for designing microplates with low energy dissipation and suitable structural 
materials operating in higher vibrating modes which can find extensive applications 
in 5G networks and IoT. 

References 

1. Sen J (2012) Ubiquitous Computing: applications. Challenges and Future Trends. https://doi. 
org/10.1201/b12298-2 

2. Smys S, Basar A, Wang H (2020) Hybrid intrusion detection system for internet of Things 
(IoT). Journal of ISMAC 2:190–199 

3. Kumar RP, Smys S (2018) A novel report on architecture, protocols and applications in Internet 
of Things (IoT). In: 2018 2nd international conference on inventive systems and control 
(ICISC), pp 1156–1161. IEEE 

4. Bashar A (2020) Artificial intelligence based LTE MIMO antenna for 5th generation mobile 
networks. J Artif Intell 2(03):155–162 

5. Devana VN, Rao AM, Rao AM (2020) A compact 3.1-18.8 GHz triple band notched UWB 
antenna for mobile UWB applications. IRO Journal on Sustainable Wireless Systems 2(1):1–12 

6. Zhang G et al (2005) Towards an ubiquitous wireless digital writing instrument using MEMS 
motion sensing technology. In: Proceedings of 2005 IEEE/ASME international conference on 
advanced intelligent mechatronics, pp 795–800. https://doi.org/10.1109/AIM.2005.1511080

https://doi.org/10.1201/b12298-2
https://doi.org/10.1201/b12298-2
https://doi.org/10.1109/AIM.2005.1511080


806 R. Resmi et al.

7. Beigl M, Krohn A, Zimmer T, Decker C (2004) Typical sensors needed in ubiquitous and 
pervasive computing 

8. Gaura E, Newman R (2006) Smart MEMS and sensor systems. Imperial College Press. https:// 
doi.org/10.1142/P355 

9. Xiong N, Cheng H, Hussain S, Qu Y (2013) Fault-tolerant and ubiquitous computing in sensor 
networks. Int J Distrib Sens Netw. https://doi.org/10.1155/2013/524547 

10. Lyytinen K, Yoo Y (2002) Ubiquitous computing. Commun ACM 45:63–96 
11. Unlu M, Hashemi M, Berry CW, Li S, Yang SH, Jarrahi M (2014) Switchable scattering 

meta-surfaces for broadband terahertz modulation. Nat Sci Rep 4:5708 
12. Meinel K, Melzer M, Stoeckel C, Shaporin A, Forke R, Zimmermann S, Hiller K, Otto T, 

Kuhn H (2020) 2D scanning micromirror with large scan angle and monolithically integrated 
angle sensors based on piezoelectric thin film aluminum nitride. Sensors (MDPI) 20(22):6599. 
https://doi.org/10.3390/s20226599 

13. Asri MIA, Hasan MN, Fuaad MRA, Yunos YM, Ali MSM (2021) MEMS gas sensors: a review. 
IEEE Sens J 21:18381–18397. https://doi.org/10.1109/JSEN.2021.3091854 

14. Resmi R, Babu VS, Baiju MR (2021) Analysis of thermoelastic damping limited quality 
factor and critical dimensions of circular plate resonators based on axisymmetric and 
non-axisymmetric vibrations. AIP Adv 11:035108. https://doi.org/10.1063/5.0033087 

15. Srikar VT, Swan AK, Ünlü MS, Goldberg BB, Spearing SM (2003) Micro-Raman measurement 
of bending stresses in micromachined silicon flexures. J Microelectromech Syst 12(6):779–788 

16. Duwel A, Candler RN, Kenny TW, Varghese M (2006) Engineering MEMS resonators with 
low thermoelastic damping. J Microelectromech Syst 15(6):1437–1445 

17. Ghaffari S et al (2015) Accurate modeling of quality factor behavior of complex silicon MEMS 
resonators. J Microelectromech Syst 24(2):276–288. https://doi.org/10.1109/JMEMS.2014. 
2374451 

18. Kainz A, Hortschitz W, Schalko J, Jachimowicz A, Keplinger F (2015) Air damping as design 
feature in lateral oscillators. Sensors and Actuators A: Physical 236. https://doi.org/10.1016/j. 
sna.2015.11.005 

19. Finny S, Resmi R (2016) Material and geometry optimization for squeeze film damping in a 
micromirror. In: 2016 international conference on emerging technological trends (ICETT), pp 
1–5. https://doi.org/10.1109/ICETT.2016.7873698 

20. Mol S, Resmi R (2017) Anchor loss limited Q factor analysis of disk resonator for varying 
disk geometry. In: 2017 international conference on intelligent computing, instrumentation and 
control technologies (ICICICT), pp 1033–1037. https://doi.org/10.1109/ICICICT1.2017.834 
2710 

21. Kim S-B, Kim J-H (2011) Quality factors for the nano-mechanical tubes with thermoelastic 
damping and initial stress. J Sound Vibr 330:1393–1402 

22. Zener C (1937) Internal friction in solids. I. Theory of internal friction in reeds. Phys Rev 
52(3):230–235 

23. Zener C (1938) Internal friction in solids II. General theory of thermoelastic internal friction. 
Phys Rev 53(1):90–99 

24. Lifshitz R, Roukes ML (2000) Thermoelastic damping in micro-and nanomechanical systems. 
Phys Rev B 61(8):5600 

25. Nayfe AH, Younis MI (2004) Modeling and simulations of thermoelastic damping in 
microplates. J Micromech Microeng 14(12):1711–1717 

26. Duwel A, Gorman J, Weinstein M, Borenstein J, Ward P (2003) Experimental study 
of thermoelastic damping in MEMS gyros. Sensors and Actuators A: Physical, Elsevier 
103(1–2):70 

27. Muller C, Baborowski J, Pezous A, Dubois M-A (2009) Experimental evidence of thermoelastic 
damping in silicon tuning fork. Procedia Chemistry 1:1395–1398. https://doi.org/10.1016/j.pro 
che.2009.07.348 

28. Park SK, Gao X-L (2006) Bernoulli-Euler beam model based on a modified couple stress 
theory. J Micromech Microeng 16:2355–2359

https://doi.org/10.1142/P355
https://doi.org/10.1142/P355
https://doi.org/10.1155/2013/524547
https://doi.org/10.3390/s20226599
https://doi.org/10.1109/JSEN.2021.3091854
https://doi.org/10.1063/5.0033087
https://doi.org/10.1109/JMEMS.2014.2374451
https://doi.org/10.1109/JMEMS.2014.2374451
https://doi.org/10.1016/j.sna.2015.11.005
https://doi.org/10.1016/j.sna.2015.11.005
https://doi.org/10.1109/ICETT.2016.7873698
https://doi.org/10.1109/ICICICT1.2017.8342710
https://doi.org/10.1109/ICICICT1.2017.8342710
https://doi.org/10.1016/j.proche.2009.07.348
https://doi.org/10.1016/j.proche.2009.07.348


Impacts of Vibration Mode Switching on Energy Dissipation Analysis … 807

29. Borjalilou V, Asghari M (2018) Small-scale analysis of plates with thermoelastic damping 
based on the modified couple stress theory and the dual-phase-lag heat conduction model. 
Springer GmbH, Austria. https://doi.org/10.1007/s00707-018-2197-0 

30. Yang F, Chong ACM, Lam DCC, Tong P (2002) Couple stress based strain gradient theory for 
elasticity. Int J Solids Struct 39(10):2731–2743. https://doi.org/10.1016/S0020-7683(02)001 
52-X 

31. Razavilar R, Alashti RA, Fathi A (2016) Investigation of thermoelastic damping in rectangular 
microplate resonator using modified couple stress theory. Int J Mech Mater Des 12(1):39–51 

32. Resmi R, Baiju MR, Babu VS (2019) Thermoelastic damping dependent quality factor analysis 
of rectangular plates applying modified couple stress theory. AIP Conf Proc 2166:020029. 
https://doi.org/10.1063/1.5131616 

33. Chen Z, Kan X, Yuan Q et al (2020) A switchable high-performance RF-MEMS resonator with 
flexible frequency generations. Sci Rep 10:4795. https://doi.org/10.1038/s41598-020-61744-2 

34. Serdean F, Pustan M, Dudescu C, Birleanu C, Serdean M (2020) Analysis of the thermoelastic 
damping effect in electrostatically actuated MEMS resonators. Mathematics 8(7):1124. https:// 
doi.org/10.3390/math8071124 

35. Duwel A, Candler R, Kenny T (2007) Engineering MEMS resonators with low thermoe-
lastic damping. J Microelectromech Syst 15:1437–1445. https://doi.org/10.1109/JMEMS. 
2006.883573 

36. Yi YB (2010) Finite element analysis of thermoelastic damping in contour-mode vibrations 
of micro-and nanoscale ring, disk, and elliptical plate resonators. Journal of Vibration and 
Acoustics 132(4). https://doi.org/10.1115/1.4001506 

37. Kumar H, Mukhopadhyay S (2019) Thermoelastic damping analysis for size-dependent 
microplate resonators utilizing the modified couple stress theory and the three-phase-lag heat 
conduction model. Int J Heat Mass Transf 148:118997. https://doi.org/10.1016/j.ijheatmasstr 
ansfer.2019.118997 

38. Devi S, Kumar R (2020) Thermoelastic damping and frequency shift in Kirchhoff plate 
resonators based on modified couple stress theory with dual-phase-lag model. Journal of Solid 
Mechanics 12(3):700–712. https://doi.org/10.22034/jsm.2020.1896290.1569 

39. Resmi R, Babu VS, Baiju MR (2021) Impact of dimensionless length scale parameter on mate-
rial dependent thermoelastic attenuation and study of frequency shifts of rectangular microplate 
resonators. IOP Conf Ser: Mater Sci Eng 1091:012067 

40. Zhao G, Shi S, Gu B et al (2021) Thermoelastic damping analysis to nano-resonators utilizing 
the modified couple stress theory and the memory-dependent heat conduction model. J Vib 
Eng Technol. https://doi.org/10.1007/s42417-021-00401-y 

41. Zhong Z, Zhang W, Meng G, Wang M (2015) Thermoelastic damping in the size-dependent 
microplate resonators based on modified couple stress theory. J Microelectromech Syst 
24(2):431–445. https://doi.org/10.1109/JMEMS.2014.2332757

https://doi.org/10.1007/s00707-018-2197-0
https://doi.org/10.1016/S0020-7683(02)00152-X
https://doi.org/10.1016/S0020-7683(02)00152-X
https://doi.org/10.1063/1.5131616
https://doi.org/10.1038/s41598-020-61744-2
https://doi.org/10.3390/math8071124
https://doi.org/10.3390/math8071124
https://doi.org/10.1109/JMEMS.2006.883573
https://doi.org/10.1109/JMEMS.2006.883573
https://doi.org/10.1115/1.4001506
https://doi.org/10.1016/j.ijheatmasstransfer.2019.118997
https://doi.org/10.1016/j.ijheatmasstransfer.2019.118997
https://doi.org/10.22034/jsm.2020.1896290.1569
https://doi.org/10.1007/s42417-021-00401-y
https://doi.org/10.1109/JMEMS.2014.2332757


Machine Learning-Based Depression 
Detection 
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Abstract Depression is an extremely serious illness of humans which causes 
constant mood swings and feelings of sadness. Nowadays, it is considered to be 
a deadly disorder in the world. At present, everyone from young to old is suffering 
from depression but most of them do not have the right idea about their mental 
state. Everyone needs to have a proper idea about their mental state. We will 
detect depression through a machine learning-based detection approach. Talking 
with psychologists and depressed people, we find some factors that are related to 
becoming depressed, and depending on those factors, information is collected from 
both depressed and non-depressed people. After applying preprocessing techniques, 
a processed dataset was created finally. Then, feature selection techniques were used. 
We applied eight machine learning algorithms and two feature selection methods to 
our dataset. We used k-nearest neighbor (k-NN), decision tree (DT), linear discrimi-
nant analysis (LDA), adaptive boosting (AB), support vector machine (SVM), naive 
Bayes (NB), random forest (RF), and logistic regression (LR) classifier. In our work, 
the RF classifier gave the best performance based on accuracy and the accuracy of 
the RF classifier was 96.00%. 
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1 Introduction 

Depression which is also known as disappointment is a commonly found problem 
nowadays in the world, which is a general and troublesome medical condition which 
influences people’s lives. Nearly 280 million people have depression in the world 
[1]. Depression is technically a mental disorder, but it also affects physical health 
and well-being. People of all ages are suffering from depression badly. The global 
spread of moderate to extreme situations of depression is 60.80% [2]. Globally, a 
significant number of people are estimated to be dealing with depression-related 
issues, and this number is equal to 4.40% population of the world. According to 
WHO, depression will be a great reason for several diseases [3]. An analysis from 
the UNICEF report estimates that mental illness causes about $390 billion a year in 
damage to the economy, which could lead to disability or death among young people 
[4]. Depression is the most common illness worldwide, affecting approximately 
3.80% of the population, of which 5.00% are adults and 5.70% are over 60 years of age 
[1]. There can be many 1515 causes of depression including unemployment problems, 
abuse, lack of love, conflict, lack of family ties, affection, political cataclysm, etc. As 
a result, people are committing heinous acts like suicide. One of the most common 
implicit disorders is depression, and 30–70% of victims of suicide suffer from major 
or minor depression. Self-awareness is needed to get rid of depression. In Bangladesh, 
a recent study found that 56.60% of the 153 patients affected with COVID-19 reported 
depression and also noted that depression occurred among the university students 
(62.90%), general population (47.20%), medical students (49.90%), and healthcare 
workers (39.50%) [5]. 

Machine learning and deep learning approaches are used in various predictions, 
detection, and recognition-related systems [6]. In our dataset, there were 24 features. 
We applied eight machine learning algorithms, which are k-NN, LR, SVM, NB, RF, 
AB, DT, and LDA classifier to detect depression. In our study, the RF classifier gained 
96.00% accuracy with very high sensitivity, precision, and F1-score after applying 
the SelectKBest feature selection technique. 

2 Literature Review 

Researchers have conducted research in this field in the past few years based on 
social media posts, visual expressions, and audio input using approaches of machine 
learning and deep learning. Khan et al. [7] introduced a research work on machine 
learning-based sentiment analysis using the Bangla depression dataset. Information 
has been collected from social media posts and various poems, novels, and quotes 
from various great personalities. The algorithms they used were SVM, multinomial 
naive Bayes (MNB), RF, k-NN, DT, and XGBoost. Different types of data are used 
by different researchers. Mulay et al. [8] worked with a total of 35,887 images from
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the FER2013 dataset collected from Kaggle. They detected depression levels auto-
matically through visual input. They used the convolutional neural network (CNN) 
model to extract extraction, and perform classification, which generated an output 
of emotion vectors. The CNN model had an accuracy of 66.45%. Using speech or 
voice signals by drawing strength and statistical features, a system is proposed for 
detecting depression in a person. Researchers identify that a person is depressed 
or not depressed from the voice signal of that person. The average accuracy of 
cross-validation sets and training sets was 81.56%. Shukla et al. [9] utilized the 
Ryerson audio-visual dataset (RAVD) which contains emotional songs and speeches. 
Ding et al. [10] have shown a method for college students’ depression recognition. 
They collected data from social text data (Sina Weibo) from 1000 users. This paper 
mainly proposed a deep integrated SVM model for detecting depression from data of 
Chinese text. For finding output, deep integrated SVM (DISVM) is applied and has 
achieved the highest accuracy of 86.15%. Some researchers have used data, collected 
from social media to detect depression [11, 12]. Deshpande et al. has done work on 
detecting depression by using emotional artificial intelligence. They detected depres-
sion by analyzing tweets. For generating the training and test dataset, 10,000 tweets 
were collected from Twitter using Twitter API. For detecting depression, SVM and 
NB algorithms were used. SVM gained 79.00% accuracy. But the highest accu-
racy was gained by the Multinomial Naive Bayes algorithm. The best accuracy was 
gained 83% in MNB. Also, Orabi et al. [13] have done work on depression detection 
of Twitter users using deep learning. A total of 1,145 Twitter users’ data are combined 
to build the dataset which is labeled as depressed, control, and PTSD. In addition, all 
users of this dataset were labeled using gender and age information. The key focus of 
this work was mainly on recognizing the user’s capabilities to depression. CNN and 
recurrent neural network (RNN) were used by the researchers, where the CNN with 
max models using their optimized embedding reported higher accuracy which was 
87.95%. Al chatbot system was built for combating depression and interacting with 
humans. On paper [14], Patel et al. analyzed emotion from text data, then recognized 
depression, and finally built a chatbot. They used the ISEAR dataset. Forming word 
vector algorithm was applied for segmentation. RNN, CNN, and HAN algorithms 
were applied for classification purposes. Among those, CNN performed better with 
75.00% accuracy with high consistency for 15 epochs. Ranade et al. [15] proposed 
an emotion model and also implemented an AI chatbot, namely CakeChat, for under-
standing human emotion. Asad et al. [16] has worked on social media posts of the 
users and then detected depression from that. The data was collected from Twitter and 
Facebook, the beautiful soup was used to collect Twitter data, and having permission 
manually, data was collected from 150 Facebook users. SVM and NB classification 
algorithms were used in this work. Their ways of detecting depression levels were 
made using the popular BDI-II questionnaire method [1]. The accuracy of NB was 
74.00% with a very high precision of 100%. A multi-region DepressNet was proposed 
on paper [17]. Zhou et al. recognized depression from facial images which were 
collected from video input. DepressNet deep learning model was used. AVEC 2013 
and 2014 datasets were used for training the deep learning model. Several machine 
learning and deep learning methods are widely used by researchers for different
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kinds of disease detection and recognition. Using people’s personal living habits 
and checkup information, Dahiwade et al. [18] mentioned a machine learning-based 
disease prediction system. They used the CNN algorithm and the k-NN algorithm, 
where CNN took less time than k-NN with the highest accuracy 84.50%. Using 
machine learning techniques, Habib et al. [19] has addressed a recognition system 
for papaya diseases, where SVM gained 95.20% accuracy. Moreover, several studies 
were conducted for emotion analysis and sentiment analysis [20–22]. 

Most of the research works are done by analyzing social media platforms like 
Facebook and Twitter posted data. But social life and real life are not the same. 
Social media data cannot reflect real life fully. That is why we used real-life data of 
people by questionnaire-based surveys and then we got exact data about them in the 
COVID-19 situation which becomes more accurate and preferable. 

3 System Architecture 

In Fig. 1, a system architecture is shown for detecting depression easily, where a 
person will give response to some selected queries by using a Web-based software. 
The data provided by a person then goes to a cloud server and then to the specialist 
machine. The results will be created using the received input information of the 
system, by utilizing the RF classifier to the input data. Results will be finalized from 
the output of the developed model and, finally, send the outcome to the user through 
the application. 

Fig. 1 The system architecture for detecting depression
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4 Research Methodology 

We collected information of 1000 depressed and non-depressed people, where 80% 
of the dataset was used as training data and 20% as testing data. We used eight 
machine learning classifiers like k-NN, SVM, LR, NB, DT, RF, AB, and LDA. 
We examined the performance of classifiers several times. Mainly performance was 
evaluated first in processed data with all features, and then, we apply two feature 
selection techniques on the dataset. Accuracy was calculated after using the principal 
component analysis (PCA) feature selection technique and using selectKBest feature 
selection technique in the processed dataset. In prior research works conducted for 
detecting depression, no method was used for selecting important features. In these 
three main steps, accuracy is checked for (70–30%), (80–20%), and (90–10%) as 
training data and testing data ratio. We examined the classification performance using 
accuracy and other metrics such as precision, specificity, recall, and F1-score. The 
processes of this work are described in Fig. 2 in the following flow diagram. Lastly, 
using the result of classifier performance, we proposed a machine learning algorithm 
to detect depression. 

Fig. 2 Steps of the proposed methodology
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4.1 Data Collection 

The dataset consists of a huge number of features that are directly or indirectly 
connected with depression. We were not able to collect the information as we went 
to the hospital because the authorities said that if they provide patient information 
that could damage patients’ privacy and can affect their rules and they also said that 
sometimes it is not available as a ready dataset. That is why we think, we need to create 
our datasets which are collected from face-to-face questionnaires, google forms, and 
a paper with a list of questions. The questionnaires for features are taken by taking 
with physicians, Web sites [23], articles, and people suffering from depression who 
are based on GDS [24], SDS [25], and MDI [26]. The features of depression detection 
are shown in Table 1. We were successful in collecting 1000 people’s data based on 
24 factors which are the daily activities of a person. 

After collecting all the data, the main challenging part that came to focus was 
data leveling into depressed people and non-depressed people. We visited many 
doctors to seek help and find patterns to find out. With the help of one doctor, one 
physiatrist, and one student of psychology, the data were being leveled separately 
and combining their three decisions into final leveling outputs with an emphasis on 
the opinion of the majority. Among those data, there is information of 417 depressing 
and 583 non-depressed people. We gathered all data through an online survey, from 
many universities, various secondary and higher secondary schools and colleges, the 
public in different cities and rural areas, and more. 

Table 1 Used features to detect depression 

Name of feature Evidence Name of feature Evidence 

Age (18) Feel energy (18) 

Gender (25) Prefer to stay home (18) 

Profession (25) Avoiding social gatherings (18) 

Marital Status (25) Feeling memory loss (18) 

Satisfied in Life (18) Consider worthless (18) 

Dropped Activities (18) Cry most of the time (19) 

Feel Life Empty (18) Sleep well (19) 

Feel Board (18) Feeling reduce appetite and losing 
weight 

(20) 

Feel helpless (18) Situation hopeless (19) 

Afraid for bad-happening (18) People better than you (18) 

Hopeful about future (18) Feel bad and guilty (20) 

Spend time happily (18) Others would better you died (19)
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Fig. 3 Data preprocessing process 

4.2 Data Preprocessing 

After successfully collecting a sufficient amount of data, we noticed that there were 
some missing values in some of the data, and there were also different types of 
data like categorical data and numerical data. This kind of data is not suitable for 
machine learning algorithms. So we made the decision that we will process our 
data according to our needs and made this dataset compatible with algorithms. Data 
processing has the power to convert data into appropriate formats after data collection 
[27]. Processed data in a specific type help to get the best output easily. The applied 
preprocessing steps are presented below with help of Fig. 3. 

Firstly, we started our work by collecting and making our raw dataset. Then, we 
focused on data cleaning. We inspected if there were any null or missing values 
in the prepared dataset. We solved the missing values problem using the imputer. 
Rather than deleting any data, we tried to fill this null value with its relevant possible 
values. Then, we encoded levels that transformed all text or categorical data into its 
relevant data of numerical form. Then through normalization, the data transformation 
was completed. For age data features, we used min–max normalization techniques. 
Finally, we got the processed dataset. 

4.3 Performance Metrics 

Based on values of the confusion matrix which are True Positive, False Positive, True 
Negative, and False Negative, we tested each of our model’s performance against five 
performance metrics, including accuracy, recall, specificity, precision, and F1-score 
by applying their mathematical formulas which are given below. 

Accuracy = TrueDepressed + TrueNondepressed 
TotalData

× 100 

Recall = TrueDepressed 

(TrueDepressed + FalseNonDepressed) × 100 

Precision = TrueDepressed 

(TrueDepressed + FalseDepressed) × 100
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Specificity = TrueNonDepressed 

(FalseDepressed + TrueNondepressed) × 100 

F1-Score = 2 × (Precision × Recall) 
(Precision + Recall) × 100 

5 Result and Discussion 

In this section, we will demonstrate in detail the experimental outcome of this research 
work. To clearly understand, we will discuss this study with the assistance of some 
tables and graphs and also provide concise comparisons with this work with others. 

We worked and built our model, and all further processes were done based on 
the dataset of 417 depressed people and 583 non-depressed people. In percentage 
which was about 41.70%, people are depressed and 58.30% are non-depressed. In 
this research work, we utilized eight machine learning algorithms and two feature 
selection approaches. 

In three processes, we have evaluated the model and we have also trained and 
tested the dataset in different proportions to monitor the maximum result. At first, 
we selected all the features to find out the best result. For the 70–30% train-test ratio, 
after applying the different types of algorithms, we got an accuracy that was 92.70% 
for LDA, and the performance of LR and RF was not satisfying. Because at the same 
time, for the 80–20% train-test ratio, we got better accuracy and that was 95.00% for 
RF. And the best accuracy was gained from the 90–10% train-test ratio which was 
96.00% for the RF algorithm. Table 2 demonstrates the efficiency of all algorithms 
for an 80–20% train-test ratio based on their performance metrics such as precision, 
accuracy, F1-score, specificity, and sensitivity. 

After using the selectKBest feature selection techniques, we dropped some 
features and among 24 features it came to 17 features. Then, we evaluated the model,

Table 2 Classifier performance for all features for 80–20% training testing data ratio 

Method Model 
name 

Accuracy 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

Precision 
(%) 

F1-score 
(%) 

All features k-NN 92.50 93.18 91.96 90.11 91.62 

DT 93.00 92.05 93.75 92.05 92.05 

NB 89.50 96.59 83.93 82.52 89.01 

LDA 93.50 95.45 91.96 90.32 92.82 

SVM 93.00 95.45 91.96 90.32 92.82 

LR 94.00 94.32 93.75 92.22 93.26 

RF 95.00 95.45 94.64 93.33 94.38 

AB 90.50 89.77 91.07 88.76 89.27
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where for the 70–30% train-test ratio RF performed better with 93.00% accuracy. 
This accuracy was increased for both 80–20% and 90–10% train-test ratio and gained 
the highest accuracy of 96.00% by RF. Table 3 demonstrates the efficiency of all 
algorithms for 80–20% training–testing data ratio based on performance metrics.

Finally, the PCA feature selection technique was also applied. By reducing some 
features, the classification algorithm’s performance was calculated. For the 70–30% 
train-test ratio, SVM performed better with 94.00% accuracy. But on 90–10%, it 
reduced the accuracy of some algorithms and got the lowest accuracy of 86.00% for 
DT. In 80–20%, LR performed best with 94.50% accuracy. Table 4 describes the 
performance of each algorithm for 80–20% training–testing data ratio based on their 
performance metrics. 

We observe that after applying feature selection techniques, the accuracy of some 
algorithms was increased, the accuracy of some algorithms was decreased and the 
accuracy of some algorithms was remained unchanged. Feature selection techniques 
such as SelectKBest and PCA have a notable impact on the performance of classi-
fiers. SelectKBest performed better than PCA in this study. It appears in Fig. 4 that

Table 3 Classifier performance of selectKBest for 80–20% training testing data ratio 

Method Model 
name 

Accuracy 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

Precision 
(%) 

F1-score 
(%) 

SelectKBest k-NN 92.50 93.18 91.96 90.11 91.62 

DT 93.00 92.05 93.75 92.05 92.05 

NB 89.50 96.59 83.93 82.52 89.01 

LDA 93.50 95.45 91.96 90.32 92.82 

SVM 93.00 95.45 91.96 90.32 92.82 

LR 94.00% 94.32 93.75 92.22 93.26 

RF 96.00 97.73% 94.64 93.48 95.56 

AB 90.50 89.77% 91.07 88.76 89.27 

Table 4 Classifier performance of PCA for 80–20% training–testing data ratio 

Method Model name Accuracy 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

Precision 
(%) 

F1-score 
(%) 

PCA K-NN 90.00 88.64 91.07 88.64 88.64 

DT 89.50 90.91 88.39 86.02 88.40 

NB 91.00 92.05 90.18 88.04 90.00 

LDA 94.00 94.32 93.75 92.22 93.26 

SVM 94.00 94.32 93.75 92.22 93.26 

LR 94.50 94.32 94.64 93.26 93.79 

RF 92.50 93.18 91.96 90.11 91.62 

AB 92.00 88.64 94.64 92.86 90.70
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Fig. 4 Accuracy of algorithms for different methods 

the RF classifier performed better than any other algorithm in this study under the 
SelectKBest method.

However, we also compared our study with previous related works, which is 
demonstrated in Table 5. According to the result of the comparison study, our 
proposed approach performed better than other studies. Moreover, a comparison 
between feature selection approaches was first introduced in this study for detecting 
depression. 

6 Conclusion 

Our proposed approach in this paper is to detect the mental state of a person in a 
COVID-19 situation. We applied eight machine learning algorithms and two feature 
selection approaches, where RF performs best with an accuracy of 96.00% under the 
SelectKBest method. Under the PCA method, the LR algorithm performed better 
than other classifiers. The RF classifier achieved 95.00% accuracy using all features. 

We created a user-friendly Web site based on this model to detect depression 
easily. Depression detection with a machine learning model will provide a positive 
impact on people of all societies. After completing this work, we are hopeful that 
this work can be helpful for better understanding, further study about depression. 

For detecting depression, it is better to use more output levels. We were not able 
to collect different classes of people’s information. The dataset is not so large also. 
A larger and stronger dataset can be created by collecting information from various 
classes of people and creating more classification layers of datasets in the future. In 
addition, by developing an immersive user-friendly GUI, a mobile application can
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Table 5 Comparison among our proposed approach and other previous research works 

Study Object(s)/Deal with Size of 
sample 

Size of 
feature set 

Algorithms Accuracy 

This work Depression 
(survey-based) 

1000 24 RF 96.00% 

Ding et al. [10] Depression (text, 
emoji) 

1000 NM DISVM 86.15% 

Mulay et al. [8] Depression (image) 35,887 NA CNN 66.45% 

Asad et al. [16] Depression (text, 
question) 

150 NM SVM 74.00% 

Deshpande et al. 
[11] 

Depression (text, 
question) 

10,000 NM NB 83.00% 

Khan et al. [7] Depression (text) 10,000 NM MNB 86.00% 

Zhou et al. [17] Depression 
(video) 

490 NM NA NM 

Stankevich et al. 
[12] 

Depression (text) 887 3 SVM 63.00% 

Patel et al.  [14] A chatbot (user text 
analysis) 

7666 NM CNN 75.00% 

Shukla et al. [9] Speech signals of 
persons 

7356 13 Multi-layer 
perceptron 

81.57% 

Orabi et al.  [13] Depression (text) 1145 NM CNN 87.96% 

Ranade et al. [15] Chatbot (based on 
emotion) 

NA NM NA NA 

NM: Not Mentioned 
NA: Not Applicable 

be developed which can be made accessible to all people and doctors also. Applying 
new algorithms and advanced techniques can make the model much more efficient 
and more accurate. 
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An Energy Efficient, Long Range Sensor 
System for Real-Time Environment 
Monitoring 

Van-Phuc Hoang, Van-Lan Dao, Van-Trung Nguyen, Xuan Nam Tran, 
and Koichiro Ishibashi 

Abstract Vietnam is among the top countries in the world at risk of natural hazards 
so that efficient real-time environment monitoring is becoming essential. The contin-
uous development in information and communication technology is inspiring the 
development of the smart monitoring systems for environmental management and 
protection. This paper presents an energy efficient, long range sensor system for 
Internet of Things (IoT)-based smart environment monitoring and early warning. The 
proposed system combines the novel energy efficient temperature. Beat sensors inte-
grated with the LoRaWAN communication protocol and web interface. The exper-
imental results are achieved to clarify the efficiency of the proposed sensor system 
and its potential applications in the real systems. 

Keywords Beat sensor · Drought monitoring · Internet of things 

1 Introduction 

Vietnam is among the top countries in the world at risk of water-related threats 
including drought, flood, storm, coastal and agriculture hazards. Among water-
related disasters, droughts are highly complex, frequently occurring natural hazards 
in Southeast Asia including Vietnam [1]. Droughts severely impact on the economy 
and directly affect infrastructure, properties and people in large geographical regions 
for extended periods. Due to the characteristics of drought, real-time measuring and 
monitoring of full impacts of drought are complicated; hence, it requires research, 
extensive data and experiential evidences for decision-making processes. This leads
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to the requirement of an efficient real-time monitoring and early warning system 
which can provide real-time data for both monitoring and decision making processes 
against droughts. Recently, as a part of the fourth industrial revolution, the contin-
uous development of Internet of Things (IoT) has inspired the smart environment 
monitoring solutions [2]. Moreover, energy efficient sensors play an essential role 
in IoT systems. Therefore, many researchers have been focusing on efficient sensors 
for these applications including the drought monitoring system. Figure 1 presents 
our general model for the IoT-based environment monitoring system including the 
application for drought management. In this system, beside other types of sensor 
such as humidity and rainfall, the temperature sensors are the key components. Also, 
Fig. 2 is the application model of the IoT sensor system for real-time drought moni-
toring. Many sensors are used to obtain the environment parameters and send to the

Fig. 1 General IoT system model for real-time drought monitoring 

Fig. 2 Application model of 
IoT sensor system for 
real-time drought monitoring 
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IoT 
GATEWAY 

CLOUD 
SERVER 

MOBILE APP WEB SERVER 

...



An Energy Efficient, Long Range Sensor System for Real-Time … 825

Fig. 3 Beat sensor concept 
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IoT gateways. A cloud server and web/mobile applications are employed to provide 
the assessment and early warning of the droughts.

The concept of beat sensor was based on the invention of Prof. Koichiro Ishibashi 
[3]. Beat sensors are suitable for IoT-based systems due to their compact, low power 
and low-cost features. The principle of these sensors is demonstrated in Fig. 3, where 
the sensors are combined with corresponding transmitters. In these beat sensors, each 
transmitter is associated with one code (ID). Instead of sending the direct sensing 
values, only the ID signals are transmitted. By exploiting this principle, the physical 
parameters of the sensor are represented with the corresponding interval times. The 
ID signals are obtained by the corresponding receivers, and the physical parameters 
can be calculated from the values of the interval times in the ID signals. Furthermore, 
the data correction algorithms can be utilized to improve the accuracy and the relia-
bility of the data obtained by beat sensors for some specific applications such as in [4]. 
However, we expect further improvements and some application specific optimized 
techniques for these sensors so that they can be employed in the more real systems. 
Inspired by these observations, in this work, we propose new methods to design and 
build the efficient temperature sensors with beat principle for the smart environment 
monitoring systems with a range communication protocol (LoRaWAN). From the 
next part, this paper is organized as follows. In Sect. 2, we present the detailed struc-
ture and operation of the proposed system as well as the results of implementation. 
Finally, Sect. 3 gives the conclusions and the plan for our future work. 

2 Proposed System 

Firstly, to improve the energy efficiency of beat sensors, Fig. 4 presents a new struc-
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Fig. 4 Beat sensor with 
integrated LoRaWAN 
communication module

ture in which the LoRa module is integrated (with the frequency of 920 MHz for 
use in Japan). Figure 5 presents the experiment set up and Fig. 6 shows the results 
of the successful communication probability verses communication distance for the 
first proposal of the temperature Beat sensor with integrated LoRaWAN communi-
cation module. The experimental results have confirmed that with this scheme, and 
the communication distance of 600 m can be achieved. 

Fig. 5 Demonstrated monitoring system using the first proposal of the temperature sensor using 
the beat principle and LoRaWAN 

Fig. 6 Results of successful 
communication probability 
versus communication 
distance for the first proposal 
of temperature beat sensor 
integrated with LoRaWAN 
communication protocol 
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Fig. 7 Second proposal of temperature beat sensor structure 

To improve the communication distance and the network reliability, Fig. 7 shows 
the structure of the second temperature sensor proposal with Beat sensor principle. 
In this scheme, the photovoltaic (PV) integrated with the solar charger modules are 
utilized as the supply source for the proposed Beat sensor. In this proposed sensor, 
a thermistor is used because the value of its resistance reflects the temperature. 
Especially, we utilize a low-dropout regulator (LDO) with two roles. The first role is 
to provide the regulated voltage supply for two parts of the microcontroller (MCU) 
and RF circuits (LoRaWAN module). Its second role is controlling the supply. We 
adopt a comparator having the threshold voltage values of VH and VL for this supply 
switching. As a result, the supply voltage for both the MCU and the RF circuit is 
more stable than that in [3]. The MCU performs both roles of ID assignment and the 
whole sensor circuit control.

Figure 8 illustrates an application system in which the proposed temperature 
sensor with Beat principle and LoRaWAN communication are employed. By the 
on-site experiments, the developed system can achieve the maximum communi-
cation distance of 1700 m with low energy consumption. Moreover, Fig. 9 shows 
the experiment results of communication distance and the successful communica-
tion probability with the bandwidth of 500 kHz and different values of spectrum 
spreading factor (SF). 

Based on the developed sensors, we have built an IoT-based drought monitoring 
system with the web interface as shown in Figs. 10 and 11. In this system, three 
main precipitation indexes including the standardized precipitation index (SPI), the 
precipitation effectiveness index (P-E index) and the De Martonne aridity index (Iar-
DM) were analyzed [5]. We have performed the experiments for three pilot areas 
in Hanoi, Vietnam. The experimental results have shown the reliable information 
of pilot areas including the annual temperature, the precipitation and the drought 
degree. The information provides a useful tool for climate experts, the government 
and authorized people to adapt against the droughts. 

3 Conclusion 

In this paper, we have presented a smart IoT-based drought monitoring and early 
warning system by combining the energy efficient sensors with the long range
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Fig. 8 Proposed drought monitoring system for field experiments 
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Fig. 9 Results of communication distance verse probability of successful communications with 
different vales of SF (for the case of 500 kHz bandwidth)
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Fig. 10 Web interface for drought monitoring system integrated with Google map 

Fig. 11 Web interface showing shared data for users with average temperature 

LoRaWAN communication protocol, cloud computing and web interface. With 
the low energy consumption, high reliability and long communication range, the 
proposed system provides a promising tool for our government to adapt with the 
issues of climate change in Vietnam. In the future, we will further improve the 
proposed system with the comprehensive experiments for a longer period and wider 
area.
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Identifying Genre of a Book from Its 
Summary Using Machine Learning 
Approach 

Saidur Rahman Bhuiyan, Md. Rafidul Hasan Khan, Umme Sanzida Afroz, 
and Md. Sadekur Rahman 

Abstract Categorical search and category-wise book recommendation are two 
common tasks for online booksellers. But for a machine to understand this cate-
gory from a given text is still challenging work, where machine learning is a widely 
used tool at present. Though in the English language, with the availability of rich 
datasets and corpus, machine learning-based categorization and recommendation 
have reached a standard level, in the Bengali language, to reach the standard, still 
needs a long way to go. One key reason is the lack of availability of a rich Bengali 
dataset. The aim of this research was to make a dataset first for the book’s genre identi-
fication from its given summary and to explore which supervised classifier performed 
best on that dataset for classifying the genres. Before that, we performed several 
essential preprocessing steps essential to prepare our dataset fit for the algorithms. 
Six machine learning classifiers were applied to the dataset, and it was observed that 
Naive Bayes performed best with an accuracy of 68% followed by XGB with an 
accuracy of 67%. 

Keywords Book genre · Bengali data · NLP · Naive Bayes · Preprocessing · Text 
classification 

1 Introduction 

A good amount of bookish documents in e-libraries can be identified, besides reviews 
and comments from the page of online book shops, e-commerce platforms for books, 
blogs, or social networking sites. To identify a book based on inspections of all
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information which fulfills our all necessity is still quite difficult. In this perspective, 
book recommender systems and reviews play a vital role besides trying to give 
the required information to the customer. In the last era, reviews and recommender 
systems have tried to provide better recommendations by using reviews of books [1]. 

Aspect-based sentiment analysis (ABSA) gives out sucking the exact entities 
alluded to in a review and the sentiment related with them [2] so that we can under-
stand at a glance which sights of a book are searched in a review and the sentiment 
figures out each other. This type of task can help to figure out more exact results, not 
only for recommending a book genre but also for querying, organizing, and extracting 
data in an organized way. Most of the ABSA research worked on restaurants domains 
and electronic products [3, 4], however, especially for book reviews there is not much 
work. In recent days, some research can be figured out [5–7], connected with some 
new annotated datasets on ABSA. They all work based on short reviews or tweets, 
whereas in this research, we work on very long reviews from experts as well. All 
the formal reviews about fiction and non-fiction category books have not still been 
collected, that is why we target to collect this type of Bengali review annotated with 
sights or sentiment information in the domain of Bengali books. 

In the end, we try to present references to some research works which can be found 
on the basis of the related task, which is finding the genre of a text from its style, 
like documents of textual [8, 9] and most recently web-based [10]. A style or a genre 
presents another aspect of a document that differs from a topic and it is also a standard 
to identify various documents. We actually tried to apply classification methods, 
collecting different characteristics of texts, like lexical, structural, punctuations, and 
so on. 

Analyzing what genre tends to generate on the basis of a collected summaries 
of books is the first step for applying sentiment analysis based on the classification 
approach to a new annotated dataset for the purpose of training and testing. In this 
research work, we perform an exploration of various kinds of book reviews collected 
from a reputed source: Rokomari as well as book e-commerce. Finally, the catego-
rization of the book is identified, which will allow the new approach of research in 
the aspect of the classification of any book genre. 

2 Literature Review 

Alvarez-López et al. [11] introduced the genre classification of books based on two 
types of reviews, where one of them is formal reviews written by book experts about 
scholarly books and another one is from book readers about the fictional and non-
fictional books which are less qualified than the previous one. Here, they implement 
support vector machine for review classification and also analyze both types of review 
using lexical and semantic analysis although the aspect-based sentiment analysis 
(ABSA) provides the most appropriate prediction for both types of reviews. 

Sentiment analysis classifies the opinion from text, speech, or image, and there 
should be multiple levels of sentiments. Almeida et al. [12], in their sentiment analysis
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work, used multiple methods for identifying the respective class or category. Those 
methods are like algorithm adaptation, ensemble method, or problem transformation 
and this will help to explore a broad area of the multilevel solution. Along with 
seven different classes, ensemble classifiers provide the best result which is 64.89% 
F measure. 

Rout et al. [13] work on a Twitter dataset that contains positive, negative, and 
neutral types of data. Based on these three classes, they collect data using Twitter 
REST API which is better for collecting user status and authorized by Twitter. They 
apply both supervised and unsupervised approaches to identify the exact class of 
tweets. Their proposed unsupervised approach gains 80.68% accuracy which is 
greater than the multinomial Naive Bayes classification algorithm. The accuracy 
of MNB is 67%. In the supervised learning approach unigram and bigram, parts of 
speeches are also implemented. 

Jagdale et al. [14] work on product reviews using machine learning classification 
techniques, where they collect users’ reviews of different products from amazon’s 
e-commerce platform. To classify the review of those products, they mainly used 
Naive Bayes and support vector machine classification algorithms and got accu-
racy accordingly 98.17% and 93.54% and this accuracy only generated for camera 
reviews. 

On the basis of four classes, here, we will implement a supervised learning clas-
sification approach for identifying the book genre based on Bengali fiction or non-
fiction book review. To serve this purpose, our preferable algorithms are support 
vector machine, multinational Naive Bayes, decision tree, random forest, K-nearest 
neighbors. 

3 Methodology 

Any kind of data-driven approach to a huge amount of data is essential and that is why 
we try to collect a bunch of data based on three-class named ‘Islami,’ ‘science fiction,’ 
and ‘recipe.’ For Bengali fiction and non-fiction book, review data are available in 
Rokomari, GoodReads, and a few other sites. Initially, we chose Rokomari to collect 
book names, publishers, authors, reviews, and book genres. 

A mandatory requirement for any text data is preprocessing. That is why we 
preprocess our Bengali data in different levels like add contraction, remove punctua-
tion, remove stopwords, and steaming. After completing this whole process, we got a 
cleaned dataset and used a CountVectorizer to encode them. CountVectorizer works 
using the one-hot encoding method. After that, we implement a feature selection 
technique to identify the necessary attributes and enhance the accuracy of our work. 
After implementing the feature selection method, we chose book review and book 
genre as necessary attributes. Here, Fig. 1 shows the workflow diagram of our work.
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Fig. 1 Workflow diagram 

4 Result and Output Analysis 

Among six algorithms, the highest accuracy comes from multinomial Naive Bayes 
which is 67.8%. Here, Fig. 2 shows the overall accuracy of the previously mentioned 
six algorithms. 

In Table 1, we represent the precision, recall, F1-score, and support values for 
every algorithm in each class. 

Fig. 2 Accuracy bar chart
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Table 1 Result from confusion matrix 

Algorithms Precision Recall F1-score Support 

Multinomial Naïve 
Bayes 

0 1.00 0.61 0.76 18 

1 0.41 0.60 0.49 15 

2 0.77 0.77 0.77 26 

Random forest 0 0.50 0.50 0.50 18 

1 0.80 0.53 0.64 15 

2 0.65 0.77 0.70 26 

Decision tree 0 0.53 0.56 0.54 18 

1 0.57 0.53 0.55 15 

2 0.69 0.69 0.69 26 

Support vector machine 0 0.47 0.50 0.49 18 

1 0.40 0.23 0.20 15 

2 0.51 0.69 0.59 26 

K-nearest neighbors 0 0.50 0.50 0.50 18 

1 0.40 0.40 0.40 15 

2 0.62 0.62 0.62 26 

XGBoost 0 0.62 0.72 0.67 18 

1 0.67 0.53 0.59 15 

2 0.69 0.69 0.69 26 

5 Conclusion 

In this research work, analyze and classify three different genres of fiction and non-
fiction books (formal reviews from Rokomari) based on the classification with the 
help of sentiment analysis which is part of natural language processing (NLP). Our 
new method of working, which will be beneficial for further identifying the genre 
of any different kinds of fiction or non-fiction books. There is not much work on 
the dataset of Bengali book reviews in general and even dealing with fiction and 
non-fiction book reviews. The schemes and analysis which are represented in this 
research work are the first steps to acquire. This outcome could be handy in recom-
mending books as per the users’ choice and also can be beneficial to organize books 
in ontological order. As currently, the accuracy of the models is not too satisfac-
tory, and the future scopes of this research remain open for collecting more data and 
adopting deep learning approaches for acquiring better performance. 
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The Technology Solution to the Effects 
of the COVID-19 Pandemic 
on AgroTourism-Based MSMEs 

Anggita Futri, N. H. O. Jeremiah, Richard Adrian, Vandella Franciska Paul, 
Ford Lumban Gaol, Tokuro Matsuo, and Natalia Filimonova 

Abstract The pandemic known as COVID-19 has engulfed the world, and brought 
with it a huge set of impacts on economic growth, especially in the MSME sector for a 
country, especially Indonesia. Because this pandemic has hit various MSME sectors 
in Indonesia, especially the tourism sector, it is necessary to get more attention in 
order to get fast handling. Therefore, this study will discuss the impacts of COVID-
19 MSMEs that operate in the tourism sector, what some tourist-heavy regions in 
Indonesia have been doing thus far to aid in overcoming them, and what the govern-
ment can do to overcome these impacts. The purpose of this study is to help find 
solutions to these problems. Our research employs a qualitative research method with 
a descriptive type of research. The results of the research show that there are several 
impacts that the pandemic had on MSMEs in the tourism sector, including the lack 
of income generated because the source of income comes from tourist visits and a

A. Futri (B) · N. H. O. Jeremiah · R. Adrian · V. F. Paul 
Bina Nusantara University, Alam Sutera, School of Information System, Kota Tangerang, 
Indonesia 
e-mail: Anggita.futri@binus.ac.id 

N. H. O. Jeremiah 
e-mail: jeremiah.ho@binus.ac.id 

R. Adrian 
e-mail: richard.adrian@binus.ac.id 

V. F. Paul 
e-mail: vandela.paul@binus.ac.id 

F. L. Gaol 
Binus Graduate Program, Doctor of Computer Science, Jakarta, Indonesia 
e-mail: fgaol@binus.edu 

T. Matsuo 
Advanced Institute of Industrial Technology, Tokyo, Japan 
e-mail: matsuo@aiit.ac.jp 

N. Filimonova 
Vladimir Branch of Russian Academy of National Economy and Public Administration, Vladimir, 
Russia 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
S. Smys et al. (eds.), Computer Networks and Inventive Communication Technologies, 
Lecture Notes on Data Engineering and Communications Technologies 141, 
https://doi.org/10.1007/978-981-19-3035-5_63 

837

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-3035-5_63&domain=pdf
mailto:Anggita.futri@binus.ac.id
mailto:jeremiah.ho@binus.ac.id
mailto:richard.adrian@binus.ac.id
mailto:vandela.paul@binus.ac.id
mailto:fgaol@binus.edu
mailto:matsuo@aiit.ac.jp
https://doi.org/10.1007/978-981-19-3035-5_63


838 A. Futri et al.

large drop in earnings and a large increase in MSME bankruptcy across the nation. 
Most of this occurred because the presence of COVID-19 prevents tourists from 
visiting. Each region has also enacted their own solutions, such as health protocols 
in Lampung and Kupang, and tourist-attracting marketing for Bali. The research also 
shows that the ministry of tourism has enacted several policies to countermeasure 
this issue, such as a change in how tourist-based businesses are run, safety protocols 
and certifications, and regulations. Our solution consists of contactless technological 
solutions as alternatives to travel and enactment of previously discussed government 
policies. 

Keywords COVID-19 pandemic ·MSME · Tourism solution · Technology impact 

1 Introduction 

In the year 2020, a new type of disease had spread, causing the outbreak of a disease 
called Coronavirus Disease 2019 (COVID-19). While it originated as a regional 
disease in China, it had spread itself in all corners of the globe. As of January 
16, 2022, over 323 million confirmed cases and over 5.5 million deaths have been 
reported worldwide (WHO International Publication, 2022). Due to how quickly the 
virus spreads, governments around the world have implemented a series of lockdowns 
with the aim of reducing the number of people it can infect. The measure was done to 
minimize social interactions and curb the spread of the disease in the most affected 
regions [1]. However, this is not without its drawbacks, with one of them being 
a global economic slowdown. Data from the OECD (Organization for Economic 
Co-operation and Development) [2] shows that this pandemic and the recession it 
causes can lead to the threat of a global economic crisis that will lead to a decline 
or even cessation of production and business activities in many countries and a free 
fall across stock market. The mandate covers public spaces of all sorts and includes 
closing schools and workplaces. It placed a generalized restriction on public activities 
[3, 4]. 

This prediction will of course threaten Indonesia’s national economy, and the 
economic aspect that will be most affected is the MSME sector (Micro, Small and 
Medium Enterprises) in Indonesia. This is due to the fact that in 2018 alone, there 
were a total of 64,194,057 MSMEs in Indonesia, accounting for a massive part 
of the economy. It can be said that MSMEs are at the epicenter of the economic 
shock due to the COVID-19 pandemic. The lockdown measures that have been 
implemented by governments around the world have provided various impacts on 
the international and national economy, such as the difficulty of meeting the needs of 
daily life and problems with employment. As of April 17, 2020, as many as 37,000 
MSME actors reported themselves to the Ministry of Cooperatives and SMEs affected 
by the COVID-19 pandemic [5].
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UNWTO (United Nations World Tourism Organization) also revealed information 
that essentially states that all businesses worldwide were badly hit by the COVID-
19 Pandemic. One of the hardest hit sectors, however, is tourism. Because of the 
lockdown and travel restrictions, tourist arrivals are expected to drop by 80% in March 
2020. In addition, the decision has limited the movement of people and resources 
across the nations. This hits the tourist industry especially hard, as it relies heavily 
on restaurants and travel agencies, which require a huge number of people to contact 
[6]. Therefore, in addition to having an impact on business owners, it also has an 
impact on their suppliers [7, 8]. 

1.1 Definition and Idea of MSMEs 

The definitions of MSMEs according to Chapter I Article 1 of Law No. 20 of 2008 
concerning Micro, Small and Medium Enterprises (MSMEs) are as follows: 

(1) “Micro Enterprises are productive businesses owned by individuals and/or indi-
vidual business entities that meet the criteria for Micro Enterprises as regulated 
in this Law. 

(2) Small Business is a productive economic business that stands alone, which 
is carried out by individuals or business entities that are not subsidiaries or 
not branches of companies that are owned, controlled, or become part either 
directly or indirectly of Medium Enterprises or Large Businesses that meet 
Small Business criteria as referred to in this Law. 

(3) Medium Enterprises are productive economic businesses that are standalone, 
which are carried out by individuals or business entities that are not subsidiaries 
or branches of companies that are owned, controlled, or become part either 
directly or indirectly with Small Businesses or Large Businesses with total 
assets. net or annual sales”. 

From the above definition, we can conclude that Micro, Small, and Medium Enter-
prises are businesses or economic activities carried out by one person or organization 
that meet the criteria for Micro, Small, and Medium Enterprises. There are three very 
important roles of SMEs in the lives of those of middle-to-bottom economic class, 
namely it provides a means of alleviating people from poverty, a means of leveling the 
economic level of the small people, and providing a sustainable income for the nation 
[5]. MSMEs have a very strategic position in the Indonesian economic system. The 
Ministry of Cooperatives and Small and Medium Enterprises (Kemenkop UKM) said 
that in 2018 there were 64,194,057 MSMEs in Indonesia, employing 116,978,631 
workers (more than ninety percent of the country’s working population). Thus, a 
blow to Indonesia’s MSMEs is a blow to the Indonesian economy as a whole.
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1.2 Known Effects of the Pandemic on MSME Business 
Operations 

As the pandemic rages on, MSME business processes all over the nation have begun to 
suffer. This is because the process of selling a product in the MSME business usually 
relies on direct or face-to-face meetings between the seller and the buyer. Because 
the lockdown protocol violates the existence of these activities, especially in public 
places, naturally MSMEs experienced a drastic reduction in sales. According to data 
from the United Nations World Tourism Organization [9], there was a successive 
increase in tourists visiting tourist visits in 2019 with observations of worldwide 
visits of around 1.5 billion (predicted by UNWTO). 

Data from the Ministry of Cooperatives (on 8 June 2020) states that 2322 coop-
eratives and 185,184 Micro, Small, and Medium Enterprises (MSMEs) have been 
affected by the COVID-19 virus pandemic. Based on data from Pakpahan [10] in the  
COVID-19 journal and implications for Micro, Small, and Medium Enterprises (The 
Scientific Journal of International Relations, (2020: 2)), about 56% of MSMEs in 
Indonesia reported a decline in sales, 22% reported problems in the financing aspect, 
15% reported problems with distribution of goods, and 4% reported difficulties in 
getting raw materials. Therefore, Indonesia, a country dominated by the existence 
of MSMEs as the support for its national economy, will be seriously affected by this 
pandemic. MSMEs will not only lose their trade value and production capabilities, 
but also experience a decrease in the number of workers because they lose their jobs 
in the midst of this pandemic. 

1.3 Tourism-Based MSMEs 

One of the largest MSME sectors in Indonesia is the Tourism sector. The potential 
of tourism in Indonesia is very large, as the country possesses an array of popular 
tourist destinations and panoramic locations. Tourism is also a sector that contributes 
to economic growth that is quite promising for the country and has a very important 
role in the development of Indonesia as a whole. The tourism sector provided as 
much as 9.00% of Indonesia’s national employment in 2014 or around 10.32 million 
people who were in tourism-related sectors. Meanwhile, the impact of the tourism 
sector on GDP, wages or salaries, and indirect taxes is in the range of 4.01% [11]. As 
thus, a drop in MSME activities would decimate tourism-based MSMEs. In 2010, 
tourism-based MSMEs generated 261.06 trillion rupiahs for Indonesia’s GDP, and 
it increased in 2011 into 296.97 trillion rupiahs, reaching 326.24 trillion rupiahs in 
2012. Subsequently, it dropped to 278 Trillion rupiahs by 2013 and remained rela-
tively similar ever since. In 2019, Indonesia’s tourism sector’s profit was 280 trillion 
Rupiah, and in 2020, it dropped to a mere 51.2 trillion rupiahs.
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However, the extension of the impact of the economic downturn on this sector 
feels unexplored. The MSME sectors which can be said to have been most affected 
by this pandemic have been previously recorded by several studies, but a majority 
of these studies were conducted in the early years of the pandemic, namely 2020. 
Furthermore, there are only bits and pieces of the pandemic’s effects on the tourism 
industry. In addition, the plans launched by the government at that time had been given 
time, two years to implement, but there is currently no checking process or a checklist 
has been made as of January 2022 to be used to check Indonesia’s economic situation. 
Therefore, it can be said that Indonesia does not yet have an updated document that 
has compiled the progress that is currently being developed or the state of Tourism-
based MSMEs in 2021 which should be used to plan forward and orchestrate the 
rebuilding process of the nation’s economy. 

The purpose of writing this scientific paper is to find out and analyze the impact 
caused by the COVID-19 virus on the development of the tourism sector MSME 
business in Indonesia, which fields are most severely affected by the COVID-19 
lockdown, and what things the government can mobilize to tackle this problem. The 
information that will be recorded in this research will be through relevant and current 
sources, namely journals and information that we can access as of January 2022, so 
that it can better reflect the current state of Indonesian tourism-based MSMEs. 

Research Questions 

So, we aim to make up for this shortcoming by creating our own helper document, 
answering the following basic questions. 

1. What are the impacts of the COVID-19 pandemic on MSMEs in the tourism 
sector? 

2. What have regional MSMEs been doing to solve their current COVID-19 
pandemic situation? 

3. What can the government do to overcome the impact of COVID-19 on the 
tourism sector MSMEs? 

2 Research Technique 

This study adopts a descriptive qualitative approach in its goal to understand and 
analyze the concepts included in the research process. This technique is done with 
library research and content analysis techniques (a research method that utilizes a 
secondary source of data written based on and about previous research and references 
that are related to the research’s content and theme). 

Our method of choice, observations were carried out by collecting data from 
various official sources on the Internet, namely documents, previously published 
journals, and sources relevant to government activities. Because these sources are 
very relevant to our research, we use them to find more in-depth information. In this 
way, we can find various impacts that affect MSMEs in the tourism sector so that we 
can use the existing data as a guide in our research.
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Image. Flowchart Research Technique 

3 Research Method 

The research method that will be used is a qualitative descriptive method (describing 
an overview of a study to our use through data or sample study). The data sources 
we plan to use are books, online journals, and articles from trusted sources, as well 
as the results of interviews with several people who work or are heavily involved in 
tourism-based MSME. In this case, the author will collect and analyze the effects of 
the COVID-19 pandemic on the tourism sector MSME in Indonesia, the solutions 
that have been deployed so far, and the locations most affected by the pandemic. 
Researchers will also interpret and record important information from secondary 
sources. 

The selected population is the tourism sector MSME actors affected by the 
COVID-19 pandemic, who will be observed and studied through secondary sources.
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The data collection technique is to make observations from various official sources 
on the Internet, namely journals that have been previously made and sources rele-
vant to government activities, as well as research about these MSMEs. Then, these 
sources are analyzed by comparing the existing sources. The results will then be used 
to draw the author’s own conclusions, which are based on real results and logical 
analysis. 

Image. Flowchart Research Method
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4 Research Result 

4.1 The Pandemic’s Impact on General Tourism-Based 
MSMEs 

From our observational activities, we have gathered several data regarding the condi-
tions and state of Indonesia’s current state of tourism. As one of the sectors that has 
been most affected by the COVID-19 pandemic, tourism-based MSMEs has faced 
a massive loss. Based on data gathered from BPS sources [12], there is a signifi-
cant reduction in the number of foreign visits to Indonesia. For example, Indonesia 
got 4.02 million foreign visits in 2020. When compared to 2019, the number of 
foreign tourists have decreased by an estimated 75.03%, especially in December 2020 
(where only 164,088 thousand tourists visited), which is notable since December is 
a month where tourists usually visit in large droves (Widjaja, 2021). Based on that 
data, the tourism business experienced a very significant decrease compared to their 
usual levels of profit. There has been a lot of reduction in workforce, and there are 
plenty of tourism-based businesses that have closed due to the pandemic due to their 
dependence on a large number of tourists. 

Image. Development of tourist destinations 2018-2020 (Thousand Visits) 
(Figure: BPS, 2021) 

The chairman of the Bali Tourism Board (BTB)/Indonesian Tourism Industry 
Association (GIPI) Bali, Ida Bagus Agung Partha Adnyana, had reported that over 
40,000 hotel arrangements have been canceled in 2020 alone, leading to a loss of 
One trillion rupiah per month [13]. Ikhsan Ingrabatun, General Chairperson of the 
Indonesian MSME Association, estimated that the turnover of MSMEs in the non-
culinary sector will decline by 30–35%. These things also had a negative impact on 
other sectors such as micro food and beverage businesses (27% decrease) and wood 
and rattan handicrafts (17.03%). 

The cause of the decline is invariably a number of factors that stemmed from the 
COVID-19 pandemic and its safety lockdown measures. It can be said that the drastic
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decline in consumers was caused by travel restrictions which are still paralyzing the 
world of tourism. However, the difficulties and decline experienced by MSMEs 
during the pandemic can be divided into four general problems [5]. 

First, sales decreased due to a decrease in community activities as consumers. 
Second, there were difficulties in financing the business due to difficulties in capital 
turnover due to the decrease in sales. Third, there are product distribution barriers due 
to product distribution restrictions in specific regions, and fourth is the difficulty of 
raw materials because SMEs depend on securing raw materials from other industrial 
sectors. Fourth is the difficulty of raw materials, as SMEs depend on the availability 
of raw materials in several industrial sectors. 

The impact of the pandemic on SMEs is believed to be even greater than expected, 
due to the high level of vulnerability and lack of resilience due to limited human 
resources, suppliers, and options for overhauling business models. The impact is felt 
by MSMEs and the tourism sector because these two sectors have an impact on the 
country’s economic growth. 

This journal has a recovery strategy for the MSME tourism sector, namely by 
providing assistance to business actors, providing tax incentives, relaxation, and 
credit restructuring, expanding working capital financing, product support, and e-
learning training, while the strategy for the tourism sector is the development of 
tourism products, the development of tourist destinations, the development of tourism 
human resources, the development of tourism institutions, and the management of 
tourism infrastructure. Based on data, at least 50% of MSMEs in Indonesia have gone 
out of business due to the economic shocks caused by the COVID-19 pandemic. 

Through data taken from the Central Statistics Agency, we received an estimate 
that there were around 2.07 million Chinese tourists who came to Indonesia in 2019 
and that is a 12.8% share of the total existing global visits. However, visits of that 
magnitude began to decrease massively in 2020 and subsequently affected the Indone-
sian economy, which was devastated because other fields that were also involved or 
became part of tourism also affected, one of which was hotel and restaurant visits. 
The revenues from these businesses decreased by about 40% because they could only 
benefit from tourist visits, both local and foreign tourists [14]. 

Due to the huge impact of losses, other countries are trying to come up with a 
strategy to reverse this situation back to where it came from. First, the government 
gives direction to MSME owners to try to develop new business innovations to stay 
afloat and help unemployed people. Second, for MSME owners who are unable to 
pay their employees, the government provides a salary subsidy to pay employees. 
Third, it is given relief in the payment of taxes and loans, namely given a longer 
period of payment. Fourth, MSME owners are given loans to continue to run their 
business for those who are still possible. Fifth, think of various ways so that their 
MSME businesses can be digitized.
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Furthermore, the issue is further aggravated by several factors, such as:

• A lack of government standards regarding planning, implementation, and mitiga-
tion of the pandemic’s impact.

• A lack of technological support to support a map-based data system as a tracking 
method for various tourism-related key factors in this pandemic situation.

• A weak cross-sectoral and cross-regional pandemic relief coordination, both 
within government and various tourism industry associations from the central 
level to the regional level.

• A lack of institutions that specifically handle tourism-related disaster impact 
mitigation. 

In order to gain a comprehensive understanding of the impact and mitigation of 
the government’s policies on various destinations across the country. 

4.2 The Pandemic’s Impact on Regional MSMEs 
and Mitigation Efforts 

4.2.1 The Pandemic’s Impact and Mitigation on Tourism-Based 
MSMEs in Kupang 

The town of Kupang, NTT, is one of the many tourist destination hotspots that dots 
Indonesia’s landscape. Before the COVID-19 Pandemic and the Kupang City PSBB 
policy was implemented, Kupang City was one of the most sought after destinations 
by domestic tourists visiting Kupang, and it was a regional center of coastal tourism 
activities. Tourism-based MSMEs on the three beaches of Kupang City’s coastal area 
serve the purchase of tourism products 7 days a week. Especially at Color Oesapa 
Beach and Pasir Panjang Beach, the interaction between tourists and the managers 
of the tourism business unit occurs until the early hours of 2 WITA local time. The 
products most sold include goods such as coconuts, bananas, lontar fruit, drinks, 
cigarettes, coffee, and instant noodles. Tourists who made transactions before the 
arrival of the COVID-19 pandemic and the PSBB policy was enforced could number 
up to 30 or even 50 transaction visits [15].
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Image. Interview Results 
(Source : Nugraha, 2021) 

But as the pandemic and PSBB policies hit, according to the data gathered [15], 
there is a decrease in local tourism income by an average of 70%. A whopping 100% 
of MSME unit owners in Kupang agreed the pandemic brought about a drop in their 
income. Out of the 77 units researched, only a mere 5 are still in business. There 
are major impacts on the area’s tourism business, such as increasing capital, reduced 
tourism workforce, unequal distribution of profits, closing of business units, and 
other losses [7]. Most of the tourism-based businesses in the area that were impacted 
by the pandemic due to the COVID-19 diseases are food and beverage businesses 
and production service businesses experiencing distribution barriers that impact the 
stock of goods flowing into their inventory. The situation is desperately terminal, 
especially with the government’s warning to stay at home to reduce the spread of 
COVID-19, which deeply impacted the tourism industry. 

The government’s attempt to mitigate the dire situation is to loosen the policies of 
the quarantine by implementing a New Normal protocol. Using the protocol, tourists 
can travel to tourism destinations while still paying attention to health protocols. The 
authorities have described this as an initial step and an opportunity for the tourism 
business unit to be able to return to a profitable position by conducting transactions 
in coastal tourist attractions. The provisions of the protocols include health-keeping 
facilities in the form of hand washing facilities, procurement of water reservoirs, body 
temperature checks for every officer and tourist, and an appeal to always use masks, 
maintain distance and wash hands when traveling. They also described the three 
phases of the protocol’s implementation: the learning phase where they familiarize 
themselves with the protocol, the openings of air, sea, and water transports, and 
implementation (where business runs as usual).
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4.2.2 The Pandemic’s Impact and Mitigation on Tourism-Based 
MSMEs in Lampung 

As a destination for other tourism activities, Lampung favors its tourism industry to 
support its regional economic growth. Naturally, one of the drivers of the tourism 
sector to develop is the existence of MSMEs in tourist areas. But while MSMEs 
have a significantly positive impact Lampung’s development, sources from the BPS 
said that MSMEs in the tourism sector in Lampung have fluctuated, for the tourism 
sectors in 2019 by 12.7% and decreased in 2020 by 8.5% because of COVID-19 
pandemic [16]. In Lampung, the workforce that operates within the tourism sector 
has experienced a decrease, a drop of 1.8% in 2019 and 1.5% in 2020, due to a decline 
in the MSME industry tourism. As a result, the absorption of labor for the sector has 
also decreased. 

Image. Rate Transportation, Recreation, and Cultural Visits 
Figure : (Anggarani, 2021) 

Based on the information shown in the following graph, it is obviously visible that 
the contribution of the MSME sector transportation, accommodation, communica-
tion, and cultural tourism to the Provincial GRDP Lampung experienced an increase 
by a substantial amount. This is even though from 2010 to 2011 had decreased by 
9.7% but this contribution figure continued to increase until 2019 by 12.7% and 
decreased by 8.5% in 2020 due to the pandemic COVID-19.
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Image. Percentage of Lampung’s GDP Provided by Tourism 
Figure : (Anggarani, 2021) 

Based on the graph above, it can be seen that the contribution of labor who 
works in the tourism sector to the GRDP of the Lampung Province experiences 
significant fluctuation. This can be seen in 2010 the contribution of employment in 
the tourism sector is 2.48% of GDP Lampung Province, this decreased in 2011 by 
1.98% until 2016 by 1.4% and continues to increase in 2019 by 1.8%, but this figure 
has decreased in 2020 by 1.5% due to the COVID-19 Pandemic. Based on the data 
and discussion above, it can be said that the greater contribution from the tourism 
sector will increase the economic growth of the Lampung province, while the drop in 
tourism sector workforce created a visible dent on the economic growth of Lampung. 

The government, however, has begun to enact a plan to mitigate this. The method 
is a transition from physical visits to a new trend in virtual tours. Virtual tour itself 
is a concept in which a person can use a smart device to view the scenery and have 
vacation in a location that is accessed through the Internet. While it was not much 
explored before the COVID-19 pandemic, the standards avoided in tourism (such 
as being able to gather in crowds without clear limits and capacities) are bringing 
attention into a method of traveling which does not need such restrictions. In addition, 
there is also a standard in place on all Lampung locations. Namely, a series of health 
protocols which consists of mandatory hand washing stations, social distancing, and 
mandatory masks. This is also accompanied by the implementation of a standard 
of sort, created to maintain the tourist’s trust during the pandemic, called CHSE 
(Cleanliness, Health, Safety and Environmental Sustainability). Its goal is to promote 
MSMEs to increase their human resource and competitiveness, and also provide safe 
and clean tourist staying areas [17].
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4.3 Proposals and Solutions to Overcome the Impact 
of COVID-19 on the Tourism-Based MSMEs 

There are various proposals and plans that were considered by the government in 
their quest to solve the issues caused by the COVID-19 pandemic. One such example 
is an attempt to adopt a mixed program to save their MSMEs, following similar 
policies of other nations such as China or the United States [14]. These theories posit 
that the impact of COVID-19 on the economy can be overcome by following the 
example of other countries. These countries have implemented various pandemic 
coverage policies, such as a salary subsidy for struggling MSMEs to help pay for 
their employee’s wage, invest in, and encourage entrepreneurial innovation to absorb 
the plethora of unemployed workers that this pandemic cause, invest in digitization 
of business, and suspend the debts or obligations of struggling MSMEs. 

In support of this idea, there is an argument [18] that the priority of the post-
COVID business world is not to return to its former or “normal” state, but to support 
the global tourism industry in sustainable development. Of course, some of these 
goals are also related to the social interventions that have been carried out by many 
other countries. Below is a graph of various forms of social intervention posted by 
foreign governments as their solutions to this international problem. 

Image. Labor Market Interventions in Several Countries 
Figure : (Sutrisno, 2021) 

In addition, it must also be noted that there are efforts that have been made by the 
Indonesian government to overcome these problems, namely short-term tactics, such 
as implementing strict health protocols and easing or delaying credit payments for 
MSMEs, and long-term tactics, such as increasing the use of digital technology in 
local markets to support activities, kick-starting the MSME economy via long-term 
business plans, and creating a guideline for government-supported MSME develop-
ment in dealing with a post-COVID-19 business world in particular and the business 
world in general. The Indonesian government has also proposed a policy of airline
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ticket discounts of up to 30% to 40% in order to boost incentives to tourists, including 
places like Batam and Malang [19]. 

In addition, there are government-backed aids aimed to revitalize the tourism 
sector, such as Ida Bagus Agung Partha’s claimed effort to boost the sluggish tourism 
sector [5]. According to the man himself, the government plans to spend around 
298.5 billion Rupiah worth of funding to kick-start the heart of the struggling tourism 
sector. Out of all the funds, around 73 billion Rupiah will fall into the coffers of the 
Ministry of Tourism to create a project meant to prompt Indonesia tourism with the 
help of selected foreign influencers and celebrities. The remaining fund shall be used 
to incentivize airlines and travel agents, as well as promotional activities regarding 
the tourism project. 

To improve the tourism sector and the creative economy, through the Ministry of 
Tourism and Creative Economy (Kemenparekraf), the Government issues a policy on 
the necessary steps. The funds prepared to run the program amounted to Rp. 3.3 tril-
lion [20]. It indicates that the government is very serious about implementing the 
program. According to Anggarini [21], the first step to reviving the tourism-based 
MSME industry is to create a stimulus for market demand, support, and finance 
digital platforms to ensure a sufficient number of partnerships, and collaborative 
efforts to use technology to improve product quality through processing, packaging, 
marketing, etc. 

Image. Tourism Contribution to GDP 2010-2019 (in percent) 
Figure : (Utami, 2021) 

Based on the graph above, over the last few years the contribution of tourism-
based MSMEs experienced a significant increase in Indonesia’s GDP composition. 
This matter can be seen from the contribution of the tourism sector: Total exports 
of goods and services increased sharply from 10% in 2005 to 17% in 2012. Sector 
tourism contributes directly to GDP of 4.8% in 2019, and the value increased by 0.30 
points from in 2018 which is 4.5% [2].
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Steps in restoring the slumping tourism industry also includes the preparation of 
tourist destinations, building a connectivity infrastructure that is competitive with 
other countries, creating and building attraction tours, increasing training and educa-
tion to generate a more qualified workforce, and rejuvenating the creative economy. 
Besides the restoring steps, the Indonesian government is also preparing another 
program that is preparing additional funds to help the Local Government (Pemda) 
as well as tourism industry such as hotels and restaurants currently experiencing 
financial pressure and recovery against decline in Original Income Regions (PAD) 
due to the ongoing pandemic [20]. 

5 Discussion 

From the results of these observations and research, we discussed whether the 
COVID-19 pandemic had an impact on the tourism sector MSMEs which became 
our problem formulation. The results of our discussion that the COVID-19 pandemic 
has a serious impact on MSMEs in the tourism sector are in accordance with our 
previous hypothesis. The results of our study also show similar results to the jour-
nals we have observed, which specifies that there are drastic losses in a majority of 
tourism-based MSMEs, especially in divisions like food and drinks and transporta-
tion. This is where our research began to show the true picture. While the impact 
of the pandemic varies from region to region, one fact remains a common element 
in almost all cases: the direct cause of the drop in tourism, namely the inability of 
tourists to visit Indonesia and its various tourist destinations due to the limitation 
imposed. There are also several tourist destinations that have implemented health 
protocols in accordance with the guidelines made by the Ministry of Health, such 
as the island of Bali. While they have officially reopened the island, they prioritize 
tourist comfort and tourists with the aim to build back their trust and help them get 
used to the health protocols [22]. 

From this, the government has proposed a series of ideas to halt the pandemic’s 
more negative and drastic effects on the tourism industry that have ranged from short 
term (an injection of funding, health policies, incentives) or long range (moderniza-
tion policies, digitalization of the markets). There has also been talks of forgoing stan-
dard rebuilding the previous in a post-COVID world and creating a new modernized 
technology-enhanced system instead. An addition to this is policies from govern-
ment edicts such as salary subsidies, development encouragement, and forgiving or 
delaying tax debt. In addition, there are proposals of using technology to simulate 
the traveling process and bypass the restriction on face-to-face contact that hindered 
the industry in the first place [23]. This is achieved with audio clips and sounds that 
are simulated by a VR system, aimed as a remedy for travelers and aiming to bring 
back customer confidence on Indonesia’s tourist destinations. Our team would also 
like to build on this idea, as the previous ideas seems to be largely explored. 

In terms of effectivity, the results of these policies have been shown to be both 
positive and proven to work in other nations, although it must be admitted that
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the time frame of the pandemic (2019–2022) must still be considered during this 
observation, since a majority of the policy were only enacted a year ago. As such, 
we plan to use the data we gained from our research to conclude and propose a few 
additions of our own by picking methods that have worked, drawing inspiration from 
all interpretations, and utilizing our own hypothesis. 

6 Conclusion 

Indonesia’s tourism sector is one of the backbone of the country’s economic growth, 
accounting for as much as 9% of the nation’s employment. As such, it remains one 
of the hardest hit sectors of the pandemic. The results of our study also show similar 
results to the journals we have observed, which specifies that there are drastic losses 
in a majority of tourism-based MSMEs, especially in divisions like food and drinks 
and transportation, due to the lack of face-to-face interaction and travel limitation 
that came with the pandemic. 

Each region has also enacted their own solutions to these issues. In regions such 
as Lampung and Kupang, policies have been enacted to lift the suffocating sanctions, 
such as health protocols (hand washing facilities, procurement of water reservoirs, 
body temperature checks), qualifications and validations such as HSHE, and new 
normal protocols. In Bali, their solution involves maximizing customer experience 
and satisfaction despite their current situation and a series of marketing plans. As there 
are so many impacts of the COVID-19 pandemic on the tourism sector in Indonesia, 
there must also be solutions of various kinds from every pore of the government 
and international community, both short and long term, which must be assisted with 
actions from the community itself, be it economic or social. 

Thus, we plan to make moderate adjustments and exploration regarding the previ-
ously mentioned programs and targets based on assumptions that have been updated 
according to the situation and conditions of the COVID-19 pandemic, and then main-
tain a program where the assumptions that are the basis are still relevant and can still 
be adapted to post-COVID-19 conditions. 
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Modelling Auto-scalable Big Data 
Enabled Log Analytic Framework 

Deshpande Kiran and Madhuri Rao 

Abstract Log generation is a continuous process that generates large amounts 
of log data in various forms and rates that may be analysed to acquire valuable 
insights.Various open-source and commercial alternatives for integrating log acqui-
sition, storage, retrieval, and analytic have been created in the light of the current Big 
Data era and the importance of log analysis. Taking into consideration benefits men-
tioned in literature about Spark and ELK for log analysis, unifying Spark and Elastic 
Stack capabilities with other open-source services and platforms helpful for log anal-
ysis can really prove beneficial for developing an efficient framework for scalable log 
management. In this study, we present auto-scalable Big Data enabled log analytic 
framework integrating Apache Flume, Apache Kafka, ELK Stack, and Spark. By 
combining the functionality of all of the platforms mentioned, the framework seeks 
to deliver a platform that integrates online and offline Big Data processing meth-
ods while also enabling real-time analytic. We also deployed crucial components 
of the modelled framework on a horizontally scalable Kubernetes cluster imple-
mented over AWS cloud, anticipating performance advantages from the dynamic 
scalability given through implementation design. Furthermore, the performance of 
the modelled novel framework is analysed using various search and analytic criteria 
both before and after deployment over AWS cloud. It was discovered that the novel 
framework outperformed in terms of several search and analytic criteria used to eval-
uate performance. We further critically examined the implications of this cloud-based 
deployment on the framework’s performance. 
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1 Introduction 

Much recent research has concentrated on the problems of real-time log analysis. 
Analytic based on Big Data has progressed to the point where it can successfully 
address IT infrastructure-related security issues. Considering the study focus on log 
analytic, stream, and batch log analytic can help IT managers in ensuring IT infras-
tructure security as well as taking proactive measures. The Internet plays a significant 
role in the operations of any organisation. Examining Internet and Intranet traffic is 
critical for detecting anomalous or hostile behaviour that might endanger a company’s 
IT resources security [1, 2]. Analysing logs and performance of vital IT infrastruc-
ture resources that include critical events linked to Intranet and Internet traffic, such 
as web servers, NIDS servers, proxy servers, peripheral routers, and firewalls, is 
essential [3–6]. Log data is frequently voluminous and constantly growing [2, 4]. In 
order to discover an in-depth correlation, forensic analysis of events requires the use 
of both real-time and historical data. In this situation, cloud computing, Big Data 
platforms and services supporting log analysis, and Kubernetes clustering will prove 
beneficial to build scalable solution for log analytic. 

In this study, we present auto-scalable Big Data supported log analysis platform 
using AWS cloud and Kubernetes cluster for deployment of its critical open-source 
platforms and services. By combining the benefits of Big Data processing methods, 
AWS cloud, and Kubernetes clustering, the framework seeks to deliver a platform 
that integrates stream and batch processing for scalable log analytic. It may also 
be used as a reference for implementing Elasticsearch-based log analysis following 
stream and batch processing in order to fulfil contemporary Big Data log analytic 
requirements. This is the first attempt, to our knowledge, to integrate Big Data, AWS 
cloud, and Kubernetes cluster capabilities for tackling the most of the challenges 
relating with Big Data log analytic such as scalability, availability, and reliability. 
In this study for critically evaluating performance, we put core components of our 
log analysis framework on a horizontally scalable Kubernetes cluster deployed over 
cloud, anticipating performance gains through the dynamic scalability provided. 

With the approach used in this study since ingested logs are already pre-processed 
and indexed through stream processing, indexed logs can be readily used for batch 
processing implemented through Apache Spark without applying any further ETL 
process, which saves extra effort and time required otherwise before applying batch 
processing. Furthermore, with the approach used in implementation since batch-
processed logs can move to stream processing framework graphical visualisations 
of batch-processed logs are possible through visualisation tool used for stream pro-
cessed logs, which eliminates the need of an independent visualisation tool for batch-
processed log data. The rest of the paper is organised as follows. Section 1 provides 
a brief overview of the study, followed by Sect. 2 which addresses related work. 
The implementation architecture utilising free and open-source software (FOSS) is 
described in Sect. 4. The proposed novel framework’s performance is evaluated in 
Sect. 5. In Sect. 6, the concluding section summarises the research findings.
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2 Related Work 

This section looks at the many ways and procedures developed by academic and 
industrial groups to deal with the issues of Big Data enabled cloud integrated log 
analytics. We also present a literature assessment of the current degree of acceptability 
and maturity of open-source platforms for tackling log analytic difficulties in recent 
years. We also want to highlight a variety of ways for combining stream and batch 
processing through this study. 

2.1 Big Data Processing: Conceptual Understating and 
Recent Work 

With the prospect of extracting value from information in hand, research into Big 
Data analysis approaches and technologies is becoming increasingly popular. The 
survey papers [7–9] are intended to examine the idea, architecture, and typical Big 
Data processing systems. The importance of hybrid processing systems is discussed, 
as well as the conceptual representation and comparison of batch and stream data 
processing systems. During the preceding decade, there had been a lot of research 
done on batch and stream processing. A common computing architecture for inte-
grating stream and batch processing is proposed in the paper [10]. It investigates 
the building of a layer between MapReduce applications and the streaming platform 
in order to combine the features of stream processing with the programming con-
venience and familiarity with MapReduce batch processing [10]. Batch processing 
frameworks are so popular, and there has been a lot of study into developing extra 
functionality for batch processing frameworks in order to allow stream processing. 
As highlighted in the foundational work [11], streaming analytics is an emerging 
research topic that focuses on important challenges of real-time, scalable and reli-
able analytic. The authors of the study [12] emphasised difficulties and possibilities 
in the visualisation of massive data as well as an presented innovative technique for 
visualising students’ learning activities activities on social networks [13]. 

2.2 Comparative Assessment of Log Analysis Frameworks 
Using Big Data 

The study [14] examines the merits and drawbacks of trending distributed stream 
processing platforms for IoT applications. In [3], the authors published a research 
on offline processing of Big Data using popular Big Data frameworks Hadoop and 
Spark, indicating that Spark outperforms Hadoop in a performance comparison. The 
authors of the seminal publication [15] evaluated and contrasted Apache Spark and 
Elasticsearch with Logstash, two prominent frameworks for processing log data.
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Authors conducted studies on a variety of issue solutions of varying complexity to 
assess the influence on non-functional characteristics such as processing time and 
resource utilisation. The original work [16] emphasised the use of open-source plat-
forms, proving their utility by comparing commercial and open-source log analysis 
solutions. Traditional detection algorithms struggle to identify fraudulent events due 
to Big Data features such as volume, variety, and velocity. Son et al. [16] emphasised 
the advantages of open-source alternatives over commercial log analysis frameworks. 
More et al. [17] showed the application of Big Data technology for threat detection 
[13]. 

2.3 Survey Regarding Status of Adoption and Maturity of 
Open-Source Platforms into Big Data Log Analytics 

In [18] to handle Big Data properly, the authors examined emerging trends in Big 
Data analytics. The foundation study [19] presents analysis of Squid Proxy Logs by 
using Apache Spark batch processing. The conference paper [20] describes a high-
performance log data analysis platform that combines distributed NoSQL database 
technology with the Apache Spark framework to provide correct insights into system 
administrators and end-users. Therdphapiyanak et al. [5] demonstrated large-scale 
log analysis for identifying abnormal activity from enormous logs using Hadoop. A 
few researchers advocated [21, 22] using Elastic Stack to simply and swiftly manage 
Big Data processing problems. In [23], Liu et al. developed an ELK Stack-based 
cyberattack detection strategy based on network log analysis and visualisation. In 
their work, L. Chen et al. used the open-source log collection platform ELK, the 
lightweight log collector Filebeat, and the distributed message queue Kafka to con-
struct a Docker container log collecting and processing system [24]. Sanjappa and 
Ahmed proposed a platform that gathers [25] heterogeneous logs using Logstash for 
discovering harmful activities in the network. The author demonstrated how to lever-
age the entire ELK ecosystem for successful log file analysis and easy-to-understand 
insights [22, 25]. YuanTing Wang et al. reported research targeted at creating a moni-
toring system that uses the ELK Stack to deal with issues of weak Wi-Fi connections 
[26]. Prakash et al. [27] presented their work in which the ELK Stack was leveraged 
to efficiently geo-identify website visitor traffic via generated logs. The use of log 
analysis to solve security issues in IT infrastructure is evident in the literature. Deb-
nath et al. showed how machine learning was used to find patterns in application logs, 
which was then integrated with real-time log processing to construct sophisticated 
log analysis applications in [28]. P. He suggested data mining techniques in [29] to  
provide a solution that ensures widespread usage of logs for system management 
with guaranteed reliability. Metha et al. created a system utilising ELK, Spark, and 
Hadoop to identify anomalies in network interface logs in near real time [6]. By 
utilising Elasticsearch and Spark separately in their framework, Li et al. provided a 
technique for speeding log analysis using Elasticsearch and Spark [13, 30].
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2.4 Assessment of Cloud Computing and Kubernetes 
Clustering in Designing Scalable Big Log Analytic 
Solutions 

The review article [31] suggests future advancements and recommendations for fur-
ther studies for cloud computing that will make it easier to translate Big Data prop-
erties into values for the applications in question. Lin et al. suggest merging Hadoop 
and Spark capabilities to generate a unique cloud platform with offline and real-time 
processing capacity [3, 4]. To fulfil the demand for dynamic computing resources, 
cloud computing is used in a landmark article [30] to make clustering easier and the 
log mining process faster. Firouzi et al. employed cloud computing to overcome IoT 
network constraints such as limited processing power and storage capacity in [32]. 
Bagnasco et al. showed how to leverage the ELK environment to monitor cloud-based 
research applications [33]. In [2], Li et al. built a log analysis system using cloud 
for Apache Spark and Elasticsearch deployment with the purpose of accelerating 
the log analysis process for HTTP and FTP data. In the study [12], Nguyen, Thanh-
Tung, Yu-Jin Yeom, Taehong Kim, and colleagues used a variety of experiments 
to disseminate critical knowledge about the Horizontal Pod Autoscaler mechanism 
of Kubernetes, an open-source container orchestration framework that allows high 
scalability and availability through various auto-scaling mechanisms [13]. 

3 Architecture for Deployment of Proposed Framework 

The envisioned framework’s operational architecture is depicted in Fig. 1. This  
section covers the intended framework’s operating process in place in depth. Flume 
is used for the log ingestion. Being source, it aggregates real-time logs from inter-
nal network, peripheral firewall, and application servers and sends collected logs to 
Kafka as a destination. Kafka creates topics on logs collected and uses Java objects to 
manage topics created. Zookeeper interfaces with Kafka on the back end. To clone, 
restore, and maintain these topics, Kafka integrates Zookeeper at back end. Flume 
delivers log data to Kafka producer, while Kafka consumer feeds the logs to Logstash 
for further processing. Logstash is responsible for processing and classifying Apache 
Kafka’s unprocessed logs. It parses the data by creating attribute names from top-
ics retrieved from the Kafka consumer. When building an Elasticsearch index, these 
attribute names come in handy. Simultaneously, Logstash screens content using grok, 
a filter plug-in that finds certain patterns and eliminates stuff does not fit in that pat-
tern. In Elasticsearch, this makes data organisation and index construction easier. 
Index mapping created through timestamps may be employed on log data to pro-
vide visualisation through Kibana. Visualisations based on Elasticsearch indices let 
people understand real-time log data in terms of graphical analysis. Packetbeat and 
Metricbeat are in charge of supervising the performance of IT assets, services, and 
Intranet in real time by sending metrics related to ELK Stack [13]. To transport
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Fig. 1 Implementation architecture [13] 

tagged logs to HDFS, the ES-Hadoop connector is used by Elasticsearch. Hive is 
Hadoop’s user interface. For data administration, Hive features a SQL-like interface. 
The MapReduce technique is used by the Hadoop architecture to perform batch anal-
ysis through HDFS. Because of the slowness of file system read-write operations, 
MapReduce has processing limits. Spark provides better approach to MapReduce 
latency during batch processing in this scenario. Spark-scala user interface is used to 
store the processed logs in HDFS. These batch-analysed logs would be sent to Elas-
ticsearch through the ES-Hadoop and Hive. Finally, Elasticsearch can use Kibana to 
provide the data visualisations needed for comprehensive, low-latency analysis of 
batch-analysed historical log information [13]. To transport indexed data from Elas-
ticsearch to HDFS, the ES-Hadoop connector is used. Apache Hive is Hadoop’s user 
interface. For data administration, Hive provides a SQL-like interface. The Hadoop 
architecture uses the MapReduce mechanism to do batch processing through HFDS. 
MapReduce has processing restrictions due to the latency of file system read-write 
operations. Apache Spark provides a 100-fold quicker solution to MapReduce latency 
during batch processing in this situation. By fetching HDFS data into main RAM, the 
Apache Spark architecture uses resilient distributed datasets (RDDs), data frames, 
and transitions. The processed data is stored in HDFS using the spark-scala user 
interface. The ES-Hadoop connection delivers the batch-processed optimal data to 
Elasticsearch via the Hive interface. Finally, Elasticsearch can use Kibana to pro-
vide the visualisations necessary for deep, low-latency analysis of batch-processed 
historical data [13]. 

4 Modified Implementation Architecture for Providing 
Dynamic Scalability to Modelled Framework 

We put critical components of our framework on a horizontally scalable Kuber-
netes cluster deployed over cloud, anticipating performance gains through the
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Fig. 2 Architecture for providing dynamic scalability to modelled framework 

dynamic scalability provided. Figure 2 represents modified architecture for pro-
viding dynamic scalability to modelled framework. Kubernetes cluster will contain 
pods on which Elasticsearch containers are deployed. Pods with Elasticsearch con-
tainers will be dynamically scaled whenever load increases on Elasticsearch during 
log ingestion as well as during real-time search and analytic as per the criteria in con-
sideration. This horizontally scalable architecture has huge impact on performance 
of novel framework since it reduces log analysis time in major way. 

The application load balancer in AWS receives pre-processed logs using Kafka and 
Logstash. Over IPv4, Route 53 offers DNS resolution. Elasticsearch and Kibana ser-
vices provide socket connection to Elasticsearch stateful set and Kibana deployment. 
Stateful set preserves data for Elasticsearch during scale-out, scale-in processing of 
Elasticsearch pods. Using service, indexed data is ingested into Elasticsearch pods. 
The size of each pod is determined by the volume of data packets. For visualisation, 
the Kibana deployment uses data from stateful set storage. Metric server is used by 
Kubernetes master to monitor worker performance depending on scaling. The etcd 
deamon, which is installed on the master, generates key-value-based logs with the 
help of the controller manager and scheduler. In this case, the kube-API server is 
crucial for rest-API communication between the master and worker. Using storage 
volumes, S3 buckets provide persistent storage for processed data. For batch pro-
cessing, Hadoop architecture built on a local file system leverages S3 volume data. 
Spark and Hive are two Apache projects that do batch processing on local storage.
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5 Performance Evaluation of Framework 

To compare performance, various log files of varying size generated through the 
deployment of the proposed framework in a real-time context are used. Using the 
previously defined log volume sizes and the queries supplied below, the time neces-
sary to explore for and analyse a certain log pattern from labelled and classified logs 
is determined [13]. 

1. Query I: Analysing Apache log to visualise number of unique daily hosts per hour 
over day. 

2. Query II: Analysing Apache logs to visualise 404 errors per day over week period. 
3. Query III: Analysing Apache Logs to visualise the top twenty 404 response code 

hosts over month period. 
4. Query IV: Analysing Apache logs to visualise the top twenty 404 response code 

end points over month period. 

Through proposed framework, it becomes very easy to identify, monitor, and 
analyse malicious events from a number of server log and network traffic in real 
time in sync with events listed earlier in this section. Timings listed in following 
table represent the time at which particular event-related logs are seen in different 
open-source tools responsible for stream processing to cross-check whether logs are 
ingested and indexed in near real time. Following naming conventions are used for 
different timings and events while listing in following table. Timings listed in table 
with respect to events indicate that logs are ingested and seen in near real time across 
all platforms used for log analysis implemented through novel framework (Table 1). 

1. T1: Log recording time of event on actual server log directory. 
2. T2: Log recording time of event on Apache Kafka 
3. T3: Time at which logs are ingested and indexed in Elasticsearch. 
4. E1: Access request from hosts with poorly rated IPs. 
5. E2: Server access requests which have received 404 and 403 response Codes. 
6. E3: Probing perimeter firewall SSH service on port 22 which is actually running 

on another non-standard port. 
7. E4: Server access requests from blocked user agents. 

5.1 Interpretation of Performance Evaluation Before 
Providing Dynamic Scalability 

Before offering dynamic scalability to the modelled framework, query execution 
time necessary to discover certain log patterns from labelled and categorised logs 
across different log sizes is documented. Figure 3 depicts a graphical examination of 
the values provided. It is discovered that the visualisation time required for Query 
III and IV is much greater than that necessary for Query I and II, demonstrating the
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Fig. 3 Search and analysis time observed before providing dynamic scalability for different queries 
under consideration 

Table 1 Timings of event-related logs recorded at different stages of framework 

T1 T2 T3 

E1 17:02:2021 13:04:30 17:02:2021 13:04:31 17:02:2021 13:04:32 

E2 21:02:2021 18:14:07 21:02:2021 18:14:08 21:02:2021 18:14:08 

E3 03:03:2021 08:54:47 03:03:2021 08:54:48 03:03:2021 08:54:49 

E4 12:03:2021 03:27:26 12:03:2021 03:27:28 12:03:2021 03:27:30 

need for constructing a scalable Kubernetes cluster for deployment of Elasticsearch 
being critical component of framework. Further, this section goes over performance 
evaluation before and after introducing dynamic scalability by shifting essential 
components of the innovative framework to a horizontally scalable Kubernetes cluster 
deployed over AWS Cloud. 

5.2 Interpretation of Performance Evaluation After 
Providing Dynamic Scalablity 

Elasticsearch is an essential core component in modelled framework since it not 
only handles very crucial work of log processing, indexing at initial stage of log 
analysis but also has to provide huge volumes of indexed log data while searching 
and analysing as per the requirements. So providing dynamic scalability to Elastic-
search through auto-scalable Kubernetes cluster deployed on cloud becomes impor-
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Fig. 4 Search and analysis time observed after providing dynamic scalability for different queries 
under consideration 

tant. After providing dynamic scalability to modelled framework through Kubernetes 
cluster deployed on AWS cloud, it has been observed that there is a major reduction in 
search and analysis time required for all queries mentioned earlier in previous subsec-
tion. Graphical analysis of same is represented through Fig. 4. Although reduction in 
search and analysis time is observed in all queries, significant reduction is observed in 
search and analysis time of Query III and IV as compared to performance evaluation 
of novel framework discussed earlier before providing dynamic scalability. 

In addition, the graphical analysis in Fig. 5 demonstrates the search and indexing 
latency of Elasticsearch stateful set over the various log sizes mentioned earlier. As 
part of this investigation, an auto-scalable Kubernetes cluster with pods containing 
Elasticsearch containers is created by using an AWS cloud t2.Xlarge instance for both 
Kubernetes master and Kubernetes worker node. A graphical examination demon-
strates an increase in search and indexing delay after 25 million logs. Following that, 
we experimented with higher configuration AWS cloud instances for Kubernetes 
cluster deployment to observe its impact on search and indexing latency. 

Graphical analysis in Fig. 6 depicts the proportional positive impact on indexing 
latency when we began employing better configuration AWS instances with opti-
mised network performance. C5d.Xlarge has essentially constant indexing latency 
even for larger log sizes, which was not the case with lower configuration instances 
such as t2.Xlarge and t3.Xlarge. As a result, we infer that the performance of the 
modelled framework after deployment on cloud in terms of Kubernetes cluster is 
also dependent on the type of cloud services used for deployment of auto-scalable 
Kubernetes cluster. It has been observed same with respect to search latency.



Modelling Auto-scalable Big Data Enabled Log Analytic Framework 867

Fig. 5 Search and indexing latency of Elasticsearch stateful set over t2.Xlarge 

Fig. 6 Indexing latency of Elasticsearch stateful set over different AWS cloud instances 

6 Conclusion 

This research explores benefits through unification of stream and batch processing 
taking into consideration need of next generation Big Data log analysis, understand-
ing its relevance to other Big Data log analytic solutions and the scope of open-source 
technologies which can be opted for removing the existing challenges involved in 
Big Data log analytic. This exploration has brought out the most pervasive and
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well-organised realistic framework that will provide open-source, scalable, reliable 
Big Data enabled cloud integrated approach which can be widely used by small-
scale organisations, entrepreneurs to monitor performance of IT infrastructure and 
its security analysis. 
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Robust Cuckoo Search Enabled Fuzzy 
Neuro Symbolic Reasoning-Based 
Alzheimer’s Disease Prediction at Their 
Earlier Stages 

C. Dhanusha, A. V. Senthil Kumar, and V. S. Giridhar Akula 

Abstract The cognitive impairments among elderly peoples make their lifestyle 
more complex, and it is extremely essential to accurately discover patients with 
mild cognitive impairment stage as it may or may not progress to Alzheimer’s 
disease. Many machine learning models have developed to discover the prediction of 
Alzheimer’s disease, but they are constrained with imbalanced medical dataset with 
the disease case records. Thus, this paper concentrates on developing the robust model 
which handles the imbalanced data when there are a smaller number of instances with 
case label of dementia. In this work, neuro fuzzy symbolic reasoning is developed 
by adapting case-based reasoning to retrieve similar pattern of matched records with 
the new instance as input query to determine whether it suffers from dementia or not. 
The case-based reasoning is empowered by applying cuckoo search model, which 
involves searching for matching records by applying levy flight strategy to define 
unknown instances and their corresponding matching instance labels, and this infor-
mation is given as input to the fuzzy artificial neural network along with training 
dataset to enhance its prediction accuracy. The FANN with the additional knowledge 
obtained from cuckoo search-enhanced case-based reasoning during training phase 
handles uncertainty and produces more accurate results for Alzheimer’s prediction 
compared to the other traditional models of classification. During testing phase, the 
new cases are predicted and if the output is correct, then it is added and maintained 
in the case history for future references. The simulation results proved the promi-
nence of cuckoo search-enabled symbolic reasoning-based Fuzzy Neuro Classifier 
by applying this strategy on ADNI dataset.
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1 Introduction 

Alzheimer’s disease is a progressive, irreversible, and chronic neurodegenerative 
illness which is clinically revealed by gradual loss of cognitive impairments, amnesia, 
anxiety, and collapsing their regular activities [1]. Alzheimer’s disease pathogenesis 
is not completely well defined, and there is no proper therapy that can cure or stop 
the progression of disease completely. Mild cognitive impairment is a transitional 
phase among cognitively normal aging and dementia [2]. 

The patients with mild cognitive impairment have higher chance of AD than 
healthy cognitive due to their age factor. It is very essential and effective when 
Alzheimer is detected at its earlier stage strategies for caring them and assisting 
experts to diagnose during MCI so that further worsening of the disease can be 
avoided. A huge variety of machine learning algorithms have used for AD predic-
tion, but existing machine learning models inherit the patterns by receiving attribute 
values instead of receiving information about those attributes and instances. Recent 
advances in the field of machine learning and artificial intelligence have extraordinary 
impact in the medical field [3]. 

Deep Neural Network have a step forward solutions then the existing classification 
models. Though it has its own power, it greatly depends on the huge volume of labeled 
data and, regrettably, it is very tough and resource intensive to annotate voluminous 
data [4]. 

In most of the disease detection dataset, the instances relevant to the positive 
cases are limited but for deep learning and other classification models, handling such 
imbalanced data is really difficult. Thus, there is a necessary for prior knowledge 
constructed on logic as a natural solution to make learning effectual especially when 
there is a scarce of training dataset. 

Hence, in this research work integration of symbolic reasoning is considered as an 
important part for performing Alzheimer’s detection by enhancing the conventional 
fuzzy neural network to produce more accurate results in determining the severity 
of it. This work integrates logical learning which gain more attention in prediction 
paradigms. The two important cognitive abilities are learning through experience and 
the aptitude to reason from what it has been learned. The robustness of case-based 
reasoning is achieved in this work by adapting cuckoo search for retrieving similar 
case of patients to induce the knowledge about gained experience training the fuzzy 
neural network with its efficacy.
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2 Related Work 

Neelaveni and Devasana [5] in their work used various machine learning models 
to diagnose the presence of Alzheimer. Their objective is to identify the symptoms 
of the Alzheimer at the earlier stages so by giving proper treatment at right time 
it may slow down the aggressiveness of the AD. The physical parameters used for 
predicting Alzheimer are age, number of visits, education, and MMSE attributes. 

Pan et al. [6] constructed an extreme learning model based on grading method 
which prominently integrates multimodal data to predict the patients under the 
conversion of mild cognitive impairments to Alzheimer’s conversion. Initially, from 
the MRI the features are extracted and, among them, potential features are selected 
by applying feature selection algorithm. Different modalities of MCI are included for 
prediction; they are positron, cerebrospinal fluid biomarkers, gene data, and emis-
sion tomography. The grading scores obtained are fed as input to the classifier to 
differentiate the progression of MCI to AD or it is stable MCI. 

Charles et al. [7] in their work adapted an unsupervised learning model known 
as conditional restricted Boltzmann machine which is used to monitor and predict 
dozens of patient characteristics to personalize medicine for Alzheimer’s disease. The 
18-month courses of 1909 patients with 44 clinical information were collected as 
variables to predict the transition from MCI to Dementia. The determined standard 
deviations and correlation among variables were determined by applying logistic 
regression. 

Park et al. [8] forecast Alzheimer’s disease by adapting bootstrapping model; its 
output produces a one-year prediction as probable dementia or definite dementia. 
They used 51 attributes which comprised of age, hemoglobin level, etc. 

Vindhya et al. [9] designed a convolutional neural network and the extraction 
of features and selection of potential features to predict the Alzheimer’s disease at 
various stages. They used MRI images of brain to predict whether the victim is 
affected with moderate to demented or non-demented by applying CNN prediction 
model. 

Grassi et al. [10] used different machine learning models to train 123 MCI subjects 
to predict the neurological disorder. They used clinical information, baseline infor-
mation, sociodemographic, and cardiovascular risk indexed are used for perdition 
process. They used Leave—pair-out-cross validation may employ the validation 
strategy and for feature selection recursive feature elimination is used to discover 
more relevant predictors’ subsets. 

Beheshti et al. [11] developed a CAD-based model to predict the Alzheimer. 
It involves four different stages: In first stage, they used voxel-based measure to 
examine local and global gray matter among AD group with healthy groups. In 
second stage, voxel values are extracted from the atrophy regions for HC, stable 
MCI, AD, and progressive MCI. In third stage, feature extraction is done by applying 
t-test score with genetic algorithm to discover significant subsets. At last, SVM is 
used to classify the severity of Alzheimer.
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3 Methodology 

3.1 Deep Adaptive Clustering 

According to cognitive theories, just like humans how they react based on analog-
ical reasoning, Roger Shank created an artificial intelligence-based learning model 
known as case-based reasoning (CBR) [12]. CVR performs comparison of query case 
with the historical cases, and similar cases are verified out of the case base. Those 
remaining similar cases are involved in solving new cases. Further, the identified new 
case is retained as an incremental learning model by case base for forecasting. This 
is the reason for improving the model constantly to predict more accurately with 
continuous increase in both experience and knowledge. In general, CBR method 
comprised of four parts; they are case base to store past histories, indexing mecha-
nism for searching, determining the similarity using matching algorithm, and finally 
adaptation mechanism. The process of CBR is attained by 4R’s they are retrieve, 
reuse, revise, and retain [13] as shown in the Fig. 1.

• Retrieve: For a query instance, retrieve relevant cases from memory to predict its 
type 

• Reuse: For a given query instance, map the corresponding previous case to solve 
the problem 

• Revise: Once mapped the previous instance to the query instance, test the new 
instance presented in the real world and if needed revise it. 

Fig. 1 Complete process of 
case-based reasoning
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• Retain: Once the results have been adapted by the query instance, store the 
obtained experience as a new case in memory. 

While using CBR, it does not need extra analysis in a particular area, as it offers 
a solution for a stated problem without needing additional information form the 
expertise area as even when it is incomplete. An essential note is that it compares the 
similarity among two cases. It offers a comprehensive explanation of its functionality 
to produce best output. 

3.2 Artificial Neural Networks (ANN) 

Neural networks have the ability to build a model based on mathematical structures 
which is inspired by the human nervous model learning process. This model produces 
an outstanding capability to produce results for complex to vague dataset. ANN 
approach performs pattern extraction and discovers the patterns which are more 
difficult and to be observed by either other techniques or human [14]. A complete 
trained network can be discovered as the professional classification of the data which 
has been given of process analysis. This produces possible results during testing phase 
with labels not known. The usage of neural network is expanded to technical areas 
as it generates the optimal outputs in new environments. They are chiefly fine suited 
for forecasting the consequences in an accurate way. The construction of a neural 
network is shown in Fig. 2. 

ANN in its simplified structure comprised three different layers, the first layer 
which receives the input from the outside world is known as input layer which is 
followed by hidden layer and finally the output layer. Each layer contains one or more 
neurons or nodes, and the nodes in input layer receives the input values and forward it 
to the hidden layers. In the hidden layer, neurons function as computation units and the 
input values received from the previous layer are computed with the weights assigned

Fig. 2 General view of 
artificial neural network 
[ANN]
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to the corresponding connected links. The complexity of the network increases when 
there are a greater number of hidden layers or neurons involved in the model. The 
activation function is applied with a threshold to discover whether information is 
passed along.

The hidden nodes are weighted by weights that are determined by their values. 
The weight values obtained from all previous layer nodes are combined as shown by 
the symbol

∑
in Fig. 3 to produce a new value. The summation value that governs 

the output node is added to a non-linear function known as sigmoid in the S-shaped 
curve. This sigmoid operation’s input varied from −∞ to+∞ range, while the output 
ranged from 0 to 1. 

Like the hidden layer, the output layer’s active node is also merged, modifying 
the data to be generated as output. Besides, the number of layers and nodes on each 
layer varies depending on the input and output. The output layer took the form of a 
single node to carry out the target’s prediction. The output value is a positive sign of 
the presence and a negative sign of absence that depends heavily on the input data. 

3.3 Cuckoo Search Algorithm 

An optimized algorithm which is developed based on the inspiration of obligate 
brood parasitism is known as cuckoo search [15]. Cuckoo birds lay their eggs in 
other host bird nests. Once the host bird identifies the alien eggs, it will either lay 
those eggs or abandon its nest and construct a new nest in some other place. Each 
egg in a nest denotes a solution, and a new solution is denoted as cuckoo egg. The 
objective of this algorithm is to utilize the new and possibly improved results to 
substitute an average result in the nest. It lays single egg at a time, and it is placed in 
an arbitrarily selected nest. The nest with high quality of eggs is considered as best, 
and it will be carried to next generation. Number of hosts birds’ nests is fixed, and it 
discovers the presence of cuckoo laid egg with the probability of proba ∈ (0,1). The 
algorithm below describes the working principle of the cuckoo search algorithm. 

Procedure for Cuckoo Search Algorithm

Begin 
Assign n number of host nests as initial population 
While (itr < max_gen) or (termination is met) 

Get cuckoo in a random manner and replace its egg by performing levy 
flights 

Compute its fitness Fiti 
Select a random nest (j) among n 
If (Fiti > Fitj) then 

Substitute j by new solution 
End if 
A portion popa of the worst nests are discarded and new ones are 

constructed
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Keep the best nests/solutions
Rank the nests/solutions and recognize the present best 
Permit the present best solutions to the subsequent generations 
End while 

3.4 Cuckoo Search-Enhanced Fuzzy Neuro Symbolic 
Reasoning for Alzheimer’s Prediction 

In this paper, three different aspects of investigation are carried to construct a powerful 
Alzheimer’s prediction model. ADNI dataset [16] is used which has 1534 instances of 
elderly persons, and the attributes used are rid, ptid, viscode, exam date, age, ptgender, 
pteducat, apoe4, mmse, apoe genotype, and class. The identifiers are removed during 
preprocessing, and only the remaining attributes are used for Alzheimer’s prediction. 
The dataset is normalized to convert the attributes range of value to fall under same 
range. Initially, the dataset is split into training and testing dataset, 80% of the dataset 
is used for training process and remaining 20% is used for testing process. The 
training dataset is considered as a case history and each instance of the testing dataset 
is used as new case or query instance, similar records which is available in the case 
history is searched by applying the cuckoo search model, instead of conventional 
searching models like k nearest algorithm (Fig. 4). 

This overcomes the local optima and matching information’s are given as the input 
to the fuzzy artificial neural network during the training process of the prediction 
model. The fuzzification of the input instances handles the uncertainty, and the case-
based reasoning is used as symbolic reasoning which improve the performance of 
the FANN to produce optimized Alzheimer’s prediction at their earlier stages. 

The flowchart depicted in Fig. 5 the detailed process of cuckoo search-enhanced 
fuzzy neuro symbolic reasoning (CS-FNSR) for predicting the Alzheimer’s detection. 
In this symbolic reasoning, adapted was case-based reasoning, and ADNI dataset 
[16] which is used by fuzzy ANN is also used by cuckoo search-enabled case-based 
reasoning to retrieve the similar pattern of records. In this model for an input instance, 
its similar pattern of records is searched by applying the cuckoo search model, where 
the input is considered as cuckoo egg and it searches the relevant instance to determine 
then whether they are affected by Alzheimer or not. 

Cuckoo search algorithm for optimized similarity searching, the levy flight tech-
nique is applied for the finding the fittest records in the previous history of patients. 
Then, the host birds are used to discover the input query with the list of matched 
records and the observed output is passed to the fuzzy ANN to understand the 
instances belong to Alzheimer or normal. This step is particularly used for the process 
of mapping with previous patients, and if the expected output and observed output of 
the FANN produce more accuracy, then the new solution is added to the case history 
database. During the testing phase, the input instance is treated with same sort of 
similarity searching done by applying levy flight model and the results are revised 
accordingly.
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Case Based Reasoning 

Apoe 
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Prediction 

Alzheimer 
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Fig. 4 Architecture of cuckoo search-enhanced fuzzy neuro symbolic reasoning for Alzheimer’s 
prediction 

In Fuzzy ANN, the given input is converted to the fuzzy representation and then 
the hidden layers perform the process of computation of input values to be multiplied 
with the weights assigned to the links between layers [17]. Naturally, the input nodes 
are passive. Its purpose is to accept and transfer the data from the outside world 
to the next level. The hidden layer must multiply the obtained value by adding the 
equivalent weight to each node. 

ANNk j =
∑

i 

wi j  · Oi (1) 

where wtij represents the weights among nodei and nodej, and Oi is the output from 
nodei calculated as in Eq. (2): 

O j = (ϕ ANN j ) (2)
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Fig. 5 Workflow of cuckoo search symbolic reasoning with fuzzy neural classifier 

where ϕ refers to activation function and the sigmoid S-shaped curve applied to the 
weighted sum of input values before passing it to the subsequent layer. 

The derivative of the sigmoid function is shown in Eq. (3). 

ϕ'(ANN j
) = ϕ

(
ANN j

)(
1 − ϕ

(
ANN j

))
(3) 

Here, tan-sigmoid transfer function is used for both the hidden layer and the 
output layer. They compute the output of each layer form network input. Finally, 
the generated output is compared with the expected output and their difference is 
assigned as an error. The standard neural network uses back propagation method to 
update the weights in trial and error method repeatedly until the accepted error rate 
is obtained. This results in high computation time and complexity in determining
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the appropriate weights to produce more accurate results. The error rate is defined 
in Eq. (4). 

Err = 
1 

2

∑

k 

(dsrotk − rsltotk) (4) 

The final process of cuckoo search-enhanced case-based reasoning is that presence 
of Alzheimer is diagnosed and its solution is compared with the results produced 
by fuzzy neural network. The prediction is made efficient, and the newly discovered 
target patients is stored as a new case for forecasting process. 

4 Results and Discussions 

This section analyzes the performance of the newly constructed symbolic reasoning-
based fuzzy neural network for predicting Alzheimer at their earlier stages. The 
CS-SRFANN is implemented using MATLAB software and to predict Alzheimer 
ADNI dataset [16] which has 1534 instances of elderly persons and the attributes 
used are rid, ptid, viscode, examdate, age, ptgender, pteducat, apoe4, mmse, apoe 
genotype, and class. The identifiers are removed during preprocessing, and only the 
remaining attributes are used for Alzheimer’s prediction process. The performance 
of the proposed CS-SRFANN is compared with standard ANN and fuzzy ANN. 
The metrics used for analyzing the performance are accuracy, precision, recall, and 
RMSE. 

4.1 Comparative Analysis Based on Accuracy 

Accuracy is used to measure the correctly predicted instance of type of Alzheimer 
and the absence of Alzheimer among the total patients in ADNI database. 

Accuracy = 
Tot. No. of Correctly preidcted presence and absence of Alzheimer 

Total No. of Patients in ADNI Dataset 
(5) 

Prediction of Alzheimer at earlier stages is very essential to maintain qualified 
life of elderly persons, and providing more accurate results will assist the experts to 
diagnose its severity. Thus, Fig. 6 illustrates the performance of symbolic reasoning-
based fuzzy artificial neural network produces highest accuracy rate because instead 
of receiving raw input values, it acquires knowledge from symbolic reasoning and 
expertise itself with fuzzy to handle uncertainty. In fuzzy ANN, it has the ability to 
represent uncertainty but with its input data it classifies the severity of autism so that 
it performance is less than the proposed SRFANN.
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Fig. 6 Alzheimer’s prediction analysis based on accuracy 

4.2 Comparative Analysis Based on Precision 

The measure of correctly predicted Alzheimer patients with their risk level is known 
as precision, and it is calculated by dividing the correctly predicted positive cases 
with total number of patients assumed to be Alzheimer cases. 

Precision = 
Correctely predicited Alzheimer Patients 

Total No. of Alzhiemer Patients detected 
(6) 

The Fig. 7 expose percentage of correctly predicted Alzheimer positive cases 
achieved by ANN, FANN, and SRFANN. The precision rate reveals the efficacy of 
proposed SRFANN as it utilizes the concept of case-based reasoning which exhibits 
matching and retrieval of similar instance which is very useful to enhance the training 
session, and thus, it produces more promising results of predicting the presence or 
absence of Alzheimer at their earlier stages in an optimized way. The ANN and
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Fig. 7 Alzheimer’s prediction analysis based on precision
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FANN has the limited instance of Alzheimer instances, so they suffer to understand 
in depth about the importance of input patterns compared to SRFANN.

4.3 Comparative Analysis Based on Recall 

Recall metric is used to determine the efficacy of predicting accurately the presence 
of Alzheimer among the actual Alzheimer patients present in ADNI database. 

Recall = Tot. No. of Correctly predicited Alzheimer Cases 

Total No. of actual Alzhiemer Cases in ADNI dataset 
(7) 

The output of recall value obtained by three different models to predict the pres-
ence of Alzheimer is depicted in the Fig. 8. This measure shows the relevancy of 
each prediction models to predict the Alzheimer at their earlier stages. The symbolic 
reasoning analyzes the input data and performs searching of similar records in the 
past history by applying matching and retrieval. This work used case-based reasoning 
as symbolic analysis, in which most similar cases are retrieved by applying nearest 
neighbor retrieval algorithm. The output of the case-based reasoning is provided as 
input to the fuzzy neural network, to improve its accuracy in detection of Alzheimer 
when there is uncertainty in distinguish it from other cognitive impairments. Thus, 
compared to SRFANN, other two prediction models standard ANN and fuzzy ANN 
produce less precision value in Alzheimer’s prediction. 
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Fig. 9 Alzheimer’s prediction analysis based on error rate 

4.4 Comparative Analysis Based on Error Rate 

The variance among corresponding observed values in ADNI dataset and predicted 
values of models are squared, and they are averaged over the sample 

RMSE f o  =
[

N∑

i=1

(
Z f i  − Zoi

)2 
/N

]1/2 

(8) 

The results of RMSE of three prediction models are depicted in the Fig. 9. The  
error rate of SRFANN is very less compared to ANN and FANN, and this is because 
integrating symbolic and fuzzy neural approaches offers prediction model with effec-
tive learning and capability for precise prediction, especially, while using case-based 
reasoning as symbolic reasoning provides more effective results than other symbolic 
systems. The proposed SRFANN produce optimized results when the prior knowl-
edge of solving similar patterns is available. Fuzzy neural network retains itself by 
utilizing closely matching Alzheimer’s cases selected by the case-based reasoning 
retrieval approach; thus, it produces less error rate as it handles both uncertainty and 
improves the accuracy rate. 

5 Conclusion 

This work introduced the logical reasoning by inducing cuckoo search-enabled 
case-based reasoning as symbolic reasoning. The proposed method cuckoo search-
enhanced fuzzy neuro symbolic reasoning (CS-FNSR) intends to improve the fuzzy 
neuro classification model more precisely by retrieving the similar pattern of existing 
case records and searching its matching records by applying the nature-inspired meta-
heuristic model known as cuckoo search, like it determining the cuckoo egg form
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the Host nest, for the input data its concern matching record is searched in the case 
history which utilize the ADNI dataset. The searching is done by levy flight strategy 
instead of searching the entire database in a sequence order, and this will optimize the 
searching process more precisely, quickly, and accurately. With the obtained knowl-
edge about the input instance class label, further it is utilized during training phase 
and the concern instance is fed as input to the fuzzy neural classifier. The fuzzy neuro 
classifier with the empowered knowledge performs the prediction process more accu-
rately and breakthrough the performance of other classification models by handling 
the imbalanced dataset and uncertainty. 
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Hybrid Approach for Detecting 
the Traffic Violations Based on Deep 
Learning Using the Real-Time Data 

Priya Gupta, R. Rajkumar, S. Santhanalakshmi, and J. Amudha 

Abstract Nowadays, the number of vehicles on the road is steadily increasing, 
and this raises the risk of road accidents. One of the reasons of this regrettable 
situation is violation of traffic rules. Overloaded cars are one example of a traffic rule 
violation. This research study proposes a hybrid approach for detecting different types 
of violations and violators. The proposed model will detect the overloaded vehicles 
and the number plate of the offenders by using the deep neural network model 
called YOLOv4. Additionally, Tesseract is used to recognize characters in the LSTM 
number plate. Finally, the proposed model has delivered a satisfactory result. 

Keywords YOLOv4 · Traffic violations · LSTM OCR engine (long short-term 
memory optical character reader) · Overloaded vehicles detection 

1 Introduction 

With the massive industrialization, development of new roads, increased use of auto-
mobiles, and exponential growth of the transport and tourist industries, road safety 
has become an issue of critical importance all over the world. This growth is much 
more noticeable in developing countries like India, resulting in an increase in road 
accidents and loss of many lives or injuries that make individuals physically unable
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Fig. 1 Graph representing the death due to road accident in India from 2005 to 2019 

for the rest of their lives. According to statistics, in 2019 alone, due to road acci-
dents, 151 thousand fatalities have recorded [1]. One of the major causes of such 
unfortunate incidents is traffic rules violations like signal jump, helmetless driving, 
etc. 

Road safety is something that is very important and has to be followed all the 
time. The capital city of Delhi reported the highest number of deaths across the 
major cities, at approximately 1.4 thousand in 2018. Over 65% of the accidents 
occurred on straight roads [1]. 

Figure 1 shows the death happens due to road accidents between 2005 and 2019 
[1]. 

The recent technological advancements like machine learning and deep learning 
have shown remarkable results in many computer vision-related tasks, and in some 
cases, it performs better than humans [2]. The main reason behind the superior 
performance of deep learning models is the ability of the models to automatically 
learn discriminative features via model training. This paper specifically discusses 
about the object detection task by using the object detection algorithms, which are 
developed based on deep learning. There are many object detection algorithms based 
on deep learning, they are Faster R-CNN, single shot detectors (SSD), mask R-CNN, 
YOLO versions, etc. Every algorithm has its own limitation either in terms of speed or 
accuracy, but the YOLO algorithm overcomes the limitations of other algorithms in 
terms of both speed and accuracy and becomes the best fit for the real-time detection. 

This paper has presented a hybrid model for the detection of one of the types 
of traffic rules violation, i.e. vehicles carrying load more than the limit, which also 
lead to road accident-like incidents by using the deep learning-based approach. The
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output of deep learning model will be given as input to another deep learning model 
for obtaining the final result. 

2 Related Work 

Many research works have been done in this field for automating the system in real 
time by taking video or images as input to process further and generate results. This 
section provides a detailed analysis of previous work in the subject of road safety; 
however, to the best of our knowledge, no similar study has investigated the deep 
learning-based object recognition technique relevant to our work based on Indian 
road traffic for overloaded vehicles. 

In [3], YOLOv3 has been used for detecting the traffic rules violation with an accu-
racy of 97.67% for vehicle count detection and an accuracy of 89.24% to detect the 
vehicle. In [4–6], authors have detected helmet (object) using YOLO versions, and 
then, triple bike riders are detected [4] using vertical angel. For performing back-
ground removal and segmentation in bike rider recognition (object), binary clas-
sifiers and visual characteristics are used in [7]. Naren Babu [8] YOLO versions 
and OCR recognition are used for number plate detection [9, 10]. LSTM Tesseract 
accuracy of about 95% has been achieved in number plate identification process by 
utilizing Faster R-CNN and recognition Tesseract OCR [11]. The moving vehicle 
recognition and flow on crowded highways have analysed by employing YOLO 
versions with an average accuracy of 92.11%. In [12, 13], a comparative research 
was conducted among several vehicle detection methods or architecture on different 
real-time datasets for recognizing objects such as cars, and it was discovered that 
YOLO performs better in terms of detection and speed, whereas SSD has greater 
accuracy but is slower. In [14], a model has been proposed to detect text from an 
images based on CNN and LSTM architecture, but model work has been developed 
for English word only. In [15], brightness awareness mechanism has been developed 
under different illumination conditions in order to detect pedestrians (object here) 
on roads in day and night by using Faster R-CNN object detection model, which 
is trained over both the thermal images and colour images with an map 81.27%. 
In [16], YOLO model has been used for the detection of license plate and perform 
layout classification with heuristic rule in order to achieve a better accuracy. In [17], 
YOLOv3 and YOLOv4 were used for detecting multiple objects in image and video 
to obtain 98% accuracy for images and 99% accuracy for videos. In [2], vehicles are 
detected by using the Faster R-CNN over the heterogeneous traffic scenario data in 
order to obtain state-of-the art vehicles detection performance at 5 ps over TitanX 
GPU. In [18], YOLO models were used for the detection of triple riding and speed 
violation of two wheeler vehicles. 

Most of the works done in this area include traffic monitoring or tracking, and 
only fewer works are done in the area of cause of road accidents, which sometimes 
lead to fatality.
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3 Methodology 

The proposed approach is based on the hybrid concept, which combines two models, 
where each model is divided into two to three phases. 

Datasets 

This research study has generated own datasets for both models and labelled them 
manually since there is no publicly available dataset dedicated to this purpose. In 
order to expand the dataset size, additionally some augmentation has been performed. 
The dataset contains almost all types of Indian vehicles from two-wheelers to four-
wheelers. There are 109 images available in the number plate dataset, which consists 
of almost all types of Indian vehicles (auto,bus,scooter,bikes, etc.). For the overloaded 
dataset, we have used 286 images, and further, the overloaded dataset is divided into 
two classes such as overloaded bike and overloaded vehicles. 

Overloaded vehicles 

Types of overloaded vehicles Overloaded vehicles Overloaded bikes 

Persons Luggage/Goods Persons Luggage/Goods 

Sample images of overloaded and number plate datasets are shown in Figs. 3 and 
2, respectively. 

YOLOv4 is a one stage object detection model with a size of approximately 290 MB. 
These architectures consist of three layers: (a) Backbone—extract the essential 
features, (b) Neck—collect the features maps from different stages, and (c) Dense

Fig. 2 Sample images of ANPR dataset
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Fig. 3 Sample images of overloaded dataset 

prediction—perform final predictions, which is a vector containing the coordinates 
of the predicted bounding box (centre, height, and width), the confidence score of 
the prediction, and the label as shown in Fig. 4 [19].

Detection Model for overloaded vehicles 

This section presents the proposed model for overloaded vehicles. 
The pipeline of the overloaded vehicles is shown in Fig. 5. 
The input images of varied sizes resized to 416X416. 
The model is trained and tested over two classes such as overloaded vehicles 

and overloaded bikes. For training, transfer learning model is used, and further, the 
pretrained weights were used to provide custom training, since the dataset is not very 
large. Generally, YOLOv4 works on the principle of regressing bounding box around 
the object having four dimensions (x, y, w, and h), confidence scores, in output, the 
model is trained in darknet framework, and later, it gets converted into OpenCV. 

Fig. 4 YOLO architecture
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Images from 

google 

Data Augmentation 

(4 types) 

Label them 

manually 

Custom training/testing using 

Yolo v4 
Final Output 

Fig. 5 Pipeline for overloaded vehicles detection model 

Number Plate Detection and Recognition Model 

This section presents number plate detection and character recognition. 
The pipeline number plate detection and recognition is shown in Fig. 6. 
It has 3 modules for performing plate detection from the overloaded vehicles. 

(a) Number plate detection 
(b) Extracting the plate 
(c) Segmentation and recognition. 

Image processing is an important step in recognition, lack of proper preprocessing 
may lead to inaccurate or poor accuracy results. The main reason behind this 
processing is to enhance the image quality and readability of the characters present 
in the plate. 

This is the last phase of ANPR. The processed image is passed through the OCR 
engine for recognition of characters. For recognition, the characters of the number 
plate are segmented. For this, we used Python wrapper of Google Tesseract, which 
is an open-source OCR engine called Pytesseract. There are different segmentation 
modes called page segmentation mode (PSM), that performs segmentation based on 
the angles, orientation, and styles. Thirteen PSM modes are shown in Table 1. Four 
different modes of operation are selected by using the OEM option (OEM stands for 
OCR engine mode) [9], where LSTM engine mode is selected. 

The final model is an integration of two different models. 
The pipeline of the final model is shown in Fig. 7.

Input images Label them manually Custom training/testing using 
yolov4 

Extract the detected regionProcess the detected 
image 

Output 

Fig. 6 Number plate detection pipeline
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Table 1 Page segmentation mode 

PSM Description 

0 Orientation and script detection (OSD) 

1 Automatic page segmentation (APS) with OSD 

2 APS excluding OSD and OCR 

3 Fully APS excluding OSD and OCR 

4 Assuming a single column of text of different sizes 

5 Assuming a single uniform block of vertically aligned text 

6 Assuming a single uniform block of text 

7 Picture is treated as single text line 

8 Picture is treated as single word 

9 Picture is treated as single word in circle 

10 Picture is treated as single character 

11 Picture is treated as Sparsh Text, and text is found in a specific order as much as it can 

12 Picture is treated as Parse Text with OSD 

13 Raw line, picture is treated as a single text line, and Tesseract-specific hacks are bypassed 

Input Image Overloaded vehicles detection Overloaded vehicle output 

ANPR ModelFinal Output 

Fig. 7 Integration pipeline 

In the integrated model, the output of first model that is overloaded vehicles will 
be fed as input to the second model for performing number plate recognition.

4 Experimental Result and Analysis 

This section covers the experimental set-up and result analysis. For training, the 
Google colab GPU (Tesla V4) Cuda version 11,000 are used. Before training, it is 
required to create train.txt file, test.txt file, names file, and data files, wherein these 
custom configuration files contain the necessary configurations and model parameters 
for training. 

The parameters used while training the detection model have been listed in Table 
2 for both overloaded vehicles detection model and number plate detection model. 

The performance metrics of the models are shown individually in Table 3. 
The results of the overloaded vehicles and number plate detection are shown in 

Figs. 8 and 9, respectively.
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Table 2 Parameters 
configurations used while 
training overloaded dataset 
and number plate dataset 

Parameters configurations 

Parameters Overloaded model Number plate model 

Batch 64 64 

Subdivision 16 16 

Width 608 608 

Height 608 608 

Channels 3 3 

Learning rates 0.0013 0.0013 

Max batches 4000 2000 

Steps 3200,3600 1600,1800 

Table 3 Result metrics Model Best_Weights (%) 

Overloaded model Map50 100 

Map75 97.38 

Number plate model Map50 97.15 

Map75 88.15 

The final result with the intermediate result and original image of model is shown 
in Figs. 10, 11, 12, and 13, respectively. 

The proposed approach gave the satisfactory result. In the Figs. 14 and 15 last 
training weights are shown. Since the size of the model is 299MB, the training process 
is cumbersome and we overwrite the existing weight graphs. 

Since the model is trained with a small dataset and with limited resources, it also 
has some limitations as shown in Fig. 16. The models performance degrades in case 
of noise, illumination, image quality and in case of occluding objects. 

5 Conclusion and Future Scope 

This research work has proposed an approach that detects violation by detecting the 
overloaded vehicles and its number plate. In this, the detection has done by using the 
deep learning-based object detection algorithm YOLOv4. For recognition, LSTM 
OCR engine was used. The proposed approach has delivered a satisfactory result but 
also has some limitations with some false nuisance too. Since the dataset was not 
very large which somewhere affects the model performance and accuracy rate. 

Future enhancement can be in the direction of improving the model performance 
by training the model over a large dataset and diverse dataset with a good GPU and 
storage system. In first phase, YOLOv4 is used, but there are other algorithms and 
OCR engines available for training and testing. Instead of using Tesseract try out
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Fig. 8 Sample output overloaded vehicles 

Fig. 9 Sample output number plate detection
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Fig. 10 Original image 

Fig. 11 Intermediate result 
1 model 

Fig. 12 Intermediate result 
2 model



Hybrid Approach for Detecting the Traffic Violations Based … 897

Fig. 13 Final result (after 
integration)

with TopOCR, which is the fastest engine. Another functionality that can be added 
to this is a messaging system for sending challans to such violators by using the RTO 
database, storing vehicle owner details with respect to vehicles number.
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Fig. 14 mAP graph of last weights of overloaded vehicles
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Fig. 15 mAP graph of last weights of number plate model
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Fig. 16 a Model gets affected by the high noise, illumination changes, b OCCLUDING object and 
data annotation quality 
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Machine Learning for Cloud Resources 
Management—An Overview 

Viktoria N. Tsakalidou, Pavlina Mitsou, and George A. Papakostas 

Abstract Nowadays, an important topic that is considered a lot is how to integrate 
Machine Learning (ML) to cloud resources management. In this study, our goal is 
to explore the most important cloud resources management issues that have been 
combined with ML and which present many promising results. To accomplish this, 
we used chronological charts based on keywords that we considered important and 
tried to answer the question: is ML suitable for resources management problems in 
the cloud? Furthermore, a short discussion takes place on the data that are available 
and the open challenges on it. A big collection of researches is used to make sensible 
comparisons between the ML techniques that are used in the different kind of cloud 
resources management fields and we propose the most suitable ML model for each 
field. 

Keywords Cloud computing · Cloud resource management ·Machine learning ·
SLA 

1 Introduction 

In July 2020, in a demographic research conducted by Statista, approximately 4.57 
billion users were active on the Internet, encompassing 59% of the global popula-
tion [1]. This huge amount of users shows the demanding need for resilient, secure 
and easily configurable web applications. Before the cloud computing era, from the 
enterprise perspective, the cost of the maintenance of big data centers and bootstrap-
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Fig. 1 Basic cloud service categories 

ping a company was too high. Cloud Computing is the provision of virtual resources 
via the Internet (e.g., servers, apps, etc.), from central systems located away from 
the end users, which serves them by automating processes, providing convenience, 
flexibility of connection [2] as well as a nice pay-as-you-go payment plan to the 
company. In the 1950s first appeared in educational institutes and companies, and its 
use was made by servers with large computing and storage capabilities [2]. 

As Fig. 1 depicts three are the basic cloud service categories:

• Software-as-a-Service (SaaS): The main concept is to not install the software on 
the customer’s computer or servers but to deliver and access them via Internet. 
In that way the release process, and the bug fixes will be easier [2, 3]. There are 
already multiple applications that they are provided as SaaS like CRM, ERP, Word, 
etc.

• Platform-as-a-Service (PaaS): There is also a similar concept as SaaS but in PaaS 
as an alternative of having to buy–pay for software licenses for platforms such 
as operating systems, databases and intermediate software, you subscribe and use 
computing platforms over the Internet. Ex. AWS Elastic Beanstalk facilitates the 
deployment and scaling of the web apps and it provided by AWS cloud provider 
[2, 3].

• Infrastructure-as-a-Service (IaaS): The IaaS is even in a bigger scale and abstrac-
tion. So instead of owning and maintaining your own hardware devices in your 
data center, you can access them via the Internet by logging in with official cre-
dentials and they can be distributed all around the planet. These hardware devices 
can be networking related devices, VMs, storage devices, etc. [2, 3].
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A commitment between a service provider and a client called Service-level Agree-
ment (SLA). Wieder et al. [4] mentioned that some aspects of service quality, respon-
sibilities, availability, have to be agreed between the service user and service provider. 
SLA usually contains a lot of components, from a definition of services to the ter-
mination of the agreement. Also, SLA defined at different levels:

• Corporate-level SLA: All end corporate customers are applicable and it imparts all 
the relevant aspects of the agreement. It hardly changes because mostly the issues 
are unchanging.

• Customer-based SLA: An individual agreement in a customer group that contains 
all the services they use.

• Service-based SLA: In a common deal with all customers using the services being 
delivered by the service provider. 

The Quality of Service (QoS) is the measurement or description of the overall 
performance of a service, such as a Cloud Computing service, or a computer network, 
particularly the performance seen by the users of the network. Many components of 
network service are often considered to measure service quality such as availability, 
transmission delay, packet loss. 

Arthur Samuel, in 1959, coined the term Machine Learning (ML). He was  a pio-
neer in the field of computer gaming and AI [5, 6]. Machine Learning is the ability 
of the machines to learn from data. The ML makes computers to discover how to 
do tasks without being programmed explicitly. It steadily makes its unique way in 
different kind of areas in enterprise applications such as fraud detection, business 
intelligence and customer support. Microsoft, Amazon and Google made significant 
investments in Machine Learning and Artificial Intelligence (AI), by launching new 
services to carry out important reorganizations which will strategically place Arti-
ficial Intelligence in their organizational structures in the last years. Even Google’s 
CEO, Sundar Pichai, mentioned that Google is shifting to an “AI-first” world. Some 
authors said that the hardware is impacted by ML workloads. In order to train a 
model to understand speech or recognize a pattern requires major parallel comput-
ing resources that could take days with the traditional computers based on CPU. We 
can say that powerful Graphics Processing Units (GPUs) is the first choice for the 
processing unit in many Machine Learning and Al workloads due to significantly 
reduced processing time. 

This paper aims to present the applications of Machine Learning in the cloud 
resources management fields and the challenges that still remain open. There is an 
extensive investigation among the most popular topics in cloud resources manage-
ment on the effectiveness of ML models and the metrics that are used to measure 
the performance. Also, a discussion on the popularity of this topic in the research 
community until now is included. 

The structure of this paper is as follows. On each of the subsections of Sect. 2 is 
presented the related work that has been done in each cloud resources management 
field that ML models can be applied. Some comparisons and comments between the 
ML models and the data are taken place on it too. In Sect. 3 there is a discussion
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around the dataset benchmarks that have been used in the research until now and 
the way that are used. There is an extensive discussion in the open challenges that 
are still relevant and important in Sect. 4 and the future work that can be conducted 
around this topic. Eventually, Sect. 5 concludes the paper. 

2 Machine Learning in Cloud Computing 

ML and cloud computing have been trends and extensively used all around the tech 
world. Cloud provides ML solutions throughout it but there is also a tendency in the 
research that explores how the cloud resources management will be benefit from ML. 
From 2009 till 2019 there is a constant increase in the numbers of papers that are 
related to the usage of ML in cloud computing as it shows in Fig. 2. These results are 
based on the 300 most related articles in Google Scholar. The keywords that were used 
to extract the results were “Cloud Resources Management” and “Machine Learning”. 
Figure 3 presents the number of articles on different kinds of cloud resources man-
agement fields. For each distinct field, the number of papers that are used for the 
graphs was figured by checking that the field was part of the paper’s title and it was 
explicitly for that. The articles that we decided to focus were the one that the number 
of citations was high and the paper title was more relevant to the field. Although 
a valid question is “Machine Learning suitable for cloud resources management 
problems?”. 

Fig. 2 Scientific articles published for “Machine Learning for Cloud Resources Management” per 
year
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Fig. 3 Scientific articles published per section in total that involve ML solutions 

2.1 Resource Provisioning 

Resource provisioning has as parts the deployment, selection and management of 
hardware and software resources in run time for ensuring guaranteed performance for 
applications. Cloud providers have two provisioning options. First is the short-term 
on-demand and the second is long-term reservation plans [2]. There are important 
and challenging problems in the large-scale distributed systems that Resource provi-
sioning is related to. Some of the resource delivery techniques used must meet service 
quality (QoS) parameters, such as security, availability, reliability, avoiding Service 
Level Agreement (SLA) violations and managing long-term reservation plans. 

Alipour and Liu proposed a method to make predictions and learn workload 
patterns with real time load on a microservice architecture that used ML models [7]. 
They used AWS, to demonstrate the microservice architecture and 2 ML algorithms 
of logistic regression and multiclass classification. The ML models they used were 
the linear regression and the multinomial logistic regression. They integrated the real 
time prediction to the auto-scaling configuration to remove or add resources. 

Islam et al. [8] developed prediction-based resource measurement and provision-
ing strategies using Neural Networks(NN) and Linear Regression models to satisfy 
upcoming resource demands. They proposed prediction techniques in the context 
of the dataset obtained by using TPC-W, a benchmark that is well-established for 
e-commerce applications. The prediction accuracy of the proposed learning models 
is promising and effective. 

Cloud client prediction models using Machine Learning is also extensively 
researched by Bankole and Ajila [9] through the TPC-W benchmark web appli-
cation in Resource provisioning by using three different Machine Learning tech-
niques. Among Linear Regression (LR), Neural Networks (NN) and Support Vector,
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Table 1 Related work for Resource provisioning 

References Year Prediction model Metric Performance Dataset 

[10] 2019 SVM-based 
forecasting models 

SLA violation Outperform the 
basic forecasting 
models 

Real dataset from 
University of 
Madrid 

[7] 2017 Logistic and linear 
regression 

CPU usage RMSE = 1.9426 Netflix data 
benchmark [11] 

[12] 2014 Linear regression 
and SVM 

Profit broker earns 
per hour in $ 

SVM better that 
LR by 2–3% 

Data collected 
from the 
application 

[9] 2013 NN, SVM and 
Linear regression 

CPU and SLA SVM outperforms 
NN  and LR in the  
MAPE and PRED 
metrics 

TCP-W benchmark 
[13] 

[8] 2012 NN and Linear 
regression 

Response time RMSE of NN = 9.6 
RMSE of LR = 
10.41 

TPC-benchmark 

it seemed SVM was the best prediction model by focusing on CPU utilization and 
SLA (throughput and response time) in a 9–12 min window. 

Based on the prediction of the processing load that a distributed server can have 
and the estimation of the appropriate number of resources that must be provisioned, 
Moreno-Vozmediano et al. created an auto-scaling predictive framework using ML 
methods for queuing theory and time-forecasting [10]. For the prediction the SVM 
regression model was used, which appears to be ideal for the data input with linear 
and non-linear patterns. 

According to the above researches, it seems that Resource provisioning and ML 
are used in combination in order to predict the upcoming resource demands. The 
most common ML techniques, which their results are promising and efficient, are 
Linear Regression (LR), Neural Networks (NN) and Support Vector Machine (SVM). 
Although based on Table 1 SVM appears to outperform the rest ML techniques in a 
variety of metrics and datasets. 

2.2 Resource Scheduling 

Resource scheduling allow us to efficiently schedule and automate any virtual job. 
The main target is the most efficient usage of the resources. It is a multi-dimensional 
work in cloud as it is depending on QoS of cloud apps. Cloud is by nature a diverse 
environment, so it encounters a variety of resources and uncertainty on the alloca-
tion of resources, which makes it impossible to be solved with existing the resource 
allocation policies. Until today research community struggles to choose an efficient 
algorithm for the resource scheduling on selected workload from the existing litera-
ture.
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Wilk et al. [14] proposed a system with reservation scheme adaptation that used 
ML. It is considered important in the automated scaling the problem to define a 
reservation program, which allows effective resource scheduling that can be used. 
Based on the above issue they found a solution that allows updating a booking 
program originally drawn up by an administration. This will allow reservation plans 
to be adjusted one or more weeks in advance. In this way, the administrator has 
the opportunity to identify potential problems with the under-provisioning or over-
provisioning on the resources. This could help to prevent the server of unnecessary 
costs and overloads later on. That resolution tested on OpenStack and it was used 
real traffic data from Wikipedia. First they used Neural Networks because were 
applied successfully to assign allocation adaptation in Mobile Cloud. Afterward, 
they compared the quality and the results among linear regression and decision trees 
techniques. 

Authors compared the performance of the Neural Networks with the other three 
ML algorithms which were the RepTree , the linear regression and the M5P. In order 
to find and compare the results, they summed the Q values of all 365 days. They 
understood that the RepTree algorithm was learned 7% faster than Neural Networks, 
but the latter model ultimately yielded better predictions. 

They authors claimed that is closed-loop solution. So the big benefit is that it 
can be verified in advanced the updated plan in order to identify potential issues in 
short and longer periods. Also, proposed that before the deployment, we can take the 
advantage of the historical application’s data for the parameter setting and the initial 
training of the Machine Learning models. They believed that from the experimental 
results they had, this solution improves the use of cloud resources. They claim that 
the proposed method can be applied to other resources and it is more general [14]. 

Yang et al. [15] proposed a general-based solution through data driven profiling, 
problem formalizing, modeling with supervised, and gave a complete architecture. 
They believed that could achieve optimization in architectural level and improved 
efficiency with an ML-based method. As result they said that they consider important 
to pair ML algorithms and systems on edge and cloud devices. 

Singh and Chana [16] mentioned that in literature, cost, time constraints and 
energy are some of the efficient resource scheduling policies that have been reported. 
They proposed a framework which was efficient on cloud management to identify 
and analyze the workload. K-means was used to cluster them and as weights was 
the QoS requirements. The experimental results were collected by CloudSim. They 
proposed that this framework showed improved performance on cost, execution time, 
energy consumption unlike existing scheduling algorithms. 

Tong et al. [17] proposed a new scheduling algorithm which called QL-HEFT. 
It combines Q-learning with the HEFT algorithm to reduce the makespan. They 
used benchmarks on WorkflowSim. Their results show that the QL-HEFT has good 
performances in terms of the average response time. Also, it achieves a shorter 
makespan compared to three other classical scheduling algorithms. 

The main focus of resource scheduling is how to create a cost-efficient reservation 
plan. For this mission different kind of ML models have been used in the researches
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Table 2 Related work for Resource scheduling 
References Year Prediction model Metric Performance Dataset 

[14] 2019 NN, Linear 
regression, RepTree 
and M5P 

CPU usage RepTree algorithm 
is 7% better than NN 

Wikipedia server 
data and Grafana 
Wikimedia 

[17] 2019 RL, Q-learning, 
QL-HEFT 

QoS parameter QL-HEFT can 
perform at least no 
worse than the other 
algorithms in 97% 
of situations 

Inspiral, Montage, 
CyberShake, and 
Epigenomics on 
WorkflowSim 

[15] 2018 Decition tree, NN QoS and accuracy prediction accuracy 
of node performance 
92.86% 

Open Cloud cluster 
at Carnegie Mellon 
University 

[16] 2015 K-means CWMF, QoS and 
Energy 
comsumption 

Energy consumption 
was reduced from 
9.99% on a hundred 
resources and 
11.02% on the 
tripled amount of 
resources 

Standard 
Performance 
Evaluation 
Corporation (SPEC) 

based on Table 2 and QoS is a metric that there is a lot of attention on it. But still, the 
development of such mechanisms with this intelligent scheduling abilities becomes 
subsequently more challenging and complex. 

2.3 Resource Allocation 

Resource allocation includes the assignment of available resources to the Cloud apps 
that needs them over the Internet. Resource allocation needs to be managed precisely. 
If there will not be, it will starve from services. That problem can be solved with the 
resource provisioning which allows the management of every module independently 
by the service providers. 

Liu et al. [18] proposed a framework that claims to solve the overall power man-
agement and resource allocation issues in cloud. It includes a tier for virtual machine 
global resource allocation to servers and for distributed energy management, a local 
tier. Except the improved scalability and the reduced action/state space dimensions, 
by performing local power management on the servers, it enhances the parallelism 
and it reduces the complexity computationally. In order the global tier problem to 
be solved a DRL technique is adopted. For the acceleration, a structure which has 
unique weight sharing was used. LSTM workload predictor helped power manager, 
without a model, based on Reinforcement Learning (RL) to determine a suitable 
action for the servers. 

For experimental purposes actual Google cluster traces were used. This frame-
work has this ability to save 53.97% energy consumption, with 95k job requests
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Table 3 Related work for Resource allocation 
References Year Prediction Model Metric Performance Dataset 

[21] 2020 Reinforcement 
learning 

QoS has 93.7% 
correctness 

RUBiS benchmark 

[20] 2018 Logistic and linear 
regression 

Response time 98% prediction 
accuracy 

DAS-2 dataset [22] 

[18] 2017 Deep reinforcement 
Learning 

Power consumption Reduced energy by 
16.20% 

Google 
cluster-usage traces 
[23] 

[24] 2013 SVM and KNN CPU utilization SVM outperforms 
KNN 

MediaPaaS platform 

in just 30-server cluster [19]. In the identical case, this framework gave the aver-
age per-job latency saving with the identical energy usage up to 16.16% , and the 
average power/energy saving with the identical latency up to 16.20%. According to 
their experiments they found that the proposed hierarchical framework significantly 
saved the energy consumption compared to the baseline with similar average latency. 
Moreover, in a server cluster, it could achieve the best trade-off among latency and 
power consumption [18]. 

Zhang et al. [20], proposed a model to analyze the resource allocation, which 
is a multi-dimensional problem. They proposed two algorithms for the resource 
allocation prediction by using logistic and Linear Regressions. They found out that 
the algorithm can provide a practical solution which is close to the optimal based on 
resource utilization and allocation accuracy. 

Chen et al. [21] proposed a new method which called PCRA. They used this 
method to efficient resource allocation and explore adaptive. The benchmark that 
they used is the RUBiS. From the results they understood that this method select the 
management operations with 93.7% accuracy. 

According to Table 3, despite the fact that resource allocation is considered an 
NP-hard problem, it is possible to do resource allocation predictions by using Linear 
Regression and the results can be really close to the optimal. 

2.4 Energy Efficiency 

Has become a major concern in data centers due to the environmental impact, costs 
and operational expenses that imparts as problems. The infrastructure still needs 
planning for the resources in order to address the energy wastes although it has been 
reduced a lot lately due to the utilization of best-practice technologies. The hardware 
devices and technologies have been improved based on energy consumption a lot but 
still some concerns exist to their usage [25]. 

Heath et al. [26] analyzed how to distribute the requests from clients to different 
servers in a cluster with heterogeneous form in which an optimal balance among
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Table 4 Related work for Energy efficiency 
References Year Prediction model Metric Performance Dataset 

[29] 2017 K-means energy saving, 
power consumption 

nearly 23% CNET 

[27] 2011 NN and Linear 
predictor 

RMSE RMSE for the LP 
.25 and for NN over 
8.00 

NASA and EPA 

[28] 2010 NN Energy consumption Rate power reduced 
by 46.7% on NASA 

CISRegistry 

[26] 2005 Model adaptive Less energy Their server 
conserves 45% more 
energy 

Microbenhmark 

energy savings and throughput will be considered. They designed and developed a 
cluster which can be configured itself in order metrics such as energy consumption 
to be optimized. Analytical models were used the distribution of requests and the 
resource utilization. Simulated annealing on request distribution was used to find 
the minimum ratio on power to throughput. This particular method appeared to have 
energy consumption savings more than 40%. 

Prevost et al. [27] presented a framework by combining stochastic state transition 
models and load demand prediction. It was used NN and linear regression models. 
They claimed that their model will lead to optimal cloud resource allocation by 
minimizing the energy consumed while maintaining required performance levels. 
Finally, they found out that from the simulations that linear predictor and NN seemed 
to have promising predictions for the future network loads. But the linear predictor 
eventually provided the most accurate results. 

Duy et al. [28] introduced a scheduling algorithm which also characterized as a 
green algorithm that uses a predictor for power savings based on NN in cloud. They 
have conducted various experiments with several simulation configurations. They 
concluded that the optimal configuration to assure service level is the prediction in 
addition 20% more servers. They proposed that the power consumption savings for 
PP20 mode can achieve up to 46.3%. 

Cai et al. [29] proposed the way to challenged problems of energy-efficiency 
in cloud. They used K-means model and methods of MapReduce model. From the 
experiments, they understood that the algorithm can save power consumption. After 
the 10 iterations of K-means algorithm seems that up to 5% savings can be accom-
plished and for the hibernation energy-based method 23%. 

In energy efficiency, the results are promising since helps to reduce energy almost 
by half by optimally configuring CPU frequency and propose the most energy saving 
configurations. Neural Networks is an efficient ML model in multiple datasets but 
the Linear Predictor is more accurate as it can be seen from Table 4.
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3 Datasets 

In the ML, the datasets are an integral part. Cloud every day produces tones of data 
from the resource management processes but it seems that there are not available 
open data to be used in the research. In the vast majority of papers that we analyzed 
we observed that tools generate mostly the datasets [11, 13] or they are internal 
datasets that are used. There are not so many open datasets for analysis purposes 
and that have been used in common research works in order to be able to have better 
performance metrics and comparisons. The open data mostly contains information 
which are traces and logs on the machine events, the requested resources, scheduling 
information, etc. Usually, these open datasets are provided by files but also some 
others by SQL scripts, BigQuery tables which facilitates the analysis. 

4 Discussion 

Machine Learning for cloud resources management is an issue that has been discussed 
for the last 10–15 years. As shown in Fig. 2, from 2009 to 2019, there is a steady 
increase in the number of papers related to the usage of ML in cloud computing, 
but in 2020 this steady increase has fallen. We believe that it may be correlated 
with the phenomenon of COVID-19 pandemic because it is something demanding 
and there are a lot of data available on it. So most researchers would like to deal 
with this issue as it is considered to be a pandemic and it has influenced all of the 
people’s lives this period. Also, due to cloud resources management which requires 
complicated decisions and policies for multiple objective optimization and therefore 
the effective resource management is challenging because of the scale of the cloud 
infrastructure. Based on the papers that are written in the field, seems that the large 
population of users combined with the unpredictable interactions of the system and 
the ML difficulties to integrate makes it challenging to solve such problems. An open 
challenge is also the data that is not easily accessed and available for the researchers 
to use them. It is observed that Machine Learning significantly helps to reduce energy 
consumption almost by half, by optimally configuring CPU frequency and providing 
the most energy saving configurations. Also, the results from Resource allocation 
predictions by using Linear Regression can be really close to the optimal. It can 
be concluded from most of the sections that Machine Learning is a really suitable 
solution in all of the cloud resources management fields. Mostly it helps with the 
prediction of future resource demands.
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5 Conclusion 

In this paper, we have tried to include the most important cloud resources manage-
ment issues that are handled by the Machine Learning paradigm showing promising 
results. In particular, we observed from the conducted literature analysis that Machine 
Learning is the most suitable solution in cloud resources management issues. The 
most popular models that are used, are the Neural Networks (NN), the Linear Regres-
sion (LR) and the Support Vector Machine (SVM). We concluded that the ML can 
provide feasible solutions that are very close to the optimal ones based on allocation 
accuracy, energy saving and resource utilization. Furthermore, we realized that there 
is a serious problem with the data that are available. Researchers have generated a 
variety of in-house data, but there are not available open data in order to be used 
in other researches and thus we cannot have sensible comparisons on them. The 
evaluation of several ML oriented methodologies for solving the cloud resources 
management issues and their comparison with popular non ML-based techniques on 
the same data constitute potential directions for future research. 
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