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Preface

The papers presented at the 3rd International Conference on Machine Learning,
Advances in Computing, Renewable Energy and Communication (MARC 2021) held
at Krishna Engineering College in Ghaziabad, Uttar Pradesh, India, on December
10 and 11, 2021, are compiled in this volume. The International Conference on
Machine Learning, Advances in Computing, Renewable Energy and Communica-
tion focuses on advanced research in the area of electrical and computer science
engineering and will provide a forum for sharing insights, experiences and interac-
tion on various facts of evolving technologies and patterns related to these areas. The
objective of MARC 2021 is to provide a platform for leading academic scientists,
researchers, scholars and students to get together to share their results and compare
notes on their research discovery in the development of electrical engineering and
high-performance computing. Numerous participants attended the conference, made
technical presentations and indulged in various technical discussions. The number of
paper published in this volume and the number of unpublished presentations at the
conference indicate the evidence of growing interest among students, researchers
and teachers in manufacturing and advanced computing. More than 270 research
papers were submitted, out of which 68 were accepted and presented along with a
brief report as an editorial.

We thank all the contributors of this book for their valuable effort in producing
high-class literature for research community. We are sincere thankful to the reviewers
to provide the all reviews/comments/suggestions in a short period of time.

We would like to extend our sincere gratitude to Springer LNEE for giving Krishna
Engineering College the opportunity and the platform to organize this conference
which helped in reaching out to the eminent scholars and the fellow researchers in the
field of electrical and computer science engineering and helping them in widening
the areas of the subject.

We express our sincere gratitude to our Patrons Dr. M. K. Singh, Krishna Engi-
neering College, Ghaziabad, Dr. Manoj Goel, Krishna Engineering College, Ghazi-
abad, Uttar Pradesh, and Prof. Sukumar Mishra, IIT Delhi, for their motivation and
support in hosting MARC 2021. Our sincere thanks and appreciation to our General
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Chair Prof. Bijaya Ketan Panigrahi, IIT Delhi, Dr. Shailesh Tiwari, Krishna Engi-
neering College, Ghaziabad, Uttar Pradesh, and Dr. Yog Raj Sood, NIT Hamirpur,
H.P., for their solid support blended with encouragement and incomparable motiva-
tions to achieve the remarkable milestone. We wish to acknowledge our gratitude
to Program Chair Dr. Durgesh Pant, USAC & USERC, Dehradun and Dr. Vinay
Rishiwal, M. J. P. Rohilkhand University, Bareilly set the tone of the conference at
the higher launch. We sincerely acknowledge all the keynote speakers for dissemi-
nating your knowledge, experience and thoughts. We also acknowledge Dr. Nuzhat
Fatema (UniSZA, Malaysia) for organizing a tutorial on Data-Driven Intelligent
Approaches for forecasting and sharing the knowledge, and experience. We express
our sincere gratitude to the management of Krishna Engineering College, conference
executive chair, publication chair and technical committee members for their kind
support and motivation.

We wish to thank our colleagues and friends for their insight and helpful discus-
sion during the production of this book. We would like to highlight the contribu-
tion, suggestion and motivation of Prof. Imtiaz Ashraf, Aligarh Muslim University,
India; Prof. M. S. Jamil Asghar, Aligarh Muslim University, India; Prof. Salman
Hameed, Aligarh Muslim University, India; Prof. A. H. Bhat, NIT Srinagar, India;
Prof. Kouzou Abdellah, Djelfa University, Algeria; Prof. Jaroslaw Guzinski, Gdansk
University of Technology; Prof. Akhtar Kalam, Victoria University of Technology,
Australia; Prof. Mairaj Ud Din Mufti, NIT Srinagar, India; Prof. Majid Jamil, JMI,
India; Prof. Majed A. Altotaibi, King Saud University, Saudi Arabia; Prof R. K Jarial,
NIT Hamirpur (HP), India; Prof. Rajesh Kumar, GGSIPU, India; Prof. Anand Parey,
IIT Indore, India; and Prof Yogesh Pandya, PIEMR, Indore, India.

We would like to express our gratitude and our love and affection to our family
members for their intense feeling of deep affection.

New Delhi, India Dr. Anuradha Tomar
UTM Johor Bahru, Malaysia Dr. Hasmat Malik
Ghaziabad, India Dr. Pramod Kumar

Doha, Qatar Prof. Atif Igbal
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Abstract Machine learning (ML) is the subcategory of artificial intelligence (Al),
which has the capability to imitate human behavior intelligently as per the task
performed by the human. In the modern time, any organization implements Al by
using ML so that system’s behavior of interchangeably and ambiguously is updated
automatically through the experience without any delay. So, current advances in
Al have involved ML. The ML starts with data (i.e., any kind of data starting
from primary to secondary data). These data are collected and preprocessed to be
used as training and testing the ML models being utilized for different applications
such as regression, prediction, forecasting, classification, clustering, management,
design, optimization, security, IoTs, health care, digitization, automation, control,
privacy protection and e-commerce. In this book, the applications Al, ML and its
advancement for different applications have been presented into different chapters,
including the state-of-the-art and implementation in the various research domains of
engineering and science.

Keywords Machine learning * Artificial intelligence + Data analytics - Renewable
energy * Advance computing - Diagnosis - Communication + Smart grid - Fault
detection - Prediction - Forecasting - Power system * Optimization *

Management - Safety analysis + Smart city - Electric vehicle - Energy storage *
Condition monitoring

A. Tomar
ICE Division, NSUT, New Delhi, India

H. Malik (<)

Division of Electrical Power Engineering, School of Electrical Engineering, Faculty of
Engineering, University of Technology Malaysia (UTM), Johor Bahru, Malaysia
e-mail: hasmat@utm.my

P. Kumr
Department of Computer Science & Engineering, KEC, Mumbai, India

A. Igbal
Department of Electrical Engineering, Qatar University, Doha, Qatar

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 1
A. Tomar et al. (eds.), Proceedings of 3rd International Conference on Machine Learning,
Advances in Computing, Renewable Energy and Communication, Lecture Notes

in Electrical Engineering 915, https://doi.org/10.1007/978-981-19-2828-4_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2828-4_1\&domain=pdf
mailto:hasmat@utm.my
https://doi.org/10.1007/978-981-19-2828-4_1

2 A. Tomar et al.

1 Introduction

The ML is the study of different computer algorithms which can enhance them-
selves through the experience and utilization of data properties [1-9]. Basically,
ML is a part of Al First time, ML was coined by Arthur Samuel in 1959.
Generally, ML algorithms create a model using data/training samples, which may
develop the model for different applications (i.e., forecasting, prediction, clas-
sification, clustering, regression, optimization, etc., in the engineering, science
and management domain of sentiment analysis, natural language understanding,
machine learning control, user behavior analytics, syntactic pattern recognition,
knowledge graph embedding, agriculture, structural health monitoring, natural
language processing, handwriting recognition, adaptive Web site, medical diagnosis,
astronomy, online advertising, software engineering, speech recognition, bioinfor-
matics, search engines, cheminformatics, insurance, citizen science, climate science,
linguistics, computer networks, computer vision, optimization, credit card fraud
detection, data quality, economics, financial market analysis, information retrieval,
machine translation, recommender systems, telecommunication, banking, theorem
proving, time-series forecasting, behaviorism, anatomy, affective computing, brain-
machine interfaces, DNA sequence classification, general game playing, internet
fraud detection, marketing, robot locomotion, machine perception and sequence
mining) without knowing system information [10-156]. For an example, the broader
way of the applications is as follows: (1) Application of AI, machine learning and
advances (AIMLA) in condition monitoring, fault detection and diagnosis domain
[10-69], (2) Application of AIMLA in prediction and forecasting domain [70-102],
(3) Application of AIMLA in power system/smart grid domain [103—138] and (4)
Application of AIMLA in other relevant domain [139—-156]. The subcategory of ML
is known as computational statistics, which is utilized for various applications but
not all [157]. In the enhancement and development of ML, a book was written by
Nilsson in 1960, which includes the application of pattern classification [158]. ML
approaches are conventionally classified into three broader categories (e.g., super-
vised [159, 160], unsupervised [161, 162] and reinforcement learning [163, 164]),
which depend on the nature of the system [1-9].

This edited book focuses on ML, advances in computing, renewable energy and
communication. It is a collection of sixty-eight chapters, which represent a few of
the state-of-the-art technologies in real-world applications such as: (1) computer
knowledge management, (2) VLSI circuit design, (3) IoT network security, (4)
healthcare system, (5) mask detection, (6) container culture, (7) speaker recogni-
tion/identification, (8) hospital management system, (9) Hadoop system, (10) V2V
communication, (11) satellite communication, (12) life cycle models, (13) disease
diagnosis, (14) wireless network, (15) PD analysis, (16) big data analytics, (17)
review data analysis, (18) solar energy forecasting, (19) image processing, (20) water
demand management and prediction, (21) safety analysis, (22) missing value evalua-
tion, (23) Maze problem solution, (24) privacy analysis, (25) smart city, (26) control
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system, (27) MPPT application, (28) ELD for clean energy, (29) Sentiment anal-
ysis, (30) EV applications, (31) ESS area and implementation, (32) PV system, (33)
energy management system, (34) fire detection, (35) generation and its management,
(36) optimization applications, (37) Al in administration, (38) smart house, (39) fore-
casting and prediction, (40) container-as-a-service, (41) hybrid renewable resources
implementation, (42) converters and inverters design, (43) e-commerce applica-
tion, (44) robotics and its uses, (45) mining cluster and analysis, (46) design and
development, (47) pandemic analysis, (48) human behavior analysis and detection,
(49) forgery detection, (50) cloud computing, (51) advancement and (52) renewable
energy management and harness.

In this chapter, Mitali Chugh presented a deep drive into a knowledge manage-
ment system for improving software processes and products. The author explores
the knowledge management literature, identifies the knowledge gaps and enhances
future research in this domain. Demonstrated results highlight how software process
improvement has been supported by knowledge management.

In Chap. 2, Kalivaraprasad, B. et al. presented an area and delayed efficient approx-
imate hybrid adder for VLSI circuit designs. The hybrid adder is implemented with
configurable levels of accuracy. The parallel prefix adder is designed and applied in
the proposed hybrid n-bit adder to minimize the critical path time.

In Chap. 3, Shilpa B. Sarvaiya et al. proposed an approach for improvement in
the security of IoT network using IP binding techniques. The proposed methodology
will help to cross-check the sender and receiver node which keep the security up and
maintain the variation in data handling.

In Chap. 4, Raveena Yadav and Vinod Kumar presented a healthcare system with
IoT wireless sensor network. The main aim of this chapter is to represent a review of
the smart healthcare system with researchers’ work in this field. Another objective
is to provide the role of sensors in this system.

In Chaps. 5 and 6, Arun Chauhan et al. and Avinashwar presented a comparative
analysis of face mask detection models. Authors tried to compare the different models
for the recognition of mask on the face using different real-world dataset.

In Chap. 7, Priyansh Pathak, Prabhishek Singh presented Kubernetes and docker
the star duo of container culture. This chapter focuses on two major stars of the
virtualization world Kubernetes and Docker. The paper gives an insight in the beauty
of the world of containers, Kubernetes and Docker; it is an exciting journey through
the topic of container orchestration and creation.

In Chap. 8, Atul Sharma and Sunil Kumar Singla presented a robust gender iden-
tification system for speaker recognition using linear discriminant analysis stepwise
dimension reduction using linear discriminant analysis stepwise dimension reduction
(LDASDR) which is based on a well-established feature selection algorithm called
linear discriminant analysis stepwise feature selection (LDASFES). Three different
feature sets, namely acoustic and cepstral, have been separately used for the neural
network classifier’s input.

In Chap. 9, Rekha S. Dange and Bharati B. Sayankar presented the cloud-
integrated hospital allotment system for dynamic patients integrated with IoT.
Authors are proposing a review work of the cloud-integrated automatic hospital
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and patient monitoring system to make life easy for doctors and patients for live
tracking of all the individual prospects of critical patient health data.

In Chap. 10, Maithri. Using a MapReduce approach for large datasets, C and
Chandramouli proposed an agglomerative hierarchical clustering with parallel imple-
mentation. It divides the dataset into data blocks; each is classified into groups on
different distributed data nodes of the Hadoop MapReduce with agglomerative hier-
archical clustering method. The significance of the approach provides in clustering
model over distributed environment for large data analysis.

In Chap. 11, Vinod Kumar et al., reviewed Vasudev et al.’s protocol and find
some of the design flaws and security features like forward secrecy, vehicle server
impersonation attack, insider attack and others weaknesses.

In Chap. 12, Mukesh Kumar Mishra and Priyanka Ahlawat reviewed different
schemes and mentioned that the authentication of a satellite is done and key
generation for the satellite and updating of the key and privacy and integrity is
maintained.

In Chap. 13, Mitali Chugh presented a survey-based study that was carried out in
software engineering organizations in India. Initially, the study introduces the preva-
lent software development life cycle models followed by the empirical results of the
survey that have significant takeaways for the practitioners in software organizations.

In Chap. 14, Sirineni Harshitha et al. focus on early recognition, anticipation
and therapies of genuine illnesses like bosom malignancy, Parkinson’s and diabetes.
The assessment of malignancy by exploring histopathological pictures personates a
genuine part in the patient’s turn of events, and deep learning strategies are utilized
to get a bunch of boundaries from images used to construct convolutional networks.

In Chap. 15, Ashutosh Kumar Choudhary and Surendra Rahamatkar presented
the certificate issuing protocols along with their respective predictive and classifi-
cation engines. The statistical performance comparison between these algorithms to
conclude the best available trust-establishment techniques in a given network.

In Chap. 16, Kajol Chaudhari et al. presented the comparative investigation and
determination of partial discharge source using a self-organizing map and K-nearest
neighbor methods of artificial neural network.

In Chap. 17, Yogesh et al. mainly focused on the different privacy and security
issues and probable solution for that. Big healthcare data has substantial ability
to enhance and improve the patient’s condition for the medical outcomes, expect
outbreaks of epidemics, advantage precious insights, keep away from preventable
diseases, minimize the price of health care and enhance the high-satisfactory life in
general.

In Chap. 19, Neeraj, Pankaj Gupta and Anuradha Tomar compared the capability
of the recurrent neural network (RNN) and long short-term memory (LSTM) in the
form of accuracy. The short-term solar energy generation can be accurately estimated
using RNN and LSTM models. RNN and LSTM models were trained to predict solar
energy generation in Airport Depot, Delhi, India.

In Chap. 20, Deepti Vadicherla and Vijay Gadicha presented some of the recent
research articles on crack detection and reviewed and checked their feasibility toward
the crack detection task.
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In Chap. 21, Dr. Priyanka Ahlawat presented an improved algorithm, allowing
the network designer to further endure a better number of adversarial attacks. It is
done by compromising a link where the keys used in the communication link have
been eavesdropped by the attacker during eavesdropping.

In Chap. 22, Shashi Bhushan proposed a hybrid approach-based convolutional
neural network (HABCNN) for liver tumor segmentation, which has been mathe-
matically modeled to resolve the issue of cancer detection. The kidney and spleen
are segmented initially. After cancer tissue segmentation, GLCM was used to extract
features from tumor parts. The modern segmentation approach should ensure that the
precise boundary structure of the cancer area is known so that important information
can be better diagnosed.

In Chap. 23, Shashi Bhushan presented demand assessment in the water appro-
priation network, which gives significant information to checking and controlling
frameworks. The LSTM forecast is utilized to study consumption and absolute
requirement.

In Chap. 24, Dhanvanth and Rohith Rajesh presented the prediction of accidents
in an upcoming race, data visualization using plots to draw meaningful inferences
and logistic regression to predict the winner of a race.

In Chap. 25, M. Chenna Keshava et al. presented a missing person identifica-
tion framework is implemented, which combines an effective CNN-hinged deep
learning strategy for feature extraction with KNN and SVM classifiers for categorical
classification.

In Chap. 26, Harshak Krishnaa et al. proposed a genetic algorithm framework to
solve the two-dimensional toy maze problem. The proposed framework is named
as GAmaze. The novelty of GAmaze lies in the way it updates the population from
generation to generation. The GAmaze uses fitness information of the candidate
solutions to optimize the individuals’ learning capacity and make them reach the
final goal by making them understand how to overcome obstacles and find a path.

In Chap. 27, Vibhor Sharma proposed a novel secure vector product for protecting
data privacy in vertically partitioned dataset. The proposed bottom-up approach
results in comparison with the following sequential approach.

In Chap. 28, Neeraj Chugh presented the trending and highly cited topics in
anomaly detection for IoT-enabled smart cities from 2011 to 2020 and identify the
trends in this field. The future works can conduct bibliometric analysis periodically
to comprehend dynamics in the studied area and present a comparative account with
the result set of the current study.

In Chap. 29, Shafqat Nabi Mughal et al. proposed a method to create an accu-
rate and efficient MPPT algorithm for peak power extraction based on artificial
intelligence (AI). In this study, a photovoltaic system is modeled and simulated in
MATLAB using Perturb and Observe and the proposed fuzzy logic-based controller.

In Chapter 30, Prashant et al. developed a GA-based multi-objective method for
solving load dispatch problem in a cost-effective way. The existing methods involve
more cost for both thermal and solar generating units. In order to overcome such
issues, genetic algorithm is applied.
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In Chap. 31, Sachin Pachauri et al. discussed the notion of WPT and modern inno-
vations that have made human life more meaningful. New wireless power technology
scopes are now available, and they are in fierce rivalry with one another.

In Chap. 32, Kiran Deshpande et al. discussed the comprehensive performance
evaluation of novel big data log analytic framework. This approach gathers and
analyzes raw heterogeneous log data relating to vital IT infrastructure within the
educational organization and is addressed in this chapter.

In Chap. 33, Sandeep Kumar et al. reviewed and resolved an issue with the MOOC
courses review rating that it has never been addressed previously as per best of our
knowledge.

In Chap. 34, Tina et al. proposed neural augmentation with the inbuilt concept of
meta-learning which will be helpful in the automatic training of appropriate augmen-
tations in the deep neural network. Meta-learning framework in the deep learning
model leverages to self-learn new tasks that embrace a wide spectrum for learning
techniques in the neural network.

In Chap. 35, Dogga Raveendhra et al. discussed the effect of the parasitic compo-
nents of motor on CMYV is successfully investigated in three-phase ZSI fed IM drive.
For the investigation of various parameters related to common mode voltage effects,
simulation model has been established by considering various practical parameters
such as parasitic capacitances between various parts of induction motor such as stator
to frame, stator to rotor, rotor to shaft and shaft to ground.

In Chap. 36, Harish Pulluri et al. proposed a hybrid technique to solve DED. When
used as a search level, the basic genetic algorithm (GA) takes longer to get nearly
optimal results. The proposed technique uses a three-parent crossover and diversity
operator resulting in increasing the potential for both exploration and exploitation of
the algorithm technique.

In Chap. 37, Dogga Raveendhra et al. presented a solar-powered battery-assisted
remote area power system (RAPS) that employs a single-stage power conditioning
unit. This chapter discusses and involves comprehensive mathematical modeling of
power converters and their various modes of operation and design guidelines.

In Chap. 38, Dinanath Prasad et al. discuss and open about the involvement of
multi-string solar photovoltaic system (SPPV) in grid-connected systems. Solar-
powered plants can be used to supply domestic needs as well as surplus can be fed
to utility grid when not in use. Grid-connected systems are controlled solar strings
feeding the utility grid.

In Chap. 39, Amisha Srivastava reviewed the various aspects of energy manage-
ment, viz. home energy management system, building energy management system,
advanced metering infrastructure, electric vehicle and demand side energy manage-
ment system.

In Chap. 40, Malti Gautam Singh and Sharini Rithigaa et al. proposed a system to
design low-cost and effective detection and prevention system using GSM modules.
This proposed system can quickly detect forest fire at the initial stage.

In Chapter 41, Sonali Vyas et al. discussed the concept of sustainable IT ecologies
ensuring need-centered administration of resources at both supply and demand end
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plus the implementation concept of urban energy management system with the help
of resource microgrids.

In Chap. 42, Gagandeep Kaur et al. proposed an optimal and efficient consumption
of distributed generation using sift computing techniques.

In Chap. 43, Muskaan nagpal and Richa mishra discussed implementation of
various algorithms on CIFARIO dataset was related to the time taken by the
algorithms for training as the size of the dataset is huge.

In Chap. 44, Nishu Bansal and Swimpy Pahuja reviewed different anomaly
detection strategies that have been presented in recent years. This overview assists
the reader in gaining a fundamental understanding of anomaly detection and the
strategies available to identify it.

In Chap. 45, Bandana et al. presented a work that conducts a feasibility assessment
and size optimization of a grid-connected solar photovoltaic/biomass/biogas/battery-
based hybrid system for a village in India for supplying continuous energy at a
minimal cost. The PSO technique has been implemented for reducing the cost of the
developed hybrid system.

In Chap. 46, Meet Vasani et al. proposed prediction system that considers various
parameters such as English language score, university rank, statement of purpose,
letter of recommendation, cumulative grade point average and research experience
for predicting the chances of admission in a university using ensemble model.

In Chap. 47, Priyanka Malhotra et al. proposed IoT-based innovative door system
that provides detection of the symptoms of COVID-19 or other viral infections and
controls the outbreak of infection. The intelligent door system facilitates testing the
symptoms like fever or high temperature and helps maintain social distancing. An
automatic door opening system helps in contactless operation.

In Chap. 48, Archana Yadav et al. presented a comprehensive survey of work-
load prediction approaches in cloud environments. It also highlights the emerging
challenges like resource wastage, excess power consumption and quality of service
violations, etc.

In Chap. 49, Anshita Malviya et al. presented a survey on containers and
its architecture and how containers are better than virtual machines for software
development.

In Chap. 50, V. Sowmya Sree and C. Srinivasa Rao presented the performance
analysis of DPFC when operating with and without genetic algorithm-based fuzzy
logic controller, and the simulation results are validated using MATLAB/Simulink
software.

In Chap. 51, Shital Pawar and Suhas Patil presented a machine-to-machine
communication of industrial [oT system for MQTT protocol with one case study. To
estimate the performance of the IoT applications, we have also represented the delay
model for M2M communication of IoT applications.

In Chap. 52, Prashant et al. proposed a viable alternative strategy for battery
charging employing a non-isolated bidirectional converter connected with a solar
PV system. This chapter concludes that a bidirectional converter can work as an
alternative for the charging and discharging of the auxiliary power supply.
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In Chap. 53, Tanushree Sanwal and Puja Sareen discussed an endeavor to
examine the relationship between stress, organizational performance and social intel-
ligence. This chapter also analyzes the significance of ergonomics in prevention and
management of stress.

In Chap. 54, Aashi Pathak et al. presented imputing missing data in electronic
health records which shows how the medical data is collected, how it travels through
various layers and how to deal with the data that has missing values. All the tech-
niques’ accuracy has been mentioned in the chart and table. It is observed that the
machine learning approach is better than the statistical approaches.

In Chap. 55, Garima Jaiswal et al. reviewed the work done by the researchers
to detect document forgery through source printer identification, verifying identity
documents and signature. This study analyzes the machine learning and deep learning
approaches, results, datasets, and limitations used to detect document forgery for each
domain.

In Chap. 56, Rajesh et al. proposed a hybrid model for deep fake detection
(HMDD), which aims to achieve better classification using simple deep learning
models and learn a considerable number of features with the same efficiency
throughout.

In Chap. 57, Hardik A. Gangadwala et al. presented a comparative study of K-
means and fuzzy C-means methods. These methods offer an adequate and precise
investigation of proxy server log. The least distance between clusters is calculated
with the aid of using the Euclidean distance equation.

In Chap. 58, Deepti Prit Kaur et al. discussed the meta-analysis of students’
learning in the theoretical course on “Basics of Electronics Engineering” integrated
with virtual lab sessions through remote experimentation.

In Chap. 59, Naveen and Uttam Sharma lighten up some well-known and newly
discovered security threats. We have provided a collective package of machine
learning algorithms that possibly reduce the vulnerability to some extent.

In Chap. 60, Aylapogu Pramod Kumar proposed level shifter which can convert
voltages between 0.5 and 1 V. In 45 nm technology, the result was accomplished
with the help of a cadence tool. At 45 nm, the projected idea may run at a reduced
fixed energy of 3.26 pw.

In Chap. 61, Aashi Pathak et al. discussed four popular missing data imputation
algorithms: expectation—-maximization (EM), MICE, KNN imputation and mean
imputation based on the available data. As KNN proves to be the most robust and
most efficient technique to impute the missing data in health care, it gives the highest
accuracy on the dataset that has the missingness ranging from 2 to 82%.

In Chap. 62, Shreya Biswas et al. reviewed the most recent work done in predicting
personality using MBTI from 2010 to 2020. This chapter gives a literature review
comparing and contrasting all these works based on parameters like dataset used,
algorithm used, feature extraction method used and limitations.

In Chap. 63, Anuj Rani et al. discussed multiple image forger detection algorithms
are evaluated to check their efficacy using their detection accuracy and execution
time. Discrete wavelet transform (DWT) is used for image decomposition at the
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preprocessing stage. This work aims to suggest a best copy—move forgery detection
algorithm among SIFT, SURF and KAZE.

In Chap. 64, Umang Kant and Dr. Vinod Kumar presented the way in which the
Internet of things (IoT) based cloud-centric framework for weight management. This
cloud-centric proposed framework uses predictive computing to analyze the physical
activities and the dietary intake of the registered users.

In Chap. 65, Ashish Tiwari discussed the efficient cloud orchestration services
in computing. The research may be increased by using machine learning languages.
The use of a genetic algorithm makes the work stronger to get the performance of
this research work.

In Chap. 66, Jainendra Singh and Zaheeruddin proposed an algorithm to make
gathering and transmitting of data more energy efficient. The proposed protocol,
energy efficient cluster-based data aggregation (EECDA), will help to increase
network lifetime by ensuring uniform distribution of energy among the nodes.

In Chap. 67, Rishabh Singh discussed the hyperspectral imaging approach to
detect document forgery through ink mismatch detection. The proposed system
utilizes PCA to handle multiple dimensions in HSIs. The method is applied to
the UWA writing ink HSI (WIHSI) database. The results are compared with the
state-of-art results that prove the proposed approach’s potential.

In Chap. 68, Jitendra Rajpurohit and Tarun K. Sharma proposed a modified
variant of JSO called greedy jellyfish search optimizer (GJSO). GJSO changes the
current ocean movement of JSO and adds greedy behavior in the search process. The
proposed variant has been tested on 20 diverse functions. The results are compared
with two other peer algorithms. The results show the superiority of the proposal over
unimodal functions and comparative performance over multimodal functions.

In conclusion, editor(s) express their gratitude to many people whose continuous
support and coordination have made this book production successful. As editors, we
especially thank the authors for their contributions. We are grateful to the reviewers
for their valuable comments and prompt responses. We sincerely thank the Springer
Nature and staff for their immense support and guidance during this book’s complete
process.
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A Deep Drive into Knowledge M)
Management for Improving Software T
Process and Product: Visions

and Research Directions

Mitali Chugh

Abstract Software engineering organizations strive to develop the high-quality soft-
ware. To accomplish the goal of the developing a high-quality software, the software
process has to be improved. To facilitate the improvement of the software process,
knowledge management plays a significant role, and the comprehensions on knowl-
edge management studies explore the different perspectives to enhance the software
process. Up to the present time, little research has revealed how knowledge manage-
ment initiatives are important to enhance the development process to further improve
the software product. This research appraises the literature on software development
by centering and inspecting knowledge management visions in software develop-
ment to address the stated research gap. Specifically, the aim of the present work is
to explore the knowledge management literature, identify the knowledge gaps, and
enhance future research in this domain. Our findings highlight how software process
improvement has been supported by knowledge management. It also put emphasis
on the prominence of information technology for knowledge management.

Keywords Knowledge management - Research directions - Software process
improvement * Software product

1 Introduction

Nowadays, software development initiatives in software engineering (SE) organiza-
tions are highly knowledge intensive. Knowledge sharing in the organization must
be carried out in an efficient and cost-effective way for improved software quality
in terms of product as well as services. The knowledge-intensive software develop-
ment efforts pose attention-grabbing challenges for organizations. KM is an enabler
in the life cycle for development of software from requirements elicitation, to coding
and testing, to software implementation and maintenance; it even extends to the
improvement of practices of software development. KM is a team effort and involves
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the coordination and integration of several sources of knowledge; a company needs
to keep track of continuously growing knowledge. If organizations do not manage
this continuously growing knowledge efficiently, the strength of such knowledge is
compromised, and it becomes a problem rather than an advantage. IT-based solu-
tions that support KM must be aligned with software developers’ requirements to
provide the correct solutions to problems when knowledge seekers require them.
The research in the area of KM for improving the software process is significant for
the SE organizations to gain the competitive advantage in the dynamic market. The
present is intended to guide the research directions in the sphere of KM for enriching
the software process. The paper comprises the sections as: Sect. 2 discusses the
problems in the SE domain. Section 3 includes the insights on the role of KM in
software development process and information technology (IT) a facilitator for KM
when employed for enhancing the software process. Section 4 is about the research
directions and concludes the study.

2 Problems Related to Software Engineering

The term ‘Software Engineering’ was introduced in 1968 at a North Atlantic Treaty
Organization (NATO) conference in Germany. It mainly focused on exceeding the
software project budgets, time, and tarnished functionality—‘software crisis’. In
effect, SE has proved to be quite dissimilar when compared with other disciplines of
engineering because of its unkind nature [1]. The researchers and practitioners are
working for a long time to overcome the problems in development; however, there
is still a need for more studies to address the stated issues. It is always a challenge to
anticipate the concerns for the development of software without practically doing it,
and the fast introduction of fresh technologies makes software maintenance difficult.

2.1 Those Who Forget History Are Doomed to Repeat It!

SE is multi-faceted, involving individuals functioning in various phases. Ongoing
technology advancements mean that work is no longer static; fresh problems arise
and are resolved; diversification takes place, and banks of knowledge are created each
day. Organizations face difficulties in keeping track of new knowledge; the danger
is that knowledge is rarely captured and stored in order to acquire benefits in new
projects to escape postponements and overruns in budgets in the projects. Software
engineers and stakeholders working on related or similar projects do not realize that
better and faster outcomes could be attained by studying the practices adopted in
preceding projects [2]. Software engineers know very well that their efforts are not
retained due to a deficiency of knowledge sharing within the organization, and as
a result, they have to work on each problem from scratch [3]. Many researchers in
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literature infer that software engineers do not learn from the knowledge acquired in
earlier projects and constantly repeat faults in software development projects [4-6].

2.2 When Employees Leave, What Do We Lose?

Maintaining a high level of organizational knowledge is quite significant. This is
challenging for SE organizations given that they are human and knowledge intensive
[7]. In SE organizations, software development practices and procedures are depen-
dent on the software engineer’s knowledge about these practices. When software
team members leave their posts, companies fail to store the institutional knowledge
that they carry away with them; in various software companies, there is an absence
or shortage of adequate transference sessions to stem the loss. The problem is that
knowledge is possessed by the organizational teams and not by the organization.
Therefore, knowledge gaps occur when personnel change jobs; the concern becomes
more critical when the member leaving the organization is the only expert in a
particular field. Moreover, when a team comprises members who belong to different
departments, as happens in most SE organizations, the team is dissolved after the
project is complete; the acquired experience and knowledge leave the organization
without being stored in the organizational repository.

2.3 Cultural Issues and Inadequate Communication

Software development involves the association and interaction of people from diverse
cultural backgrounds. Cultures vary in several perspectives, leading to potential diffi-
culties in structural approaches; these may include hierarchy, sense of time, and
methods used for communication [8]. Many individuals consider such variances
enriching; however, misunderstandings can arise, particularly among those who do
not know each other well. Software development, especially during its inception
phases, requires a lot of communication [9]. Communications can be formal or
informal. Formal communications require a clear interface for crucial software devel-
opment tasks like project status updating, discussion of project issues, allocation of
tasks for different phases, and project deadlines. An interface that is unclear results
in time delays and lets the problem fall through the cracks [10].

3 Insights from the KM Literature

Having explored the problems of software engineering, it is evident that KM forms
an important practice for SE organizations. Therefore, now, we present insights on
the associations for KM with software product and process along with the role of IT
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Table 1 Scheme for literature review

S. No. | Study dimension Areas covered

1 KM and software product Knowledge evolution and management,
knowledge sharing

2 KM and software process improvement | KM in requirement analysis, coding, testing,
and maintenance

3 IT as a facilitator for KM and SPI Role of IT as a catalyst in different empirical
studies

for facilitating the KM. To review the literature, the following scheme is followed
(Table 1):

3.1 Knowledge Management and Software Product

KM facilitates software organizations by offering creation, storage, retrieval sharing,
and application of knowledge through methodical procedures. Scholars in their quali-
tative and empirical studies have mentioned that use of KM practices and procedures
expedite development of unswerving, cost-effective, functional, and maintainable
software products.

A study related to knowledge evolution management for software product lines has
been carried out by Abbas et al. [11]. They explore how a software product line could
get advantage from fresh knowledge emanating from diverse source activities and
articles at run time. They present the idea that products self-optimize by sharing the
knowledge at run time, hence improving the quality faster as compared to traditional
software development.

The research work in software organizations of Iran led by Khosravi et al.
[12] suggested a structure to improve the novel software product performance and
moderate its budget. KM procedures and approaches constrain knowledge loss and
facilitate to share knowledge sharing among software developers for decreasing
budgets and tackling faults. The view is supported by Serna et al. in their study
[13]. Table 2 presents the summary of KM and software product studies.

3.2 KM and Software Process

In the last decade, SPI has gained momentum in the software development organiza-
tions. Accordingly, there has been a proliferation of models and initiatives focused
on the growth of SPI initiatives as the IDEAL model, the CMM model, and SPICE.

The SPI literature incorporates proof of successful organizations and SPI program
reports, e.g., Motorola [14], Hughes [15], NASA [16]. The SE professionals have
always shared the significance of knowledge related to development aids SPI, and
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Table 2 Summary of knowledge management and software product
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Reference

KM aspect covered

Findings

Conclusion

Abbas et al. [11]

Knowledge evolution
management

Software product line
could get advantage
from fresh knowledge
emanating from
diverse source
activities

Khosarvi et al. [12]
and Serna et al. [13]

Knowledge sharing

KM procedures and
approaches facilitate

The various aspects of
knowledge
effect/enhance the
quality of the software
product

developers and
enhance software
product

developers acquire knowledge to deal with faults from former development practices
[17].

Mitchell and Seaman examined the knowledge usage and recommend that elimi-
nation of interruptions to knowledge flow facilitates SPI. This study was conducted
with regard to the budgets and schedule overruns that keep on afflicting software
engineering [18]. Their results present that knowledge flow limitations once elimi-
nated reduce the period to complete a software engineer’s tasks, support in achieving
targets, and enhance quality of process. SPI is the outcome. Schneider et al. present
that in software development, the requirements are not distinguished nor imple-
mented accurately on the grounds that the process for the most part is influenced by
human knowledge [19]. To tackle the issue, the authors distinguished the strategies
related to the knowledge creation theory by [20] and examined how they help in
dealing these issues.

Serna et al. have proposed KM methodologies in the stage of requirement analysis
[13]. De Souza et al. narrate KM advantages in testing phase of software, putting
forward that software testing is facilitated by KM and is an imminent research field
[21]. Itkonen and Lassenius have put forward the role of tester’s knowledge in an
empirical study [22].

Other studies converse about the implication of KM in software maintenance and
evolution [23-25]. Table 3 presents the summary of KM and SPIL.

3.3 IT—An Enhancer in KM Initiatives for Software Process
Improvement

Mehta et al. empirically studied IT effect on knowledge exchange. Their results
reveal that knowledge exchange is facilitated by IT use as compared to knowledge
combination. The reason for this outcome is that knowledge combination involves
more application. Hence, the team members come together to talk over strategies,
something that is hard to assist through IT [27].
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Table 3 Summary of KM and SPI
Reference Focus of the work Findings Conclusion

Schneider et al. [19]

Studying the effect of
knowledge creation
theory for distinguishing
and implementing
requirements accurately

The knowledge creation
strategies in software
projects help to manage
risk in KM

Itkonen and Lassenius
[22]. DeSouza et al. [26]

To study KM initiatives
facilitate software-testing
phase of software
development

KM facilitates
software-testing phase

Serna and Serna [23],
DeVasconcelos et al. [24]

To study implications of
KM in software
maintenance and
evolution

KM is vital procedure to
support software
maintainers

Mitchell and Seaman [18]

To study application of
KM at project level in
context of budget and
schedule overruns

Elimination of knowledge
flows reduces time to
complete software
development tasks and
enhances quality of
process

Serna et al. [13]

Methodologies of
knowledge management
in requirement
engineering

Social cooperation
practices and artificial
intelligence for
knowledge creation
upgrade the requirement
engineering process

Khalil and Khalil [25]

To present the theoretical
model on KM for the
agile software
development
organizations

Present insights on KM
for agile software
development including
continuous
communication, iterative
development, knowledge
repositories, and
engineering practices

Moreno and Cavazotte mention maximum KM initiatives include the application
of KMS. KMS is planned and created to upgrade the organizational procedures of
knowledge management. This enables employees to access knowledge needed to
make decisions and carry out their tasks. The general merits of KMS are typically
identified with improvements in adaptability, creativity, responsiveness, decision-
making, and efficiency. The model presented in the study involves a systematic
empirical investigation and incorporates critical factors backing the success of KM
initiatives and efficient usage of KMS [28].

In an empirical investigation, Merlo provides a distinctive comprehension into
KM practices among IT experts concerning KM usage in the southern United States.
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They state that the KMS usage in organizations is vital in the management of knowl-
edge [29]. Santoro et al. in their empirical study in Italian firms concluded that KMS
facilitates utilization of internal and external knowledge flows. The information tech-
nology technique used in this study is Internet of Things (IoT); this fosters knowl-
edge flow in the organization [30]. Kumar and Srikant emphasize that the readiness
of novel IT, above all the World Wide Web, has been influential in catalyzing the
KM. IT, if well-resourced and applied, offers a wide-ranging knowledge base that is
promptly accessed, collaborative, and of immediate worth to the SE organizations
[31, 32]. Table 4 presents the summary for role of IT as an enhancer between KM
and SPL

Table 4 Role of IT as an enhancer between KM and SPI summary

Reference Focus of the work Findings Conclusion
Mehta et al. [27] Empirically investigate | Knowledge exchange is | KM phases are
the effect of facilitated by IT use as | facilitated by IT
information technology | compared to knowledge
on knowledge combination
exchange and
combination

Moreno and Cavazotte | To design a model for | The model presented in
[28] KM facilitated by IT the study involves a
systematic empirical
investigation and
incorporates critical
factors backing the
success of KM
initiatives and efficient

usage of KMS
Merlo [29] Investigating KM The effective use of
practices among IT KMS in organizations is
professionals decisive in the
management of
knowledge
Santoro et al. [30] An empirical study to | IT is a necessity for
investigate KMS increasing

facilitate exploitation | innovativeness in the
of internal and external | organization and KMS
knowledge flows as an enabler for KM

Kumar and Srikant [31] | The study presents the |IT offers the channel of
role of IT as a catalyst | IT in KM in

for KM organization for
evolving business
competitive advantage
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4 Conclusion

Complex software projects require innovative solutions to match the requirements
of an increasingly unsettled business environment. The comprehensive work in this
paper has created future research themes mentioned in this study for IT and KM
association that influences software process improvement. The theme of KM for SPI
and enhancement of software quality has received scant attention in the literature.
Particularly, it intends to present research gaps that can help to develop a tentative
model to describe the roles of KM and IT in the perspective of development process
and product. The study can be enhanced by conceptualizing and empirically vali-
dating the research model. This comprises testing for the direct relationship between
KM and SPI, KM and software product, and KM and IT. Our study contributes to
academia and practice in the following ways. (i) It articulates the research gaps to
investigate KM in SPI and software products and (ii) the role of IT in promoting KM.
The articulation of these areas builds a spur for accelerating and directing research
in these areas that will assist to establish an acknowledgment of the KM discipline
within SE research in the future.
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Abstract Over the last few decades, a wide range of solutions for the problems had
been obtained using approximate computing in prior work; the RCPA was used, and
it was used in this work as well. In RCPA, signal with input carry is more significant
than the output carry. In the presence of delay changes, this type of carry propagation
provides more stability. Three implementations such as various amounts of delay,
power energy, and accuracy are used. In our paper, the hybrid adder is implemented
with configurable levels of accuracy. The parallel prefix adder is designed and applied
in proposed hybrid n-bit adder to minimize the critical path time. This proposed adder
is compared to other defined adders in the literature as well as other state-of-the-art
known adders. The adder is implemented in this paper has more speed. The synthesis
and simulation are done in Xilinx ISE 14.7 version tool.

Keywords RCPA - Energy efficient + Accuracy + DSP - Adders

1 Introduction

Adder blocks are capable part components in DSP systems arithmetic units; they
consume a lot of energy with power by frequently producing hotspots on the die
[1, 2]. These facts prompted the use of approximation computing [3, 4] to realize
this component. Prior research on approximate adders focused on error weight and
probability reductions [1, 2, 5]. The principal objective in the design is to mini-
mize the power consumption with good rapid speed. For precise processing units, an
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improvement in speed usually comes at the expense of increased power consump-
tion. One strategy for increasing both power and speed is to compromise precision
in computing. In situations, where some inaccuracies are acceptable, an approxi-
mate computing approach can be used. The major design goals for these adders
are to reduce the summation error probability as well as the power and delay [6—
10]. The RCPA (Approximation reverse carry propagate adder) is a digital signal
processing approximate adder that performs addition operations. An increase in
speed for precise processing units usually comes at the expense of greater power
consumption. Compromising computer precision is one way to increase both power
and speed. This method is successful. In applications where some inaccuracies are
acceptable, approximate computing, such as RCPA, can be used. The major objective
to be done is to minimize the latency and error rate of traditional adders while also
reducing the power consumption of the supplied adder using RCPA. The motivating
reason is to implement a large number of complex components on a chip. The goal
of this work is formulated to design a well-defined adder with compact delay, area,
applied in applications that uses images.

The paper is organised as follows: Sect. 2 is related to works regarding the approxi-
mate adder, and various n-bit hybrid approximate adders over a decade are illustrated.
In Sect. 3, the RCPA and various approximate adder cell that are used in existing
design that will briefly tell about the modified n-bit hybrid adder and also about
parallel prefix adder. The results and discussion are done in Sect. 4, and finally, we
will conclude the paper and provide a future scope in Sect. 5.

2 Related Work

This section discusses approximate computing approaches that have been used in
a number of applications. The adder’s least significant (LS) and most significant
(MS) parts were independent of one another under this approach, and the MS part’s
carry input was zero. In [11], a segmented approximate adder with a carry speculation
structure was proposed as a way to improve accuracy. Furthermore, an error reduction
unit was employed to lower the adder’s error.

3 Novel Proposed Method

They created a new reverse carry propagate adder of three different designs in the
existing approach. They have also created a hybrid approximate adder to lower the
error rate in real-world applications. The hybrid adder is made up of two adders; one
is a reverse carry propagate adder (RCPA), and other is traditional ripple carry adder
[8]. This work implements an n-bit-modified hybrid approximate adder. To address
the existing flaw, the ripple carry adder is replaced with the Han Carlson adder. The
modified approximate hybrid adder has less critical path delay (Fig. 1).
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Fig. 2 Han Carlson adder with carry generation stage

Instead of employing the ripple carry adder, the Han Carlson adder is used in the
modified design. The Han Carlson adder significantly reduces latency, with increased
operating speed and accuracy [9]. The addition action in a parallel prefix adder is
accomplished in three stages: preprocessing, carry generation, and post-processing.
The propagate and generate values are implemented in the same way as the carry look
ahead adder in the preprocessing step. For each input, these propagate and generate
values are calculated and sent to the next stage (Figs. 2 and 3).

pi=A ®B; 3

G; = A;B; 4)

In carry generation stage, the stages are same for all parallel prefix adders. For
each parallel prefix adder, the carry generating step has a different structure. The
stage is implemented by using black cells and gray cells to obtain carry. The carry
generation stage of Han Carlson adder is shown in Fig. 5.

In this process, final sum of the adder is calculated. XOR (Exclusive OR operation)
is performed between the propagate values and previous stage carry values. The
logical expression is shown below [10-14].
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Si=P&C (5)

4 Results and Discussion

This part explains about the simulation results.

The diagram shows the RTL schematic view of 16-bit RCPA Design-1. Itis having
two inputs, namely a and b of 16-bit each and two outputs sum(s) and carry. In this,
carry output is taken as last bit of sum (S16). Figure 4 is the schematic view of the

RCPFA16bit d1
a(150) N _s(16:0)

b(15:0)

A A
RCPFA16bit_d1

Fig. 4 RTL schematic view of RCPA design 1 with 16 bit
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RCPFA16bit_d2:1

RCPFA16bit_d2

Fig. 5 RTL schematic of proposed design 2

16-bit ripple carry parallel adder design which is having two inputs and one output
having 16 bit, respectively.

The proposed design of RTL schematic is shown in Fig. 5. The results of the
multiplier are shown in Figs. 6, 7, and 8.
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Fig. 8 Simulation output of 16-bit RCPA d3 for a given inputs

5 Conclusion and Future Work

The n-bit hybrid adder is implemented with approximation in the lower side and
correct addition in the higher side The parallel prefix adder is used to improve the
performance of the n-bit hybrid adder in terms of area and delay instead of Han
Carlson adder. In future work, the proposed modified hybrid adder can be used
for real-time applications in order to observe the performance. The synthesis and
simulation are done in Xilinx ISE 14.7 version tool.
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Improvement in the Security of IoT M)
Network Using IP Binding Technique e

Shilpa B. Sarvaiya and D. N. Satange

Abstract Internet of things is the fastest going technique. In today’s world, it has
totally changed the way of interaction of the peoples with electronics devices and
equipment. It establishes a network communication between the devices. So, the
security implications matter in IoT networks. The nodes in a network need to be
connected in a secured way. Node communication in IoT network sometime gets
hacked, and wrong operation performs if it happened then there will be a chance
to go for heavy loss. So that security in protocol of IoT needs to be improved and
implemented so that the proposed methodology will help to cross check the sender
and receiver node which keep the security up and maintain the variation in data
handling. The proposed technique also help to improve the security of IoT network
using IP binding technique.

Keywords Attacks - Encryption + Decryption - Internet of things (IoT) - IP
address - IP binding - Network + Node data - Security

1 Introduction

In 2005, the world came across new emerging technology Internet of things (IoT).
The IoT secure protocol system gives new dreams to the IT industries. Operating
the devices from anywhere through mobile phone or laptop is a magical things.
IoT brings hardware data from one place to another place as well as gives away
to control any electronics devices. This domain helps to automize productions of
medical devices and many more industries. In IoT usage amount of data will be
collected which is too much crusial because a single change in single bit false the
functioning of the big machines. Which cause very big damage to the industries.
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So that dealing with the data and maintaining its security is important to the future
IoT industries by considering this as a problem statement. I proposed a design of
secure protocol system for IoT networks. In 2050, every electronics devices get to
be controlled and can we operate through the mobile phones. So, for every second
data will be stored and retrieved. IoT architecture mostly consists of sensors which
are connected to IoT board so, this particular IoT board is called as node [1].

The numbers of node will be connected into single network which will be called
as [oT networks. Whole data will be passed through this IoT networks so, may their
will be a chance to the inturder to hack this networks which may cause a big loss.
So, by implimenting Internet of things secure protocol system, it is possible to avoid
this loss. Node communication in IoT network sometime gets hacked and performs
wrong operation; if it happened, then there will be a chance to go for heavy loss. So
that security in protocol of IoT needs to be improved and implemented so that the
proposed methodology will help to cross-check the sender and receiver node which
keep the security up and maintain the variation in data handling [2].

1.1 IoT Attack Surfaces

IoT attacks play an important role in data transmission; every IP address represents
a device so if you want to check trustworthiness of device we can check it by IP.
70% of IoT devices have vulnerabilities hackers, and/or some other agencies find
out vulnerability in such an IoT network and try to hack the data signals. In order
to do that the security of IoT network compromises. So that the surface attacks will
damage or more to the IoT networks as per the security concern [3].

1.2 Need of Security for IoT Devices

As above mentioned, the surface attacks will harm the IoT networks in which data
can be altered by the user which may change the exact working of IoT devices. So
that security in IoT devices needs to be overviewed in medical industry or automation
sector security plays an important role in data. In such a way that there will be highly
need of security in IoT networks [4].

IoT devices increase day by day so maybe there are the changes to hack the device.
Alterations in network data over the IoT network will cost big damage.

Security gets compromise sometimes in IoT networks.

Peer-to-peer communication and compromises sometime in some systems.

The recent evolution in current trends is Internet of Things which is introduced
in the year 1998 by Kevin Ashton. Now days almost all machines requires internet
services. In recent technology interaction between intelligent devices increases. In
Internet of Things getting the data from devices operated on different devices which
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Fig. 1 Interconnected IoT devices from 2017 to 2025

are going to be operated on different platform. Figure 1 represented the number of
connected devices is increasing explosively per person [5].

2 Related Work

P1: “Guo et al. [6]” Here, an author describes three new methods to look out IoT
devices on the Internet: Server IP addresses in traffic, server names in name system
(DNS) queries, and manufacturer information in transport layer security (TLS)
certificates.

Limitations: The two main limitations of this paper for IP-based detection are:
(D) Authors directly apply DNS-based detection to old network traces because server
names are stable while server IP can change. (I) Authors learn new device server
names during DNS-based detection by examining unknown server names DNS
queried by detected IoT devices and learning those appear as if device servers.

P2: “Chen et al. [7]” Here, authors report the first systematic study on device
binding mechanisms of IoT, an attempt to understand the protection implications.
Also show that the threat to IoT device binding is realistic and high.

Limitations: The foremost limitations of this paper are: (I) only consider Man-
In-The-Middle attacks during local binding. However, there may well be vulner-
able designs within the registration process that is binding with the Cloud, which is
often related to the local binding. (II) Additionally, the attacker must know which
device the user has, and when the device is prepared up, the attack can only be
successfully launched when the user is configuring his/her devices.
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P3: “Rajashree et al. [8]” Here, authors present a scheme for internet protocol
(IP) address assignment to smart IoT devices which communicate using TCP/IP and
validation of source IP address within the received.

IP packets, from the IoT devices.

Limitations: Limitations of this method are: (I) it assumes that the media access
control (MAC) address which is used as device identifier could also be duplicated by
unauthorized users. (I) only consider IP spoofing attacks. This can be often required to
prevent an unauthorized user from using IP address as source address and flooding
packets to the gateway, thereby using the bandwidth allocated to authorize users.

P4: “Choi et al. [9]” Here, authors give a scheme to confirm IP continuity for
near field communication (NFC)-based IoT networking. However, the low-power
technology could bring potential.

Problems to device functionality.

Limitations: Limitations of this paper are: (I) NFC, which is from radio frequency
identification technology, supports peer-to-peer communication on the link layer.
Link addresses of NFC devices are not physically fixed values, so this gives nega-
tive influences to IP networking, especially, connection continuity. (II) Therefore,
performance evaluation during this paper has only targeted to figure out whether IP
continuity is guaranteed or not with Ping6 tests and also shows different results on
real trip time (RTT).

P5: “Cheng et al. [10]” Here, authors utilize three-dimensional locations coordi-
nates to assign each node a singular spatial IPv6 address supported grouping methods
and scan-line scheme. Besides, assignment success rate (ASR) is utilized during this
paper to determine the probability that assigns unique IP address to nodes successfully
using multi-projection IP address assignment (MPIPA) scheme.

Limitations: Limitations of this paper are: (I) This scheme going to be applied in
larger-scale IP-based WSNs for smart gird, especially high building scenarios. And
(ID) This scheme will not be targeted at developing IPv6 address auto configuration
for mobile nodes.

3 Problem Statement

To improve this Sender-Receiver verification and encryption schemes in which the
data is get transfer to the user with highly encryption and key transfer technique
so that the data in network is remain secured. This system will also check for the
sender and receiver terminal, if the sender is right and receiver is also right the cross
verification of sender and receiver done as well. If the sender is right and receiver is
also right, the cross verification of sender and receiver is done as well. So that the
proposed methodology plays an important role in maintaining data security over the
network.
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4 Proposed Work and Methodology

IoT plays an important role in next generation technology; the IoT devices get
controlled on to the data sent by the users; all things will be there in [oT in some next
years. So, data security plays an important role in IoT platform. The signals sent in
the form of data to the IoT device in which data gets transferred from one end to
another. In the network if data or signal is get altered by intruder then it will highly
impact on IoT devices. It will cause a big damage to the [oT devices; so to overcome
this, some work is proposed in which the encryption—decryption techniques are used
to make the data secured.

4.1 Architecture of Proposed Work

As per the proposed work, the data security needs to be implemented over the data
network in which authentication of the both ends needs to be verified (Fig. 2).

In this, the proposed work is getting implemented with above basic architecture;
the data transmission is done over the network in IoT devices which send data over
the network in which the security clause is getting to be implemented over the data
signal that is encryption in which the clause is getting to be implemented over the
data single. In that data is encrypted with private key and sent over the network. Same
key will be received by receiver node with the implementation of decryption; so, the
authentication is done at the sender and receiver node with verification of sender and
receiver.

In second security module, we perform the IP binding model in which the sender
and receiver IP address bind together and send over the network in which the IP
addresses cross verified in which verification of the sender and receiver is done; if
the sender and receiver match the status, then data will be delivered successfully.

Apply Data

Enayption

IP extraction ;
| Receiver g Decryption and Data Receiver Send Dafa Over
- . network
Verification
System

Fig. 2 Basic architecture of proposed work
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Fig. 3 Basic framework of improvement in the security of IoT network

4.2 Methodology

As per the proposed work, the data security is getting implemented over in which the
authentication is done with both user verification. In this module the binding of IP
address getting workout in which the IP of sender and receiver is get bind with packet
of message and send over the network. In which the IP address also get encrypted
if any message is get altered then bind IP of the sender is also get updated in which
the receiver side will able to identify the exact sender IP address in which the sender
can be easily identify by pattern matching implementation over the IP of sender
and receiver. If the message get altered then receiver comes to know that the data
signal get alter by intruder and will not perform the operation send the notification to
admin IP binding sender IP and Receiver IP cross verification plays role of maintain
security over the data signal transmission so that wrong or alter message will not get
delivered to the IoT boards which only restrict to the right sender and receiver. In
second security module, we perform the IP binding model in which the sender and
receiver IP address bind together and send over the network in which the IP addresses
cross verified. In which verification of the sender and receiver done if the sender and
receiver match the status then data will delivered successfully (Fig. 3).

4.2.1 Encryption Module

In this, the keys get generated and perform encryption over the message whose
message gets spread over the network which is in the form of encrypted message if
that is retrieved by intruder then unable to decrypted as there is an exchange keys
that will perform in different way. So that the messages over the network deliver at
right place and decode by right node. Due to such mechanism, it will help to improve
the data signal security over the network (Fig. 4).
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4.2.2 IP Binding

In which there is receiver node and sender node which are connected in IoT network.
In which sender node will receive the data from IoT board and perform IP binding,
then encryption over the received data and form a signal packet of that which is
latterly shared to the cloud via IoT network. At the other end signal is going to be
received which latterly proceed with IP verification and decryption, which delivered
the actual data to the receiver node according to the decision are taken by the receiver.
In this the Keys are get generated and perform encryption over the message which
message get spread over the network which is in the form of encrypted message if
that is get retrieved by intruder then unable to decrypted as there is an exchange keys
will perform in different way. So that the messages over the network deliver at right
place and decode by right node. Due to such mechanism it will help to improve the
data signal security over the network. So that the messages over the network deliver at
right place and decode by right node. Due to such mechanism it will help to improve
the data signal security over the network. If the message gets altered, then receiver
comes to know that the data signal gets altered by intruder and will not perform the
operation and send the notification to admin (Fig. 5).

In IP binding sender IP and receiver IP, cross verification plays role of maintaining
security over the data signal transmission so that wrong or alter message will not get
delivered to the IoT boards which only restrict to the right sender and receiver.

—— Sender IP Binding of IP with
acex Extraction data packet

y

Perform Extract IP Extract Send Over
Matching Address Message Network

Fig. 5 Architecture of IP binding technique

Receiver
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4.2.3 Decryption Module

In this decryption module the keys are getting generated and perform encryption over
the message. Which message get spread over the network. So that the messages over
the network deliver at right place and decode by right node. Due to such mechanism,
it will help to improve the data signal security over the network (Fig. 6).

5 Result and Discussion

In development cases of the IoT, security plays an important role in data sharing with
node which are connected in IoT network, so the aim of the proposed work is to go
for the approach which makes the interaction among the various nodes get bind with
the highly and tightly pack with security goals for the IoT infrastructure[11]. As per
the proposed methodology, evolutionary system is considered as an throughput in
which the system will provide the high security over the IoT network in which the
communication improves to the next level [12]. The intention of the proposed model
is to build a secure protocol system for the IoT network to produce trustworthy
security mechanisms for the IoT security layers. The aim of the proposed work
is to help to analyze the security requirements of secure protocol system for IoT,
which are authentication and access control continuously, generate and share data.
Authorization, confidentiality, availability, integrity, privacy, authentication, access
control and non-repudiation are very much important considerations in order to
ensure the security of communication in said type of data sharing atmosphere [13].
In this situation, ad-hoc nature of networks and lack of computing resources requires
major changes in existing techniques [14-18].

6 Conclusion and Future Scope

The system can be able to tackle the various attacks in IoT and make the IoT network
to strong so that the proposed mechanism will help in future to integrate with the
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various types of projects with IoT so that the leakage found in the services can
be identified and rectified as per the concerning security algorithms. The purpose
system can be integrated to the real-time IoT node in which the data security can be
maintained in connecting IP binding capable devices; so they can communicate with
each other in a proper secured manner. The proposed methodology has limitation in
only node failure cases, but the occurrence of this is to very less. The proposed system
is used to prevent or decrease attacks, threats and problems as much as possible.

To improve this, sender—receiver verification and encryption scheme gets
proposed in which the data gets transferred to the user with highly encryption and
key transfer technique so that the data in network remains secured; in this, the system
will also check for the sender and receiver terminal. If the sender is right and receiver
is also right, the cross verification of sender and receiver is done as well. So that the
proposed methodology plays an important role in maintaining data security over the
IoT network.
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Healthcare System with IoT Wireless )
Sensor Network e

Raveena Yadav and Vinod Kumar

Abstract As the Internet of Things has given us alot of smart and intelligent devices.
The fields in which smart devices are available are almost in each field. The main
application that has been discussed in this chapter is the healthcare system. The
healthcare system carries two important functions, one is to diagnose, and the second
function is giving a better treatment. Lack of time to the people are suffering from
many health illnesses. They are not able to reach the hospital and meet the doctor.
Health care system needs to find the symptoms before reaching the disease to a
higher level and giving proper alertness to the patient. So, with the advancement
of technology, there is a need to take steps forward in the healthcare system. The
objective of this chapter is to give a review of the smart healthcare system with
researchers’ work in this field. Another objective is to provide the role of sensors
in this system. The motivation for writing this chapter is to discuss and gathering
knowledge about the Internet of things in the healthcare system. As health is an
important and topmost thing about life, without better health, nothing is easy to
achieve in the aspect of any of the sectors. This chapter is the integration of the
introduction of the Internet of things, the healthcare care system with the internet of
things, and the conclusion with future scope.

Keywords Internet of things - Health system - Wireless sensor network

1 Introduction

Internet of things has become an important part of our daily life. This helps most of the
time such as setting a ringtone of our alarm by sensing the weather condition, morning
coffee with a smart coffee maker, smart light, smartwatches, smart television, smart
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SMART RINGTONE

Weather adaptive

Automatically adapt your alarm sound to the
current weather.

Fig.1 Smart ringtone (realme smartphone)

lock, smart ringtone (Fig. 1), and many others devices are under the network of IoT.
IoT makes a connection and helps in doing communicating among the devices.

The term Internet of things is made up of the integration of different components
such as the two main components that are the Internet and other one is things. After the
differentiation of these components, various components come out in the picture. As
Internet is made up and follows different protocols for making a reliable connection
among things. It also helps in sending information among devices of the network.
Another component is the thing, things of this network have two main components
that are radio frequency identification (RFID) and sensor. RFID is used for giving
a unique identification number to things of this massive network. The sensor helps
in gathering knowledge about its surrounding. Based on these components, different
layered architectures are given by researchers as shown in Fig. 2.

Internet of things application is moving in distinct directions. It is one of the direc-
tions in the healthcare system. The motivation of moving toward this system is rising
the cost of medical facilities, lacking time to people, and lack of medical resources at
some places. Internet of things helps in providing a cost-effective healthcare system,
and it can also handle the patients remotely. It helps all people that have lack time.
In Ahmadi et al. (2019), the healthcare system is further divided into two systems.
One is an e-health system, and another is a mobile health system (m-health). For
the working of this system, different sensors are attached to the patient’s body and
nearby his body.

In this chapter, we have discussed the related work in smart healthcare systems
and wireless sensor networks in health systems. This wireless sensor network helps
in making this system a smart and intelligent system. This system has many different
types of low-powered sensors and gathers information from its nearby area. These
sensors do not make any obstruct the human daily schedule and activities. Sensors
work in this system about gathering any psychological change in the human body.
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Fig. 2 Different layered architecture of IoT

2 Related Work

Budida et al. (2017) proposed a system with two functional blocks of working. The
first block gathers all information from the body of the patient and the surroundings
of the patient’s body. The second block stores and processes the data. It also gives
a final analytical view of processed data. Ahmadi et al. (2019) provided a compre-
hensive healthcare system. In this, they have mentioned the home healthcare system,
which is useful for aged people. This system provides video conferencing, with many
sensors. GPS is also used in this system, so that if any aged people lost their address,
then it helps in tracking. Next is the mobile healthcare system, which contains appli-
cations in mobile devices that sensors many things such as the temperature of the
body, the oxygen level in the blood, blood pressure, and also helps in tracking diet
and many other features. In Shaikh et al. (2019), a smart healthcare system helps
in connecting patients to doctors remotely. They have mentioned the RFID-based
monitoring system that helps in tracking the objects. In (2019), Dang et al. handle
the large amount of data produced in health care. This task is very complex to handle,
and it also includes some confidential information; handling this sort of data is a very
crucial task. With the help of cloud computing and fog computing, it can be manage-
able in some places. Park et al. (2017) discussed the importance of the healthcare
system for old age people. They suffer from many health issues because old people
are not able to go to the hospital and not able to handle the medical costs. With
consideration of these issues, the mobile healthcare system and NFC are effective
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for taking care of old people. Ismail et al. (2020) proposed a model for disabled people
by using Raspberry Pi. In this model, different sensors are used on different items
and connected to one device such as a smartphone. The smartphone can be easily
controlled by a disabled person with the help of speech recognition. The person can
send the command via his phone and control all home devices. Jangra et al. (2018)
proposed a method for sensors network of Internet of things. In this network, the
sensor checks its neighboring edges for congestion. If the sensor finds it suitable
for sending information to the next node, then it will first compress the data. After
compressing the data, the data will be sent to the next node. Gardasevic et al. (2020)
gave light to the challenges in the wireless sensor network of the healthcare system.
This wireless network carries sensitive data from one sensor node to another. This
makes them vulnerable to attack and theft of confidential data. The main challenge is
the security of wireless sensor networks. Alamelu et al. (2017) proposed a paradigm
for health care that sensors take data from the patient’s body. After this, with the
help of the network layer, it will transmit to the cloud server. It helps in taking the
decision-making process and stores the patient’s data in the record. The data can be
recorded on the basis of requirement. For this, a model is proposed by Kesbi et al.
(2019); four sensors are used along with a sink node and separated by room. Hence,
this model is beneficial for calculating all values according to requirement. Patients
also require a remote healthcare system; Rida et al. (2021) focused on this issue along
with the proper management of bandwidth. According to proposed model, sensors
shared the bandwidth which is bandwidth efficient model.

Due to Covid-19 pandemic we have lost many people. This disease increases
the temperature of human body and causes repiratory diseases. Researchers have
proposed works related to WSN related to COVID-19. Ali et al. (2020), Anjali et al.
(2021) taken different parameters to their proposed model such as heartbeat and
temperature of body and SpO2 level. Thus, from all these parameters, proposed
model helps in giving an appropriate suggestion. Suganyedvi et al. (2021) have
focused on the diet of a person as it plays an important role in living a healthy life. If
it is not good, then it can give birth to disease. A smart table was proposed by author,
which helps in calculating the weight and analysis of nutrients present in food via
camera. After this computation, data will be sent to the cloud. Ali et al. (2021) have
introduced a smart system for the dysphonia. This disease is related to the voice.
Identification of this disease is done with the help of classification methid.

Hence, with all these work of researchers, we are able to find that WSN of IoTplays
acrucial role in health system. After the COVID pandemic, the growth of smart health
system has been increased.

3  WSN in Smart Healthcare System

The medical field is one of the fields in which a little error from the human side can
lead to the death of a person. In this, doctors and nurses have complete knowledge
about the disease and up-to-date knowledge. Doctors and nurses have to be attentive
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while communicating, giving perceptions, giving advice, and any time when they are
in contact with the patient. A smart system is somewhere having positive points over
the above-mentioned system [1-21]. A smart system contains devices and machines
with some computation (programming). This helps in giving an error-free result and
can alert the patient before the illness. This system contains many numbers sensors
and makes a network from the sensors.

Wireless sensor network (WSN) helps in reducing the overall cost of the system
as sensors are of low cost and help in capturing real-time data. This network helps
in gathering information in many fields such as in military operation, tracking of
person or animal, saving the power of electricity, and many others. A WSN smart
healthcare system can be architected on three layers, and the bottom has contact
with the surroundings and body. The middle layer consists of gateway that helps
in connecting the sensor with the end user. The topmost layer has an application
layer that helps in providing various services to the user. Smart healthcare system
requires real-time data for proving itself a better system than the conventional system.
Different sensors of this system use different efficient routing algorithms for sending
messages to their sink node. These efficient routing algorithms can be categorized
into different types such as based on energy-efficient, data security, data compression,
data quality, and many other routing protocols that are available for transmission of
information to sink nodes. The sink node is also known as the base station of the
wireless network. It is the head of the sensor network, in which sensors send all their
data to their base station. This wireless system of health care helps in getting data
anytime, anyplace, and by anyone. This makes them vulnerable to attack. Because of
this, many researchers have focused on security issues of the wireless system. This
gives a research gap for energy-efficient routing for a wireless system, which has the
same importance as security. As sensors are low-powered and resource-constrained.
In the healthcare system, a patient’s body is surrounded by distinct types of sensors
such as airflow senor. This sensor is used for checking the breath of a person. Sensor
new technology is coming up with a skin-based sensor that is something like a
second layer on the skin. The fit band which is very trending these days contains
many sensors. It helps in checking our daily activity like ideal state and alert for
doing exercise and checking heart rate time to time. At the time of the COVID-19
pandemic, companies are adding one more feature in smartwatches, and the fitness
band is checking the oxygen level. This COVID-19 pandemic gives more attention
to the smart Internet-based healthcare system. A posture belt with sensors helps
in detecting the posture of the person. The posture of a person can lead to many
back pain diseases, so it helps in giving an alert about correcting the posture. Smart
wearable device on hand and gesturing of hand helps in controlling the wheelchair
of disabled person. Ultrasonic sensors and infrared sensors help in detecting any
obstacle in front of the chair. All this data sent to a cloud server, and it helps in the
decision-making process and stores the data into the patient’s database. Cloud server
also helps in removing redundant data and maintains security regarding the sensitive
data. After this, information is sent to the smartphone, from which end user is able
to see the location of the patient and information sent by sensors.
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The wireless sensor network of the health system can be divided into four parts.
The first part is about the indoor care of the patient. In this system, two types of
sensor networks are used, sensors used on the body of the patient, and another one
is sensors used in the home. These two networks make a network of sensors. The
second part is about outdoor care; in this, if the patient is found outside, then it will
send an alert to his caretaker and relative. The third part is about the decision-making
process and storing and analyzing the record of a patient’s illness. The fourth part
is about giving information to the digital device from which the doctor, nurse, and
relative can see the patient and communicate with him. The sensors used in these
parts can be wearable sensors, the sensors in a form in which a person can wear that
device and get the alertness from the device. Radar-based sensors, these sensors are
non-contact form sensors. These sensors need not be worn by the person. There is
only need to be in the range of the sensor. Radar sensors produce radiations through
which they can identify the change in its surrounding.

Because of COVID-19, people are moving toward an online system whether it
is about office work or anything else. The healthcare system is also one of them,
and people are looking for it. People got scared to go to the hospital so there is the
requirement of a smart health system that can be managed remotely. From this, patient
can contact remotely to doctor, and the doctor can give a prescription. Advice and
care can be given remotely. Maintaining glucose levels in the blood is very important
in COVID-19. As changing in the balance of glucose level makes the body vulnerable
to the attack of coronavirus. A diabetic person needs to adopt telemedicine in which
a person can be remotely cared for by the doctor.

We have put an effort to propose a model (Fig. 3) for the patients who are not
able to walk and need a wheel chair. In this model, we have used different types of
sensors such as airflow sensor, which helps in checking the rate of breathe of patient.
A fit band is attached to the wrist to patient which helps in telling the activity of
patient. A posture sensor belt is used, which helps in correcting and reminding the
posture of patient. Sensors on leg, infrared sensor, help in telling the movement of
legs. An ultrasonic sensor is used on the wheel chair, which helps in checking if any

Fig. 3 Smart health system
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obstrucle comes in way. All information related to the patient will send to cloud and
cloud computing helps in removing the redundant data, after this processing, data
send to the end user and patient’s family members.

4 Conclusion

In this chapter, we have discussed the importance of health system management by
using IoT. That consists of different sensors and helps in gathering information about
the patient and his/her surrounding. Many researchers’ work is also mentioned in
this chapter. It helps in getting an idea about the smart health system and the need for
improvement of the health system. As COVID-19, the health system has seen many
crises, so its smart health system helps in the improvement of this system.
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Abstract With an ongoing episode of Covid, the world health security and precau-
tion need reformation and a new approach to be dealt with. The health concerns of
the individual is a topic of utmost importance for every nation fighting the pandemic.
With limited healthcare staff and the large public to look after, the assistance of
Computer vision and Al is needed. Social distancing is a very effective way of
containing the spread of a pandemic. Social distancing becomes difficult when
dealing with a number of subjects like at gateways of offices, Airports, and many
other sectors that have significant footfall in a day. In this paper we have tried to
compare the different models for the recognition of mask on the face, for doing so
we have used Real world masked face dataset (RMFD) (Igbal et al, Renewable power
for sustainable growth, Springer Nature, Berlin, LNEE, 2020) and Kaggle (Tomar
et al, Machine learning, advances in computing, renewable energy and communica-
tion, vol 768. Springer Nature, Berlin, LNEE, 2020) dataset. At first we gather the
images where face have actual mask on it and also augmented the image with editing
the image of unmasked face with mask so that model can learn very details of the
image and result will come more accurate and clean.
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1 Introduction

To maintain the rules of social distancing computer vision and Al can be used at these
hotspots, by checking the number of people wearing masks and people maintaining a
certain distance from each other, which otherwise is a difficult job for civil guards and
officials. With the settling of this virus, it would be very difficult without computers
and Al to monitor the aftermath.

This paper comparatively analyze different models for the detection based on
a number of conditions and factors on the basis of which comparisons have been
drawn and concluded the best model and approach for the same. We have extended
the use of this approach to real-time video monitoring too. Face mask detection is
broadly a two part process, first is the detection of human faces in then extensive
streams of rich digital images and videos and then classifying the masks present on
the images/streams after their successful detection, unlike other traditional approach
this one also focuses more on how properly the mask is being used. We have also
touched upon the shorthand problems of detecting face masks.

It makes face mask detection easier and usable by non-technical background users
as well. Multiple datasets are used in this paper. This approach can be used in real-
time face mask detection, it can also classify the accuracy of the mask on the face
too.

2 Methodology

For the comparative analysis of Face mask detection models, we have selected three
major models that are used widely with many different types of optimizations that
are used for different forms of detections and classification problems. These selected
models are the first approaches when dealing with detection problems. Performance
and computational abilities under different parameterized conditions of these selected
models are tested and investigated although they have shown beyond doubt, very
effective results. With the help of cascades in OpenCV we can carry out the capturing
of faces from streams of different input data. OpenCV haarcascades are trained with
the help of several negative and positive images for easy and accurate detection of
facial features and faces. Haarcascades have simpler architectures and works fine
with multiple scales.
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2.1 Models

2.1.1 CNN

The convolution layer is the building block for CNN. Features are extracted from
the input datasets. Starts with an input image [1]. The structure of CNN’s looks
like brain neurons. Works by allocating weights or labels to segments of the input
visual image applies many different filters to it to create a feature map. Applies a
ReLU function to increase non-linearity. Applies a pooling layer to each feature
map. Flattens the pooled images into one long vector. Connect Artificial network is
inputted with vectors.

2.1.2 LSTM

In all problems dealing with the prediction of sequence, Long short-term memory
networks, a.k.a LSTMs have sure shot proved to be the most effective deal [2].
The LSTM model can choose data to be kept on the basis of relevance and which
information should be binned. It is an upgraded model of RNNs that handles issues
like an explosion and gradient vanishing.

2.1.3 MobileNetV2

MobileNetV2 is an upgraded and reformed version of MobileNetV1 and exponen-
tially improves the classification of objects, visual recognition, detection and segmen-
tation to another level. MobileNets are forms of neural networks supported by Google
made for systems with lesser computational supports [3]. They strive to provide the
best accuracy while justifying the memory and GPU support thus making them the
fattest networks in this family. MobileNets does so by cutting down dramatically
the number of learnable parameters, which also allows them to be trained easily and
effectively within time constraints [4]. MobileNetV2 is based on transfer learning
which is easy to implement with tensor. Transfer learning allows the MobileNetV2
which has been pre-trained to be used for detecting the features. MobileNetV2 is a
light weight model with faster capabilities.

2.2 Creating Database

2.2.1 RMFD Dataset

RMFD (5] is the biggest dataset created in this field of research. This particular
dataset consists of masked faces images and unmasked face images (5000 masked,
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90,000 unmasked). To have a balanced dataset we had chosen an equal number of
masked and unmasked images (5000 each).

2.2.2 Kaggle Dataset

This dataset contains 853 images. The images are diverse and include subjects in
different poses and different conditions. These images also contain multiple subjects
together along with noisy objects too. This dataset is divided into 3 major classes
[6]. The images in this dataset are cropped to regions of facial features showing
clear faces. Both the datasets are treated to augmentation for a standardized dataset.
Specifically for the true testing of the model, a new database was created with the
help of OpenCV module through which 327 images were captured both with and
without masks.

3 Analysis Approach

These major issues were dealt with different approaches like selecting the dataset
which stimulated similar conditions and a CNN layer that could work on the input
image sizes for the model to work on [7]. Since our data will be fetched from
secondary devices like cameras and raspberry Pi. We need an easy to use inter-
face that could easily work with our model. For the same, We will use OpenCV to
feed the live data work with our optimized model. With testing the models on live
streams, real world proposition could be drawn easily as a number of noisy elements
and conditions were introduced such as lighting conditions, facial movements, shared
frames and movements [8—14].

4 Comparative Observations

4.1 Advantages and Disadvantages

See Table 1.

4.2 Experimental Results

See Table 2.
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Table 1 Model advantages and disadvantages

Model Advantages Disadvantages
CNN 1. Flexibility allows easy use for 1. Segmentation computation is large
Classification problems 2. GPU support required
2. Works fine with non-linear data
LST™M 1. Can predict given lags in time of | 1. Large training time before being
a sequence implemented in real life
2. Is more insensitive to gap lengths | 2. LSTMs are common to the issue of
overfitting
MobileNet V 2 | 1. Lightweight model 1. Relu6 is unbounded and
2. Non-linearities are removed in non-differentiable at zero
layers 2. Can produce dead neurons in layers

Table 2 Experimental result

Model Accuracy (%)
CNN 96.07
LST™M 97.11
MobileNetV2 97.23

This Histogram plots the accuracy of three models on the same datasets.
MobileNetV2 marked the maximum accuracy percentage with LSTM close to the
value achieved.

CNN performed unexpectedly well with changes in poses and conditions like
lighting. With multiple variations of images passed as input, The unique model of
MobilNetV2 is much faster compared to the CNN version (Figs. 1 and 2).

Accuracy (%) vs model
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Fig. 1 Histogram of accuracy
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Conclusion

The three chosen models have been compared on a number of factors, In the tests
on similar datasets, it was observed MobileNetV2 showed a higher percentage of
accuracy in the detection of face masks even with diverse subjects and provided
conditions. However, all of these models can also be optimized by the addition of
new classifier layer and fine-tuning them to increase the computational scope and
making them more effective in the field of detection and classification.
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Analytical Approach Toward Face Mask M)
Detection Using Artificial Intelligence T
Techniques

Avinashwar and Sanjay Kumar Dubey

Abstract By continuous hike of the deadly COVID-19 pandemic, the lifestyle of an
individual has switched and changed all over the globe. Every individual has found
it necessary to use a face mask in these situations. Identifying individual is wearing
a face mask is very challenging due to wave of the deadly COVID-19 pandemic.
The author proposed an approach in this study review work that would limit the
evolution of the COVID-19 virus by personal identification who is not covering up
any face mask. Many pieces of research have showed that wearing a mask reduces
the possible chance of viral transmission of this life-threatening coronavirus and
provides a sense of protection. The research during this zone has hiked over the
past years. A typical review of the literature is studied to evaluate whether or not
human beings are wearing masks, and based on these reviews, a modified analysis
is done to detect which approach is feasible. This review included various search
methodologies, too many research papers were recognized out of which seventeen
are relevant papers. This paper will assess the research progresses related to the
facial masks of an individual. It also helps the author to review out the ongoing and
the forthcoming scenario of this research which have been working on facial mask
detection using artificial intelligence.

Keywords Artificial intelligence - Face mask + Facial recognition + Computer
vision * Neural network

1 Introduction

These days, the number of cases due to COVID-19 is hiking rapidly. Wearing a mask
is mandatory with following and maintaining physical distancing. It is becoming
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difficult for officials and guards to get control over the situation as a whole. With the
deep-rooted virus, the difficulty increases, even more, to detect whether human being
has put on a facial mask or no facial face. Every day great number of people have
been detected for this deadly COVID-19 virus. As per the world health organization
high-body temperature, tickle in throat, loss of taste, and odor are the sign of deadly
virus. To avoid the extend of this virus, wearing a facial mask is necessary. To cope up
with this unforeseen situation and to stop this global pandemic, artificial intelligence
is advancing and contributing a lot through its various prominent branches. The main
idea of artificial intelligence revolves around the nature of humans and animals that
how they respond to a certain stimulus along with their decision-making abilities
[1-6]. Out of those branches of Al, the most trending and useful one is named
“computer vision”. Vision of computer deals with the science of making machines
(like computers, mobile phones, or any other suchlike devices) visually active or
enabled. So, these machines can mark as identify the sphere of real-world events and
tracking their current activities just like a human eye do and that can also be called
a biological camera. When we provide input to our machine and in return, it detects
and visualizes any images, then the concept of computer vision starts activating.
Computer vision trains the model to interpret real-world phenomena on a visual
basis. Its datasets consist of images that are contributed, and in interest, the output
is produced according to the nature of the replication. This review paper has been
categorized as follows; the paper includes a background of research in Section I and a
literature review in Sect. 2. Section 3 includes research methodology which discusses
the papers used to bring out the beneficial data for review. Section 4 comprises of
analysis which includes the requirement of relating dataset of images for COVID-19
precautions and the importance of our review. Section 5 includes the result, followed
by a conclusion in Sect. 6. After this paper, we will come to know about the best
possible model in image classification.

2 Literature Review

This dreadful COVID-19 contagion is increasing all over the world perpetually.
The consequence of this deadly virus is there on almost all individuals. Healthcare
management is suffering a lot in this situation of crisis. The system contains a facial
mask identification model where an algo like deep learning was used to imply the
presence of a mask on a person’s face. This model must be trained using labeled
data, with the pictures constituting face images with and without masks [7]. For
face mask detection, the author used a machine learning system. With the frame-
work’s training, validation, and impact evaluation, the model accurately anticipates
the majority of individuals who use face masks [8]. The facial mask detecting model
named SSDMNYV 2 contains the training, as well as the evolution of the dataset of
images, provide, which split into categories of individuals wearing masks or not and
it uses an approach like OpenCV neural networks to generate fruitful results [9].
The author used the Retina facial mask model, which identifies face masks and is
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widely regarded as one of the first specialized facial mask detectors. This network
design employs various mapping features and then use a network known as the
feature pyramid to fuse the high-level information. Retina facial mask is a precise
and systematic facial mask detector. It is a phase detector with a network-like feature
pyramid and a distinct context module that focuses on recognizing face masks 4G-
mask would be a detection and segmentation utility of facial into one frame whose
aim is to obtain finer Information of face [10]. Extraction of features is done using
ResNet-101 and generation of ROIs uses RPN. GIoU is a bounding box loss function
to enhance detection accuracy [11]. Convolutional neural network is a model which
uses TensorFlow with libraries like Keras and OpenCV to identify if an individual
wearing a facial mask to protect itself [12]. The author developed a framework for
facial masked detection that uses computer vision and strategies such as deep learning
to diagnose. This model was used in conjunction with DL and ML approaches such
as OpenCV, TensorFlow, and Keras. The reviewer used deep learning for feature
extraction and combined it with three machine learning methods [13]. An expla-
nation segmentation model for facial detection uses image classification in which
each pixel is classified as face or non-facial, i.e., it builds a binary classifier and then
identifies that divided region. A fully convolutional network is used to guide the
semantic segmentation of the human face [14]. We have implemented an M-CNN
model to detect. We have edified the model in such a way that it will work in varying
dimensions and light conditions very effectively. This model will be used further by
any regulating official to control the spreading of COVID [15]. The author developed
an integrated computer vision and DL, which unifies models like deep learning and
computations like ML using techniques like OpenCV, TensorFlow, and Keras.

It extracts features using deep transfer learning and then blends them with three
machines learning traditional algorithms [16]. Adaptive boosting is a ML algo-
rithm. It is a trans algorithm that works in tandem with several other algorithms to
improve their performance [17]. SRCNet approach for distinguishing facial masks
in conjunction with SR network and classification network. The recommended
approach included four major steps: picture pre-processing, facial detection, and
identification of mask-wearing situations [18]. Framing of this paper is done using
MobileNetV2 and a technique like knowledge engineering which is implemented
alongside the PyTorch and OpenCV of Python. We get a good output model that
detects individuals with or without masks [19]. This proposed model has been effi-
cient out in more than one stage, the 1st one identifies the masks that are covering a
huge portion of the face, and the 2nd identifies the face that is not there in the training
dataset. It applies an algorithm named GAN and uses celeb for training the data and
achieved high accuracy [20]. The proposed facial detection is named LLE-CNN,
which executes six state-of-the-art faces in detecting masked faces [21]. A special
cascade which works on more than two layers of convolution neural network for the
identifying facial mask. It uses a self-invented dataset because the already present
face dataset is not sufficient to gage algorithms more categorically [22]. The author
uses an algorithm like machine learning to detect facial masks and deep models of
machine learning to extract features [23].
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3 Review Methodology

This method is linked to a literature review that focuses on numerous research topics
in order to discover, assess, choose, and include all of the high-quality research that is
required for the study. Its goal is to offer a fair assessment of the review issue through
the use of a reliable, rigorous, and auditable process. A lot of the previous papers
on these related topics are reviewed at different stages. The review’s prerequisites
are specified, questions are identified, and the review procedure is explained during
the preparation stage. In conducting the review stage, the preliminary studies are
selected, the quality estimation used to include studies is defined. Papers before
2019 were not considered due to not much work was there in this area (Table 1).

4 Research Questions

4.1 Review Methodology

The goal of our analysis is to detect the concern and provocation faced while detecting
facially masked during this deadly coronavirus using artificial intelligence. During
our study, we came across various questions, and some of the questions we came
across while reviewing many papers.

RQL1. Is it difficult to ascertain whether or not human being is wearing a face mask
using machine learning?

RQ2. Which model is best for detecting an individual facial mask and give more
fruitful results?

These review questions allow to identify and detect whether a human being
is wearing a facial mask or not using ML techniques as the existing review is
more conservative in the full systematic review as it did not integrate various other
references such as working paper and Ph.D. thesis (Fig. 1).

4.2 Identification and Selection of Primary Studies

The primary review of this fact finding was picked for research from Springer, IEEE
digital libraries, and several conferences. Because this is a fairly new and continuing
issue, we have limited our study to the papers that are available online. In the very
first stage, various keywords like artificial intelligence, computer vision, face mask,
facial recognition, neural network, and issues to identify whether an individual is
covering his face with mask or not which were used to search in the libraries. This
study covers the review of research papers and conferences like Springer, Institute
of Electrical and Electronics Engineering—IEEE, etc.
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Fig. 1 Distribution of the selected papers according to their year of publish

4.3 Data Inclusion Criteria

After finalizing phase’s review of these articles spanning the years 20019-2021, we
compiled notes (word file) and preserved documentation of all the relevant keywords
that we gathered during the research. To determine what to include and exclude from
this study, we managed notes regarding each paper. These records incorporate the
heading and the abstract that was obtained by reading many papers. In the next phase,
we put in only those title and abstract which were linked to our study.

5 Opverall Evaluation

The primary perspective of the review paper is to analyze the significance of detecting
facial masks using artificial intelligence and review-related papers in this area. This
part generates an overall assessment of the frame research question (Fig. 2).

RQI. Is it difficult to identify whether a person is wearing a facial mask using
machine learning?

After undergoing many research papers published in general, conference and
digital libraries of IEEE explorer. It is notice that there is a quite variation in research
in this area. From 2010 to 2015, the related work is not much but from 2019 to 2021,
the work in facial mask using machine learning has increased as it is used to identify
the facial mask of an individual and give more fruitful results.

RQ2.Which model is best for detecting an individual facial mask and give more
fruitful results?

While studying many pieces of research during these last years, it is observed that
there is a need for facial mask detection using artificial intelligence implementation
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Fig. 2 Research progress (2014-21) for face mask detection

methods to stop the spread of this deadly coronavirus among the people as well as
we need to maintain social distancing from each other.

6 Conclusion and Future Scope

Various methods and approaches to identify face mask detection and recognition
were reviewed in this study. An analytical evaluation is performed for this reason, and
reviewed research questions are included in this assessment. The selection of initial
research learning and survey is also identified. The explanation and importance of
the review methodology are also introduced in the paper. In this present paper, we try
to detect out the respond to framed research questions. Combined various detection
and identification techniques in artificial intelligence. Haar like features are used to
recognize an object as its name is like Haar wavelets while it was first used in real-time
facial detection as it has good calculating speed. Ada boost is less adaptive to over-
fitting problems than learning algorithms as it is sensitive to noisy data. The face mask
detection process is very challenging. The deep learning-based method has high-
recognition performance MobileNetV2 performed admirably in terms of extracting
features and detecting an item. MobileNetv2 offers a highly effective mobile model
that will serve as a foundation for much facial recognition technologies. This study
effort, to the best of researcher knowledge, teaches us about the difficulty of face
mask recognition and several techniques during the fatal COVID-19 outbreak. This
is worth in saying that current research is not up to mark for COVID-19 pandemic
period because many people are aware and take care of their health and wear masks
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to protect themselves against this virus. This method can be used in public areas with
immerse system like at airport, stations, offices, school, and public places to make
sure safety rules been followed.
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Kubernetes and Docker the Star Duo M)
of Container Culture i

Priyansh Pathak and Prabhishek Singh

Abstract From the dawn of the computer age we are trying to improve our tech-
nologies as much as we can and this search for improvement lead us to a new domain
called cloud computing Under this domain, we found Virtualization. Virtualization
has taken the industry by storm it has led the industry on a way to reduce the cost of
app deployment and to use the resources very fruit fully. After the era of virtualiza-
tion, we have the entered the containerization it nearly works on the same concept but
it is very light weight than a virtual machine because containers shares a single host
and hence it loses 99% of its weight and has only the most important dependencies
thus getting a bundle of most important things and hence will help us to run many
application on a single server. This chapter focuses on two major Stars of virtual-
ization world Kubernetes and Docker. The chapter gives an insight in the beautiful
of world of Containers, Kubernetes and Docker it is an exciting journey through the
topic of container orchestration and creation.

Keywords Docker - Kubernetes - Containers - Virtual machine - Kubernetes
architecture - Docker architecture - Docker swarm

1 Introduction

Docker and Kubernetes have revolutionized the cloud computing world they have
shown us a much cleaner and efficient way of developing and managing apps. 1
was introduced to this amazing world of container creation and organization through
google cloud platform this peaked my interest that how we are able to use these
containers to deploy any application we like how we are using server resources so
efficiently this efficiency made me fall in love with this concept. They have solved the
major problem in the industry by providing properties like self-healing, scalability,
and managing containers which have been a difficult task for companies for decades.
Like many companies, shift their focus on virtualization and containerizing their
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data. Kubernetes and Docker being open source has given the companies a very
versatile software to work with. This chapter is going to explore the mesmerizing
world of containerization [1-23].

The chapter mainly focuses on Docker and Kubernetes Ecosystem. Docker and
Kubernetes are selected for 3 reasons, firstly, the software’s being open sourced they
are accessible to every person from big industry leaders to a single developer who
wants his application to be deployed in a cloud environment. Secondly, Docker and
Kubernetes have successfully established themselves in the market as the leaders in
container orchestration and creation they are also backed up by some big organiza-
tions hence perfect tools to tell the story of containerization. Third, Kubernetes and
Docker containers are now synonymous with any cloud computing job. According
to a survey conducted by “Indeed”, the job shares for Kubernetes and Docker raised
from 53 to 85% from October 2015 to October 2019 and there were not many
experienced people to fill the position.

The jobs for containerization are growing very quickly the demand is much greater
than the supply of the skilled personnel. So, to give an overview about how container-
ization came into play this chapter is written. Containerization is the current A-lister
of the Cloud Computing World and this is going to be same for a long time. There
are definitely some loop holes that should be patched for more smooth working of
the concept and most of are patched and the rest problems are getting worked on
but concept in its self is amazing to share the resources among the container thus
making it light weight. The concept itself is brilliant but the tools used for making
this concept work are much more impressive like Kubernetes and Docker. These
tools make it easy to work on containers manage them and cerate them and keep
them health.

Kubernetes being open source brings a lot to the table such as performance moni-
toring, dev tools, CI/CD workflows. This gives it an edge over other orchestration
software and thus making it much more useable. Being open source also help Kuber-
netes to the get any recent issues resolved as there are many developers that work
on to resolve the issues. Docker is perfectly tuned with container concept makes it
most popular container development software its ability to pack, ship, and run the
application in any environment. This give the ability of portability to the application
which is very necessary now a days as there are many Operating Systems and envi-
ronment available in the market this give the developer a peace of mind and ease to
deploy its application any condition and environment. These two tools have helped
industry to run many applications on a single server and provided the freedom to
take it anywhere.

Chapter 1 referred is “Building Modern Clouds: Using Docker, Kubernetes and
Google cloud Platform” by Jay Shah and Dushyant Dubaria The chapter gave a
overview about the architecture of Docker and Kubernetes but was not able to
discuss a theory of clustering and in depth analysis of services and also how it
was different from its predecessor virtual machine which has been discussed these
topics are discussed in this chapter. The chapter contains 4 section the first section
contains Docker, its Architecture, its Networking, with facts about how Containers
are different from their predecessors Virtual Machines. The second Section contains
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Kubernetes, its Architecture, Cluster and major differences between the two major
cluster architectures, Services and deployment are also discussed. The third section
contains a qualitative difference between two orchestration system, Docker Swarm
and Kubernetes. The fourth section has the concluding paragraph of this chapter.

2 Docker

2.1 Docker Containerizations

Docker is a containerization software. Containerization is a way to incorporate
different types of software on a single machine. It gives the user taste of different
types of software without using a different machine. These softwares are kept in
an isolated environment called container. Containers plays a very vital role in the
Docker. Containers are isolated virtual environments there can be many containers
on your hardware. The container can be made without Docker, but this piece of
software makes it easier safer, and efficient to run containers. Docker mainly uses
images in its container. Containers can be created, started, stopped, moved, and
deleted using Docker Command Line Interface [CLI] or Application programming
interfaces [APIs].

2.2 Docker Architecture

Docker consists of a Docker client which tells Docker daemon to do all the tasks such
as creating containers, running them, and efficiently distributing them. This type of
architecture is named client—server architecture. The components that make Docker
Architecture are:

(1) Docker Client:

This is the user Access for the Docker. It can connect with a daemon on the
same host or any other daemon on any other host through remote access. It
gives the user command line interface (CLI) through which the user can run,
stop, and create a build. Some of the basic commands are [4] -docker pull,
-docker push, -docker run, -docker build, -docker builder, -docker tag, -docker
exec, -docker image, -docker config.

(2) Docker Host:

The Host provides an executable environment to execute and run applica-
tions. The Host comprises images, containers, networks, daemon, and storage.
Docker daemon is where all the CLI or REST API commands are executed. The
Docker daemon pulls and builds containers image. Once the image is pulled
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it makes a container as directed by the client it builds a working model for the
container by utilizing a set of instructions called a build file.
(3) Docker Registries:

The service that accommodates from where you can download, and store
images is called Docker registries. This is the place where Docker repositories
are that host one or more Images for Docker. There are many Docker public
registries some of them are Docker Hub, Azure Container Registry, Google
Container Registry,Amazon EC2 Container Registry.

(4) Docker objects:

There are various objects that comes under Docker host and these are used to
construct and deploy an application. Some these objects are given below:

(i) Images:

Image is an object that is used containers. It contains metadata that defines

how container is needing to be made and what all resources is needed

by the container. These images are the core part of Docker Architecture

because they are the one that build, customizes, and ship applications.
(ii)) Containers:

These are isolated environment that mostly defined by the images used
and any additional configuration added by the user. They are made
possible by using virtualization and isolating properties of Linux kernel.
They have access only with directories defined in the image unless other
wise directed by the user (Fig. 1).

2.3 Docker Networking

Networking in Docker is provided by network driver there are two main drivers
bridge and overlay. A user can also write its own network driver plugin. An adminis-
trator can define as many users define drivers. Docker also creates a bridge interface
called dockerQ that is in charge for carrying traffic from and to the container. The
docker0 interface acts as a router for the container. The same interface can be used
for traffic routing as well as internal communication. Docker provides three modes
of networking: none, bridged and macvlan, overlay, host.

2.4 Container Versus Virtual Machine

Virtual Machines are the predecessor of containers hence a qualitative analysis has
been done in the Table 1.
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Fig.1 Docker architecture visualization the three components of docker architecture (Source
Docker Alternative by Aqua Security [https://www.aquasec.com/cloud-native-academy/docker-con
tainer/docker-alternatives/])

3 Kubernetes

Kubernetes is an open source container orchestration software when being an open
source software its still rapidly growing. When the era of container deployment began
industry felt a need of a better container management system hence Kubernetes was
born (k8s). The need of Kubernetes was to get a system that is resilient while running
distributed system thus making a fail-safe environment for the application running
on the container Kubernetes also helps scaling the application thus using only the
resources required by the application at any given time. Kubernetes and containers
lie between the two platforms of Platform as a Service (PaaS) and Infrastructure as
a Service (IaaS) thus giving us the best of both the platforms and giving us a new
platform called Containers as a Service (CaaS).
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Table 1 Comparison between containers and virtual machine

Differences Containers Virtual machines

Portability As container consists only the | The size of the virtual machine
dependencies of the system, | is in gigabytes hence they are
they are highly portable not as portable as a container

Resource usage The code package in the Resources allocated by the VM
container shares the resources | are always more than they need
including the OS hence hence they waste and once the

managing the resources well | resources are allocated by the
VM they cannot be used by any

other resource

Maintenance and deployment | Containers are easier and VMs having multiple OS
faster to deploy and maintain | And having a hefty Size is much
as they are lightweight and harder to deploy and maintain
work on a single OS

Security Containers share the same OS | VM is much more isolated as
hence having any fault can they have their single OS hence
affect the whole system if one has faulted the others will

not be affected

Note While container gives the user the ability to have better portability, resource usage, maintenance
and deployment, Virtual machine gets an edge over container in security

3.1 Kubernetes Architecture

Kubernetes follows the same architecture as Docker called client-sever architecture.
On the top the k8’s architecture we have kubectl is Command line interface the comes
the master node we can have a single master node of multiple depends on the need
then comes the worker nodes (Fig. 2).

Fig. 2 Kubernetes
architecture flow diagram
showing the main
components of kubernetes
architecture (Source Author.
Copyright Priyansh Pathak 7,

August 2021) 3 M aster . égt:tfglﬁpg ot
Node e

o Ci d Li
Kubectl Interface(CLl)

e It consists of
Docker,kube-
proxy and
kubelet




Kubernetes and Docker the Star Duo of Container Culture 85

3

kubectl: Its is the command line interface of the Kubernetes architecture it
talks to kube-apiserver in master node. Some commands are kubectl get pods,
kubectl get deployment, kubectl run, kubectl scale

Master Node: As the controlling node of the Kubernetes it has many necessary
components and these components are listed below.

®

(ii)

(iii)

(iv)

kube-apiserver: This the center of the master node architecture it
communicates with kubectl (CLI) and the etcd cluster (make sure that
data is stored in the etcd cluster or not) it gets the REST request for
modification of the pods, services (running, stop, deleting, etc.). It has
connection to every component in the Kubernetes architecture.

etcd cluster: Kubernetes needed a space where they can store important
data like pod name, state, number so the etcd cluster came in play. The
only way to access this server is through kube-apiserver thus making it
secure.

kube-control-manager: This a manager provided in kubernetes to
manage and regulate the state of a cluster. If any change in service
configuration is done it spots it and start working on it so to get the
changes incorporated.

kube-scheduler: This is the decision maker ok the master node it tells
where the pods will be on various nodes thus getting the best out of the
available resources.

Worker Node: This node is commanded by the master node and has the actual
application that is accessed by the Internet its main components are

®

(i)

(iii)

pods: It is a set of containers which together makes an application. It
has application container, storage resources and a configuration how to
run the containers.

kube-proxy: It is the proxy sever that runs on each worker node
this service exposes the node to internet.it does the work of request
forwarding to the correct pod that has to be accessed in the cluster.
kubelet: This main service makes sure that the pods are healthy. It makes
sure that they are running in the desired state as directed by the kube-
apiserver. This also tells the master node the health of the pods and
where are they running.

3.2 Clustering via Kubernetes

Clustering is the heart and soul of the Kubernetes software. It makes the tiring task
of managing nodes (which has pods that run containers) very easy and fault free.
Depending on the application there can be several nodes that has to be run as single
containerized application to give a seamless experience to the user. The max number
of nodes allowed on Kubernetes environment is 5000. Cluster uses kubeconfig file
for configuration it can be YAML or JSON file.
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Table 2 Comparison between single and multi node architecture

Differences Single node architecture (master | Multi node architecture (master node,
node, compute) compute, etc)
Deployment This the simplest architecture This architecture has many master

hence it is the easiest to deploy

nodes hence a bit hard to deploy

Service resources

This architecture having a single
node hence has less service
resources

Having more nodes gives an edge to
this architecture because it will have
high service resources

Uses Mainly used for testing purposes | This Architecture can be used in
and non-production uses production app
Reliable Having one master node is very Here the nodes are always in the odd

unreliable as if the node fails you
cannot access the worker-nodes

number to maintain the node majority
hence if one more will fail user will

still have (n/2) — 1 node left

Note While Single node is easiest to deploy and manage, Multi node gives us more reliable
application

3.3 Cluster Architecture

There are mainly 2 types of Architecture as enumerated and a qualitative difference
is done between them Table 2.

3.4 Deployment in Kubernetes

It is a resource object in Kubernetes that gives a declarative update to application.
It gives the user the power to the user to define the application lifecycle (number
of pods, image to be used) in a template form. The deployment makes sure that the
no. of pods commissioned in the cluster keep running. The deployment gives us the
freedom to scale the deployment, to pause and continues it, get back to previous
version of failure. Thus, making these processes automated and easier for the client
to manage (Fig. 3).

3.5 Services in Kubernetes

Services generally gives access to the set of pods when network access is requested
through the service. It is a rest object hence its controlled through an API server
there are many types of services offered in Kubernetes some of those are enumerated
below:
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Fig. 3 Yaml file for apiversion: apps/vi
deploymgnt service. The kind: Deployment

template is used to deploy

nginx webserver named as metadata:

priyansh-deployment name: priyansh-deployment
(Source Author. Copyright labels:

Priyansh Pathak August 7,

app: nginx
spec:
replicas: 3
selector:
matchLabels:
app: nginx

2021)

template:
metadata:
labels:
app: nginx
spec:
containers:
- name: nginx
image: nginx:1.14.2
ports:
- containerPort: 80

(1)  Cluster IP: This an internal service which provides virtual IP address to pods
in a cluster so that they can communicate between them. This not an external
resource hence the requests should be made from inside the cluster (Fig. 4).

Fig. 4 Yaml file for cluster ap iVersion: vl
IP service. The image i .

describes a cluster IP service kind: Service
template name priyansh N

(Source Author Copyright metadata:

Priyansh Pathak August 7, ' name: pr‘iyansh
2021)

spec:
type: ClusterIP

ports:
- targetPort: 80
port: 80
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Fig. 5 Yaml file template for
node port service. The above
image a node port service
named as pathak (Source
Author. Copyright Priyansh
Pathak August 7, 2021)

P. Pathak and P. Singh

apiversion: vi
kind: Service
v metadata:
name: pathak
labels:
name: pathak
spec:

type: NodePort
ports:

- port: 3036
nodePort: 30036
name: http

selector:

name: pathak

(2) Node Port: This Service is present on each node of the cluster and Kuber-
netes routes the traffic through the static port. Thus, handling the request that
originate outside the cluster (Fig. 5).

(3) Loadbalancing: Load balancing is the technique to methodically and efficiently
distribute the traffic on an application across multiple servers or in the case
of Kubernetes nodes insuring that the application runs smoothly on the user’s
device. In Kubernetes this service must be out sourced through cloud providers
such as (GCP, Azure, AWS). These cloud Service providers will make a load
balancer that will be tied to Kubernetes service (Fig. 6).

4 Kubernetes Versus Docker Swarm

See Table 3.

5 Conclusion

Docker being a container creation software using containerization, it creates Linux
containers, but containers are less secure then its predecessor Virtual Machine
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Application Container

Application Clients (End Users) Load Balancers
(Software | Hardware) Kubernetes Clusters

Fig. 6 Load balancing diagram. The diagram shows the location of the load balancer and its
connection to the nodes in a live network (Source Kubernetes Load Balancer by AVI Networks
[https://avinetworks.com/glossary/kubernetes-load-balancer/])

Table 3 Comparison between kubernetes and docker swarm

Features Docker swarm Kubernetes
Cluster deployment and The cluster deployment and The cluster management is
management management is fast and easy, tedious and slower, has a very
but cluster is weak strong cluster
GUI Does not offer a GUI Offers its own kubernetes
dashboard GUI
Auto-scaling Cannot do auto-scaling Can do auto-scaling
Load balancing Does auto load balance no need | Manual intervention is needed to
of manual intervention for load balancing between pods
and container
Scalability Can do faster scalability than Highly scalable
Kubernetes

Note Docker Swarm has faster management, deployment and does auto balancing but Kubernetes
has a GUI and can do auto-scaling

because it shares their host OS hence if there is a breach whole system is compro-
mised. Kubernetes being the most famous container orchestration software, because
of its open source code thus providing compatibility with many applications, it is cost
and time effective with high scalability. While Kubernetes and Docker have separate
purpose but when they are combined, they are much more efficient. Containerization
and Virtualization is not the end of this evolution journey and we might get to see
concepts like Unikernel getting into mainstream for cloud computing.
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A Robust Gender Identification System )
for Speaker Recognition Using Linear T
Discriminant Analysis Stepwise

Dimension Reduction

Atul Sharma and Sunil Kumar Singla

Abstract Gender identification is one of the important aspects to reduce compu-
tational time in speaker related applications because prior information of gender
limits the search space. In this chapter, a robust gender identification system has
been presented using a novel dimension reduction algorithm called Linear Discrim-
inant Analysis Stepwise Dimension Reduction (LDASDR) which is based on a
well-established Feature Selection algorithm called Linear Discriminant Analysis
Stepwise Feature Selection (LDASFS). Three different feature sets namely, acoustic,
cepstral and their combination have been separately used for the Neural Network clas-
sifier’s input. For carrying out the task of gender identification, benchmark database
named English Language Speech Database for Speaker Recognition (ELSDSR)
has been used. The experiments have been performed both for the small and large
databases. The results obtained with large training samples are better as compared
with the results achieved with small number of samples. However, on applying the
proposed algorithm on small sample size the classification accuracy of the system
improves by 12% (approx.).

Keywords Acoustic feature « Cepstral feature - Dimensionality reduction - Gender
identification + Speaker recognition + Sample size

1 Introduction

The speech signal contains the linguistic content as well as the other important
information’s of a speaker like gender, age and emotional state [1-26]. These infor-
mations are useful in many applications as shown in Fig. 1. Although, identification
of gender is a different task, but when used before speaker recognition [3], more
accurate speaker recognition models can be enabled. Moreover, in recognizing a
speaker, identification of gender at first can improve the computation time as the
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Fig. 1 Possible interpretations from speech signal

search space is limited to one gender only [4, 5]. In addition to these benefits, gender
identification helps sorting telephone calls for gender sensitive surveys, providing
telephone counseling in customer relationship management and making advertising
gender-targeted [6]. Recently a priori gender identification system which improves
the voice pathology detector accuracy has been reported [7]. Due to the above stated
benefits, gender identification must be performed before the speaker authentication/
recognition.

For identification of the gender, given a speech file, meaningful features are to be
extracted that possess large interspeaker and small intraspeaker variations. There-
fore, it is very critical to select effective features [8]. Moreover, inexact estimation
of parameters while adding new features leads to increase in classification error [9].
Further, size of data for training and testing also affects the performance of gender
identification system [10]. Gender identification prior to speaker recognition is a
less explored field. Harb and Chen [4] identified gender for multimedia applica-
tions by applying Neural Network using features like pitch for clean speech and
obtained 90% accuracy for 1 second speech files and this accuracy increased for 5
second speech files to 98.5%. Zimeng [11] assessed the gender with 40 speakers in a
multi-language environment. An accuracy of 92.75% was achieved with Naive Bayes
Classifier. Hu et al. [12] proposed a two stage classifier for identifying gender using
features like Mel Frequency Cepstral Coefficients (MFCC) and pitch. MFCC along
with Gaussian Mixture Models (GMM) incurs high complexity and computational
overhead. Authors have reported accuracy in classification of 98.65%. When only
pitch thresholding was used, they achieved accuracy of 96.85%. Parris and Carey [5]
developed a gender identification system based on cepstral and pitch features using
Hidden Markov Models (HMMs). They used Linear Discriminant Analysis (LDA)
to normalize the model and reduce bias toward a particular gender. The information
provided by the two features were combined on classifier level and as the LDA dimen-
sion was reduced the error rate increased. Bakir [13] trained HMM, Dynamic Time
Warping (DTW) and Artificial Neural Network (ANN) with MFCC features from
German speech data comprising 50 males and females each. An accuracy of 85.6
(females) and 80.3 (males) using ANN was achieved. Ahmad et. al. [14] used MFCC
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features along with five classifiers k-Nearest Neighbor (KNN), Multi-Layer Percep-
tron (MLP), Support Vector Machine (SVM), Naive Bayes and Random Forest for
gender recognition tasks. With the Korean speech data, effect of size of training data
was explored. The performance degraded for small size of data as recognition rate
with 20% of total data was around 65%. Gradual increase in performance of classi-
fiers was observed with increase in length of speech. Performance of SVM classifier
was the best among all the classifiers achieving an accuracy of 90%. However, they
did not provide any method to counter the performance degradation in case of small
training data sample size. Yusnita et al. [15] extracted LPC features from speech of
93 speakers and used ANN to recognize the gender, achieving a recognition rate of
93.3%.

Despite the potential applications for gender identification systems there are many
conditions that have to be dealt with while designing such systems with high accu-
racy. These factors include but are not limited to sample size, choice of features,
computational complexities, ease of identification and language independence. So, a
system which identifies gender must furnish satisfactory and acceptable performance
in all these scenarios along with language and text independency. In this proposed
work, acoustic feature, cepstral feature and their combination has been compared
for classification accuracy with small and large data set. Moreover, the dimension-
ality reduction algorithm LDASDR has been applied on the small and large data set
to analyze the accuracy. Section 2 of this chapter presents the LDASDR algorithm
while Sect. 3 presents proposed work. In Sect. 4, results have been presented with
conclusion given in Sect. 5.

2 Linear Discriminant Analysis Stepwise Dimension
Reduction (LDASDR)

LDASDR algorithm is used to reduce the dimension of feature set, such that
maximum variability between classes and minimum variability among classes is
maintained as it is done in LDASFS algorithm for feature selection [9]. Since the
gender identification problem can be considered as a two-class classification, it can
be formulated as a first-order linear multiple regression problem. The various steps
of the algorithm are:

Step I To each k-dimensional feature vector X;, assign an output c(7) like

. ci,ifi € classl
= 1
@) {cz,ifi € class?2 M)

where class 1 = male, class 2 = female and k denote the dimension of feature.

Step 2: Compute Discriminant score for a feature vector X; using regression equation
given in (2) which is the predicted value of c(i)
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W (Xi) = b" X; + by 2

where bT = [b; ,b; ,...,b;] and by denotes the regression coefficients.

Step 3: Calculate the Wilks’ Lambda coefficient (\x) for each value of k (dimension
of feature) using the Eq. (3).

2 2
= Zieclassl (h(k) (Xi) — m(lk)) + ZieclassZ(h(k) (Xi) — m(Zk))
YL, (B0 (X;) — m®)?

3)

where mlf s mg denotes the mean of the class 1 and class 2s Discriminant scores,

respectively, m® denotes the Discriminant scores mean of class 1 and 2 together and
N denotes the total samples.

Smaller Wilks’ lambda means relatively large separation between classes and
hence better classification.

Step 4: In stepwise dimension reduction, first of all, a F'j,, value is calculated for all the
dimensions of a feature as given in Eq. 4. After that, that dimension is identified for
which Fy, is maximum, which enables in making the decision about the usefulness
of that particular dimension for classification.

F, s
in=(N—k—2) /\——1 “4)

k+1

In Eq. 4, Ay is Wilks’ lambda prior to considering the feature dimension, and Az
is Wilks’ lambda after considering the feature dimension.

Step 5: The maximum Fj, calculated in step 4 is compared with a threshold value
and if greater, then the particular dimension is considered otherwise discarded. In
this work, threshold is taken to be 1 and when the same feature repeats itself over
iterations then the algorithm stops.

The flowchart for LDASDR algorithm implemented in this work is shown in
Fig. 2.

3 Proposed Work

To design a gender identification system first of all, different features are extracted
for effective identification and then a way to combine them has been proposed to
further enhance the accuracy. In the second phase, the effect of available data size
on identification accuracy has been analyzed and a way to counter the problem of
small data size has been proposed. The flowchart for the proposed system is given
in Fig. 3.
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Fig. 2 Flowchart for LDASDR algorithm

AsshowninFig. 3, first of all a speech signal has been taken as an input. Then in the
preprocessing step, since the silence portion in speech signal contains no information
and hence it has been removed. Then two types of features namely, Acoustic (i.e.,
pitch) and Cepstral (i.e., MFCC) have been extracted for all the speech files in the
database. Pitch or the fundamental frequency is decided by the rate at which vocal
folds oscillate which further depends on vocal fold’s parameters like muscle tension,
mass and air pressure behind glottis in lungs and trachea. Pitch has been demonstrated
to be the best discriminator among voices of both genders. The average pitch for
males and females is typically in 100—155 Hz and 176244 Hz range, respectively.
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Since males have massive vocal folds and longer vocal tract, the result is lower pitch
for males than females [16]. As the speech signal is complex and non-stationary in
nature, it is more viable to represent it in form of cepstral coefficients [17]. From
speech signal MFCC features [ 18] have been extracted because it leads to a compact,
stable and effective representation since they exploit human auditory model. These
are state-of-the-art features since their introduction by Davis and Mermelstein [19].
MFCCs represent the mathematical model for shape of vocal tract. The mathematical
relation between the actual frequency (Hz) and perceptual frequency (mel) is almost
linear below 1000 Hz while it gets logarithmic above 1000 Hz. The relation governing
physical frequency and mel frequency is given in (5)

f
mel = 2595 logm(l + ﬁ) (®)]

In this work, MFCCs have been computed as the feature vector of each frame.
As different speech files are of different lengths which leads to different number of
frames, the averaged MFCCs over all frames in a speech file are used as features and
called as Average Mel Frequency cepstral Coefficients (AMFCC) [20]. Therefore, the
number of feature values is fixed regardless of the length of the acoustic file. After
the extraction of acoustic (Pitch) and cepstral features (AMFCC) they have been
combined to form a combination feature set (Pitch + AMFCC). Now, three different
feature sets namely acoustic, cepstral and their combination have been separately
used for the Neural Network classifier’s input with 70% data for training and the rest
30% each for testing. Finally these trained classifiers have been used to classify the
gender from the test samples. Since we have extracted pitch which is 1-dimensional
feature and AMFCC which is 20-dimensional feature, further the LDASDR algorithm
has been applied to the AMFCC feature to reduce its dimensionality and its effect on
the gender identification accuracy has been analyzed for small and large databases.

3.1 Database

For carrying out the task of gender identification, benchmark database named
ELSDSR has been used [21]. ELSDSR comprises speech files from 10 females
and 12 males aged between 24 and 63 years [22].

In this work small sample comprises one speech file from 22 speakers and sample
size is increased to 4 speech files from each 22 speakers leading to large sample size
of 88.
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4 Results and Discussion

Different feature sets namely, pitch, AMFCC and the combined feature set extracted
from speech signals have been used for the experimentation purposes. Neural pattern
recognition tool available in the MATLAB version13 has been used to perform the
classification task. The experimentation has been performed on two sample sizes,
small [S] and large [L], to check the effect of sample size on the recognition accuracy.

The results in Table 1 and Fig. 4 shows that both acoustic and cepstral features
afford good recognition rate when sample size is large. However, a combination of
the two different features lead to the better results on large sample size. But when
the sample size is small then pitch feature gives better results than cepstral features.

Further, in second experimentation stepwise dimension reduction algorithm
(LDASDR) has been applied to 20-dimensional AMFCC feature set obtained earlier
and finally a 4-dimensional reduced feature set has been obtained. This reduced
feature set has been used train the classifier and the gender identification results for
small and large sample size databases have been given in Table 2.

Table 1 Recognition rate of three feature sets on different sample sizes

AMFCC Pitch AMFCC + Pitch
S L s L S L
Identification rate (%) 86.9 99.4 97.1 ‘ 98.4 88.3 100

100

80 -
60 -
40 -
20
0 -

AMFCC (S)AMFCC L) PITCH (s) PITCH (L) AMFCC+ AMFCC+
PITCH (S) PITCH (L)

Identification rate (%)

Fig. 4 Identification rate with different features using different sample sizes

Table 2 Recognition rate with and without LDASDR on different sample size

Sample size (Small) Sample size (Large)
Without With dimension Without With dimension
dimension reduction dimension reduction
reduction reduction

Identification rate 86.9 99.4 99.4 98.4

(%)
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Results in Table 2 and Fig. 5 shows that when the sample size is small, then
effective dimensionality reduction increases the identification rate by almost 12%
(approx.) and accuracy achieved is similar to that of obtained with larger sample
size. Although when sample size is large, then reducing dimensionality reduces the
identification rate marginally.

Although, it is quite impractical to make comparisons among gender identification
works due to variability in features, classifiers and databases used, but we have made
an effort in Table 3 which shows some recent gender identification results. This table
shows the contribution of this work in terms of improvement in recognition rate with
small sample size as the results obtained with small sample size in earlier work [14]
was approximately 65% while with proposed feature dimensionality reduction the
recognition rate increased to 99.4%. Results with large sample size are also very
encouraging when we combined the two features leading to a new feature set (Pitch
+ AMFCC).

100 -
80 -

1111

40 -
20 -
Without LDASDR (S) With LDASDR (S) Without LDASDR (L) With LDASDR (L)

Identification rate (%)

Fig. 5 Identification rate with and without LDASDR on different sample sizes

Table 3 Comparision of different gender recognition works

Year Classifier Features Database size Accuracy (%)
2005 [4] Neural Pitch + Acoustic Large 98.5
network
2016 [23] 4 different f0, MFCC and f0 + | Large 95.2
classifers MFCC
2017 [11] Naive Bayes | 15 features Large 92.75
2018 [24] Neural Odor Small 66.6
network
Proposed work Neural Pitch, AMFCC, Both (large and Large 100 small
network Pitch + AMFCC small) (with LDASDR)
99.4
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5 Conclusion

In this work, a gender identification system using acoustic and cepstral features have
been discussed. The experimental results reveals that a classification rate of 99.4%
and 98.4% has been achieved in case of cepstral and acoustic features, respectively
for large database size. However, when both features have been combined for large
sample size, accuracy of 100% has been achieved. However, with small sample
size the identification rate comes out to be 86.9%, 97.1% and 88.3% for cepstral,
acoustic and combined feature set, respectively. With the application of LDASDR
on AMFCC features for small database identification rate increases to 99.4%. Thus,
it can be concluded that when available sample size for training is small, then using
LDASDR is beneficial in terms of identification rate.
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The Cloud-Integrated Hospital )
Allotment System for Dynamic Patients e
Integrated with IoT

Rekha S. Dange and Bharati B. Sayankar

Abstract Intoday’s twenty-first century IoT has played a significant role in bringing
automation into reality. Health monitoring systems portable or fixed can have tremen-
dous application for injured patients if integrated with IoT, health management
systems, and hospital management systems. We are proposing a review work of
cloud-integrated automatic hospital and patient monitoring system to make life
easy for doctors and patients for live tracking of all the individual prospects of
critical patient health data. We are also proposing the IoT-enabled ambulance to
auto-track the nearest hospital for critical patient treatment using machine learning
algorithms. Overall, the research aims to amalgamate health monitoring systems,
Hospital management systems, Ambulance tracking systems to one unified system
integrated with artificial Intelligent. The technology platform powered by systematic
flow diagram of server, cloud and software integrations.

Keywords Hospital management system + Ambulance tracking system + Health
monitoring system - Al

1 Introduction

Before electronic health records, community and township health centres provided a
variety of services [1]. Amongst the services offered were child, maternal, and geri-
atric care, chronic illness care, severe mental patient treatment, and health education.
Public health information management systems (PHIMS) are designed to manage
and organise the vast amount of data generated by public health agencies, hospi-
tals, clinics, and other organisations. In addition, information technology may help
to improve public health services. Ensuring that residents’ electronic health records
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and other follow-up data are properly maintained and used would improve primary
medical institutions’ public health services and allow the health administrative
department to more easily perform service statistics and analysis [2]. The healthcare
system is under pressure to enhance efficiency, safety, and economic sustainability
whilst maintaining or increasing affordability. Inadequate public health monitoring
systems, poor screening and triage processes, and an increase in medical load all
contributed to the need for improved public health crisis management. It is possible
to actively learn and analyse data using artificial intelligence (AI) [3]. Artificial
intelligence (Al) is changing the delivery of health care services and has shown great
promise in the medical and health-care industries.

However, a substantial proportion of infected individuals have a respiratory condi-
tion that requires hospitalisation and may progress to severe sickness with hypoxic
respiratory failure, necessitating long-term ventilator support [4]. As a consequence
of the increased frequency of public health disasters, the usage of technology, espe-
cially artificial intelligence, has increased (Al). The requirement for this conversation
subject is an understanding of new service encounters when Al is deployed in front-
line services. Medical data are often represented, mined, and reasoned using Al-based
clinical decision-making and action management systems. These findings show how
Al may help with medical diagnosis, prevention, and therapy [5].

Data science (DS) technologies are data-driven and cover the data life cycle. Many
of these phases have fewer, higher-level divisions [6]. Data science include data
collection and processing, data integration, storage, and management, data analysis,
and data visualisation and interpretation. This comprises data creation, collecting,
processing, integration, storage, and management, data analysis (including predictive
modelling), and results communication (which includes results dissemination). A
focus on mental health and behavioural transformation was highlighted throughout
the workshop. It was meant to establish research goals for this vital and rapidly
growing area of digital health [7]. Panels on mobile sensing, user experience design,
statistics and machine learning, and privacy and security were held. This study will
uncover optimal practises and unresolved research issues that will progress science.

The use of Artificial Intelligence (AI)-based technologies to medical imaging is
now garnering a lot of interest [8]. Whilst development is rapid and exciting, a number
of steps must be accomplished before a new Al solution can be utilised in routine
medical practise, especially in radiology, nuclear medicine, and radiation. The idea
that new technology should aim to be as safe as the technology it is replacing. True,
risk management and quality assurance will remain quiet. The IDSA and SHEA
have revised its CDI Clinical Practise Guidelines for adults, recommending against
repeat testing during the same diarrhoea episode [9]. At this article, we report on our
CDI experience in a 280-bed community teaching hospital where the elderly makes
up the majority of in-patient admissions. The aim is to enhance current healthcare
services via sensor networks, medical equipment, wireless connectivity, middleware
software, and end software applications. This is because indoor and outdoor health
monitoring systems may help detect illness, provide emergency assistance, and save
medical costs. Sensors must collect regular physiological data from individuals and
provide it to medical experts through a communication system in order for health
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monitoring systems to work. These systems must provide monthly statistics as well
as emergency reports in event of a catastrophe or emergency. When critically 1ill,
most people die in an ambulance [10]. They need urgent help to live. In certain
cases, medical staff may save their lives. As a consequence, an ambulance may only
offer first aid, and any operations that are required will be performed in medical
facilities. Whilst patients are still in the ambulance, this device also offers remote
health monitoring and spoken advice. An ambulance is usually called to take patients
to the closest medical institution (a hospital). When it comes to a patient’s health and
the need to transfer them to a medical institution, several difficulties may emerge.
These issues are divided into two categories:

(1) evaluating patients’ conditions and responding quickly, and
(2) finding the most convenient and appropriate medical facility as soon as
possible.

Also known as distributed real-time systems, these two issues are linked.
Technology-based solutions for ambulance management are also available. This
system is based on GIS, GPS, and GSM [11]. Assisting in an emergency situa-
tion, ambulances transport injured people to the closest hospitals. In such cases, the
reaction speed of our real-time technology is essential, since it affects our reputation.
A faster shortest path approach may be achieved by using efficient data structures to
build the road network graph.

This will decrease emergency response times and increase efficiency. A GIS,
GPS, and GSM (Mouly and Pautet1992; Rahnema 1993) are used to implement it
[12]. Patients are transferred to hospitals and health units whilst being treated in
ambulances. The route to the most suitable hospital, an ambulance is called to the
site of an emergency. The fastest routes are the most efficient. This process may
take a long time in densely populated areas like Mumbai. This technique may be
substantially improved in terms of processing speed by using recent data structure
breakthroughs. It is difficult to decrease response time whilst increasing capabilities
without incorporating the new shortest path method into a GIS.

Hospital-acquired pressure injuries (PIs) are characterised as unfavourable
hospital events that cause significant pain, reduce quality of life, and may be related
to an increased risk of death [13]. Rehospitalisations and healthcare costs rise as a
result of these injuries, which are generally avoidable. As a consequence, hospitals
employ PIs, who may face budgetary constraints or reimbursement changes. With
the greater goal of treating individuals who have had many concussions. Data on PI
incidence has been researched all around the globe and is being used to push hospi-
tals to implement PI preventive initiatives. Ambulance service in the modern day is
a multi-functional, dynamic system with a complicated maintenance mechanism. In
the ambulance service, the significance of research decision support systems comes
from the need to enhance decision-making in order to improve patient care quality.
Given the importance of human life and health, we may emphasise the increasing
need for “reliability” in every choice as one of the main aspects of the ambulance
service’s functioning. As a consequence, employing a Decision Support System
(DSS) to automate the processing of massive quantities of data is a smart idea. A
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high degree of dynamic service work is another essential aspect of an ambulance
service [14]. Because healthcare professionals usually have limited time to make
a choice, there is a lot of movement. As a consequence, by automating situation
analysis, the DSS may be used to reduce decision-making time in complicated situ-
ations. Transportation has changed dramatically as a consequence of technological
advancements in information technology and the automotive industry.

The emergence of autonomous vehicles (AV) in particular has shown to be a game-
changing alternative capable of revolutionising the slow transportation system. An
AV may travel without the need for a driver by using Laser Illuminated Detection and
Ranging (LIDAR), Radio Detection and Ranging (RADAR), cameras, sensors, and
other technologies to monitor its surroundings. Autonomous cars will, according to
some researchers, become a widespread method of transportation, surpassing current
vehicles in terms of safety, efficacy, comfort, traffic density, and speed [15]. Tradi-
tional ambulances may be replaced by autonomous ambulances as a consequence of
this fast development. Because both medical care professionals work together on a
patient instead of one of them needing to drive, it implies more effective medical
support. Patient registration, doctor management, pharmacy management, and other
systems are all part of the hospital administration system which are well manage-
ment by the cloud platform [16]. In the medical sector, Al, ML, and NLP have been
used to create automated software that has a direct application in the entire medical
management system [17]. The hospital’s digitisation has contributed significantly
to income creation and cost reduction [18]. Medical Al can improve the efficiency,
autonomy, and functionality of clinic management system software. Custom machine
learning is increasingly being used to perform tasks that were previously handled by
humans. Appointment and task scheduling may be changed automatically as needed,
with assignments and timetables altered on the fly to suit changing conditions and
notifications issued to the appropriate physicians and other employees to match the
redirected processes [19]. Clinic management system software also makes it easier
for doctors to keep electronic medical records (EMR) and for patients to access
them, allowing for easier access and retention of health and treatment information for
faster decision-making based on a better understanding of the patient’s unique health
profile. Medical artificial intelligence may assist hospital management systems in the
same way that clinic management systems do. Hospitals have a number of unique
problems that may provide additional possibilities for improved functioning via artifi-
cial intelligence programming. Medical Al may assist with in-patient and out-patient
scheduling, with choices on patient rotation based on a number of variables like as
prognosis, treatment response, previous health history, payment/insurance considera-
tions, available personnel and quarters, IPD and OPD analysis, Health care analytics,
hereditary data analysis, and more [20, 21].

Ambulance systems with GPS-enabled sensors have also been shown to utilise Al
and machine learning to improve hospital search efficiency and save patient lives [22,
23]. One of the most serious problems that a patient faces is travel time delays. The
delay in journey time may be caused by traffic circumstances such as traffic jams,
road problems, or the hospital’s or patient’s location. This delay may put important
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patients in jeopardy and, in rare cases, result in death. This issue was critically solved
and was optimise using big data analytics [24-27].

2 Methodology

Methodology for the ambulance geotracking and booking the hospital beds for crit-
ically ill patients is shown in the Fig. 1. Figure 1 shows the overall flowchart with
ambulance and HMS system together. The steps are given below:

Step 1: The methodology’s first step is gathering the patient’s data and locating an
ambulance service for the patient. Patients’ information is stored in the patient’s
business or home’s database. They may be collected by utilising the Id that has been
given to them. If the patient is unable to call the ambulance, someone else may do
so using the patient’s identification number.

Step 2: Once the ambulance arrives and the patient is transferred, the search for a
nearby hospital for ICU beds or other services that the patient requires, whilst keeping
in mind his or her condition, and identifying the location of the closest hospital for
patient admission begins.

Step 3: This step entails searching the hospital’s database for available ICU beds and
other services.

l Id

Patient +—— database

l of patient
Ambulance
patientdata Hospital
and situation database
(critical care) available beds
(Vo fnot it [
Go access the
database for
next nearest

Fig. 1 Flowchart for ambulance and HMS integrated system
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If beds are available, the ambulance will only go to the destination; otherwise, it will
go for the next closest hospital.

Step 4: In the meanwhile, the ambulance is searching for open hospitals and will
connect with a doctor to check the patient’s health and make the appropriate hospital
preparations.

2.1 Software Requirement Specification (SRS)

HTML \s

CSS \s

JAVASCRIPT \s

PHP \s

PHPMySQLServer (XAMPP).

The technologies are all open source, and the technical skills required are manage-
able. The ease of utilising these technologies and product development time restric-
tions are linked [16]. The website will be hosted in a free web hosting space at first,
but it will be transferred to a premium web hosting space with sufficient capacity later.
The bandwidth needed is low since this software does not contain any multimedia
components.

2.2 Operational Feasibility

The following resources are needed for this research work:

Programming Device (laptop and desktop)
Web Hosting (Freely available)

Programming tools (free open source server)
Individual programming, design, and planning.

Appropriate planning and execution by capable personnel under proper super-
vision are required. We are working on the project on the Windows 10 platform,
which may be used to create and test applications. Because Windows versions are
often used in workplaces, any problems that arise or modifications that are required
will be easy to consult. The software will be made more user-friendly and simple to
administer from the back end so that users may feel comfortable using it. Because
all of the aforementioned criteria have been met, we can say that our research work
is operationally viable.



The Cloud-Integrated Hospital Allotment System ... 109

2.3 The Server

XAMPP (Extremely Accelerated Multi-Platform (APACHE SERVER) which is also
integrated with IoT environment of vehicle. Itis a free and open source cross-platform
web server solution stack bundle created by apache friends, mostly consisting of the
apache web server. The scripts are written in php, html, and CSS, amongst other
languages.

2.4 In the Back End

e MYSQL

Interfaces with the System.
The programme will feature a menu-based interface that is user-friendly. The
screens below will be given.

i.  Display Screen:
ii.  Login or Sign Up Screen
iii. Menu and Reservations.

3 Particular Requirements

This section provides the software requirements at a degree of depth that allows
designers and testers to build and test the system.

1. Requirements for the External Interface
2. Graphical User Interfaces.

The following screens are define as follows:

Opening Page: The menu will be shown on the left side of the screen to browse
the website’s pages. The user will be given an AMBULANCE INFORMATION
page in the centre of the page to go through the available AMBULANCES IN THE
DESIRED LOCATION based on the criteria supplied by the user.

Login Screen: After the display screen, this will be the second screen to appear.
Users will be able to access various displays depending on where they wish to go.
This screen’s many fields will be filled in.

i.  CLIENT IDENTIFICATION:
ii. PASSWORD:
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4 Hospital and Location Ambulance Information (Source,
Destination, Timeline)

This page will enable the user to choose which data points the passenger wishes
to travel from. The following are some of the fields that will be accessible on this
screen:

i.  Date:
ii. DEPARTURE.
iii.  ARRIVAL.
iv. AMBULANCE TYPE.

4.1 Page for Registration: (User Information)

The SIGN UP Page: This page is given to get basic information about the user and
to enable the user to securely access and book AMBULANCE at any time and from
any location without having to worry about payment security or other data required
at the time of booking (Fig. 2). It may be booked securely at any time and from any
location.

Contact Page: This page includes the ADMINS’ MAIL ID and PHONE
NUMBERS so that customers may contact them in an emergency or report an issue
for future improvements.

A data flow diagram (DFD) visually illustrates the movement of data through an
information system. It shows how data is input into and output from the system,
as well as the data’s sources, destinations, and storage locations. The whole system
is shown in a single bubble, with input and output data indicated by incoming and
exiting arrows. Login, Ambulance information, Booking information, Status, and

Request service

USER ———

Given Response

ONLINE
AMBULANCE
SYSTEM

"1 ADMIN
reports

Given rl.'&pcnse| Check the
| Availability
|
AMBULANCE

Fig. 2 Context level diagram for USER, ADMIN, and ambulance communication
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Payment system are the inputs and outputs of the process known as “online Ambu-
lance Booking System”. The user interacts directly with the input/output parameters
in this instance, and the user gets a single answer in terms. We’ll go through a high-
level overview of the system, including the databases from which the process will
collect data and utilise it to execute various tasks. Figure 3 shows a level.

1 data flow diagram that explains the entire flow system.

The proposed system in Fig. 1 is the overall flow of the data with authentica-
tion and authorisation characteristics which defines the integration of cyber physical
system into our proposed architecture. The add new vehicles system is integrated
with database and admin authorise the vehicle adding system and our software algo-
rithms authenticate with in the database (Fig. 3). Once the vehicle is added the
driver can get authenticated with particular vehicles and each driver can get link with
multiple vehicles if needed and decided by the software environment. Every driver
and vehicle system represents the ambulance system which is further monitored and
authorised by centrally enabled admin which interact with the users. Each user in

DATA STORE

ADD NEW VEHICLES

ADMIN

checking

AUTHENTICA
DRIVER
REGISTRATION
User fill details Registration
confirmed
USER SEARCH AMBULANCE

Process and show result

Fig. 3 Dataflow diagram for the entire proposed system
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the ecosystem of our environment is stabilised used high end encrypted password
protect system which is authenticated by vehicle, ambulance, admin database, and
then given required authorisation. Registration of user are also taken place based on
OTP authentications. This proposed architecture is for patient which is acting as user
and IoT dataset are getting fetched by IoT-enabled vehicles with its GPS character-
istics. This GPS dataset is again collaborated with the hospital location to find out
the optimised path for the vehicle to reach in the shortest period of time (Fig. 2).

5 Conclusion

In the real-world problems related to accidents, and the management facilities of those
patients. Those patients are classified in two types, conscious and unconscious. At the
sight of accident our system is able to provide the patient ID to the database manage-
ment of the nearby hospital if the patient is conscious. If the Patient is unconscious,
it is declared as a critical patient and sends the patient data to the emergency/critical
patient of the system database. It uses the real-time condition of the patient and sends
the updates to the nearby hospitals. As the accidents occurs, most nearby ambulance
gets deployed to the sight of incident. After getting the ID of the patient and ambulate
the patient our product also finds the best shortest path to the nearby hospital. As
that particular nearby hospital receives the real-time data of the patient, the hospital
arranges all the requirements in prior. If the hospital updates its entries that the
hospital beds are full, then our product will quickly track the location on next nearby
hospital with its shortest path. At the time of real-life situations if there are more
than one cases to ambulate the patients then our system checks and predicts which
patient is most critical and relocates the map to that specific critical patient.

6 Future Scope

The proposed system is comprised three main system ambulance tracking system,
Health monitoring system, and Hospital management system. This system when
integrated with cloud technology and blockchain token system can increase the high
end data analytics ability and security, respectively. The machine learning algorithms
with big data analytics can bring the artificial intelligent ability to our proposed
system.
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Parallel Agglomerative Hierarchical M)
Clustering Algorithm Implementation ek
with Hadoop MapReduce

C. Maithri and H. Chandramouli

Abstract Current expectations on popular classification methods in today’s data
mining software are increasing due to the large volumes of generated data from
online interactive systems. Hierarchical agglomerative clustering (HAC) algorithm
is a popular algorithm that is adopted for clustering both similarity and dissimi-
larity datasets. Solutions of data analytics with parallel and distributed architectures
are promising models for storing, retrieving and analyzing large datasets. Hadoop
MapReduce framework is a distributed and parallel platform to handle large datasets.
Classification algorithms redefined to use features of Hadoop MapReduce method to
provide an ability to solve the problem of clustering on large volume of data. In this
paper, we are proposing an agglomerative hierarchical clustering with parallel imple-
mentation, using MapReduce approach for large dataset. It divides dataset into data
blocks; each data block is classified to groups on different distributed data node of
Hadoop MapReduce with agglomerative hierarchical clustering method. The imple-
mentation is fully MapReduce programming model, which will have nodes that pull
task assignment and global status for determining their individual node status. The
implementation defines an execution environment that facilitates algorithm execu-
tion over different datasets. The significance of this approach provide the proposed
clustering model over the distributed environment with an increase in efficiency for
large data analysis.

Keywords Agglomerative hierarchical clustering - Big data mining + Distributed
architecture - Hadoop MapReduce - Machine learning * Parallel algorithm
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1 Introduction

Data clustering in machine learning is a first primary task performed before any
analysis or synthesis of data. Fast and efficient clustering algorithms are next techno-
logical trend that will utilize robust processing systems [1, 2] to generate knowledge
from large volume of unresponsive spatial data. The clustering algorithm basic oper-
ation is to generate C clusters from N dataset with subjective conditions that elements
in each cluster are same and are distinct from each other out of clusters. Clustering is a
mathematical model to discover data patterns in datasets, where the objects in cluster
have higher degree of similarity. Clustering process is not an automatic process, but it
is an iterative procedure for finding multi-objective similarity data and putting them
into one group. There are many algorithmic approaches defined and implemented
to perform clustering process, which parallelized to optimize computing cost. The
primary algorithmic classification defined are partition method, density method, grid
method, distribution-based method and connectivity-based method.

The hierarchical clustering is one popular mathematical approach that considers
interconnection of dataset. The principle rule in hierarchical clustering is that the core
object-related more to its nearby objects than to far away objects. The connecting
rule defined based on distance or on certain similarity field values that are present in
objects considered. Dendrogram represents the outcome of hierarchical clustering,
which explains hierarchy of cluster formulation on given dataset [3].

There are two active implementations for hierarchical clustering method: (1)
agglomerative clustering and (2) divisive clustering. The agglomerative clustering is
a bottom-up method, which starts with formulating groups from each dataset consid-
ering the distance matrix and constructs a singleton cluster for all the data. The
divisive clustering is a top-down method, which first considers all dataset as one
singleton cluster and starts dividing to small clusters until all data objects grouped
individually. Divisive clustering algorithm is advantageous only for small computa-
tions, but it is a drawback for large volume data. The agglomerative clustering has
complexity of O(n?), and divisive clustering has complexity of O(2"~!) which are
both iterative approach and make slower during processing of large datasets.

Agglomerative process starts with finding the minimal distance between each
cluster and performs a merge of least distance clusters together. This step is repeated
till all clusters are merged into one cluster. The output of this process represented
with a dendrogram that shows the merging of clusters. After formulating of one
complete cluster, there will be a split process, which shows group of clusters.

The basic motivation for this work is to efficiently utilize the parallel approaches
available to perform the clustering of large volume data on Hadoop. In this paper,
we are proposing a parallel agglomerative clustering method implementation using
the Hadoop eMapReduce framework that has multi-process design in computing the
distance matrix for clusters of data. The experimental outcome of proposed algorithm
implementation compared with an iterative approach of agglomerative clustering.
The comparison shows an overall improvement of computation cost for a selected
dataset.
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2 Related Works

Most of hierarchical clustering algorithms work with using minimum spanning tree
(MST) [4] and got optimized using that data structure. All these implementation
differs with point of similarity calculation on existing clusters. Well-known imple-
mentation of hierarchical clustering algorithms is BIRCH [5], CURE [6], ROCK [7],
CHAMELEON [8], etc. In all these algorithmic implementation, the only difference
isin setting of different parameters to identify an improvement for quality of resultant
clusters and reduce outliers. The work in this paper highlights only on hierarchical
method to model dataset to execute in parallel way.

The popular hierarchical method implemented in many of data analysis and
processing architecture is agglomerative hierarchical clustering (AHC) [9]. This
method defines each data object as cluster and then repeatedly merges the neighbor
nearest clusters to form a cluster tree called dendrogram. The dendrogram built after
the execution of AHC from bottom leaf cluster to the root cluster by performing
merge operation. Finally, the dendrogram shows that data objects are in leaf position
that will be presented by user.

There are many variants of AHC implementation based on distance calculation of
clusters. Whether the algorithm uses minimum or maximum distance of objects to
form dendrogram that resulting in complete AHC. There are some known strategies
defined as unweighted pair group method using arithmetic averages (UPGMA) and
weighted pair group method using arithmetic averages (WPGMA). The details can
be referred in legendre et. al. [10].

To parallelize hierarchical clustering, a MapReduce strategy conveniently
discussed in the work of parallel random partition based hierarchical clustering
(PARABLE) [11]. This approach is a two-step procedure. The first step performs
sequential hierarchical clustering execution on distributed nodes. The second step
will combine the obtained results from first step into clusters as defined using
dendrogram alignment technique.

There are methods of parallel algorithm [12, 13] for hierarchical clustering in
which sequential hierarchical clustering algorithm runs on parallel threads that uses
data subsets to form intermediate level dendrogram result. These intermediate-level
dendrogram results are merged to form final dendrogram result. The process of
merging is recursive, which starts from leaves toward root with comparing nodes
using similarity value. The dendrogram merging technique fails to address the fact of
adding new branches into dendrogram and the effect of height at the point of merging.
Many parallel hierarchical clustering algorithms are defined such as single linkage
clustering algorithm (SLINK) [14], hierarchical DBScan (HDBSCAN) [15], which
describe both parallel and distributed methods. The clustering through minimum
spanning tree (MST) in parallel (CLUMP) [16] shows the parallel building of
minimum spanning tree using distributed nodes on a set of overlapping datasets.
On each node process there will be different subset of data there is a no duplication
of data subset. It uses linear representation that is a list of data elements in sequential
order.
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The scalable algorithm proposed is shared memory single linkage (SHRINK)
[17] which parallelizes the single linkage hierarchical clustering. In this method, the
original data divides into sub-datasets with overlapping condition and computes the
hierarchy of each subset using single linkage algorithm, which results in dendrogram.
The subset dendrogram is combined for the overall dendrogram.

Another algorithm that uses single linkage [18] is distributed using single
linkage algorithm with MapReduce (DiSC) [18] and is also similar to SHRINK and
CLUMP. DiSC algorithm is specifically implemented using MapReduce model that
divides dataset into overlapping sub-datasets. Each subset processed separately over
distributed node to have intermediate results. The results combined to form overall
dataset. The DiSC algorithm has two rounds of MapReduce jobs in that the first round
is prim’s mapper. This builds intermediate MST for giving data subset. The second
round is a Kruskal reducer program, which defines a K-way merger to combine
intermediate results to final output of cluster. With this discussion, it is evident that
MapReduce framework will facilitate data clustering in distributed computing envi-
ronment. However, this approach of MapReduce implementation may reduce the
computational effort of hierarchical clustering calculations. Another reason is that
many intermediate copies of data transmitted to data nodes increase the total amount
of transmitted data to much higher than the normal size of dataset.

3 Preliminary Concepts

Data mining methods such as classification, clustering, regression, association and
pattern matching applied for finding patterns on dataset. Data mining will be an auto-
mated method for finding the precious information and extract that information from
large data repositories. This may involve in analyzing data in large volume to find
some valuable information. The outcome of data mining will be clusters, graphs, time
series values and equation solutions. The data mining uses two techniques, namely
supervised and unsupervised learning [19]. The supervised learning technique builds
model before performing actual analysis on data. In this case, the algorithms start
building training data from the dataset and previous trained data to estimate patterns.
Some of supervised learning methods are classification, neural networks and asso-
ciation algorithms [20-22]. The unsupervised learning technique applies directly on
the dataset to classify them and generate the knowledge, which results with models.
The unsupervised learning algorithms are clustering of data, the mining of data for
knowledge discovery in data. The algorithms that deal with knowledge discovery
in data (KDD) process large amount of dataset to extract knowledge out of it. The
clustering process will group data objects to create a tree structure in which accessing
of data object will be simple. This process is a continuous process that is defined
with grouping of data points with the condition that any two clusters are distinct.
The hierarchical clustering will combine data points to clusters to form a big cluster
that will be in hierarchy. This hierarchical structure is called as a dendrogram. In
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Fig. 1 Stages of hierarchical clustering

dendrogram, the root represents one cluster that contains all data points. Figure 1
shows the stages of hierarchical clustering approach.

(A) Hierarchical clustering algorithms
The hierarchical clustering algorithm defined in two approaches:

(1) Agglomerative hierarchical clustering: It is a bottom-up approach to
form the clusters, in which each data in dataset is defined as data object
cluster at initial step and it continues to merge each cluster to form
single cluster using similarity condition. The outcome is a tree dendro-
gram. The next step is to split the single dendrogram to form small
pieces of clusters using the predefined number of clusters. Thus, with
this approach, it determines exact number of clusters.

(2) Divisive: It is a top-down approach to form the clusters. Here, all dataset
formed together as the single cluster. The single cluster divides into two
or more clusters based on the similarity metric. This process continues
until the formulation of required number of cluster. One drawback is
that once the split of cluster performed there is no undo process to
reformulate the original cluster. Some advantage is that it has small
computation cost compared to agglomerative clustering. To improve the
quality, we may use the other multi-phase clustering method along with
hierarchical clustering.

(B) Hadoop system architecture

Hadoop is distributed system available in open source which is useful in
processing large data over a network of computers. It provides options for
storing large volume of data for executing processing algorithm in distributed
manner. The strength of Hadoop architecture is its file system called Hadoop
distributed file system (HDFS) that is also a distributed file system and
MapReduce framework used for writing applications which uses distributed
processing environment in scalable manner. Hadoop has hardware failure
mechanism which handles any hardware failure at node level and this failure
will not effect on the application level.
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The major Hadoop architectural features are

(1) Scalability: Running single program on thousands of networked
machines. New machines added to Hadoop system without affecting
the current execution environment.

(2) Fault tolerance: Hadoop key feature is fault tolerance, and data sent to
individual node replicated in another node. On event of failure on one
node data restores with using replicated copy of that data.

(3) Fast: The distributed file system of Hadoop provides a better data
mapping so that the data processing algorithms run faster over large
volume of data.

(4) Simplicity: It has simple APIs to deal with huge data in terms of
petabytes.

(C) Agglomerative hierarchical clustering

The AHC method starts with defining each data objects as clusters and merges up
to form the hierarchy. With each step execution, two clusters will merge to form on
cluster based on distance matrix. This merging process will be performed until the
complete hierarchy of cluster is constructed. The algorithm for AHC is as follows.

Algorithm 1: AHC

1. Calculate similarity value using distance matrix of clusters. This process builds
a similarity index, Sj;, for two clusters i and j.

2. Merge two clusters, which have closest similarity value.

3. Update similarity matrix value on merging to show out pairwise similarity value
for new cluster form on step 2.

4. Repeat step 2 and 3 until the formulation of single cluster.

The similarity of two clusters may be the minimum distance value or maximum
distance value. The two data clusters are called “nearest neighbor” if their distance
is minimum and is computed using Eq. 1. The two data clusters are called “furthest
neighbor” if their distance is maximum and computed using Eq. 2.

dmin(civ Cj) = minAEc,v,Bec,-|A - B| (1)

dmax (¢i, €j) = MaXpce, pec;|A — Bl 2)

4 Parallel Agglomerative Hierarchical Clustering
Algorithm

Figure 2 shows the MapReduce model used in PAHC algorithm, where the input data
objects represented and defined to map task. The combined result is generated by the
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Fig. 2 MapReduce model for PAHC algorithm

reduce task. Suppose the PAHC consists of N computers, in which one is master node
M, and others are data nodes or slave nodes S, then S; (i = 1, ..., N — 1). The initial
classification process starts with P initial clusters. The details of implementation of
PAHC described in Algorithm 2.

Algorithm 2: PAHC

1. Initialization: This uses the data objects as clusters called P {p;| i = 1..n, where
n is number of data objects}. Result of initial classification is to build global
mapping of the clusters to the data nodes S; and store this mapping structure in
master node M.

2. Similarity calculation process: Each data node performs the similarity calcu-
lation for assigned clusters. Suppose n (n > N) the number of cluster in this
iteration, M distributes the tasks to each S; with the cluster ID pair: assigned to
Si, assigned to S, and assigned to Dy_;.

3. Each data node performs their tasks in parallel as defined below:

a. The vectors V; and Vj are extracted from the mapping structure for i and j
clusters from the global vector.

b. Processes the similarity calculation using distance vector calculation, for
example, cosine distance calculation method.

c.  Store back the resulted similarity value into the global mapping vector and
save it in the temporary file.

d. Waits for next cluster pair.

4. Each data node processes the similarity value in reverse sorting.
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5. Each node sends result list to the master node, where the reducer thread merges
the overall result and generates a sorted list.

6. Check result of this iteration: The key of first entry of global sorting result
contains most similar cluster id of the iteration. When the value is less than the
initial threshold t, then go to step 8, else go to step 7.

7. Merge the two clusters and adjust the similarity vector of the new cluster. Renew
the global mapping vector mapping structure, and go to step 2.

8. Stop PHC process.

5 Experiments

For an experimental setup as shown in Fig. 3, we created check implementation for
parallel hierarchical algorithm using the Hadoop distributed file system. As known
the worst time for traditional agglomerative hierarchical algorithm is O(n®). The
new parallel agglomerative hierarchical algorithm (PAHC) will have the worst time
complexity O(n*logn). The experimental results of PAHC compared with existing
hierarchical clustering. The first implementation has resulted to be O(n?) and the
second which contains the grid formulation also has the runtime equivalent to O(n?)
which is slightly efficient than original algorithm.

The process of priority queue algorithm first constructs a priority queue with the
value of each cluster. The new cluster formed updates the queue by inserting the new

Dataset »( Master Task )
b
i
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= & 3
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& &° %
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Fig. 3 Experimental setup for executing the P-AHC algorithm
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cluster into it and updates all other values on queue. To insert and delete in priority
queue it requires O(logn) time. To update queue entry requires two delete and one
insert operation thus, resulting in O(n’logn) time for n queues entries. Thus, total
time is O(n*logn) time compared t O(n?).

The implementation of PAHC is done on Hadoop 3.1.0 with one master node and
11 slave nodes. The interface for executing the algorithm prepared using the Java
swing application with Java 11 programming and NetBeans 12 as IDE. The master
node configured on server system, HP ProLiant G580 server with four processors of
Xeon 2.93 GHz processor having four cores and total of 16 cores processor archi-
tecture. The server system has 128 GB RAM and 480 GB storage. Each of the slave
node is configured on system, Intel core i3 CPU 2.53 GHz, 4 GB RAM and 500 GB
Storage. All the nodes are running on Ubuntu 18.04 operating system. Figure 3 shows
the interface of P-AHC algorithm over the Hadoop.

Datasets

The raw datais provided to parallel hierarchical agglomerative clustering algorithm to
create n clusters over number of nodes. The table shows datasets generated for running
of algorithm. Figure 4 shows the overall speedup for different dataset considered for
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Fig. 4 Speedup in running time (seconds) for different datasets
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Tablel Dataset for experiment of PAHC

Dataset
Dataset 1 Dataset 2 Dataset 3 Dataset 4
Nodes 20,000 15,000 10,000 5000
1 540 303 139 34
2 450 278 118 27
4 360 191 80 19
6 242 129 54 13
8 184 100 41 10
10 148 79 34
12 128 68 29
Speedup
600

'y =&=— AHC

T 500 Va

o === PAHC

3]

E 400 -

£ 300

=

& 200 /

c

0 L)

5000 10000 15000 20000
Datasets

Fig. 5 Speedup comparison of AHC and PAHC

execution as in Table 1. Figure 5 provides the comparison of existing AHC with
PAHC speedup.

6 Conclusion

The MapReduce implementation for parallel hierarchical agglomerative clustering
algorithm proposed and executed over Hadoop distributed system shows the opti-
mized results over a defined dataset, and the parallel computation with reduced
inter-process communication shows the reduction of computing cost on considered
datasets. In addition, we showed that the proposed method parallel hierarchical
agglomerative clustering algorithm (PAHC) has better efficiency compared with
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existing algorithm and facilitates for large dataset processing. Further, the proposed
algorithm can be improved for effectiveness on processing multiple documents using
various memory-bounded experiments.
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Design Flaws and Cryptanalysis )
of a Lightweight Mutual Authentication oo
Protocol for V2V Communication

in Internet of Vehicles

Vinod Kumar, Srinivas Jangirala, Hari Pratap, and Adesh Kumari

Abstract The fast development of information technology and communication
includes Internet of Things (I0oT), cloud computing, Internet vehicle blockchain tech-
nology, V2G technology, and artificial intelligence. The Internet of Vehicles (IoV)
is one of the application of IoT. Recently, Vasudev et al. have published a paper [1]
in “IEEE Transactions on Vehicular Technology” with DOI: 10.1109/TVT.2020.29
86585 in IoV environment [1]. In this paper, we reviewed Vasudev et al.’s protocol
and find some of the design flaws and security features like forward secrecy, vehi-
cle server impersonation attack, insider attack, and others weaknesses. Further, we
provide some valuable suggestions for future research for authentication and key
agreement protocols in V2V communication.

Keywords Cryptanalysis « Design flaws - V2V communication - Internet of
Vehicles

1 Introduction

Recently, the paper is published by Vasudev et al. [1]. They claim that the suggested
approach is more efficient than similar protocols like Mun et al. [2], Zhao et al.
[3], Mohit et al. [4], Ying et al. [5] and Chen et al. [6] in terms of computing and
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Table 1 Notations used [1]

Symbol Description

Vs Vehicle user

TA Trusted authority

RA Registration authority

A Vehicle Server

A Attacker/Adversary

UID; The ith host’s identification number
PW; UID;’s password

h(.) One-way cryptographic hash
CID The TA has a unique identifier
SIDy, The kth VS identification number
K; VS and TA shared a secret key

Sk Session key

i~ Whether i equals j

&) Bitwise XOR operation

Il Concatenation operation

communication expenses. They have also shows that Mohit et al. [4] and Li et al.
[7] fails against man-in-the-middle attack, He et al. [8] fails against untraceable
attack. They also untraceable attacks, stolen smart card attacks, anonymity attacks,
and man-in-the-middle attacks all fail against Shi and Gong [9].

Now adays, the protocols [ 10-12] provided different approach in terms of security
and privacy for vehicular cloud computing. Further, we have reviewed Vasudev et
al. [1] and found that it fails in vehicle server impersonation attack, insider attack,
and forward secrecy. We also discuss design flaws and other weakness of the same.

1.1 Motivation and Contribution

The main purpose of this comment article is to point out the key security issues in
Vasudev et al.’s protocol [1]. Thus, we discuss how Vasudev et al.’s protocol is subject
to vehicle server impersonation, insider attacks, forward secrecy, design errors, and
other vulnerabilities. Further, we suggest the improvement for the future research in
V2V communication network.
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1.2 The Paper’s Road Map

The following is a map of the rest of the paper. Section 2, review of Vasudev et al.
protocol [1]. Section 3, statement of the problem. Section 4, suggested improvement.
At last, we discuss future directions and conclusion of this work. We will start with
Table 1, which contains all of the notations used in this paper.

2 Vasudev et al. Protocol [1] Evaluation Review of Vasudev

We will go over Vasudev et al. protocol’s in this session. It includes “Registration
phase” and “Login, authentication and communication phase” as under.

2.1 Registration Phase

V; uses the RA registration form, as shown below.:

Step 1. To register with RA, Vi inputs UID;, PW;, generates random number
RU;, computes HUID; = h(UID;||RU;), HPW; = h(PW;||RU;) and sends
{HUID;, HPW;} to RA via secure channel.

Step 2.  On receiving {HUID;, HPW;}, RA computes A; = h(HUID;||Ks), where
K is the secret shared key between 7A and VS. Further, RA computes
By =A, ® h(HUID;||HPW;), stores {A, B1} in smartcard SC and sends
{A1, By} to V; via secure channel.

Step 3.  On receiving {A1, By}, Vs computes Z; = UID; & RU; and stores Z; into
SC.

The process registration of V is shown in Table 2.

2.2 Login, Authentication and Communication Phase

During this session, V; and VS authenticate to each other using 7A and keep the
session key as shown below:

Step 1. Vi login with ID;, PW; and verifies A; 2z B ® h(HUID;||HPW;). Then, V;
generates time-stamp 7, random nonce N,,, computes Misg; = h(A,||T,||H
PW;|IN,), Y1 = h(B||HPW;),X; = N, ® Y, andsends {Msg, Xi, T, SID}
to TA via insecure channel.

Step 2.  Onreceiving {Msgi, X1, T, SID} TA computes Y| = h(B,||[HPW;),N; =

X1 @ Y] and verifies Msg, = h(A1||T |[HPW;|IN,). Then, TA computes
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Table 2 V; registration phase of Vasudev et al. [1]

Vehicle (Vs) Registration authority (RA)

Inputs UID{,PW;

Generates random number RU;

Computes HUID| = h(UID |RU)

Computes HPW| = h(PW{||RU) Computes A; = h(HUID1||Ky)
Sends {HUID, HPW,} Where K, is the secret shared key between TA
and VS
~~~~~~~~~~~~ — Computes By = A; h @ h(HUID; |HP W)
(via secure channel) Stores {A, B} in smartcard SC
Sends {A, B1}
B,
Computes Z; = (UID; @ RU)) (via secure channel)

Store {A1, By, Z;} into SC

Step 3.

Step 4.

Step 5.

HCID=h(HUID;||CID||SID), generates time-stamp T, computes Msg, =
h(HCID||K,||T;||N,),X> = N, @& h(K,) and sends {Msg,, X», T., HCID} to
VS via insecure channel.

On receiving {Msg>, X5, T., HCID}, VS computes N = X> @ h(K;) and
checks Msg, = h(HCID| K, ||IT:|IN,;). Then, selects Ny, computes ses-
sion key Sy = h(HCID||Ns||N,), generates time-stamp 7, computes X3 =
h(NM”NY”T&‘”KY)v MSg3 =N;®N, and sends {MSgS» X3, Tv} to TA via
open channel.

On receiving {Msgs, X3, T}, TA computes N = Msg3 @ N, and verifies
X3 Z h(N, |N;|| T || Ky). Then, computesw = Ny & HPW;, X4 = h(N, || N;||
HPW,) and forwards {X4, w} to V via insecure channel.

On receiving {Xu, w}, V; computes N = w @ HPW; and verifies Hy 2
h(N,||N;||HPW;). After that V; computes Sy = h(HCID||N,||Ny).

This phase’s process is depicted in Table 3.

3 Statement of the Problem

In this section, we discuss design flaws, cryptanalysis, and other weaknesses of
Vasudev et al. [1] protocol. The details of these problems are as below.
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Table 3 Login, authentication, and communication phase of Vasudev et al. [1]

Vehicle V;

Trusted Authority TA

Vehicle Server VS

Input ID; and PW;

Verifies Ay 2z
B @ h({HUID;, HPW,})

Generates time-stamp T,

Generates random nonce N,

Computes Msg| =
h(AIT | HP W1 |IN,)

Computes Y| = h(B;||HPW))

Computes Y| = h(B1||HP W)

Computes X; = N, P Y;

Computes N} = X P Y}

Sends {Msg1, X1, Ty, SID}

Verifies
2
Msgi = (AT, ||HPW;||Ny,)

Computes HCID =

h(HUID, | CID|SID)

(via insecure channel)

Generates time-stamp 7,

Computes
Msg2h(HCID| K || K, |Ny)

Computes N = X @ h(Ky)

Computes Xo = N, P h(Ky)

Verifies
2
Msgy = h(HCID||K || T |IN;)

Sends {Msgs, X2, T., HCID}

Generates random nonce N

Computes HCID =

h(HUID,||CID||SID)

(via insecure channel)

Generates time-stamp T

Computes
X3 = h(Ns ”Nu ”Nv ” T ”Ks)

Computes Msgz = Ny P N,,)

Computes N = Msgz P N,)

Sends {Msgs, X3, T,,}

Veriﬁes
X3 = h(Nu ”Ns ” T ”Ks)

Computes w = N; € HPW;

(via insecure channel)

Computes
X4 = h(Nu|INs|HP W
ComputesN; = w P HPW; B

Verifies
9
Hy = h(Ny|INs|HPW;)

(via insecure channel)

Computes session Key Sk

h(HCID) Ny |Ns
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3.1 Design Flaws of Vasudev et al. Protocol

Vasudev et al. [1] may have the following design flaws:

DF1. The title of this paper is not suitable because authors have discussed authen-
tication, session key agreement, and other values between V; and VS via TA.
This is not a V2V communication. This is a V2VS communication.

DF2. There is no information how RA send Vs’s registration information to 7A.

DF3. There is no information how to 7A share key K with VS.

DF4. If K; is secret for RA or TA, then some parameters are not possible like
Ny =X, ® h(Ky), (HCID||K, T IN,;), and X3 = h(N, INs || T5||K).

DF5. Vasudev et al. protocol did not show VS registration phase.

DF6. In V;registration phase, RA sends smartcard SC to V; which contain {A;, B;}.
On receiving it, V; computes Z; = UID; ® RU; and includes Z; in SC. In
login, authentication, and communication phase, authors did not use Z;. If SC
is stolen or breached, then stolen verifier attack possible in this framework.

DF7. In the presented protocol, some of the parameters used in multiple time like
Ny, N}, Nyand N;}.

3.2 Cryptanalysis of the Vasudev et al. Protocol

The protocol proposed by Vasudev et al.’s fails against the following attacks:

Forward Secrecy between V; and VS: In step 3. of login, authentication, and
communication phase of Vasudev et al. protocol, VS computes session key S; =
h(HCID||N,||N,). Further, in step 5. of login, authentication, and communication
phase of Vasudev et al. protocol, V; computes session key S, = h(HCID||N,||Nj).
Thus, h(HCID||N,||Ns) # h(HCID||N,||N,) by the property of way hash function.
Hence, session is not possible in [1].

Vehicle Server Impersonation Attack Assume that VS and V; compute same session
key Sy = h(HCID||N,||Ny). Further, A collects K4 = K, by guessing attack. Thus,
A impersonate to VS as following:

IMA1. Assume that A collects message {Msg, X», T., HCID} in insecure channel
which is sent by TA is step 2.
IMA2. On receiving {Msg,, X,, T., HCID}, A computes NL;“ =X, ® h(K4) and

verifies Msg, Z h(HCID| K A||TC||NMA). Then, A selects value N;“, com-
putes session key Sy = h(HCID||N;4||NLj“), generates time-stamp TSA,
computes X;y* = h(NAINAITAIK 4), Msg = NA@NA and sends
{Msg{', X{*, T2} to TA via insecure channel.

IMA3.  Onreceiving {Msg{', Xi*, T}, TA computes N/** = Msgs* @ N, and ver-
ifies Xy = h(N*||INA*|TA|K,). Then, TA computes w = NA* & HPW;,
X4 =h(N} ||NSA* |[HPW;) and sends {X4, w} to V; via insecure channel.
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IMA4. On receiving {X4, w}, V; computes N;“** = w @ HPW, and verifies H, 2
h(NullNXf“**||HPWi). After that V; computes session key S; = h(HCID
IN* (1N,

Thus, Sy = h(HCID|N**||N,) = h(HCID|NA|IN;A) = S4 becauseNA** = NA
and N, = N, A Hence, vehicle server impersonation attack is available in Vasudev
et al. protocol

Insider Attack There are two different insider attack possible in Vasudev et al.’s
protocol which are discuss as below:

Insider Attack I:

IAIl. Instep 2. of login, authentication, and communication phase of Vasudev et
al. protocol, TA sends {Msg>, X», T,, HCID} to VS via insecure channel.
IAI2.  On receiving {Msg, X», T, HCID}, VS computes N\ = X, & h(Kj), veri-

fies Msg, Z h(HCID||K,|IT:|IN), selects value N,, computes session key
Sy = h(HCID||N,||N,), generates time-stamp T, computes X3 = h(N,, || N||
Ts||Ks), Msgs = N; @& N, and sends {Msg3, X3, Ty} to TA via insecure chan-
nel.

IAI3. Onreceiving {Msg3, X3, T}, TA computes N = Msgsz @ N,/ and computes
session key Sty = h(HCID|INF|N))).

Thus, Sz = h(HCID|IN}|IN;) = h(HCID|N,||N,) = Sk, because N=N;and N =
N, . Further, TA will collect the information from VS and he/she can be misuse it.

Insider Attack I1

IAIll. From insider attack I, TA computes session key Szu = h(HCID||N}||N}}).

IAII2. In step 4. of login, authentication and communication phase of Vasudev et
al. protocol, TA computes w = N @ HPW;, s X4 = h(N}|IN;||[HPW;) and
sends {X4, w} to V; via insecure channel.

IAII3.  On receiving {X4, w}, Vs computes NJ* = w @ HPW;, verifies Hy 2 h(N,
IN*||[HPW;). Then, V, computes session key Sy = h(HCID||N,|IN;*).

Thus, St4 = h(HCID||N}|IN;) = h(HCID||N, |IN;*) = Sk, because N;* = N* = N;
and N = N,,. Further, TA will collect the information from Vi and he/she can be
misuse it.

Hence, insider attack is possible in Vasudev et al.’s protocol.
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3.3 Other Weakness of Vasudev et al. Protocol

There are some other weakness of Vasudev et al. protocol [1] as below:

OWI1. In Vasudev et al.’s paper, the authors have compared computation and com-
munication cost among protocols like Mun et al. [2], Zhao et al. [3], Mohit
etal. [4], Ying et al. [5] and Chen et al. [6].They also compared the security
qualities and features of the protocols Mohit et al. [4], Li et al. [7], He et al.
[8] and Shi and Gong [9]. This is major weakness of this protocol.

OW2. In Vasudev et al.’s paper, they did not discuss password/identity change
phase.

OW3. In Vasudev et al.’s paper, they used smartcard-based approach, but they did
not go into detail about the revocation and re-registration phases.

4 Suggested Improvement

In this session, we discuss following suggestions required in Vasudev et al.’s protocol
which will be helpful in future research:

SI1. The researchers should discuss VS’s registration phase with proper informa-
tion of secret shared key between TA and VS.

SI2.  The researchers should use biometric and fuzzy extractor-based approach to
avoid guessing attack.

SI3.  The researchers should discuss revocation phase and re-registration phase.

SI4.  The researchers should use the clock-synchronization approach.

5 Conclusion

We have discovered that Vasudev et al. framework [1] is assailable to vehicle server
impersonation, insider attack, and forward secrecy between vehicle and vehicle server
in this paper. Further, we have also talked about how it has many design flaws and
other flaws. As a result, it is clear that Vasudev et al. scheme is unsuitable for a V2V
communication network. Moreover, we have also suggested probable improvements
for future research in the same environment.
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Authentication and Key Update M)
in Satellite Communication Geio

Mukesh Kumar Mishra and Priyanka Ahlawat

Abstract Satellite communication is very popular to provide the services like audio
communication, video communication, positioning of satellite, message communi-
cation, etc. Satellite mobile communication is started as first climatic development as
GEO type. In satellite communication, some attacks occur due to delay in communi-
cation and connection of link intermittently. In the proposed work, we have studied
the paper that reduces the effect of attack and so key algorithm has been used. Authen-
tication of satellite system is done to restrict the message from unauthorized entity.
Communication delay is also reduced to improve the performance of the commu-
nication of the satellite. In this paper, we have also reviewed different schemes and
mentioned that the authentication of satellite is done and key generation for the satel-
lite and updating of the key and privacy and integrity is maintained. Authentication
of the satellite is very important to be very sure that the coming message or infor-
mation is from trusted source. The satellites that send the information are authentic,
and we can rely on that information. Authentication of the message is also necessary
so that it maintains the integrity of the message. Authenticity of the message means
that message is accurate and came from the trusted source. Key update is required
for satellite communication. When new LEO satellite enters into the network, then
it is necessary to update the key for those LEO satellite which is compromised by
adversary, so that it can be protected from adversary.

Keywords Authentication - Security + Geostationary earth orbit - Lower earth
orbit - Key update - Logical key hierarchy - Group Diffie-Hellman

1 Introduction

Terrestrial and satellite mobile system have developed independently and evolved,
as well as competed consequently. In 1990s, when terrestrial mobile system entered
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into second generation (2G) [1], satellite mobile system emerged as a first climactic
development including Immasat as geostationary earth orbit (GEO) type and Iridium
as low earth orbit (LEO) type. Number of users gets increased due to terrestrial
GSM system, satellite mobile systems encountered difficulties in commercialization
of satellite communication system faced many difficulties and it results that some
companies going to be bankrupt or reorganization [2]. In third generation (3G) and
fourth generation (4G), both terrestrial mobile system and satellite mobile system
proposed their diversified standards in the international telecommunication union
(ITU). In ITU-R WP5D, TD-SCDMA and CDMA2000 were granted as terrestrial
3G standards, and LTE was granted as terrestrial 4G standard in 2012 [3].

From 2010s, satellite mobile system gained a second climatic development using
huge LEO constellations. Both terrestrial and satellite mobile systems tried to give
their best services and tried to eliminate their drawbacks. Terrestrial mobile system.
Terrestrial mobile system has big data rate and low latency, but our systems covered
only 20% of land area which is 6% of the entire earth surface. But satellite mobile
systems have high coverage and more sustainability in case of disasters mainly
in earthquake. Till date each mobile system completes the requirements of long
distance transmission. So, in fifth generation, all academician and industrialist want
to integrate these, which can provide high quality of service anytime and anywhere.

Communication technology has been increased with the high increment of
communication, and then, satellite communication became more prevalent. Satel-
lite communication provides audio and video communication, global positioning
and message communication, and weather monitoring for different purpose such as
government and military works [4].

In satellite communication, the security attacks are replay attack and man-in-the-
middle attack. To protect the communication from different attacks, it is essential to
make authentication of each new satellite that enters into the network. Exchange of
key with the satellite attached to new satellite based on base station should be done
so that authentication can be done.

Our contribution in this paper is to study the different research papers and collect
the ideas by different researchers associated in different research paper. For an
example, authentication of satellite is necessary for protection from different attacks
so that message can be safeguarded and integrity of the message is maintained. Key
is updated for LEO satellites whenever it enters into the LSN by GEO. GCC also
tries to update the key, but LEO is out of range from GCC so with the help of GSN,
GCC updates the key whenever LEO is compromised by adversary. Authentication
of satellite and key update is delayed, so different algorithm is used to reduce the
delay. Also, less resources are used so that authentication is easy.

The remaining paper is organized in such a manner that in Sect. 2, we present the
related works about the satellite mutual authentication and key update. In Sect. 3. We
have discussed the system modelling in satellite communication. In Sect. 6, protection
from different satellite is mentioned. In Sect. 7, we brief about the security concern
for satellite communication. In Sect. 8, we proposed a comparative analysis table. In
Sect. 9, it is discussed about the evaluation of the satellite performance. In Sect. 11,
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conclusion of the paper is written. In last section, we have mentioned the references
from where we have collected the ideas.

2 Motivation

In past GEO satellites were used for satellite communication (SatComs) as they
avoid the fast movement between transceiver of satellite and terminals because it
allows for wide cover by using a single satellite. Multibeam satellite systems are
mainly created to allow to reuse the more frequency and more throughput broadband
rates across the area covered, like terrestrial cellular counterparts. In this regard,
number of new constellation types has been developed, which motivated by advance
communication technology at less cost. Due to this, it is very needed to develop
the low earth orbit (LEO) constellation that will provide high throughput with low
latency. Large LEO plans include more number of satellites. Besides this our focus
is on medium earth orbit (MEO) where some satellites are placed in circular orbit
with the equator. Finally, it is given rise to hybrid constellation that associates the
different orbits. For an example, the combination of GEO and MEO connectivity,
where terminals can handover between the two orbits [5].

3 Related Works

In this review paper, it is discussed about the satellite communication that several
researchers have proposed their research idea about communication of satellite,
authentication of new satellite [6] that coming into the network and exchanging
of key, update of key and security issues [7] during the communication. There are a
number of authentication and key exchange protocol are available for auth