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Preface

We hereby are delighted to announce that Shaheed Sukhdev College of Business
Studies, New Delhi, in association with National Institute of Technology Patna,
University of Valladolid, Spain, and Korea Institute of Digital Convergence, South
Korea, has hosted the eagerly awaited andmuch coveted International Conference on
Innovative Computing and Communication (ICICC-2022) in hybrid mode. The fifth
version of the conference was able to attract a diverse range of engineering practi-
tioners, academicians, scholars, and industry delegates,with the receptionof abstracts
including more than 3600 authors from different parts of the world. The committee
of professionals dedicated toward the conference is striving to achieve a high-quality
technical program with tracks on innovative computing, innovative communication
network and security, and Internet of Things. All the tracks chosen in the confer-
ence are interrelated and are very famous among present-day research community.
Therefore, a lot of research is happening in the above-mentioned tracks and their
related sub-areas. As the name of the conference starts with the word ‘innovation,’ it
has targeted out-of-the-box ideas, methodologies, applications, expositions, surveys,
and presentations helping to upgrade the current status of research. More than 850
full-length papers have been received, among which the contributions are focused on
theoretical, computer simulation-based research, and laboratory-scale experiments.
Among these manuscripts, 200 papers have been included in Springer proceedings
after a thorough two-stage review and editing process. All the manuscripts submitted
to ICICC-2022 were peer-reviewed by at least two independent reviewers, who were
provided with a detailed review proforma. The comments from the reviewers were
communicated to the authors, who incorporated the suggestions in their revised
manuscripts. The recommendations from two reviewers were taken into considera-
tion while selecting a manuscript for inclusion in the proceedings. The exhaustive-
ness of the review process is evident, given the large number of articles received
addressing a wide range of research areas. The stringent review process ensured that
each publishedmanuscriptmet the rigorous academic and scientific standards. It is an
exalting experience to finally see these elite contributions materialize into three book
volumes as ICICC-2022 proceedings by Springer entitled International Conference
on Innovative Computing and Communications. The articles are organized into three

xi



xii Preface

volumes in some broad categories covering subject matters onmachine learning, data
mining, big data, networks, soft computing, and cloud computing, although given
the diverse areas of research reported it might not have been always possible.

ICICC-2022 invited five keynote speakers, who are eminent researchers in the
field of computer science and engineering, from different parts of the world. In addi-
tion to the plenary sessions on each day of the conference, ten concurrent technical
sessions are held every day to assure the oral presentation of around 200 accepted
papers. Keynote speakers and session chair(s) for each of the concurrent sessions
have been leading researchers from the thematic area of the session. A technical
exhibition is held during these 2 days of the conference, which has put on display
the latest technologies, expositions, ideas, and presentations. The research part of the
conference was organized in a total of 42 special sessions and 1 international work-
shops. These special sessions and international workshops provided the opportunity
for researchers conducting research in specific areas to present their results in a more
focused environment.

An international conference of such magnitude and release of ICICC-2022
proceedings by Springer has been the remarkable outcome of the untiring efforts
of the entire organizing team. The success of an event undoubtedly involves the
painstaking efforts of several contributors at different stages, dictated by their devo-
tion and sincerity. Fortunately, since the beginning of its journey, ICICC-2022 has
received support and contributions from every corner. We thank them all who have
wished the best for ICICC-2022 and contributed by anymeans toward its success. The
edited proceedings volumes by Springer would not have been possible without the
perseveranceof all the steering, advisory, and technical programcommitteemembers.

All the contributing authors owe thanks from the organizers of ICICC-2022 for
their interest and exceptional articles. We would also like to thank the authors of the
papers for adhering to the time schedule and for incorporating the review comments.
We wish to extend our heartfelt acknowledgment to the authors, peer reviewers,
committee members, and production staff whose diligent work put shape to ICICC-
2022 proceedings. We especially want to thank our dedicated team of peer reviewers
who volunteered for the arduous and tedious step of quality checking and critique on
the submitted manuscripts. We wish to thank our faculty colleagues Mr. Moolchand
Sharma for extending their enormous assistance during the conference. The time
spent by them and the midnight oil burnt are greatly appreciated, for which we will
ever remain indebted. The management, faculties, administrative, and support staff
of the college have always been extending their services whenever needed, for which
we remain thankful to them.

Lastly, we would like to thank Springer for accepting our proposal for publishing
ICICC-2022 conference proceedings. Help received from Mr. Aninda Bose, the
acquisition senior editor, in the process has been very useful.

Delhi, India Ashish Khanna
Deepak Gupta

Organizers, ICICC-2022
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Constructing Interval Type-2 Fuzzy
Systems (IT2FS) with Memetic
Algorithm: Elucidating Performance
with Noisy Data

Savita Wadhawan and Arvind K. Sharma

Abstract Fuzzy modeling is a challenging task and becomes more complex when
designing T2FS, which requires identification of more parameters as compared to
T1FS. The problem of fuzzymodeling can be expressed as a high-dimensional search
and optimization process, and EAs have the ability to search for optimal solutions in
high-dimensional search space, so researchers used various EAs for fuzzy modeling.
GAs are widely used for finding solutions in large search spaces, and MAs have
characteristics of both global and local optimizations. This paper describes how to
use MAs and GAs to identify IT2FS, including how to build MFs for both input and
output, as well as how to generate a rule base from a data collection. The efficiency
of T1FS and IT2FS for noisy data is also compared with GAs and MAs in the paper.
For comparison, we consider four different problems: a rapid Ni–Cd battery charger,
data fromBox and Jenkins’s gas furnace, and the iris and wine classification datasets.
In the presence of noise, the results imply that IT2FS is more efficient than T1FS,
and MAs are more efficient than GAs.
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1 Introduction

Fuzzy logic-based systems have their broad applications in the field of intelligent
control, signal processing, approximate reasoning and prediction, etc. Fuzzy systems
are classified as type-1 fuzzy logic-based systems (T1FS) and type-2 fuzzy logic-
based systems (T2FS). Fuzzy logic-based systems are proved to be the best in dealing
with uncertainty, but the uncertainty in T1FS is lost during inference process because
of the use of type-1 fuzzy sets as membership functions with assigned degree within
an interval [0,1] [24]. On the contrary, T2FS deals by using type-2 fuzzy sets in which
associated membership degree is expressed as uncertain type-1 fuzzy sets [2–35].
Based upon simplicity and efficiency, the most extensively used version of T2FS is
interval type-2 fuzzy logic-based systems (IT2FS) used in various applications like
decision making [6–46], time-series forecasting [10–28], clustering [13–50], control
[17–30], wireless communication [20–41], health-care/smart care devices [23–15],
robotics [2, 19], etc.

Multiple factors are responsible in designing a fuzzy logic-based system, and it
includes choice of membership functions, rule base generation [45], inference mech-
anism consisting (composition, selection, and aggregation operators), and defuzzifi-
cation strategy. Knowledge-driven and data-driven approaches are used in designing
a fuzzy system. In knowledge-driven strategy, factors are completely decided by
domain expert, which may cause difficulty either due to incomplete knowledge or
because of large problem space. Without any prior knowledge, numeric informa-
tion obtained from available input–output data is used in designing fuzzy systems in
data-driven strategy [37]. The design and identification of fuzzy logic base systems
can be described as an optimization and search problem in a high-dimensional space,
with each point reflecting the behavior of the system. System performance with taken
objective/fitness functions forms hypersurface, and optimal fuzzy logic-based system
designing is equivalent as finding optimal locations on this hypersurface [23]. Evolu-
tionary algorithms are best to use while searching in hypersurface and also used to
learn the parameters of fuzzy logic-based systems. Study reveals successful appli-
cations of evolutionary algorithms in type-2 fuzzy modeling with particle swarm
optimization(PSO) [31–8], ant colony optimization(ACO) [35–51], genetic algo-
rithms(GAs) [6, 40–42], etc. Hybridized methods are also proposed by researchers
for the evolution of type-2 fuzzy systems [43–48]. Among different evolutionary
algorithms, MAs have the characteristics of both global and local search. Global
search is performed by traditional evolutionary algorithm, and a local search is used
to enhance the individuals of population. This hybridization combines the explo-
ration capabilities of evolutionary algorithm, and the exploitation capability of local
search, hence, performs better. To the best in our knowledge, a few researchers work
for type-2 fuzzy modeling with memetic algorithms (MAs) [3].

Contribution of the Paper:

This paper introduced an effective methodology to generate interval type-2 fuzzy
system (IT2FS) from data using EAs. GAs are best to find optimal solution in large
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search space, and MAs are advantageous due to hybridization of local search and
global search; this paper compares the efficiency of these two for modeling of T1FS
and T2FS. Because type-2 fuzzy systems are known for their ability to deal with
uncertainty and noise, noise was added into datasets, and the performance of type-1
fuzzy-based systems (T1FS) and interval type-2 fuzzy-based systems (IT2FS) with
this noisy data was presented.

Further, Sect. 2 of the paper presents brief introduction about type-2 fuzzy logic
systems followed by introduction of GAs andMAs in Sect. 3. Section 4 describes the
MAs-based mathematical modeling of type-2 fuzzy-based system which is followed
by the experimental study with four benchmark datasets in Sect. 5, and concluding
remarks based on present study are discussed in Sect. 6

Motivation for Work

Literature study reveals that different evolutionary algorithms are used by different
researchers for fuzzy modeling like PSO [31–32], GAs [6, 40–42], BB-BC [36–
49], and ACO [18, 51]. To the best in our knowledge, MAs were used for learning
the parameters of interval type-2 fuzzy rule-based system by Acampora et al. [3].
GAs are best known in EAs to find optimal solution and the reported advantages of
MAs, which are due to hybridization of local search into evolutionary algorithms,
and the capability of type-2 fuzzy-based systems to handle uncertainty and noise
in data makes realization for this study. Keeping this in view, a methodology is
introduced for interval type-2 fuzzy logic-based systems (IT2FS) with MAs and
presented experimental study after introducing noise in the data.

2 Introduction to Type-2 Fuzzy Logic System

Type-2 fuzzy logic systems are capable of handling uncertainties. The architecture
of type-2 fuzzy logic system is presented in Fig. 1 consisting of various modules, viz.

Fig. 1 Type-2 fuzzy systems
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fuzzifier, inference, and output processing box. Fuzzifier converts the crisp inputs
into fuzzy inputs. Inference mechanism derives the fuzzy output from fuzzy inputs
by applying a fuzzy reasoning process. The output processing mechanism is the
combination of type reducer and defuzzifier. Type reducer converts the type-2 fuzzy
output into type-1 fuzzy output. A number of algorithms are presented in the literature
for type reduction. Here, we use Karnik–Mendal, i.e., KM algorithm is used for type
reduction. Type-1 fuzzy output is then translated into a crisp output by defuzzifier.

3 Memetic Algorithms

MAs are categorized as stochastic global search algorithms, allowing individuals
to gain some experience through local search before going in the evolutionary
process [36]. MAs are similar to evolutionary algorithms, with the exception that
each member of the population is subjected to a local search to enhance it, resulting
in a population of local optimum solutions. The key feature of MAs is to combine
the exploration capabilities of evolutionary algorithm, and the exploitation capa-
bility of local search makes it better. But a number of issues are addressed while
designing MAs like (i) frequency of local search means how frequently the local
search be applied? (ii) Which individual from population, improved by local search?
(iii) At which time, the local search be applied? (iv) What would be the computa-
tional efforts allowed to each local search? [25]. To address all of these concerns in
our fuzzy system design, we include two parameters: local search probability and
interval.

4 Mathematical Modeling

The fuzzy model identification problem for type-2 fuzzy models can be described
as a search and optimization problem in a high-dimensional space, where each point
represents the systembehavior byproviding information about fuzzy structure such as
membership functions, rule base, and so on. Because these are extremely complicated
issues, evolutionary algorithms are capable of finding the best or near-best solution
in a given complex search space. Because of their parallel nature, these algorithms
can find global optimum solutions without knowing anything about search space
characteristics. The following principles apply to fuzzymodel identification for type-
2 fuzzy systems utilizing evolutionary algorithms:

I. Representation of complete type-2 fuzzy systems in one solution, i.e., chromo-
some which requires encoding mechanism

II. Defining an objective function to evaluate the performance of type-2 fuzzy
chromosomal models. The performance of the chromosome is evaluated using
the mean square error (MSE) given in Eq. 1.
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Fig. 2 a Zed type MF, b triangular type MF, and c sigma type MF

MSE = 1

N

N∑

k=1

[
z(k) − z(k)′

]2
(1)

where z(k) and z(k)’ represent the desired output and actual output of the fuzzy
system. Lower the value of the MSE, better will be the system. N represents number
of data points taken for system validation.

Encoding Mechanism

Multi-input single-output (MISO) fuzzy model is considered for the modeling of
type-2 fuzzy system with some constraints like (i) the model should work with
fixed number of triangular type membership functions for both input and output
variables considering zed and sigma type for first and last membership functions. (ii)
Some defined constraints should be ensured for the overlapping between adjacent
membership functions. (iii) The system should work with complete rule base.

Encoding Method for Membership Functions

Consider the membership functions zed, sigma, and triangular, as given in Fig. 2.
Because zed and sigma type membership functions are always be first and last,
MF, therefore, is represented by x1 and xn . All the intermediate triangular type
membership functions are represented by xk . Considering the example of triangular
type membership function, xulk , xuc1k , xuc2k xurk represents left anchor, cortex points,
and right anchor of upper membership function and xllk , x

lc1
k , xlc2k xlrk represents left

anchor, cortex points, and right anchor of lowermembership function. xhk gives height
of lower membership function.

Thus, parameters for one membership function (MF) are
xulk , xllk , x

uc1
k , xlc1k , xlc2k , xuc2k , xlrk , x

ur
k (eigth parameters) and xhk (height of LMF).

Constraints on parameters for one membership function (MF) are as follows:

xulk < xllk < xuc1k < xlc1k = xlc2k < xuc2k < xlrk < xurk and xhk
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Fig. 3 Representation of overlapping between three membership functions of a variable with
constraints

Because xlc1k = xlc2k , therefore a number of parameters are 7 and another one is
height of LMF, i.e., xhk .

Consider a variablewith three fuzzy sets as shown inFig. 3 to impose the additional
constraints that ensure the overlapping between adjacent membership functions.

For input:xmin = xul1 = xll1 and xuc11 = xuc21 and xlc11 = xlc21

For input xmin = xul1 = xll1 and xuc11 = xuc21 and xlc11 = xlc21

xmax = xuln = xlln and xuc1n = xuc2n and xlc1n = xlc2n

For output ymin = yul
1 = yll

1 and yuc1
1 = yuc2

1 and ylc1
1 = ylc2

1
y
max = yul

n = yll
n and yuc1

n = yuc2
n and ylc1

n = ylc2
n

where xmin, xmax are the minimum andmaximum value of the input variable and ymin,
ymax are the minimum and maximum value for the output variable, respectively.

Additional constraints that ensure the overlapping between adjacent membership
functions can be represented as below:

xmin ≤ xlc11 = xlc21 ≤ xuc11 = xuc21 ≤ xul2 < xll2 < xlr1 < xur1 < xuc12 < xlc12 < xuc22

< xll3 < xlr2 < xur2 ≤ xuc13 = xuc23 ≤ xlc13 = xlc23 ≤ xmax

The aforementioned additional constraint can be applied to any number of
membership functions and input/output variables. Letm1, m2, . . .mn be the number
of membership functions for input1, input2 ,… and input n. t be the number of
membership functions for output variable. Therefore, each input variable is repre-
sented as ximk

and is read as kthmembership function of ith input variable.Constraints
on each input/output variables of a fuzzy model are represented in Fig. 4.

The number of parameter to be optimized in one MF is = 7
The number of membership functions (MFs) for i th input = mi
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Fig 4 Representation of constraints on input/output variables of a fuzzy model

Total numbers of parameters for each input is 7mi

For first and last MF, there are only four parameters to be optimized. As a result,
the minimum number of parameters required to encode the membership functions
for each variable is 7 mi—(2 * 3) =7mi −6.

Therefore, the total number of parameters representing n inputs is

n∑

i=1

7mi − 6 (2)

The number of required parameters for output is

7t − 6 (3)

Chromosome size for membership functions (from Eqs (2) and (3))

=
(

n∑

i=1

7mi − 6

)
+ (7t − 6) (4)

Considering the optimization of height of LMF of each membership function for
each input variable, size is different, given in Fig. 5.

Then total size of one chromosome is (when height is to be optimized from Eqs.
(4) and (5)):

(
n∑

i=1

7mi − 6

)
+ (7t − 6) +

(
n∑

i=1

mi + t

)
=

(
n∑

i=1

8mi − 6

)
+ (8t − 6) (6)
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Fig 5 Representing size after considering height

Encoding method for rule base:

We included the full rule base when designing the system, the required size to
represent the entire rule base is given as follows:

Chromosome size (for rule base) =
n∏

i=1

mi (7)

Simply add Eqs. 6 and 7 together to determine the number of parameters needed
to encode the system exhibiting chromosomal size.

Chromosome size of fuzzy model =
(

n∑
i=1

8mi − 6

)
+ (8t − 6) +

n∏
i=1

mi

or is given as

(
n+1∑

i=1

8mi − 6

)
+

n∏

i=1

mi (8)

Equation 8 gives the size of the chromosome, which consists of membership func-
tion parameters for each input variable, output variable, and rule base corresponding
to the fuzzy model.

Figure 6 shows the framework for type-2 fuzzy model identification using an
evolutionary method, whereas Fig. 7 shows the pseudocode.
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evolutionary algorithm to 
generate new population

Termination 
criteria 
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Return with best solution

Y
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No

 Selection

Crossover 

Mutation 

Local search

Fig. 6 Framework for fuzzy model identification trough evolutionary algorithm

Begin; 
Define the evolutionary algorithm's strategy parameters;
Iteration = 0;
Generate initial population of chromosomes;
While itr ≤ Max_itr

Constraint chromosomes;
For each chromosome, create a fuzzy model. 
Evaluate each fuzzy model and compute MSE using equation (1); 
To obtain the new population, follow the conventional evolutionary algorithm approach. ; 
Itr = itr + 1;

End 
End

Fig. 7 Pseudocode for fuzzy model identification through evolutionary algorithm
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5 Experimental Study

In this section, we demonstrate the fuzzy modeling for type-1 fuzzy systems (T1FS)
and interval type-2 fuzzy systems (IT2FS) for various examples. The framework
for type-1 fuzzy modeling was taken as proposed by Wadhawan et al [44]. The
evolutionary algorithms GAs and MAs coding have been done in MATLAB 2016a
and executed on intel(R) CORE(TM) i5 7200U @ 2.70 GHz processor with 4 GB
RAM laptop. Table 1 shows various parameters used for the experimental study
with GAs and MAs. In memetic algorithms, the local search probability and interval
terms are utilized to balance the high computing cost of construction and to optimize
approximations at each generation. As type-2 fuzzy logic systems are best in dealing
with uncertain and noisy data, the white Gaussian noise was added using awgn()
function of MATLAB. For the efficiency comparison of T1FS and IT2FS, the data is
divided into training data and testing data. 30% of the complete dataset is taken for
training, while rest of the data is used for testing. For performance evaluation, mean
square error (MSE) is to be considered. The result of ten trials, every trial consisting
average of ten runs, for each dataset has been presented. To evaluate the performance
of this approach, four different problems have been considered.

Experiments on First Two Datasets:

The first rapid Ni–Cd battery charger dataset consists of inputs temperature [T],
temperature gradient [dT /dt], and output charging rate (Ct). The purpose for devel-
oping this chargerwas the possible quick charge of the batterieswithout any breakage
to these [23]. The universe of discourse for temperature, temperature gradient, and
charging current is [0 50], [0 1], and [0 8], respectively. Ni–Cd battery charger data
consists of 561 data points available at http://www.research.4t.com. Table 2 shows
the results obtained for GAs and MAs for both T1FS and IT2FS.

Second, the gas furnace dataset by Box and Jenkin is a time-series dataset
with a single input of gas flow rate u(t) and a single output of CO2 concen-
tration y(t). More information about the dataset can be found at https://ope
nmv.net/info/gas-furnace. Sugeno and Yasukava [43] assume ten input variables,
y(t−1),...,y(t−4),u(t−1),...,u(t−6), as input candidates to influence the output y(t).

Table 1 Strategy parameters
for MAs and GAs

Parameter MAs GAs

Population size 20 20

Crossover rate 0.8 0.8

Mutation probability 0.09 0.09

Generation gap 0.7 0.7

Local search probability 0.9 –

Interval 10 –

No. of iterations 2000 2000

http://www.research.4t.com
https://openmv.net/info/gas-furnace
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Table 2 Experimental results of T1FS and IT2FS for Ni–Cd battery charger dataset

Testing performance in terms of MSE for Ni–Cd battery charger dataset. (Each trial consists of
average of ten runs)

Genetic algorithm Memetic algorithm

Trial T1FS IT2FS T1FS IT2FS

1 0.5964 0.3932 0.5118 0.2896

2 0.4578 0.3245 0.4436 0.2145

3 0.5595 0.3467 0.5126 0.2995

4 0.4569 0.3125 0.4326 0.2698

5 0.4967 0.3296 0.4598 0.2163

6 0.4898 0.3596 0.3987 0.2756

7 0.4796 0.2889 0.4218 0.3012

8 0.4562 0.3261 0.4325 0.2375

9 0.5123 0.3205 0.4187 0.2123

10 0.4473 0.3084 0.4254 0.2489

Although the original dataset contains 296 data pairs, only 290 of them can be used
with the above settings.

Results and Discussions

This section presents the results obtained for the abovementioned datasets along with
efficiency comparision of T1FS versus IT2FS and GAs versus MAs. Table 2 shows
the results of rapid Ni–Cd battery charger dataset, and Table 4 presents the average,
best, and worst case performance in terms of MSE for T1FS and IT2FS with both
algorithms. The average performance of T1FS and IT2FS as observed with GAs is
0.49525 and 0.331, respectively, whereas with MAs is 0.44575 and 0.25652. The
best and worst case performance can also be compared. Table 3 presents results for
gas furnace dataset for ten trials, and Table 5 shows their average, best, and worst
case analysis. The average case performances for this dataset with GAs for T1FS and
IT2FS are 0.48002 and 0.29133. However, withMAs, the performances of T1FS and
IT2FS are 0.39525 and 0.22547, respectively. Analysis of Tables 4 and 5 shows better
performance of IT2FS as compared to T1FS with both the algorithms. The perfor-
mance comparison of two algorithms shows better results with MAs than GAs. For
the statistical validation of the results, Paired sample t-test was conducted over MAs
and GAs as well as over T1FS and IT2FS at the significant level of 5%. The paired
sample t-test is used to determine the statistical difference between two observations,
whether the mean difference of these two observations is significantly different from
zero [https://www.statisticssolutions.com/manova-analysis-paired-sample-t-test/].

In this paper, we perform different methods on same set of data, i.e., training
and testing data pairs and considering each method as a variable, paired t-test can
be applied to get the significant difference between two methods. Table 6 presents
the results obtained from paired t-test in terms of p-values for the battery charger

https://www.statisticssolutions.com/manova-analysis-paired-sample-t-test/
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Table 3 Experimental results of T1FS and IT2FS for Box–Jenkins dataset

Testing performance in terms of MSE for Box–Jenkins dataset. (Each trial consists of average
of ten runs )

Genetic algorithm Memetic algorithm

Trial T1FS IT2FS T1FS IT2FS

1 0.4871 0.3047 0.3805 0.2121

2 0.4251 0.2968 0.3986 0.1968

3 0.5566 0.2758 0.3965 0.2066

4 0.4636 0.2968 0.4025 0.2689

5 0.4958 0.3125 0.3569 0.2265

6 0.4269 0.2478 0.3756 0.2546

7 0.5218 0.2648 0.4523 0.2014

8 0.4536 0.2894 0.4025 0.2412

9 0.4739 0.3222 0.4006 0.2212

10 0.4958 0.3025 0.3865 0.2254

Table 4 Experimental results of T1FS and IT2FS for Ni–Cd battery charger dataset in terms of
average, best, and worst case MSE

Genetic algorithm Memetic algorithm

T1FS IT2FS T1FS IT2FS

Average case 0.49525 0.331 0.44575 0.25652

Best case 0.4473 0.2889 0.3987 0.2123

Worst case 0.5964 0.3932 0.5126 0.3012

Table 5 Experimental results of T1FS and IT2FS for Box–Jenkins dataset in terms of average,
best, and worst case MSE

Genetic algorithm Memetic algorithm

T1FS IT2FS T1FS IT2FS

Average case 0.48002 0.29133 0.39525 0.22547

Best case 0.4251 0.2478 0.3569 0.1968

Worst case 0.5566 0.3222 0.4523 0.2689

Table 6 P-values for the
various results obtained for
Ni–Cd battery charger dataset
from paired t-test

Algorithm T1FS/IT2FS T1FS/T1FS IT2FS/IT2FS

GA 3.4857E−08

MA 1.0311E−07

GA/MA 0.0002932 1.895E−05
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Table 7 P-values for the
various results obtained for
Box–Jenkins dataset from
paired t-test

Algorithm T1FS/IT2FS T1FS/T1FS IT2FS/IT2FS

GA 2.15457E−07

MA 1.11365E−07

GA/MA 6.51186E−06 9.6285E−05

dataset. This table shows p-value between T1FS and IT2FS with GAs and MAs is
3.4857E−08 and 1.0311E−07, respectively, which is less than 0.05, and explains
the significant difference between two methods. On the other hand if we compare
the efficiency of GAs and MAs for same systems, that is, for T1FS and IT2FS,
then p-values are 0.0002932 and 1.895E−05, respectively, which is less than 0.05
and indicates the significant difference between two algorithms. Table 7 gives the
p-values for Box–Jenkins gas furnace dataset. The p-values for T1FS versus IT2FS
with GAs and MAs are 2.15457E−07 and 1.11365E−07, respectively, which is
very less than 0.05 and indicates the significant difference between T1FS and IT2FS
for this experiment. Also the p-values for T1FS and IT2FS with GAs and MAs are
6.51186E−06 and 9.6285E−05, respectively, which shows the significant difference
between two algorithms. After analyzing the results in terms of average, best and
worst case MSE from Tables 4 and 5, and in terms of statistical analysis, it is clear
that IT2FS performs better than T1FS for noisy data and MAs gives better efficiency
than GAs.

Experiments on Other Two (Classification) Datasets

The two datasets taken from UCI repository of machine learning.are very common
benchmark datasets in the field of classification. The first is iris dataset (https://arc
hive.ics.uci.edu/ml/datasets/iris) consisting 150 patterns of three species: iris setosa,
iris versicolor, and iris virginica. Species are labeled as 1, 2, and 3 with sepal length,
sepal width, petal length and petal width as attributed, respectively.

Therefore, a pattern is represented as pk = [xk1, xk2, xk3, xk4, ck], ck ∈
[1, 2, 3], k = 1, 2, 3, ..., 150, where pk is a pattern with xk1, ... xk4 are sepal length,
sepal width, petal length, and petal width, respectively.

Following classification rule was used to perform classification with output z(k).

ck =
⎧
⎨

⎩

1
2
3

if zk < 1.5
if 1.5 ≤ zk < 2.5
if 2.5 ≤ zk

The second dataset used is wine data classification (https://archive.ics.uci.edu/
ml/datasets/wine), which employs 13 continuous variables derived from a chemical
examination of wines from the same region but belonging to distinct sorts of group-
ings. Alcohol, malic acid, ash, ash alkalinity, magnesium, total phenols, flavanoids,
non-flavanoids, phenols, proanthocyaninsm color intensity, hue, OD280/OD315 of
diluted wines, and proline are the 13 continuous variables. The characteristics of ash,
magnesium, total phenols, nonflavanoids phenols, proanthocyaninsm color intensity,

https://archive.ics.uci.edu/ml/datasets/iris
https://archive.ics.uci.edu/ml/datasets/wine
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Table 8 Performance measure of IRIS dataset for T1FS and IT2FS with GAs and MAs

Algorithm T1FS IT2FS

Classification rate
(%)

No. of
misclassification

Classification rate
(%)

No. of
misclassification

GAs 93 11 97 5

MAs 94 9 98 3

Table 9 Performance measure of wine dataset for T1FS and IT2FS with GAs and MAs

Algorithm T1FS IT2FS

Classification rate
(%)

No. of
misclassification

Classification rate
(%)

No. of
misclassification

GAs 88.76 20 93.25 12

MAs 91.57 15 95.50 8

and hue are found to be quite consistent throughout the three classes. Hence, rests
of the features are considered for modeling by ignoring these parameters.

Results and Discussions

Table 8 shows the results of most common benchmark problems of classification,
i.e., iris dataset with GAs. After introducing the noise in the data, the T1FS and
IT2FS are developed with GAs. The classification rate for iris dataset observed with
GAs is 93% and 97%, whereas with MAs is 94% and 98% for T1FS and IT2FS,
respectively. The results for wine datasets are presented in Table 9. For this dataset,
the classification rate with GAs is 88.76% and 93.25%, whereas withMAs is 91.57%
and 95.50% for T1FS and IT2FS, respectively. Both the results again indicate toward
the better efficiency of IT2FS over T1FS and of MAs over GAs.

Further, Figs. 8 and9 represent the convergence rate ofT1FSand IT2FS for various
datasets for genetic algorithms and memetic algorithms, respectively, representing
the fast convergence of memetic algorithm over genetic algorithm.

6 Conclusions

This study describes the architecture for evolving interval type-2 fuzzy systems, as
well as the identification of IT2FS and T1FS using memetic and genetic algorithms
(GAs). After introducing noise using MATLAB’s awgn() function, the proposed
approach for fuzzy modeling was effectively applied to multiple datasets (a quick
Ni–Cd battery charger, Box and Jenkins’ gas furnace data, the iris data classification
problem, and the wine data classification problem). For the studies, 30% of the data
was used as a training dataset, while the remainder was used as testing datasets. The
findings of the paired t-test on the experimental data show that interval type-2 fuzzy
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Fig. 8 Convergence rate of various datasets for T1FS with GAs and MAs

systems (IT2FS) are better at dealing with noisy data than type-1 fuzzy systems
(T1FS). The research also compares the effectiveness of genetic algorithms (GAs)
andmemetic algorithms (MAs) in identifying fuzzymodels of similar complexity for
interval type-2 fuzzy systems (IT2FS) and type-1 fuzzy systems (T1FS), highlighting
MAs’ outstanding efficiency. The suggested framework can be expanded in the future
to increase the system’s versatility in terms of the number of rules, the number of
membership functions for each variable, and their kind.
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Fig. 9 Convergence rate of various datasets for IT2FS with GAs and MAs
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Secure Environment Establishment
for Multipath Routing

Saju P. John, Serin V. Simpson, and P. S. Niveditha

Abstract There are a lot of challenges for mobile ad hoc networks (MANET) in the
present scenario concerning certificate revocation. Suppose if there is no dynamic
access to the central authority, then the certificate revocation of the malicious node
is very much crucial. The spoofing of certificates by the intruders will create more
threat to the secure communication system. In this paper, we propose to develop a
secure multipath Optimized Link State Routing (OLSR) mechanism integrated with
certificate revocation and trusted route re-computation mechanisms for MANETs,
which helps to overcome these issues.According to the trust value, each node assesses
the behavior of its neighbors. The proposed certificate revocation and the route re-
computation mechanism minimize the overhead in multipath OLSR. As per the
simulation results, the proposed approach could outperform the existing approaches
in detecting the malicious nodes.
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1 Introduction

1.1 Mobile Ad Hoc Networks

Wireless networks that support multi-hop interactions and are self-configuring and
self-organizing are known as mobile ad hoc networks (MANETs). Depending on the
needs of the network, this definition allows the creation, combination, or division of
the network into multiple networks. In addition to wireless cellular networks, ad hoc
networks can also be set up without a base station. Routes between the end users in
such a network have multi-hop wireless links. Additionally, ad hoc networks have
the ability to move independently [1].

1.2 Attacks in MANET

The likelihood of security attacks is higher in MANETs than in wired networks. In
addition to the lack of certification authorities, centralized monitoring, and restricted
security of individual nodes, other factors such as uneven network performancemake
securitymore difficult.Wireless networks are vulnerable to attack from all directions.
In this case, each node must be ready to handle attacks either directly or indirectly.
MANETs are prone to passive and active attacks, especially attacks that originate
from a malicious node inside the network, which can cause big damage and are
difficult to identify [2, 3].

1.3 Certificate Chaining Approach

Two nodes may exchange public keys if they wish to exchange secure communi-
cations using the technique of verifying and signing every packet sent across the
network. As a part of this method, encryption keys are signed by each hop, and then
the next hop verifies the signature. It is called certificate chaining. This approach has
the advantage that the public keys can be transmitted securely to the destination.

1.4 Need for Certificate Revocation

Mobile ad hoc networks (MANETs) have greatly increased in popularity in recent
years. There are no fixed infrastructures in MANETs, and nodes can freely join and
leave, because they are highly flexible. As a result, they are vulnerable to attacks
frommalicious nodes. MANET is susceptible to attacks by its very nature. There are
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several challenges in MANET security, including confidentiality, integrity, authen-
ticity, availability, and reliability. One of the widely used authentication mechanisms
in digital networks is certificate revocation [4].

1.5 Advantages

When the node’s expiry time (ET) elapses, the node broadcasts a renewal request
packet (RWREQ) to its neighbors in the certificate revocation technique, thereby
reducing the attacks of malicious nodes in the network [5, 6].

1.6 Drawback

The certificate revocation list should be updated periodically. All the updates need
to be circulated in the network without delay. This will enhance the complexity of
the same.

1.7 Problem Identification and Contribution

As we can see from the existing works, there is a need for good self-certified key
generation mechanisms and a secure certificate exchange model. It is challenging to
revoke certificates in mobile ad hoc networks (MANETs) where there is no online
access to trusted authorities. As part of this paper, we propose to design a certificate
revocation mechanism that is integrated with the routing protocol. The following are
the four phases of our approach.

Phase 1—Trust management mechanism.
Phase 2—Certificate exchange technique.
Phase 3—Certificate revocation.
Phase 4—Trusted route re-computation.

2 Related Works

Gurpreet et al. [1] proposed a novel system to extend the multipath routing algorithm
into the wireless communication scenarios. Swarm optimization-based routing tech-
nique is one of the widely used routing techniques. The authors have incorporated the
swarm optimization technique in the proposed work for the efficient routing. Along
with swarm-based routing, the authors have also used the multipath ant colony tech-
nique in this paper. The authors have also given a comparison table of the various
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routing techniques, which will be useful for selecting the best routing protocol for a
particular application.

Reddy et al. [2] proposed an efficient technique to find the secure routes utilizing
the key exchange approach. The technique is based on the asymmetric key authen-
tication. The proposed routing technique provides secure routing over all kinds of
security attacks. The advantage of the proposed system is that the authors have tried
to develop a routing technique which considers both the quality of service and the
security of the network together, and they have considered different kinds of attacks
in a single paper. Generally, each paper consider a single security issue.

Singh et al. [4] proposed a novel technique named T-DelpHI to detect the presence
of wormhole attacks. Wormhole attacks are generally very difficult to identify. The
authors have utilized the route reply time to evaluate the presence ofwormhole attack.
A threshold value of route reply time is assigned for every node. This threshold route
reply time is compared with the actual time taken for the node to get the route reply,
and based on these values, the presence of wormhole in the network is detected.

Singh et al. [5] proposed a protocol link based on the expiration time. It is a time-
based routing protocol. The authors have used the method of calculating different
link expiration time, basically maximum, minimum, and the average. The expiration
time was calculated using the greedy algorithm. The expiration time for each node
is calculated, and it was updated periodically. This helps to evaluate the authenticity
of the transmitted data packet. The packet number purely depends on the bandwidth.
The main advantage of the proposed work is its low complexity.

Liu et al. [7] proposed a novel routing technique to deal with the anonymous
communications. In mobile ad hoc networks, the nodes are mobile, and due to this
reason, the nodes will have to communicate with unfamiliar nodes. The security risk
factor is very high in such type of communications. There are many anonymous
routing protocols but all of them have limitations in case of detecting fake routing
packets. In this paper, the authors have proposed authenticated anonymous secure
routing (AASR) for MANETs, which effectively resists the attack in anonymous
communication. Themain two techniques described in this paper are group signature
technique and key encryption method.

Sapna et al. [8] shared a detailed review on various routing protocols of mobile ad
hoc networks. When comparing the performance of different protocols, a variety of
parameters, such as throughput, packet delivery ratio, delay, and jitter, are considered.
These authors have compared three major routing protocols in order to develop this
paper: AODV, OLSR, and DSDV. Using this review paper, you can easily select the
protocols based on the applications.
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3 Proposed Solution

3.1 Overview

Our paper proposes an improved protocol for link state routing in MANET that
integrates certificate revocation. Every node in this system monitors the behavior
of its neighbor node and accumulates the trust value for each node monitored. The
node marks a neighbor as malicious if the trust value of that neighbor is below the
minimum threshold. A certificate revocation list is created for the detected malicious
node. Once the malicious behavior has been detected, the node will notify the source.
In its routing table, the source then records the path number and node details of the
malicious node that was detected. In order to protect against the malicious nodes
in the path, the source node discards them and bypasses the data packet through
other nodes in another selected path toward D using multipath technique, while
implementing the certificate revocation process. In order to defend against mobility,
a recomputed route has been used.

3.2 Trust Management Mechanism

%F (i, j) and %E (i, j) are computed by the node Ni. %F (i, j) is defined as the
percentage of packets initiated from Ni which were forwarded by nj over the total
number of packets offered to nj. %E (i, j) is defined as the percentage of packets
that were expired over the total number of packets offered to node j. The recent
satisfaction index (RSI) is calculated based on the number of packets successfully
reached at the destination. The expiry rate of the packets defines the index. Based on
the eigen vector centrality, the trust is calculated for each node [9].

3.3 Detection of Misbehaving Nodes

Source X and destination Y are respective sources defining the minimum threshold
for trust as T(M). Throughout the transmission range of a node, Ni monitors the
calculated trust value T(M) by its neighboring nodes. Nodes monitored by Ni send
their trust values to their neighbors. The node that identifies the malicious node after
the information exchange adds the node’s information to its certificate revocation
list (CRL) if it discovers that the trust value of the monitored node is below T(M).
If malicious behavior is detected, X receives a warning message from the node that
detected it. The malicious node is recorded in the routing table of X along with the
path number andnode ID.A source node forwards the data packet toDby avoiding the
malicious nodes on that path (multipath technique discussed in Sect. 3.3.1) and uses
certificate revocation to defend itself frommalicious nodes (explained in Sect. 3.3.2).
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During the data transfer, if any node is not available due to mobility, a trusted route
re-computation mechanism is also employed (explained in Sect. 3.3.3).

3.3.1 Certificate Exchange Mechanism

Nodes need to verify themselves before they can access the network resources with
the help of certificate exchange. In order to improve certificate exchange protocol reli-
ability,multi-path technique has been developed. In this case, the certificate exchange
mechanism relies on the OLSR protocol [9].

3.3.2 Certificate Revocation

In order to defend againstmalicious nodes, the source performs certificate revocation.
As a first step, this process assumes the following. The CRL initially will be empty.
During the communication process in a random interval, the CRL update process will
happen. Then, the nodes having the below threshold trust are included in the CRL
list. Some nodes may retain its trust after mobility issue; these nodes are released
from the CRL list. During the path selection, the source node discards the nodes that
are included in the list from the trusted path [9].

3.3.3 Trust-Based Route Recovery Mechanism

Maintaining route recovery is ensured by the MOLSR multipath route recovery
protocol, which implements a trust-based system. It is possible that a particular path
might become unavailable during a transmission due to mobility or a broken link
after certifying the paths. Prior to forwarding a packet to the next hop, an intermediate
node in MOLSR first verifies whether the neighbor node is valid. The node will use
its best efforts to recompute the route and forward the packet using the new route if
the neighbor node is invalid, as indicated in Fig. 1. To overcome different types of
security attacks, the proposed solution enhances the existing OLSR protocol.

4 Simulation Results

4.1 Simulation Model and Parameters

A simulation was performed with network simulator (NS-2), a tool particularly
popular within the ad hoc networking community. All simulations use IEEE 802.11
with a data rate of 11Mbps for theMAC layer 250 m is the range of the transmission.
Two-ray ground is the propagation model. In a 1000 × 1000 m network area, there
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Fig. 1 Trusted route re-computation

are 100 nodes. A minimum speed of 5 m/s has been determined by our simulation
network pairs of sources, and destinations are dispersed at random. To set up the
pattern of connections, NS-2 constant bit-rate (CBR) traffic generator is used. All
nodes are connected to a single CBR traffic destination. Over the course of 60 s, the
initiation time of the sources is uniformly distributed. Load values range from 50,
100, 150, 200, to 250 Kb. Five hundred twelve bytes were also set as the certificate
size. Seven connections were set up in the network. In the simulation, false certifi-
cates are sent by attacking nodes to those nodes which requested them. Attackers can
use different public keys to certify a different public key for each attack. In addition,
the attackers may collaborate and send certifications for the same public key that is
spurious, resulting in a cooperative attack. Both isolated and collusion attacks are
simulated. In the network, the percentage of attacker nodes is fixed at 10% of the
total number of nodes (i.e., ten attackers). Our simulation settings and parameters
are summarized in Table 1

Table 1 Simulation settings

Parameters Values Parameters Values

No. of nodes 100 Traffic source CBR

Area size 1000 × 1000 Packet size 512

Mac 802.11 Speed 5 m/s

Radio range 250 m Traffic source CBR

Simulation time 50 s Load (Kb) 50,100,150,200,250
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Fig. 2 Attackers versus delay

4.2 Performance Metrics

Secure multipath routing technology incorporated with Trusted Certificate Exchange
and Revocation (SMR-TCER) is compared with cluster-based certificate revocation
(CBCR) [10]. Based on these metrics, the performance of the gateway is measured:
average latency, packet delivery ratio, reliability, packet drop, and detection ratio.

In Fig. 2, the average delay between the two schemes is shown as attackers are
increased from 2 to 10. We can see that as the attacker increases, the delay increases
linearly. The existing CBCR scheme takes 17.5% longer than our proposed SMR-
TCER. According to Figs 4 and 3, respectively, the CBR data packets dropped by
malicious attackers are shown. There are more data packets dropped when there
are more attackers. When compared with CBCR scheme, SMR-TCER has a 28%
decrease in packet losses. In Fig. 3, the packet delivery ratio has decreased as a
consequence of linearly increasing packet drops. When compared to CBCR, SMR-
TCER has a 14% higher packet delivery ratio. Figure 5 shows that capturing nodes
was not resisted significantly. SMR-TCER has fewer compromised nodes since it has
a trusted mechanism. As a result, SMR-TCER has 29% less resilience than CBCR.
As shown in Fig. 6,miss detection ratio results have been calculated.When compared
with CBCR, SMR-TCER has a 69% lower miss detection ratio.

5 Conclusion

This paper proposes a secure multipath OLSR technology, coupled with route re-
calculation and certificate revocation inMANETs. The trust values of each node will
be calculated by using the trust management mechanism, and then, the path selection
process is done. The certificate revocation list includes nodes that do not meet the
minimum threshold of trust. Source nodes eliminate malicious paths during path
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Fig. 6 Attackers versus
misdetection ratio
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selection and thereby protect against attackers. Due to the mobility, if a neighboring
node is not available during the communication stage, then a route re-computation
mechanism is employed to select a route at that time. The certificate revocation and
route re-computation mechanisms greatly improve the resilience and the detection
ratio of the network.
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Comparative Analysis of Transfer
Learning and Attention-driven
Memory-based Learning for COVID-19
Fake News Detection

Anshika Choudhary and Anuja Arora

Abstract In the pandemic COVID-19 situation, the world is facing a pandemic of
fake information which often stirs the public attention by attacking their emotional
quotient. Scenario reached a situation where people in search of worthy information
for public health and precaution, getting fake news. This unprecedented expansion
of fake information has become a challenging research issue. Deliberate efforts have
been attempted in this manuscript for finding a solution to this COVID-19 fake
news detection problem with the help of deep learning models. Two deep learning
models—BERT, a transfer learning model, and attention-based bi-directional long
short-term memory (LSTM), a memory-based model, have been applied in order
to get accurate fake news classification outcomes. A comparative outcome of both
models is presented which shows BERT outperforms and gives excellent results in
comparison to the attention-based bi-directional LSTMmodel. The achieved training
accuracy by BERT is 86% which is much higher than the accuracy achieved by
attention-based Bi-LSTM. BERT precision, recall, and F-score are 0.82, 0.79, and
0.80, respectively, which shows that BERT can detect COVID-19 fake news better
than the attention-based Bi-LSTM model.

Keywords Transfer learning · BERT · LSTM · Attention

1 Introduction

The recent rapid advancement of technology in online social webs such as Twitter,
Instagram, and Facebook has driven a great incline in the propagation of fake news.
Recently, the COVID-19 virus, which was primarily detected in China (Wuhan) in
December 2019, has declared a public health emergency of international concern
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on January 30, 2020, by the World Health Organization (WHO). The whole world
was gripped by a pandemic named coronavirus. A declared contagious disease has
coveredmore than 75million confirmed cases and 1.7million deaths across theworld
till December 01, 2020, to the WHO [1]. During the pandemic, the fake news puts
lives at risk. Unfortunately, the misleading news about COVID-19 has encouraged
the growth of disease and chaos among individuals, which caused serious social
disruptions. The WHO has stated the dissemination of coronavirus named COVID-
19 as an “infodemic”.1 An infodemic is an overabundance of information flowing
over the Internet that causes confusion and undermines the trustworthy sources and
public health response when they need to protect their health. The prevalent wrong
information is disrupting social order. Recently, for example, 77 mobile towers are
burnt in the UK last year (2020) which presents a conspiracy theory being spread
online blaming radiation from 5G towers for the ongoing pandemic.2 Claiming that
it weakens the human immune system, thus helping the coronavirus spread faster.
Thus, mitigating the spread of COVID-19 associated fake news has become a critical
problem which is gaining notable attention from the government to global health
organizations (WHO), online social networking sites, and news organizations (BBC,
CNN, andNewYorkTimes).Any single false information that gains huge traction can
disprove the significance of multiple verified facts/realities. However, demystifying
COVID-19-related false information exhibits its own set of unique challenges and
became a task of utmost importance to spot the spreading. Due to house arrest
during the COVID-19 pandemic, Twitter witnessed an average of 30% rise in daily
usage [2]. During the COVID-19 period, isolated users from the external world were
directed to socialmedia platforms for anyupdates related to theCOVID-19pandemic.
Quite often, people are misinformed when unverified news is shared irrespective of
intentions. With the increase in the consumption of social media platforms, fake
news tends to increase rapidly. Therefore, to aid the complexity of the issue related
to the authenticity of the COVID-19 content, this paper tries to fix the challenge and
compares the performance of two learning paradigms specifically for the detection
andclassificationof fakenews forCOVID-19.These twoparadigmsare bi-directional
encoder representations from transformers (BERT), which is a pre-trained model,
and attention-based bi-directional LSTM. Fundamentally, both are attention-driven
models, but this work has been done in order to present the performance of BERT
over hybrid attention-integratedBi-LSTM.The research contributionof the presented
work is as follows:

• Explored the performance of transfer learning model BERT and attention-based
bi-directional LSTM for COVID-19 fake news detection.

• A comparative study of attention-driven deep learning models—BERT and
attention incorporated Bi-LSTM—is presented for fake news detection and
classification for COVID-19.

1 https://www.who.int/health-topics/infodemic.
2 https://www.businessinsider.com/77-phone-masts-fire-coronavirus-5g-conspiracy-theory-
2020-5.

https://www.who.int/health-topics/infodemic
https://www.businessinsider.com/77-phone-masts-fire-coronavirus-5g-conspiracy-theory-2020-5
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• The accuracy achieved by BERT is exceptionally outstanding on both training
and test dataset.

The rest of the paper structure is organized in such amanner. Section 2 reviews the
existingwork on fake news detection, especially studies done on the COVID-19 news
datasets using deep learning architectures. In Sect. 3, we present the learning models
validated on COVID-19 fake news detection, and Sect. 4 describes the dataset that
we used in experiments, showcases our experimental results, and results analysis.
Finally, we conclude the paper in Sect. 5.

2 Related Work

Fake news detection has been observed in various ways, starting from recognizing
the spread of false information, how it is formed, and how it disrupts the society.
Up to today, so many approaches, models, and architectures have been developed
to detect misinformation [3]. Earlier various approaches were employed to detect
the online social media content, including feature extraction adaption [4, 5], data
orientation, and model/architecture adaption [5]. From different levels of granularity
of the language structure, various textual features are extracted to represent the fake
news from the aspects of words, sentences, messages, topics, and events. Much
explored approaches are feature extraction which concentrates on the content and
social context of the news [6]. These linguistic features are derived from the text [7],
such as linguistic cues selection that includes lexical, syntactic, and topic features [4,
8, 9], which is treated as an important task in many natural language-driven under-
standings. In 2021, the proposed linguistic feature-based fake news detection model
evoked the researcher’s attention [4] toward various language-driven features that are
the main cause of outcome refinement, whereas social context features include user
features such as [10, 11], propagation features [12–14] and temporal features [15,
16], which are also attempted by the research community. Hence, feature selection
is considered the most significant task. Heading toward this research area, immense
work done is carried out using various traditional classification approaches. Castillo
et al. 2011 [10] analyze the information credibility of news propagated through
Twitter while projecting a number of learning classification schemes such as random
forest and support vector machine (SVM) [17], decision trees [7, 10], and Bayes
networks [18] for handcrafted features. These conventional traditional machine
learning approaches often result in a high-dimensional representation of linguistic
information, leading to the curse of dimensionality where excessive sparse matrices
have to be taken into consideration. This issue further can be resolved by using word
encoding representation which delivers low-dimensional distributed representations.
Word encoding schemes like continuous bag-of-words (CBoW) and skip-gram [19]
are commonly used to evaluate continuous vector representations from a corpus of
text. Word2Vec and GloVe are the global word vectors representation [20] that are
applied in association with pre-trained embeddings like bi-directional pre-training
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formation (BERT) that use the transformer-based encoder [21] and are measured.
Moving forward, the text corpus holds a sequential time series data which has some
dependencies between what words immediately follow and precede a word in each
sentence. Recurrent neural networks have been extensively adopted to fix natural
language processing (NLP) complications. In 2016, Ma et al. [22] proposed a frame-
work for rumor debunking by making use of recurrent units which utilize the vari-
ances of aggregated information of each event across different time intervals. Next,
the CSI-capture, score, and integrate model is composed of threemodules that imple-
ment recurrent neural networks [23] to capture the temporal pattern of user activity,
learning the source characteristic based on the user’s behavior, and finally classi-
fying the article as fake or not. Furthermore, researchers try with hybrid architecture
using multi-domain features. In 2019, analyst [24] stemmed out the challenge on
different modalities (text + visual) representations by announcing multimodal vari-
ational autoencoder. And in 2020 [25], Agarwal et al. proposed the combination
of convolution neural network (CNN) and recurrent neural network-LSTM (RNN)
architecture for predicting and detecting the fake news [5]. The novelty is interpreted
with the observation of hyperparameter tuning values. Hence, the proposed model
together (CNN and RNN) achieved better accuracy.

As the news article encompasses a large corpus, thismakes the input sequence long
enough. In such a scenario, the past information gets vanished and scatters focus over
the sequences, which is due to a lack of explicit word alignment during the decoding
process. This is the place where urgency is raised to solve this issue, and the atten-
tion mechanism turns out to be an improvement over the sequential model. Recently,
researcher [26] projected a method by fusing text and visual features offering multi-
model with BERT and attention. Heejung et al. [27] designed the bi-directional
encoder representations from transformers model (BERT) to analyze the relation-
ship between the title and the description of the news [28]. Especially for COVID-19,
numerous misleading contents or fake news remain online on social media plat-
forms. Many of them disseminate false information that causes panic among society,
misguides people, and thus aggravates the consequences of the pandemic [29].
Glazkova et al. [30] utilized the transformer-based ensemble model and proposed
a final method as of COVID-19 Twitter-BERT (CT-BERT). This work presents the
results in a shared task of COVID-19 fake news detection in the English language.
An ensemble of three transformer models—BERT, ALBERT, and XLNET—for fake
news detection is discussed in [3, 31, 32]. Wani et al. [33] figure out various deep
learning algorithms based on convolutional neural networks (CNN) as well as recur-
rent neural network approach such as long short-term memory (LSTM) and more
advanced transformer-based BERT model on COVID-19 corpus [29, 34]. Analysts
came upwith a number of findings in this research community but lack in defining the
parameter setting of the applied model. Recently, in 2021 [2], researchers suggested
a COVID-19 Twitter fake news dataset as the first labeled dataset, along with a huge
set of unlabeled tweets. Here, the authors presented a semi-supervised model named
cross-SEAN and a chrome extension version of cross-SEAN, which helps in veri-
fying the tweets as fake and genuine and can help to collect labeled data based on
user feedback.
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3 Learning Models Validated for COVID-19 Fake News
Detection

3.1 Bi-directional Encoder Representations
from Transformers (BERT)

The transformer is the first transduction architecture that entirely relying on self-
attention mechanism to compute the representations of its input and output element
without using sequence aligned order as RNNs or convolution. The motive of the
transformer using attention and recurrence mechanism is to grasp the dependencies
between input and output aspects. This model led to parallelization of the process,
which made it possible to leverage the contemporary hardware. The transformer
model architecture consists of an encoder-decoder block structure. The transformer
comprises a multi-head self-attention layer and stacked on top of each other followed
by a feed-forward neural network layer where the output of one block is passed as
input to another stack block. The self-attention mechanism’s responsibility is to look
at all the surrounding words in the given input sentence to know the full context of
a certain word in the input sequence.

Undoubtedly, the transformer-inspired BERT are paving the way, and all the
following breakthroughs happen in the natural language processing. BERT refers
to a deeply bi-directional model, which means it is designed to learn the context of
the input sequence in both directions at once during the training phase. The BERT
architecture builds on top of the transformermodel. It consists of variants, out of vari-
ants, BERT base has been applied in the implementation process, which comprised
of 12 layers as (transformer blocks) with 12 (attention heads) and 110-M param-
eters. BERT base does not have a decoder but follows a 12 stacks encoder. BERT
expects an input representation which is constructed by summing up the combination
of three embeddings such as token embedding, segment, and positional embedding.
At the beginning of the first sentence, a [CLS] is added as a special classification
token. This token is used as a combination of the entire input sequence representation
that is considered as the final hidden state to this token and fed to the classification
layer. While fine-tuning, this classification layer is the only constraint adjusted to
the model according to the specific related task. To differentiate the input sentence,
a special [SEP] token is injected at the end of each input sequence and by adding a
segment embedding representation to every input token indicatingwhether it belongs
to sentence A or sentence B. As depicted in Fig. 1, E is the input token embedding,
[CLS] a special token as C is considered as the final hidden vector, and Ti as the
final hidden vector for the i th input token. BERT holds an input token sequence,
and it keeps moving up the stack by stack. At each stacked block, it is first passed
through a self-attention layer and then moved to a feed-forward neural network, then
continuing passing on to the next encoder. For each task, simply pad the task-specific
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Fig. 1 Schematic diagram
of bi-directional encoder
representations from
transformers learning
(BERT) model [21]

inputs and outputs in the direction of BERTmodel and lastly fine-tune all the param-
eters/dimensions end to end. We used a twelve layers in BERTmodel, where a token
will have 12 intermediate learning representations.

3.2 Attentional-based Bi-directional Long Short-term
Memory Model

The attention mechanism turns out to be an improvement over the previous sequen-
tial model. It was initially designed in the context of neural machine translation.
Additionally, the proposed architecture can exhibit the ability to indicate a selective
focus on subregions of inputted fake news and store the extra information in memory
vectors. The purpose of the attention mechanism is to concentrate on certain impor-
tant parts of the input sequence during the training so that the model pays close
attention to the information. The attention bi-directional LSTM model contains five
layers. The bottom layer is an input layer followed by an embedding matrix layer in
which an embeddingmatrix is used for all the news taken into consideration. The third
layer is the bi-directional LSTM layer where h→

t and h←
t present the forward and

backward layer, respectively. The fourth layer is the attention layer where based on
the above-mentioned process, attention is computed in a continuous manner in both
forward and backward directions. Finally, the last layer symbolmeans the summation
of all-important context vectors of specific news and classifying it (Fig. 2).
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Fig. 2 Schematic diagram of attention-based long short-term memory model (LSTM)

4 Experimental Setup and Model Performance Evaluation

4.1 Dataset Details

COVID-19 fake news dataset3 has been used to validate the outcome of applied deep
learning models. Metadata information of taken dataset is news id, news title, news
text, news subcategory, and label. The subcategories are divided into three different
categories such as false news, partially false news, and true news. Both the “false
news” and “partially false news” are labeled as “0”, and “true news” is labeled as 1
for the classification task. So, the dataset contains binary labels of news, i.e., true or
fake news of COVID-19. The dataset collection period for COVID-19 news starts
fromDecember 2019 up till July 2020 [35]. This dataset was collected byWebhose.io
which is labeled manually. A screenshot of the dataset for readers’ understanding is
displayed in Fig. 3.

News title and news text concatenated for fake news detection experiment. The
dataset covers a total of 3119 news, out of which the fake news count is 1058 and
the true news count is 2061.

3 https://data.mendeley.com/datasets/zwfdmp5syg/1.

https://data.mendeley.com/datasets/zwfdmp5syg/1
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Fig. 3 Screenshot of COVID-19 dataset taken for research study

4.2 Experimental Outcome

In this section, the performance of the transfer-based learning model and attention-
driven bi-directional LSTM is compared and validated using various evaluation
metrics such as accuracy, precision, recall, and weighted F1-score. The training
and validation average achieved accuracy is 0.86 and 0.84, respectively, using the
BERT deep learning model. On the other side, attention-based LSTM achieved an
average accuracy as of 0.65 and 0.70, respectively, for training and validation sets.
The reported accuracies using both applied deep learning models are tabulated in
Table 1.

The accuracy plot of BERT and attention-based bi-directional LSTM is shown
in Fig. 4a and b which clearly depicts the performance of BERT is considerably
much better than attention-driven Bi-LSTM model. BERT demonstrates noticeably
improved performance with validation accuracy as of 0.84 and an F1-score as of
0.80 on the test set that is a tremendous increase in accuracy and other measures in
comparison to attention-based bi-directional LSTM.

Table 1 Training and validation accuracy comparison of BERT and attention-based Bi-LSTMDL
model

Technique Training accuracy Validation accuracy Precision Recall F1-score

Bi-LSTM attention 0.65 0.70 0.35 0.50 0.41

BERT base-L-12 0.86 0.84 0.82 0.79 0.80

Fig. 4 Training and validation accuracy plot a BERT, b attention-based Bi-LSTM model
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4.3 Discussion

In this paper, attention-based bi-directional LSTM and BERT base uncased version
are adopted, and a comparative analysis is presented for the fake news detection task.
From the experiment results reported in Table 1, it is depicted that the transformer-
based model is considerably much better for our COVID-19 fake news detection
and classification task. BERT base has the best effect, outperforming with noticeable
validation accuracy as 0.84, precision as 0.82 with recall as 0.79, and a tremendous
increase in F1-score as 0.80 at epoch 3. Through the analysis, it is observed that
the results of the transformer-based model on our COVID-19 dataset are remarkable
and thus can be used for fake news detection and classification task. BERT architec-
ture extracts the detailed context between words and sentences, which verifies the
effectiveness and feasibility of the approach adopted in this paper.

5 Conclusion and Future Scope

In this manuscript, the two deep learning approaches are presented to combat the
COVID-19 pandemic. The proposed transfer-based model produces a better result
than the Bi-LSTM attention mechanism depicting the best training and validation
accuracy as 0.86 and 0.84. Deception of fake news is prevalent in such ongoing
global infodemic COVID-19, leading to individuals accepting fatal information.
Quick detection of fake news can diminish the spread of fear and confusion among the
audience that claims human lives. Therefore, a methodology is projected to examine
the credibility of information on social media pertaining to the global crisis. The
proposed model limits the deception of fake news particularly in a precipitous situa-
tion like the COVID-19 global infodemic. The leveraging state-of-the-art advanced
transformer-based NLP model can address the spread of fake news. Future research
work extension can include varied extensive features such as visual-feature driven
and incorporate semantic information from images plus textual information, which
are readily available with the news.
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Review on Edge Computing-assisted d2d
Networks

P. S. Niveditha, Saju P. John, and Serin V. Simpson

Abstract Device-to-device communication is an innovative paradigm which
enables user equipment to communicate directly with other user equipment with
or without the involvement of network infrastructure. It is an inevitable part of the
Internet of Things. Hence, it makes wireless networks more spectrum and energy-
efficient with traffic offloading. However, the massive growth of number of devices
and the corresponding heavy data traffic generated at the edge of the network created
additional burdens on the cloud computing due to the bandwidth and resources
scarcity. Hence, edge computing is emerging as a novel strategy that brings data
processing and storagenear to the endusers, leading towhat is called edge computing-
assisted device-to-device communication. This paper conducts a comprehensive
survey on different techniques developed to enhance the performance of device-
to-device networks by enabling edge computing capability for the devices in the
communication network.

Keywords Device–to-device communication · Edge computing · 5G
communication

1 Introduction

Device-to-device communication abbreviated as d2d communication is an advanced
data transmission technology, which was developed in the motive of improving the
communication network efficiency. In the LTE direct technology, the d2d-enabled
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devices can communicate directly with each other, obeying a set of standard secure
routing protocol. Device-to-device communication is a promising solution for the
existing problems in networks such as spectrum utilization in the next generation of
cellular network. The d2d communication provides a lot of advantages to the network
such as high data transfer rate and reduced delay by maintaining the required QoS
constraints.

Introduction of d2d communication was made after LTE release 12 in the 4th-
generation communication network. The d2d maintains its power level based on
the cellular uplink power control in order to avoid the issues that may arise due to
interferencewith the cellular base station. The d2d communication can provide better
reuse of the radio spectrum as it shrinks the radio transmission to the direct device-
to-device communication scenario. It also helps to reduce the transmission power
and makes the network much more energy efficient. The d2d communication has
got many advantages including congestion control, reduced delay, QoS guarantees,
enhanced cell coverage, etc., but still there exist some challenges that need to be
cured in efficiently deploying this technology.

Edge computing is an upcoming technology that has got burning importance
nowadays. Edge computing allows the users to access cloud services within the
range of the network. The main aim of edge computing is to reduce the latency by
minimizing the spectrum between computing device and the storage location. The
cloud computing platforms are brought closer to the user’s equipment with the advent
of edge computing technique. The basic components of edge computing network are:

• Edge devices: includes all types of devices in the network.
• Edge cloud: deployed in the base station.
• Public cloud.

Edge computing has an important role in collaborative computing. Collaborative
computing is being used in scenarios from simple sensor networks to the highly
complex automatic robotic functionalities.

By combining the features of mobile edge computing technique with the device-
to-device communication technique, the performance of the resulting network shows
a tremendous improvement. This will help to overcome the limitations of both the
technologies. Traffic offloading or computational offloading is the main advantage
of the integrated network. The devices which are draining out of energy and resource
get a chance to recover their efficiency by sharing the burden of computational
tasks with the willing co-nodes present in the communication network. Compared
to the cloud computing, the edge computing technology can provide fast response
to the device-to-device communication-enabled devices which further reduces the
execution delay.

Figure 1 shows the system architecture of d2d-enabled edge computing network.
It combines the features of both device-to-device communication and the edge
computing technology in order to attain certain quality requirements of the commu-
nication network. The d2d devices form a communication network and communicate
directly within their communication range. They form a d2d link, represented by red
arrow in the figure, for the direct communication.
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Fig. 1 System architecture of d2d-enabled edge computing network

The remaining sections of this review paper are organized as follows. The second
section provides an analysis on the existing challenges in the device-to-device
communication network and the challenges faced by the edge computing network.
The third section provides a review on the various techniques to enhance the perfor-
mance of edge computing-assisted device-to-device communication network, and
finally, we summarize the conclusions in the fourth section.

2 Challenges in Existing Techniques

2.1 D2D Communication

Due to the low complex nature of the d2d devices, they have got widely accepted.
The applications they are being used are also increasing day by day. But, it has
got some challenges in aspects such as device discovery, mode selection, resource
management, mobility-related issues, security, privacy, economic constraints some
of the challenges are discussed here:

a. Device Discovery:
In d2d communication, the member nodes communicate directly. They do not have a
central coordinator to coordinate the communications. The device nodes themselves
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will have to discover the nearby node to communicate. In the distributed device
discovery method, the devices themselves have the permission to discover other d2d
users without including the base station. The time and energy required for the device
discovery should be efficiently managed.

b. Interference Management:
Interference issues from the cellular users are a major challenge in d2d communica-
tion. Since, the d2d users and the cellular users will have to share the same resource
in inband communication scenarios. The chances of getting interfered are very high
in such situations. So, efficient interference methods have to be employed.

c. Security and Privacy:
Security and privacy threats are being identified in every communication network,
especially in the wireless networks. Some of the important security threats that
the d2d networks have to face are authenticity of users, confidentiality of data and
user-related information, integrity, non-repudiation, secure routing and transmission,
dependability, etc.

d. Power Control:
Power control has to bemaintained at the edge user during the uplink communication
and at the base station during the downlink communication. Various factors such as
path loss, interference, number of units, delay, etc. highly effect the energy of the
devices. It is very important to maintain power consumption at the optimal value in
order to save energy resource.

e. Mode Selection:
In the d2d cellular network, the devices can communicate directly. This further
improves the network throughput and reduces the delay in communication. There
are mainly four modes of communication in the d2d communication, namely pure
cellular mode, partial cellular mode, dedicated mode, and underlay mode.

2.2 Edge Computing

Even though edge computing has got a wide range of applications, it has got a few
challenges to overcome for providing better performance. Some of the challenges
faced by edge computing technology are:

a. Security:
Security is an issue that has got burning importance in the mobile edge platform. The
chances of intrusion are very high in edge computing, and hence, it is very important
to protect the applications and the data that are present in the edge server from being
lost or leaked.

b. Mobility Management:
The devices in the wireless communication network are highly mobile. This results
in the frequent path breaks. So, it is important to implement a mobility management
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technique which helps to prevent the disconnection of the link between the edge
network and the mobile devices.

c. Standard Protocol:
A standard protocol is essential to integrate different devices and applications
working in variety of environments into a single compatible platform, where all
the devices can work comfortably. Standard characteristics must be developed from
the standard protocol.

d. Scalability:
The number of mobile devices present in the communication network is increasing
every second. So, the edge computing technique being used should be scalable. That
is, it should be able to provide services to all the needy users without any fault. The
traffic should be maintained by the server for avoiding the bottleneck issues.

3 Edge-based Performance Enhancement in d2d Networks

The notion of methods to improve the performance of d2d devices has been a subject
of interest for several years. Many researchers have discussed and put forward a wide
variety of techniques as follows.

The works can be categorized on the basis of the results obtained as below:

3.1 Improvement of Computational Capacity

3.1.1 Proper Task Scheduling

Xie et al. [1] proposed a peer-to-peer supported task scheduling network to reduce
the time requirement of edge computing-assisted d2d networks. They have proposed
different modes of operations, namely mobile edge computing mode, hybrid mode,
and P2P mode. In MEC mode, based upon sorting algorithm and some optimization
technologies, a novel iterative algorithm is presented. This algorithm helps to find
an optimal solution to the nonlinear programming optimization problem. A second
mode is also defined, which is P2P mode. In P2P mode, the original problem is
converted to a one-to-one assignment problem, which is further resolved using the
Hungarian method of task scheduling. The third mode of operation is the hybrid
mode, in which the solutions are found by incorporating linearization technology.

3.1.2 Integration of Access Point Nodes

Hu et al. [2] have proposed a performance analysis method for the edge computing-
assisted device-to-device communication networks. This method makes use of two
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computing nodes, namely device-to-device node and the access point nodes. The end
users are enabled to find a nearby access point or device-to-device node to offload
their abundant computational tasks. They have also proposed a prioritized channel
access policy to reduce the unwanted interferences among the mobile nodes present
in the device-to-device communication network. Prioritized channel access policy
divides the available channel for both uplink and downlink into two sets, in which
one is reserved for the cellular users and the other set is shared between both the
device-to-device links and the cellular links. The employment of this technology
effectively improves the edge computing probability.

3.1.3 Edge-based Approach

Ateya et al. [3] have presented an efficient method to overcome the major issues in
5G cellular system such as traffic, security issues, and capacity issues by combining
device-to-device communication and edge computing technology. By developing
these two technologies, the system can improve its overall capacity as well as reduce
its traffic-related issues. The proposed system divides the entire structure into four
parts, namely cloudlet tier, microcloud tier, mini cloud tier, and the main cloud tire.
Cloudlet tier consists of the gateway devices and the master device. Gateway device
can be considered as a powerful user equipment with wide range of capabilities,
whereas the master device processes the data provided the gateway devices in order
to generate the desired result. The second part is the microcloud tier, which consists
of the mini cloud units and the microclouds. The third and fourth sections are the
mini cloud tier and the main cloud tier which are the higher levels of the previous
two units.

3.1.4 Enhanced Traffic Offloading

Yang et al. [7] have proposed a novel technique in data traffic offloading scenario. In
the other existing techniques, the device-to-device nodes can offload their traffic
burden only with the nodes which are closer to them obeying various distance
constraints. Whereas in the proposed system, they have implemented an incentive
system which promotes the nearby nodes to exhibit their willingness to offload the
traffic in desire of the incentive. These nodes also share the data and information
about the offloading task to their adjacent mobile nodes too. This helps in increasing
the reachability of the offloading requirements and reduces the delay in the offloading
tremendously. It helps to find the nodes with lower computing cost in carrying out
the required task.
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3.2 Resource Allocation

3.2.1 Optimal Time Reuse Profile

Shengda et al. [4] proposed a low complex algorithm ADARP to reduce the compu-
tational burden of a single node by distributing it all over the network. It is semi-
distributed time reuse scheme.Theymake use of the fog computing technique to solve
the heavy traffic in the network, which is tremendously increasing every second. The
d2d communication links are regarded as an important feature of proximity-based
next-generation communication network. These d2d user equipment are used as fog
nodes in this proposed paper. Various tasks are distributed among the fog nodes,
which further reduce the computing complexity. They have proposed a distributed
resource allocation scheme which maximizes the path-finding metric. They have
implemented the algorithm for the optimal association of the fog nodes, and the
study results show that this algorithm converges very quickly without sacrificing the
performance quality.

3.2.2 Task Offloading Scheme

Feng et al. [5] proposed a novel technique to offload the traffic in the device-to-
device network by tactfully sharing the computational tasks with the nearby and
highly capable mobile devices. They have proposed a new algorithm named as SEEP.
The main advantage of the SEEP algorithm is that it does not need prior knowledge
regarding the mobile node and its current status. As the edge computing resides
at the end of the network, it helps to minimize the execution delay and provides
smooth computation offloading. The steerable economic expense algorithm is based
on the Lyapunov algorithm. Resource-rich mobile devices distribute their available
computational resource for those mobile devices which are in scarce of resource to
carry out the computational tasks. They have also proposed an expense minimization
procedure by optimizing the power allocation to the nodes, task scheduling, etc. The
proposed algorithm establishes through its simulation result that it is capable of
smoothly handling the tradeoff between delay and the expense.

3.2.3 Overall Computation Latency

Xing et al. [8] proposed a novel method for solving the latency-related issues in
computational offloading. They have proposed an efficient algorithm for this. The
proposed algorithm is implemented in an energy-efficientmanner. This systemmakes
use of themultihelper mobile edge computing system in which the d2d device, which
needs the computational offloading shares the tasks among the multiple helpers who
are willing to carry out the tasks. Then, the results are collected from the helper
nodes at the predefined time intervals. The time intervals are selected based on the
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time division multiple access technique. This helps to reduce the interference-related
issues as well as the chances of the data packets getting collided. The helpers send
their computational results only after confirming that their computation is completed
and that the channels are available for downloading the data.

3.2.4 Low Complex Algorithm is Proposed

Li et al. [10] proposed a novel technique to enhance resource utilization and the
capacity of the network. Proposed system consists of a number of smart devices
and wireless access points. The smart devices choose the apt wireless access point
based on certain constraints and start transmitting data to the edge cloud through that
selected access point. They have proposed a novel optimization algorithm which
consists of two phases. The first phase deals with the relay selection, and the second
phase deals with the resource allocation. Lagrange method is used for finding the
optimum solution for resource allocation. It is an energy-efficient method which
also maintains the network capacity. They have defined a step-by-step procedure in
defining the algorithm to generate the feasible solution. Relay plays an important
hand in the traffic offloading procedure without sacrificing the energy constraints.

3.2.5 Secured Network Access

Wang et al. [16] have proposed a novel technique to dynamically handle the commu-
nication resource and to detect the network structure without human interventions.
It is made possible by incorporating the knowledge obtained from d2d devices for
handling large number of device-to-device communication users. In order to support
flexible network access, the following features such as energy, storage, provided
services, resources are virtualized. It ismadepossible by integratingmultidisciplinary
theories includingmanagement, sociology, psychology, etc. The virtual management
layer helps to create the optimal data transmission path. Resource management is a
cumbersome process in communication networks. The proposed knowledge-centric
edge computing technique is a dynamicmethod tomanage and generate the resources
efficiently.

3.3 Computational Offloading

3.3.1 Reduction in Consumed Energy

Diao et al. [12] have proposed a novel method to overcome the connectivity issues
in the upcoming fifth-generation networks by incorporating non-orthogonal multiple
access techniques, device-to-device communication technique, and edge computing
technique. They have proposed a method to elevate the amount of computation
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resources available at the edge nodes. In order to optimize the resource allocation,
they have proposed an adaptive algorithm. Particle swarm optimization technique
is utilized to generate an effective power allocation algorithm. Based on swapping
operations, they have derived an optimal channel allocation technique. At the end of
the paper, they have proven that the proposed system was capable of reducing the
delay to the minimum with the lowest energy consumption, through their simulation
results.

3.3.2 Deals with the Ultra-dense Networks

Seng et al. [15] described a technique to solve the issue of computational offloading
in the ultra-dense wireless communication networks. The user equipment will have
to offload large amount of data to the edge servers and vice-versa. It is difficult to
coordinate the data transfer between the user equipment and the edge network as
the number of similar communications going on is extremely high. To solve this
problem, the authors have suggested a decentralized method of offloading based on
the blockchain technique. The proposed technique consists of two steps. In the first
step, a request is generated by the user equipment to find the appropriate edge server.
It is done based on the blockchain platform. The second step is to develop a user
matching algorithm to find the compatibility of the computational task to be carried
out with the edge server. The main constraints considered while making the decision
are energy-related constraints and the execution time-related constraints.

3.3.3 Computation Offloading Over Multiple Edge Servers

Guo et al. [17] have proposed a computation offloading method in highly dense IoT
networks. The number of devices in the IoT network is increasing every second,
and along with that, the computational tasks are also increasing. In this scenario, it
is very important to efficiently manage the resources without causing any conflict.
The method employed to reduce the heavy traffic and the computational burden is
offloading the task to edge servers, which are present in the radio access infrastruc-
tures such as in small cells and macrobase stations. They have proposed a greed
offloading method as a solution for the highly dense network.

3.3.4 Effective in Heavy Traffic Conditions

Hou et al. [18] have proposed a novel method to reduce the computational burden
in the devices. It incorporates the mobile edge computing technique in the d2d
communication technique. Existing communication schemes ignore the greedy and
selfish attitudes shown by the d2d users. The proposed scheme describes a hybrid
offloading method. It includes two offloading modes: the cellular mode of offloading
and d2d mode of offloading. Proposed scheme considers the following selection of
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the working mode, offloading ratio, resource management, d2d pair selection, etc.
The authors have introduced the JCRO algorithm to optimize the resource allocation
and the heavy task offloading. Optimization procedures help the request users to
easily find their partners to offload the heavy computations.

3.3.5 Reduced Delay

Zhang et al. [19] have proposed a scheme in which the mobile devices share their
resources with the devices that are in scarce of the resource. The authors have
combined the functionalities of d2d communication in edge computing technology.
Generally, the mobile devices are reluctant to accept the offloaded tasks from other
users. But by including the auction scheme, the authors have helped to reduce the
refusing nature of the devices andmake the offer more attractive. The auction scheme
mainly consists of three steps. The first step is to identify the willing nodes to offload
their tasks and to confirm their identity. The second step is candidate selection. The
third step is matching and pricing, in which both the willing node and the requested
node match the computational tasks and agree on the pricing amounts fixed for the
task.

3.3.6 Reduces the Inter-cell and Intra-cell Interferences

Wen et al. [20] have proposed an energy-efficient d2d system for the edge computing
networks. The number of wireless communication devices is increasing tremen-
dously, and as a result, the data hunger is also increasing. In such a scenario, it is very
important to develop a scheme that provides cloud-based services. Edge computing
is a promising technique which brings the cloud services close to the end users. But,
it has got a lot of limitations such as limited resources, power supply constraints, low
computing capacity. The authors have proposed a scheme which helps to overcome
these limitations of edge computing and enhance its performance by incorporating
a d2d offloading mechanism in edge computing. They have also proposed a novel
technique to reduce the intra-cell and inter-cell interferences.

3.4 Power Constraints

3.4.1 Improves the Data Computational Rates

Wu et al. [11] described a wireless system to charge the users with the help of energy
transmitting multi-antennas. It makes use of energy beamforming to charge the user
nodes. They have also incorporated the offloading technique in which the user nodes
can offload their data to nearby users also called as helper nodes. The system makes
use of the frequency division multiple access technologies for the communication of
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the various d2d pairs. Different frequency bands will be provided for each user pairs
so that it reduces the effect of inter-channel interference. It consists of the number
of time frames. Each frame consists of three sets of time slots. One slot is meant
for task execution, the second one for remote computing, and the final slot for result
downloading from the helper nodes. Two optimization techniques, namely convex
optimization and alternating optimization, are proposed to solve the issues related to
the low computational rate.

3.4.2 Maximizes the Effective Capacity

Zhang et al. [6] have proposed a collaborative device-to-device communication
scheme over the edge computing networks, maintaining the delay bounded QoS
constraints. Existing techniques have laid back a few challenges behind, in the areas
like multimedia data transmission, sustainable maintenance of QoS standards, maxi-
mizing the offloaded cellular traffic, reduction of interference to the nearby device-
to-device communication users, etc. All these issues are solved to a certain extent in
this paper. They have proposed device-to-device communication-matched algorithm
to solve the issues related to capacity optimization. The algorithm is based on the
bipartite graph. Both centralized and decentralized methods have been developed for
the algorithm. Through the simulation results, they have proven that the proposed
method is much better than the existing schemes in providing better QoS constraints.

3.5 Device Discovery

3.5.1 Incorporates MEC in D2D for the Efficient Device Discovery

Nikolova et al. [9] proposed a method which makes use of edge computing tech-
nique in device discovery and setup the device-to-device communication network.
The mobile edge computing technique provides better working environment for the
devices to work. With the advent of the edge computing, the computational tasks can
be brought closer to the d2d devices, thereby reducing the processing delay and helps
to reduce the energy consumption tremendously. Generally, the traffic offloading is
initiated by the device, whereas in the proposed scenario, the offloading is initiated
by a particular application. The traffic offloading control is given to some autho-
rized applications. That application further finds the proximate devices for the traffic
offloading. The application considers various aspects such as location of device,
QoS, congestion in the network before carrying out the offloading procedure. It is a
proximity-based service.
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3.6 Latency Reduction

3.6.1 Reduction in Backhaul Traffic

Wu et al. [13] have developed a new technique to reduce the rush of heavy traffic
present in the backhaul network. Backhaul network comprises the links between the
core network and small subnetworks at the edge of the networks. Device-to-device
communication can effectively help to reduce the traffic in the backhaul network
by sharing it with the nearby user nodes. It is very essential to have a good traffic
in order to receive a good-quality video. Self-parameterization technique is utilized
to develop a low complex algorithm for optimizing the quality of experience of the
streaming videos. The result helps the future designers to enable d2d communication
into edge computing technique in the upcoming 5G communication. The adaptive
video streaming technology provides low latency and high SNR to the mobile user
nodes.

3.6.2 Achieves Low Delivery Latency

Karasik et al. [14] described a novel technique to make the edge user nodes more
efficient by enabling cooperative transmission and reduce the interference manage-
ment. A pipelined transmission is explained in which simultaneous transmissions
are permitted either from edge network or from device-to-device communication
network. The edge networks can receive data from d2d devices with a minimum
delay as they are located at the edge of the communication network. A compress
and forward device-to-device communication technique is presented to optimize
the delivery time. The implementation of device-to-device communication shows a
drastic improvement in the delivery latency as compared to the networks which have
not employed d2d communication. By decreasing the traffic in the fronthaul link, it
is possible to reduce the traffic load in the communication network.

Table 1 given shows the papers based on the problems considered in each.

4 Conclusions

This paper discusses various techniques employed in order to enhance the perfor-
mance of edge computing-assisted d2dnetwork.The challenges facedbyboth device-
to-device communication and the edge computing techniques are discussed. By eval-
uating the various techniques employed in integrating device-to-device communica-
tion and edge computing shows that the performance has improved tremendously in
aspects such as traffic offloading, reduction of delay, energy optimization etc.
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Table 1 Comparison of various d2d-assisted edge computing techniques

Sl.
No.

References Objective Technology
employed

Advantages Problems
considered

1. [1] To minimize
average task
duration

P2P enhanced task
scheduling

• Works in
different modes
in various
situations

• Simplifies
original
optimization
problem

• Optimal
solution with
lower
complexity

Computational
capacity

2. [2] To improve
edge computing
probability for
users

Prioritized channel
access policy

• Improves total
successful edge
computing

• Useful in
employing
d2d-assisted
edge computing
networks

3. [3] To overcome
the capacity and
traffic-related
challenges in
5G network

Employs d2d with
multilevel edge
cloud units

• Offloads the
core
communication
network

• Improves the
overall capacity
of the network

• Highly efficient
in
computational
offloading

4 [7] To reduce
computation
offloading in
d2d networks

Incentive
propagation
mechanism

• Computational
offloading is not
limited to
nearby devices

• Provides the
minimum
latency data
propagation
mechanism

(continued)
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Table 1 (continued)

Sl.
No.

References Objective Technology
employed

Advantages Problems
considered

5. [4] To overcome
the time reuse
problem

Alternate
distributed
allocation of time
reuse patterns

• Identifies the
optimal time
reuse profile

• Useful in
fog-enabled in
5G networks

• Uses minimum
number of reuse
patterns

Resource
allocation

6. [5] To develop an
effective
computation
execution
mechanism

Steerable economy
expense algorithm

• Efficient task
offloading
scheme

• Method with
minimum
expense
compared with
various existing
techniques

7. [8] To conserve
energy along
with reduction
of computation
latency

The d2d-enabled
multi-helper MEC
system

• Minimization of
overall
computation
latency
considering
individual
energy

• Handles the
computational
capacity
constraints

8. [10] To improve the
capacity of the
network and
resource
allocation

The d2d-enabled
MEC system using
JOSR algorithm

• Makes use of
wireless AP

• Ensures energy
saving

• Low complex
algorithm is
proposed

9. [16] To develop a
system which
efficiently
manage the
communication
resources
dynamically

Knowledge-centric
edge computing
(KCE)

• Efficiently
manages the
communication
resources

• Secured
network access
with the
proposed
technique

(continued)
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Table 1 (continued)

Sl.
No.

References Objective Technology
employed

Advantages Problems
considered

10 [12] To achieve the
joint
optimization

Scheduling-based
joint computing
resource power and
channel allocation
algorithm
(S-JCRPCA)

• Reduces the
delay of all the
end users

• Reduction in
consumed
energy

• Provides
optimization for
power, resource,
and channel
allocation

Computational
offloading

11 [15] To develop a
system to
coordinate the
computation
offloading in
ultra-dense
networks

Decentralized
computation
offloading platform
based on
blockchain

• Deals with the
ultra-dense
networks

• Proposed
algorithm
simplifies the
selection of
offloading
partner with
desired
characteristics

12 [17] To improve the
computation
offloading in
ultra-dense IoT
networks

Mobile edge
computation
offloading (MECO)

• Address the
resource hunger
in IoT-based
systems

• Points the
ultra-dense
networks

• Computation
offloading over
multiple edge
servers

13 [18] A scheme to
overcome the
selfish and
profit-seeking
nature of d2d
communication

Hybrid resource
allocation and
computation
offloading scheme

• Overcomes the
selfish and
greedy nature of
d2d networks

• Highly effective
in heavy traffic
conditions

(continued)
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Table 1 (continued)

Sl.
No.

References Objective Technology
employed

Advantages Problems
considered

14 [19] To overcome
the refusing
nature of d2d
users against
offloading tasks

Auction scheme for
computation
offloading
scheme(ASCRA)

• Finds the
effective way to
offload heavy
tasks

• Reduced delay
• It is
budget-friendly

15 [20] To improve the
energy
efficiency in
wireless
communication

D2D incorporated
mobile edge
computing

• Reduces the
inter-cell and
intra-cell
interferences

• Better service is
being provided
to the end users

16 [11] To develop a
wireless edge
computing
system with d2d
task offloading

The d2d offloading
of mobile edge
computing system

• Improves the
data
computational
rates

• Helpful in the
development of
low-power
wireless devices

• Maximum
utilization of
energy and
resources

Power
constraints

17 [6] To overcome
the power
allocation
problems in
heterogeneous
delay bounded
networks

Collaborative d2d
caching model

• Maximizes the
effective
capacity

• Have developed
both the
centralized and
decentralized
d2d caching
algorithms

18 [9] To initiate an
effective d2d
communication
by discovering
the proximate
devices

D2DCS with
proximity-based
service functions.

• Incorporates
MEC in D2D
for the efficient
device
discovery

• It is described
with the help of
typical use cases

Device
discovery

19 [13] To ensure the
quality of live
streaming
videos

Dynamic adaptive
video streaming
(DASH)

• Reduction in
backhaul traffic

• It maintains the
average video
bitrate per user

Latency
reduction

(continued)
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Table 1 (continued)

Sl.
No.

References Objective Technology
employed

Advantages Problems
considered

20 [14] To reduce data
delivery delay

The d2d-assisted
fog networks with
edge caching

• Details the uses
of the out of
band d2d
network

• Achieves low
delivery latency

• Reduces the
traffic in
fronthaul link
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OpenDaylight SDN and NFV Integration
in OpenStack Cloud: OpenSource
Approach for Improving Network
Services

Hicham Boudlal, Mohammed Serrhini, and Ahmed Tahiri

Abstract Introducing software-defined networking and network function virtual-
ization has brought new opportunities in cloud, enabling dynamic and autonomous
configuration as well as provisioning of resources in the cloud. In this article, we
highlight how OpenDaylight can be integrated with OpenStack to enhance network
services. After describing SDNwith NFV and how they compromise cloud services,
we present some advantages of SDN in cloud networks. In addition, the deployment
of an SDN solution on a high-performing cluster is presented. Finally, this cluster is
integrated into the cloud OpenStack to enrich its services.

Keywords Cloud computing · SDN · Network architecture · NFV ·
OpenDaylight · OpenStack · OpenFlow

1 Introduction

Cloud computing has taken the IT industry and service providers into a whole
different era, redefining the way IT resources and services are provisioned and used.
In cloud computing, separate and distributed hardware resources, such as storage
and computing capacity, can be acquired and utilized on demand, providing low-
cost scalability and elasticity for applications. Traditional cloud networks typically
had combined control and data plane where router device decides what path to take
the traffic through policy and routing algorithm.

Software-defined networking (SDN) and network functions virtualization (NFV)
hold the key to making a significant impact in this area. SDN relies on separating
network control of data forwarding functionality, which allows controllers to directly
program and abstract the underlying infrastructure as an abstraction of the network’s
top-level service functionality and network applications. NFV provides an alterna-
tive approach to designing, deploying, and managing network resources. Separating
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the functions of the network, like firewalls, threat identification, etc., from owned
hardware devices to allow them to be used more efficiently. Proprietary hardware
devices are used in software and are deployed where needed [1–4].

The structure of the paper is as follows: An overview of cloud computing is
presented in Sect. 2. A network architecture enabling SDN is presented in Sect. 3.
Following, benefits of SDN in the cloud are described in Sect. 4. We illustrate
our proposed architecture in Sect. 5, the implementation of SDN and NFV in the
OpenStack cloud and discussion. Conclusion and future work are outlined in Sect. 6.

2 Overview of the Cloud

For several years, a concept called cloud computinghas been researched andpracticed
and has been classified into three categories of services: Platform as a Service (PaaS),
Software as a Service (SaaS), and Infrastructure as a Service (IaaS). PaaS is based
on the sub-layer, where developers of applications are able to use services of the
platform delivered through the cloud. While SaaS delivers full-featured software
to cloud clients, integrating cloud-based messaging services, networking services,
scheduling services, and essentially all of the programs that run on cloud. IaaS is its
most basic, providing virtual machine servers as well as the associated infrastructure
to clients in the cloud. The infrastructure is used for any purpose by the buyers, for
example to deploy their owned servers or to develop applications that run on theVMs.
Both SaaS and PaaS are deployed when using IaaS. However, for cloud services to
be delivered, this requires the provider to build and support a very large-scale cloud
data center(s), where thousands or physical hosting devices are interconnected over
thousands of switches in the network. Given the considerable complication of large-
scale network connectivity, this requires a provider to look at the network in the data
center through a different angle compared to the standard network [5–7].

3 SDN Enabled the Architecture of the Network

Software-defined networking (SDN) is an evolutionary concept that has changed
the architecture of traditional networks. They actually separate the data plane of the
control plane and place that in a central server called a controller. This removes
network management complexity by placing it in the hands of a software controller,
while providing abstracted control of the subjacent infrastructure. Both the data
plane and the simple hardware components of the network are enabled, making it
immediately programmable as well as being managed in a centralized environment
[8]. Figure 1 shows the differences in concept of a traditional network and an SDN
network. In the traditionalmodel, a control plane is positioned above the routing plane
within every device in a network, with discrete decision made by every commutator
processing collected data from neighboring devices on a highly decentralized scale.
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Fig. 1 Traditional networks compared to SDN

However, SDN puts the control plane in a centralized software controller that can
monitor the network globally. Using information collected centrally, the controller
is able to get simpler choices and deploy them to the transfer devices dynamically
and efficiently [5, 9].

Open Networking Foundation (ONF) [10] proposed an SDN reference model as
shown in Fig. 2which is composed of three layers, that is, infrastructure layer, control
layer, and application layer, stacked on top of each other.

The application layer includes programs communicating with a controller and
requesting necessary resources. The control layer supplies logic-centric control func-
tionality that monitors network behavior via opened interfaces. Typically, this is
accomplished through a software component which can translate application require-
ments to data plane rules and provide the network information to them. The infras-
tructure layer is composed of the various components and low-level network devices
involved in switching and transferring packets.

For interacting among different layers, there are two interfaces employed: the
northbound interface, which assures that the applications communicate with a
controller. The southbound interface ensures that the data path network elements
communicate directly with the control layer, enabling the transfer rules to be
controlled programmatically. The most extensive protocol used in this interface is
OpenFlow [11].
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Fig. 2 SDN architecture

4 SDN Advantages in Cloud

Software-defined networking is the latest revolution in networking innovations [12],
and cloud computing changes the way people have been doing computing and busi-
ness [13]. Cloud networks are highly exposed and robust in providing services;
therefore, while we could utilize SDN on a traditional network, there are multiple
benefits to doing so.

Cloud-based centralized network provisioning: Not only can SDN along with
programmability as well as virtualized technologies offer design flexibility, provi-
sioning, and predefined scheduling, it provides the capacity for dynamic scalability
to meet runtime requirements.

Integrated approach to business administration: With SDN, experimenting is
possible inside virtualized network topologies and introducing novel alternatives is
also streamlined and economical.

Intelligent security: With SDN, an easy and agile central application interface is
provided for managing QoS policies, security, and controlling attacks.

Cloud abstraction:With SDN, network abstractions are essentially created to enable
more agility and app-responsive behavior among a variety of cloud-IoT appli-
ances. The network components comprising massive data center platforms are all
manageable from the SDN controller.
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Reduced downtime: SDN also supports the creation of configuration snapshots,
allowing for quick recovery from upgrade failures.

Guaranteed content delivery: The capability to control and shape data traffic is a
key benefit of software-defined networking. High-quality video streaming becomes
easier as SDN provides improved network responsiveness to deliver a seamless user
experience.

5 Proposed Architecture, Implementation, and Discussion

5.1 Proposed Architecture

An illustration of our proposed architecture is shown in Fig. 3 as an approach for
improving network services, and the machine descriptions are as Table1.

Fig. 3 Integration OpenStack and OpenDaylight
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Table 1 Machine
descriptions

Number of
machine

Operating
system

H/W detail Purpose

1 Centos7 500 GB HDD
4 GB DR3
memory

Node 1
“Control”

1 Centos7 500 GB HDD
4 GB DR3
memory

Node 2
“Compute”

1 Ubuntu 14.04
X32

500 GB HDD
4 GB DR3
memory

Controller 1

1 Ubuntu 14.04
X32

500 GB HDD
4 GB DR3
memory

Controller 2

1 Ubuntu 14.04
X32

500 GB HDD
4 GB DR3
memory

Controller 3

5.2 Deploying an SDN Solution on a High-Performing
Cluster

To ensure that the controller is more reliably available and to achieve the goal of
high availability, we have opted to use OpenDaylight’s clustering technology. The
installation procedure and the easy step-by-step installation are available at [14].

After running and configuring the three controllers in a cluster, we tested the
cluster using a cluster monitoring tool. It will monitor the status of each node in the
cluster, displaying two states—leader and follower. When a node is not working, it
displays an error message. The leader state signifies that the node is in charge of this
or that fragment, whereas follower is a safeguard state for a fragment that is under
another node’s supervision.

Figure 4 shows the fragment for which the controller is responsible. The fragment
names are displayed along X-direction, whereas controller roles appear along Y-
direction. Follower and leader are displayed in the center of the window as shown in
the figure. In this way, the status of the cluster can be monitored.

Fig. 4 Monitoring tool for clusters
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Fig. 5 DLUX showing Open vSwitch nodes

5.3 OpenDaylight SDN Cluster Integration with OpenStack
Cloud Platforms

The OpenStack [15] can use OpenDaylight [16] as a network management provider
via the Modular Layer 2 (ML2) plugin to the north. OpenDaylight handles network
flows to OpenStack compute nodes via the OVSDB plugin in the south [17].

After the successful installation of OpenStack in two nodes (controller and
compute), the installation procedure and easy step-by-step installation can be found
in [18], and then, we moved on to its integration with the OpenDaylight cluster.

To achieve the integration, two main steps had to be taken: enabling OpenStack to
utilize OpenDaylight as a provider of network management via the ML2 northward
plugin and then OpenDaylight for managing the network flows for OpenStack nodes
via the OVSDB southward plugin. After these steps, we got the following result. The
two Open vSwitch of both compute and control nodes appeared on OpenDaylight as
shown in Fig. 5.

Now, we have just to create and launch the instances. At this point, we confirm that
the OpenStack integration is complete and the virtual machine traffic is controlled
by OpenDaylight.

5.4 Discussion

The proposed architecture includes SDN and NFV plugin integrated into the Open-
Stack cloud network. SDN provides various new applications like resiliency, load
balancing, and quality of service for cloud services to provide users for better flexi-
bility and enhanced cloud service. Migrates traditional cloud network services into
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SDN offers both flexibility and reliability through a programmable controller named
SDN controller. NFV with SDN brings robust control of network through network
virtualization as well as programmable routing of the network.

6 Conclusion and Future Work

The introduction of SDNhas brought newvarieties of approaches to the virtualization
and monitoring of networks both within and external the cloud. In addition to NFV,
SDNhas enhanced cloud network control and expedited the delivery of novel network
services. As an example of the applicability of integrating cloud computing and
SDN paradigms, we demonstrated a practical study of OpenStack and OpenDaylight
deployment. OpenDaylight and OpenStack are both large open-source projects that
are backed by end-user and industry sponsored communities. Through our research,
we have realized this insight. We incorporated SDN into cloud computing. Finally,
it will be interesting to evaluate the overall performance of the proposal.
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K-MNSOA: K-Anonymity Model
for Privacy in the Presence of Multiple
Numerical Sensitive Overlapped
Attributes

Nidhi M. Chourey and Rashmi Soni

Abstract Knowledge is the main discussing and explored topic of today’s era.
Everyone is working toward improving information and tries to consider it as a ladder
to move forward. Data is the main object to get information, and data is considered as
a big data nowadays as it contains numerous information in all directions. As knowl-
edge is bliss, it is also possible that an adversary can use this information to harm
an individual. To protect data from an adversary privacy preserving data publishing
techniques is used. But when multiple sensitive data present in a data set which is
correlated to each other’s several model are unable to protect data in an efficient
way. In this paper, a novel model K-MNSOA is proposed for privacy preserving data
publishing, which protect sensitive data privacy breach, even if the data set contains
multiple sensitive numerical overlapped attributes. A proposed model assumes that
all sensitive attributes are not actually sensitive, so when data is protected, informa-
tion loss will increase. To overcome this issue, newmodel suggests to divide sensitive
data into levels of sensitivity and apply generalization only for the privacy of high
sensitive attribute.

Keywords Privacy preservation techniques · K-anonymity · Membership
disclosure · Privacy breach

1 Introduction

As the dimensions of the data increase day by day, the need of privacy also increases
[1]. Nowadays, data can be broadly divided into three categories: Structured data:
Structured data is considered any data which is properly formatted or organized. Data
sets or tables are the most common examples of structured data. When available data
can be formatted in a similar manner and properly organized, we consider it as
structured data, even if the sources of data are different [1].
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Unstructured data: When data is collected from different sources and format of
data varies from each other, such data is considered as unstructured data, or in
other words, unorganized data. But to get specific knowledge from this type of data,
we need to convert all data into one generic form. Semi-structured data: This data
comes in between both abovementioned categories of data, i.e., data which is neither
completely structured nor unstructured. It is a bit easier to convert this data in a
specific relational form for analysis. In this work, we propose a model for structured
data in the presence of multiple sensitive overlapped attributes present in the data
set, where overlapped attributes mean keeping attributes together in a cell who are
dependent in nature in anyways [2].

In the literature review section, all previously proposed models are discussed. In
Sect. 3, new model K-MNSOA is proposed to overcome shortcomings of previously
proposed models. Section 4 concludes this work and mentions future directions.

2 Literature Review

2.1 PPDPT: Need and Techniques

Privacy and security are most common and discussed topics from the last decades.
One side we are able to expand our knowledge and capacities to information storage,
and other side, privacy of this data concern increases [2]. Day by daywe are believing
to store data using cloud or at any other remote location, but this may increase
concerns about privacy of data because information is easily disclosed in this aspect
[1, 3, 4]. Information about any individual is available online, and on the basis of
this, attacker can get extra information which is previously unknown [5]. The term
PPDP is the used technique which is used to protect sensitive data against this type of
disclosures. There are several techniques present for it, and K-anonymity is the most
widely used technique [6]. Proposed model based on this technique also improves
its shortcomings, i.e., membership disclosure and proximity breach details of both
topics explained in the next sections. The need of information release occurs, when
any organization needs to do surveys for any purpose, and if the information contains
any sensitive data, then need of PPDPT arises, because when publicly available data
is linked with this sensitive data, it may cause information disclosure of data [3]. In
general term, data can be divided into three forms, and in data set terms, there are
three types of attributes key, quasi-identifiers and sensitive attributes [7].

On the basis of these three attributes, disclosures are easily described as attribute,
identity and membership disclosure [8]. To prevent these types of privacy breach,
K-anonymity model was proposed by Sweeny [3]. The main objective behind this
model was to control linking attack. Linking attack works when publicly available
attributes are linked with any private organized data [2]. This may lead to disclosure
of any previously unknown information.



K-MNSOA: K-Anonymity Model for Privacy … 71

2.2 K-Anonymity: Need and Techniques

When organizations are bound to release their confidential information, which
contains all categories of data, K-anonymity techniques are used to protect sensitive
data against linking attacks. There aremany techniques associatedwithK-anonymity,
but widely used technique is generalization and suppression [4]. In generalization
technique, value of quasi-identifier is replaced with most general values or set of
values, suppression technique is used for most susceptible data, and so, it is removed
from the data set before release [7, 9, 10].

Attribute types are divided as follows: key attributes: name; quasi-identifier:
gender, age, zip code, occupation, qualification and salary [11]; sensitive attributes:
disease. When generalization is applied at age and zip code, K factor is satisfied.
Generalization levels are only applied on selected attributes to achieve K factor to
maintain the usability of data set [9]. The anonymity term means values which are
unknown to others and causes confusion, because it converts data set values, very
generalized and similar to other records. If K factor is 3, then for any record there is
minimum two quasi-identifier sets which show same value sets [4].

2.3 L-Diversity

This model is proposed in 2006 to overcome drawbacks of K-anonymity. As a K-
anonymity model worked so well against disclosure prevention and linking attacks,
sometimes it fails to protect against background knowledge attack and diversity [12].
The background knowledge attack works based on prior knowledge about the indi-
vidual. In this case, the attacker has some knowledge about person and wants to
gain more knowledge which is unknown to him/her. If the anonymous data set not
properly contains diversity, then attacker’s motive is to infer sensitive data successes
[13], for example if two records show same disease and the same attribute values:
malaria. So if attacker has background knowledge about the individual, i.e., its occu-
pation, then only he can be sure that the individual is suffering from malaria. But
with the same case given, even if the attacker has no background knowledge about
the individual, he can get information that only two options for a disease are present
for the individual—malaria or flu. So his accuracy will be 50%. This shows lack
of diversity. To increase diversity, generalization level is to be increased in extent
that even if an attacker has strong background knowledge about the individual, he is
unable to predict exactly disease [14].
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2.4 Multiple Sensitive Attributes

If only one sensitive attribute disease is present in the data set, then all other attributes
are considered as quasi-identifiers. So, to protect sensitive attributes, other attribute
values of quasi-identifiers are generalized or suppressed. When data set contains
multiple sensitive attributes, then prevention against disclosure becomes a tough task.
Because, it increases the possibilities ofmembership disclosure anddata breach [1, 7].
If a data set, which contains sensitive attributes as disease, occupation, qualification
and salary and the table, shows diversity, even then the chances of membership
disclosure increase, because if the adversary is successful to find one sensitive record,
he is able to check another sensitive records associated with this record [8, 9].

2.5 Overlapped Attributes

Generalization technique is very effective to protect sensitive data against disclosures,
but it also has some shortcomings [2]. Generalization technique reduces data utility
because to achieve privacy in some cases, it suggests suppression technique, which
leads to hiding data fromdata set. It also leads to correlation loss, i.e., it is also possible
that some sensitive information corelated with another sensitive or non-sensitive
attributes. For example, if Lupus disease is mostly present in dancers, but to prevent
disclosure, it is suppressed. Because, occupation attribute is considered as a quasi-
identifier. The scenario changes based on the attribute type, because suppression
technique is applied only for quasi-identifiers. So to maintain correlation among
two attributes, if we consider both as sensitive, then their correlation ship can be
maintained. But in that case, the possibility of membership disclosure will be higher
[5]. To solve these issues, two models were proposed in 2012: Slicing and 2016: k-
AMOA.Bothworkedwell tomaintain a correlation among attributes, butwere unable
to protect against multiple numerical sensitive overlapped attributes [5]. K-AMOA
model shows following advantages:

• It is for multiple overlapped attributes, to preserve correlations.
• Protection against membership disclosure, i.e., based on one disclosure, other

sensitive information will not reveal.
• Bucketization technique is used where horizontal and vertical data portioning is

applied.

Shortcomings of k-AMOA model:

• If multiple sensitive attributes show correlation among them, then the efficiency
of model decreases [6].

• Not suitable for dynamic data set.
• Not suitable for multiple numeric sensitive attributes
• Attribute type classification was not clear
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In proposed model K-MNSOA, to overcome this issue, we suggest to append
one more quasi-identifier into correlated attribute set. So when generalization is
applied on this quasi-identifier, possibility of member disclosure decreases and also
it prevents against proximity breach, which arises in the case of multiple numerical
sensitive attributes [1].

3 Proposed Model K-MNSOA: K-Anonymity Model
for Multiple Numerical Sensitive Overlapped Attributes

3.1 Methodology

For this following points and questions to be answered:

Q.1 Model is based on which research design such as descriptive, analytical or
experimental?

Ans. Experimental research design.
Q.2 What will be the study area and study population?

Ans. Medical data
Q.3 How to collect data and from where?

Ans. The experiment can be performed in previously proposedmodels data
sets.

Q.4 What will the data analysis procedure?
Ans. Python or R can be used for implementation and analysis purpose.

On the basis of these decisions and objectives, the proposed algorithm is designed.
Following are the objectives of proposed research work:

• To investigate a technique to reduce interaction of data publisher with anonymity
technique, we assume that data publisher is a trustworthy one and has full
knowledge over system, but sometimes data publisher is responsible for data
breaches.

• To investigate a technique to allow data publisher, it has to decide attribute type,
i.e., sensitive or non-sensitive.

• If the value of K is pre-defined, then the system will automatically modify
techniques.

• If multiple numerical sensitive attributes are present, then the data set chances of
proximity breach attack increase.

• If multiple corelated sensitive attributes are present, then chances of membership
disclosure will be high.

• Slicing technique-based model was proposed for single overlapped attribute. So,
single attributes overlapped inmultiple columnsmay showchallenges for security.

• Model should protect against membership disclosure effectively.

On the basis of these observations, problem statement can be stated as follows:
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Given a data set D from private hospital PH that contains key attributes KA, quasi-
identifiers QI and sensitive attributes SA. When released for some public use, data
publisher removes KA and converts QI in anonymous form (A) and new data set
becomes an anonymous data set AD. When multiple numerical sensitive attributes
(M-SNA) are present in the data set, to achieve K-anonymity and diversity if gener-
alization techniques are used, it affects correlations among attributes, and if the tuple
suppression Technique is used, it causes data distortion. So, a new system needs to
overcome this drawback also to control membership disclosure (MD) and privacy
breach.

3.2 Algorithm: K-MNSOA-K-Anonymity Model for Multiple
Numerical Sensitive Overlapped Attributes

Algorithm 1 shows step-wise procedure of proposed model. Tables 1 and 2 show
input set and output of model.
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Figure 1 shows flowchart of the algorithm. Proposed model privacy preserving
technique for multiple corelated sensitive attributes will produce the following
outcomes:

• Released data maintains correlations among attributes.
• System works effectively for parallel sequential published versions.
• Protection from proximity breach attack and membership disclosure in the

presence of multiple numerical sensitive overlapped attributes.
• Comparative analysis of proposed techniques with the existing techniques.

4 Conclusion

The K-MNSOA model proposed a novel approach for multiple numerical sensi-
tive overlapped attributes. As discussed in Sect. 2, prevention against membership
disclosure and privacy breach is quite difficult for this type of data. Proposed model
focused on protection against proximity breach very effectively. In the initial steps of
model, it increases the dimensionality of data sets, and at the last step of the model,
it reduces dimensionality. So the unnecessary data is not released. This work will be
further extended in terms of working with dynamic data sets when multiple sets of
overlapped attributes are present in data set.



78 N. M. Chourey and R. Soni

Fig. 1 Flowchart of K-MNSOA Algorithm
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Modelling 5G Data Using Tree-Based
Machine Learning Models

P. Mithillesh Kumar and M. Supriya

Abstract 5G or fifth generation is the latest in the communication technologywhich
is being researched worldwide as a successor to the current 4G technology. 5G
operates on higher bandwidth with higher data rates of the order of Gbit/s. 5G is
estimated to play a major role in the development of smart cities and IoT use cases.
Lumos 5G is one of the groups researching on the topic. In this paper, the throughput
obtained under various conditions is analysed as a regression model in machine
learning with the features as continuous variables. It is observed that the newer tree
machine learning models are performing better on the dataset than the traditional
tree models. This is verified by performing a tenfold cross-validation check on the
best performing models.

Keywords 5G · Regression · Throughput · Trees · Cross-validation

1 Introduction

The need for higher bandwidths and higher data rates is increasing day to daywith the
rate of increase of Internet adoption and the increased need to be satisfied. Higher
the bandwidth, higher is the rate of data transfer, analysis and the development
of the society. The bandwidths are graded using data rates, and the developments
are given by generations. The generations range from the first generation to the
fourth generation. The current generation of data transfer being implemented in the
cellular networks is called the fourth generation ofwireless connection or Long-Term
Evolution (LTE). This is turning insufficient with the rapid increase in the number
of devices connected to the Internet and the network load generated these days.
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In order to cater to the needs of the society, the latest improvement to the cellular
network generations is the fifth generation of wireless connection which has a band-
width of the order of up to 10 GBit/s [1]. As the world is becoming more and more
virtual and the devices become more and more smart these days, the network traffic
has increased a lot. The increased data rates reduce the latency of the network, reduce
the information loss, increase network availability, more reliability, higher network
load handling capacity and more consistency of the network to the end-user. 5G is
based on orthogonal frequency-division multiplexing (OFDM) modulation method
that reduces interference between multiple channels [2]. The 5G technology uses
the sub-6GHz and the mmWave frequency spectrum. 5G is expected to be a driving
factor for a 13.1 trillion dollars in the global economy. 5G technology is expected
to have a major impact on the adoption and development of the latest technologies
such as the virtual reality (VR), Internet of Things (IoT) and the artificial intelligence
(AI). In IoT, it is expected to have a major impact on the edge computing technology.
The current global air standard for the 5G technology is the 5G-NR (New Radio)
developed by third Generation Partnership Project (3GPP), and the first version of
specifications was released in 2017. It can handle the applications that are time
consuming with the current telecommunication standard with ease and enhance the
productivity.

The 5G technology is limited by the factors such as the inability to penetrate
through the walls, as the frequency is high, the losses and the dissipation are also
higher. This limits the range of 5G network within a short range, and its signal can
also be affected even by the air. This range of 5G is much lesser than that of the 4G
network. The initial costs of implementation are high, the current cellular devices
are incompatible with the upgraded network, and this leads to an additional cost
of upgrading to a new device to the consumers. Adaptive modulation and coding
scheme (MCS) is used to ensure minimal data loss in 5G networks [3]. When the
error rate falls below a threshold, the network operates on lower MCS to reduce the
error rate. Here speed of the network is compromised in order to ensure minimal
data loss.

This work focuses onmodelling the 5G data based on the conventional and uncon-
ventional machine learning models to understand and predict the performance of the
network undermultiple conditions as a regression problem. The paper is structured as
follows: Sect. 2 providing the literature survey; Sect. 3 describing the dataset and the
features involved; Sect. 4 providing the exploratory data analysis; Sect. 5 providing
the analysis and its results; Sect. 6 concludes the discussion.

2 Literature Review

A random forest (RF) regression model is implemented, and the performance of the
model is estimated on the mean absolute error (MAE) and root mean square error
(RMSE) in [4]. The best case obtained is a MAE of 163 with a RMSE value of
241, and the gradient boosted regressor (GBR) model implemented has given the
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best MAE of 100 with a RMSE of 154. Also, the history-based harmonic mean is
modelled, and the implementation of an ordinary least squares (OLS) regression has
generated a MAE of 231 and a RMSE of 340 on the throughput when analysed for
a short-term prediction.

A logistic regression-based decision tree (DT)model for the accident injury sever-
ity which has shown a misclassification rate of 30%, and the cross-validation-based
confusion matrix gives a misclassification rate of 32% in [5]. A DT model has
achieved a 100% accuracy in condition monitoring of a milling tool in [6]. A RF
model implementation for analysing pressure in suddenly expanded aerodynamic
flows is applied in [7]. The analysis shows that the RF regression model has per-
formed better than the K-means model for a nonlinear target variable prediction.
Bayesian model proposed and implemented in [8] holds a better result with an F1-
score of 0.785while dealingwith the data related to the consequences of construction
accidents. The useful life prediction of lithium ion batteries by applying a adaptive
extended kalman filter and genetic algorithm optimized support vector regression
model has shown the best performance with the least MAE and RMSE in [9].

A support vector machine classifier (SVC) and linear discriminant analysis model
has detected driver drowsiness in [10]. A SVC has been implemented in [11] for 2D
indoor localization using RFID. A SVM-based heart disease detection system is
modelled in [12]. A grinding wheel condition monitoring system using the acoustic
characteristics is modelled in [13] applying CART and SVC. The extra trees (EXT)
model has performed much better than the other models in the determination of
bubble point pressure and the oil formation volume factor in [14]. The prediction
of rock mass class on classification and regression tree-based AdaBoost model has
achieved an F1-score of 0.77 and an accuracy of 0.865 in [15]. Gradient boosted
regression (GBR)model is implemented for the degradation of prismatic cells, where
the model has performed closer to the best model which is built upon the gradient
boosted model in [16]. An extreme gradient boosted regressor (XGB) model on
the interfacial tension between oil and injected gas has shown the least error in
predicting the target variable with a R2 value of 0.997 in [17]. A XGB model has
been implemented in [18] to predict the sales of Big Mart, and the results show
that it has outperformed the existing models. A construction cost prediction problem
is modelled using a hybrid natural–light gradient boosted regression (LGB) model
which has given an RMSE of 0.5 with a R2 value of 0.99 in [19].

From the literature survey, it is noted that every model has performed the best on
particular use case and the data is modelled usingmultiple models for a particular use
case. In this work, multiple models are applied on the 5G dataset [20] as a regression
problem, the analysis is performed, and the best model is identified.

3 Dataset Description

The dataset sourced from IEEE dataport site [20] contains about 68,118 records of
data collected by means of 300 km of walking, 130 km of driving and 35 TB of
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data download. The data is collected over a loop area of 1300 m loop length. The
dataset contains the following features such as the run number, sequence number,
abstract signal strength, latitude, longitude, moving speed, compass direction, NR
status/connection status, received signal strength indication (RSSI), reference sig-
nal received power (RSRP), reference signal received quality (RSRQ), reference
signal signal-to-noise ratio (RSSNR), raw signal strength power (nrssRsrp), raw sig-
nal strength quality (nrssRsrq), raw signal strength signal-to-noise ratio (nrssSinr),
throughput, mobility mode, trajectory direction and tower ID. All these data were
collected using an Android API. Here the features such as the moving speed is
recorded in m/s, the compass direction is measured in degrees, the connection status
is a categorical variable with three options such as the connected, not restricted and
none, mobility mode is also a categorical variable with two options such as walk-
ing and driving indicating the means of motion, and trajectory direction is also a
categorical variable with two options such as clockwise or anticlockwise within the
planned trajectory of motion and tower ID indicating to which tower the device is
currently connected. The throughput is the target parameter in this work which is
the rate of output obtained for a given condition at a given instance of time. All the
other parameters indicate the signal qualities at a given run and sequence number.
The run and sequence numbers are used for identification purposes. The data has
been recorded over observing the throughput and the signal quality, the signal power
with and without barriers between the carrier or the device and the tower to which it
is connected. Here the accuracy of the data collected is subject to the accuracy and
performance of the API.

4 The Exploratory Data Analysis

This section presents the exploratory data analysis of the 5G dataset described in the
previous section with a focus on the throughput. Figure1a, b indicates the throughput
obtained along the contour traversed during the data collection process. It is observed
that the throughput is minimal at some locations and high close to 5G speeds at other
locations.

Figure2 indicates the throughput obtained from each of the tower, and it could
be noted that few towers are low in throughput, whereas others are close to the 5G
spectrum range.

Figure3a, b indicates the regression plot when the throughput is measured while
driving a car and walking along the contour, respectively. The line represents the
ordinary least square (OLS) regression line of the plot.

Figure4 indicates the throughput obtainedwith the connection status a categorical
variable which has three states which are the not restricted, connected and none,
indicating the connection status with the 5G network.

Figure5a, b indicates the throughput obtained when the traversal trajectory is
clockwise and anticlockwise, respectively, in nature with the angle of motion as
measured by theAPI, and the lines originating from the centre indicate the throughput
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Fig. 1 Throughput obtained along the contour traversed

Fig. 2 Throughput obtained from the individual tower

Fig. 3 Regression plot of throughput obtained a while driving a car and b while walking
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Fig. 4 Throughput obtained with the connection status

Fig. 5 Throughput obtained while direction of motion along the contour is clockwise and anti-
clockwise with compass direction a as a polar plot when moving clockwise, b as a polar plot when
moving anticlockwise

obtained at that particular angle. It is observed that the throughput is limited at some
angles and in the 5G range at few other. Also, it has to be noted that there is significant
difference in the throughputs obtained in case of the clockwise and anticlockwise
directions of traversal. The accuracy of the plots is subject to the accuracy of the API.
So, these categorical variables have been eliminated to reduce the modelling error,
and the data is modelled as a regression problem with the other continuous variables.

5 Modelling and Analysis

The dataset is preprocessed to remove the null values detected, which are later
replaced with 0. This preprocessing will enable the machine learning model to learn
the dataset completely and present a model with higher accuracy. This in turn may
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reduce the errors and misclassification in the further process. Here the approach is
to model the throughput selected as the target variable, and the data is modelled
as a regression model not considering the categorical variables in the dataset. The
categorical variables that are removed from the analysis are the abstractSignalStr,
nrStatus, mobility mode, trajectory direction and tower ID. The less important fea-
tures such as the run-num and seq-num are dropped from the analysis as they are just
used for identification purposes. For modelling the data, the dataset is split into the
standard train–test split ratio of 70:30. The models are applied onto the dataset as a
regression problem.

MAE =
(
1

n

) n∑
i=1

|yi − xi | (1)

MSE =
(
1

n

) n∑
i=1

(yi − xi )
2 (2)

R2 = 1− (SSR/SST) (3)

where

n number of terms,
i the i th term,
yi the actual value,
xi the calculated value,
MAE mean absolute error,
MSE mean squared error,
SSR sum of squares of residuals,
SST total sum of squares.

The parameters used for measuring the model performance are the mean absolute
error (MAE), mean squared error (MSE) and the R-squared (R2) values represented
by Eqs. (1)–(3), respectively. MAE is the mean of the absolute difference between
the actual and the predicted values. MSE is the mean of the square of the difference
between the actual and the predicted value. R2 is the measure of the correlation
between the actual and the predicted values. SSR is the sum of the square of residues,
and SST is the total sum of squares. Multiple models such as the decision tree (DT)
model, random forest (RF)model, Naive Bayes (NB)model, support vector regressor
(SVR) model, extra trees regressor (EXT) model, AdaBoost regressor (ABR) model,
gradient boosted regressor (GBR) model, Xtreme gradient boosted regressor (XGB)
model and light gradient boosted (LGB) model are applied on to the dataset. The
performance of the DT model with different number of leaf nodes along with the
tenfold cross-validated score of eachof the case being analysedbyvarying the number
of leaf nodes as 5, 50, 500 and 5000 is given in Table 1.
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From Table 1, it could be noted that the model performance is increasing by
increasing the number of leaf nodes of the decision tree model indicated by the
reduction in the values of the parameters MAE and MSE. The performance of the
models applied onto the 5G data which are the RF, NB, SVR, EXT, ABR, GBR,
XGB and LGB is presented in Table 2. The performance of the models is measured
using the parameters MAE, MSE and the R2 values.

From the results in Table 2, EXTmodel has performed the best followed by theRF,
DT model with 5000 leaf nodes, XGB and the LGB. The EXT model performance
metrics are the MAE value of 140, MSE value of 46350 and the R2 score of 0.783.
As a validation of the performance of the models, cross-validation (CV) check is
performed on the top five models, i.e. DT of 5000 leaf nodes, RF, EXT, LGB and
XGB by dividing the dataset into ten partitions, i.e. a tenfold cross-validation is
performed. The cross-validation scores of the top five models are given in Table 3.

From Table 3 of cross-validation scores, it is indicative that the EXT model has
performed better than the other models applied onto the dataset.

Table 1 Performance of DT model

Number of leaf nodes
in DT

MAE MSE R2

5 256 125,144 0

50 232 106,202 0

500 201 85,083 0

5000 173 81,207 0

Table 2 Performance of other models

Algorithm MAE MSE R2

RF 145 47,746 0.777

NB 474 305,176 −0.425

SVR 391 219,580 −0.025

EXT 140 46,350 0.783

ABR 261 118,769 0.445

GBR 229 100,120 0.532

XGB 179 63,981 0.701

LGB 194 74,407 0.652
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Table 3 Cross-validation scores of top five models

CV score
(tenfold)

DT RF EXT LGB XGB

1 −0.1797 0.3815 0.3977 0.4256 0.3386

2 0.0467 0.489 0.5026 0.499 0.4775

3 0.1057 0.5312 0.5299 0.531 0.4932

4 −0.1097 0.4481 0.4638 0.4475 0.3604

5 0.1051 0.4217 0.4239 0.4359 0.3904

6 0.0604 0.4703 0.4794 0.5181 0.5189

7 −0.1729 0.4312 0.4593 0.4259 0.3684

8 −0.0044 0.4288 0.4385 0.4664 0.4365

9 0.0016 0.5046 0.5288 0.4514 0.4492

10 −0.0231 0.3854 0.3868 0.4331 0.4188

6 Conclusion

5G is one of the emerging technologies globally which is finding use case in almost
every application and the successor to the current 4G technology. In this paper, the
throughput obtained under various conditions is modelled as a regression problem
eliminating the categorical variables. From the analysis, it is observed that, among
the models being analysed, the EXT model has performed the best with a MAE of
140, MSE of 46350 and a R2 score of 0.783, and the results are in accordance with
the results of the tenfold cross-validated score. The future scope of work is to apply
other machine learning models upon the data and identify the best model that can be
applied onto 5G dataset as a regression problem.
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A Novel Technique to Detect
Inappropriate Content Accessed
by Children on Smartphone

Savita Yadav, Pinaki Chakraborty, Prabhat Mittal, Aditya Kumar,
and Harshit Gupta

Abstract The increased access to the Internet on smartphone has enhanced the
possibility of exposure of children to content inappropriate for them. A smartphone
app to automatically record and analyze inappropriate online material was developed
and provided to children of three age groups, viz. four to six, seven and eight and nine
and ten years. The smartphone app determined the time spent using smartphones,
and the number of times adult text, adult graphics, violent text and violent graphics
was accessed by children in a week on an average. One-way multivariate analysis
of variance was used to find out significant differences in the five parameters among
the three age groups. Results showed that children aged nine and ten years spent
193.37 min on smartphones and accessed content comprising of adult graphics and
violent graphics on 3.93 and 30.63 times per week on an average. Younger children
aged four to six and seven and eight years were found to use smartphones less with
128.37 and 151.17 min on an average, respectively, and get exposed to inappropriate
content less frequently. Children in all the age groups got exposed to inappropriate
graphical content more frequently as compared to inappropriate textual content. The
app facilitates awareness of parents about the online activities of their children.
Timely intervention of parents may prepare children to counteract unpleasant online
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experiences. This cognizance of children will thus empower them to benefit from the
abundant wealth of information available online via smartphones.

Keywords Smartphone · Internet · Children · Adult content · Violent content

1 Introduction

Smartphones are used by children of all age groups [1]. Children surf the Internet
[2] and are initiated into downloading the software applications on smartphones at a
young age [3].With this early exposure to the opportunities available online, they are
also exposed to the risks and hazards of the online digital world [4, 5]. Innumerable
smartphone apps along with abundant digital content specifically directed toward
children are available on the Internet [6]. The utility as well as the advantages of
countless child-oriented software has been of much interest as well as subject of
debate in the research community. The content of a number of smartphone apps for
children is often found to be objectionable [7]. Children are regularly exposed to
unsuitable content on YouTube channels as well [8]. Parents are in a unique situation
and find themselves indecisive on whether to allow their children to download the
smartphone apps of their choice [9]. Many times the offline experiences of parents
help them in selecting educational apps for their children irrespective of the interface
and user experience afforded by the smartphone app [10]. In addition, it is often
observed that the parents consider the description and the feedback about the content
of the smartphone apps fromdifferent sourceswhile selecting useful smartphone apps
for their children [11]. However, the maturity ratings provided to a smartphone app
may vary across different platforms and hence are inaccurate as well as inconsistent
[12]. It is frequently observed that even the smartphone apps thus selected expose
children to inappropriate content. Many of the smartphone apps for children contain
links to unsuitable websites and in-app advertisements that may be harmful for them
[13]. Further, children may be encouraged to make in-app purchases [14] in order
to make use of the advance features of the app or to continue using the smartphone
app in future. Parents have to exercise caution and have to be extremely proactive so
as to make an informed choice regarding useful smartphone apps for their children.
However, this becomes challenging at times for parents, and they find it difficult to
monitor online activities of their children [15].

Children use smartphones and other digital devices mostly for academic purpose
and watching videos [16]. Children are inquisitive and are often led by their search
for answers. Internet is popular among them in their pursuit of gathering knowledge
on the topics of their interest. In this quest, at times, children come in close interaction
with strangers online. Social media websites uses are gaining immense popularity
among children [17]. As children grow, they create their own user profiles on social
networking sites. It has been found that children fabricate their exact age [18] and
manage to override theminimumage requirement conditions for having a valid online
user ID. This misdemeanor may lead to harassment of children online in the hands
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of bullies. Children may be intimidated online by a bully or a group with threatening
emails, rude text messages and alteration in their profiles with inappropriate images.
Such an incident is colloquially knownas cyber bullying [19].Children are vulnerable
and may be manipulated into misconduct by bullies. Cyber bullying has been found
to be leading to depression among children [20] and is known to have negative
psychological consequences [21], which can have a lifelong effect on the personality
of children. Children, due to fear of being reprimanded, may not even disclose such
happenings to their parents [22]. Overall it may pose a grave threat to the well-being
of the children. Hence, it is important that healthcare workers regularly screen for
bullying among children in order to prevent the harms posed by cyber bullying [23].
In addition, initiatives by schools and policy makers to prevent traditional bullying
should also accommodate provisions to confront cyber bullying [19, 24].

There is a need to balance the concern of parents to monitor the activities of
their children on smartphones with the desire of children to be independent in their
choice [15]. The objective of the paper is to develop a smartphone app to capture and
filter the inappropriate content accessed online by children of different age groups.
The information attained by this analysis may then be used by parents to advise
and counsel their children regarding precautions to be undertaken by children while
engaging in online activities.

2 Related Work

2.1 Apprehensions of Parents and Needs of Children

The excessive use of smartphone gaming and social networking sites can lead to
smartphone addiction amongfifth-grade children [25].With children spending signif-
icant amount of time online, they are also more prone to cyber bullying [26]. The
restrictive mediation approach by parents can reduce the risks associated with smart-
phone addiction [25].However, often the use of parental control leads to a constrained
relationship between parents and children [27]. In addition, the strategies employed
for online security of children often provide safe platform but at the same time reduce
the number of available opportunities [28]. It is opined that the analysis of the reviews
on parental control apps can be used to improve their design and thereby provide
an enhanced user experience to the parents and children alike [27]. The design of
the parental control apps should not be overtly overbearing but rather provide for a
technical intervention that supports the needs of parents as well as children [29].



94 S. Yadav et al.

2.2 Applications to Protect Interests of Children

Children use mobile devices and are thus often subjected to content and privacy
risks [30]. To safeguard children from these two risks, an automatic system to detect
improper content and a user interface to make parents aware of the privacy risks
can be designed [30]. Further, an application to raise awareness among children and
adults about the conception of harmful digital content and online safety can be built
[5]. A model to automatically predict the maturity-level rating of a mobile app with
high accuracy and low cost can be developed [12]. Researchers have also planned
and developed sophisticated parental control system which is effective in preventing
unintended denial as well as unintentional access to sensitive processes, at the same
time provide many features like location tracking, emergency notifications and many
more [31]. A framework to automatically inspect the contents of an android app for
inappropriatematerial, for children below12 years of age, has been developed byLuo
et al. [7]. Filtering children’s videos containing sparse inappropriate content has also
been achieved [32].Mobile servicewhich limits the use ofmobile by considering it as
a family activity has been found to be effective in developing congenial atmosphere
for parental mediation [15]. With many online platforms like YouTube kids, child-
directed contents are being shared which at many times are unsuitable for them
[33, 34]. A deep learning design to raise a flag and report the same has also been
developed [33]. It is even possible to detect and identify obscene contents from the
text posted on various sites using natural language processing and thus save children
from unpleasant experiences [2].

2.3 Challenges

YouTube videos are increasingly being watched by children as young as three years
which may raise the concern of exposure of children to disturbing videos [35].
More extensive research may further open avenues to better understand the extent of
harmful exposure children are prone to when watching YouTube videos and how to
prevent the same [8]. The need to protect children from vices of inappropriate content
and cyber bullying has steered many researchers into developing content filters for
smartphone apps and suitablemeasures to report cyber bullying of children.However,
the reach and popularity of such filters and cyber bullying countermeasures to protect
children online are yet to be determined. Several of these filters are intrusive [15], too
complex and have many drawbacks in their approach to render them ineffective [2].
Many of the parents may not even understand how to install the available software
and their underlying functioning. Children may even resist if they are unnecessarily
denied access toworthy, informative and age appropriate content [36]. Parents need to
be cautious of the actions of their children once they are initiated into Internet surfing
[37] and act accordingly. It has been found that some child-directed videos available
online contain objectionable and detrimental content for children [35] and demand
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immediate attention. In addition, parents have to also ensure that their children do
not join social networking sites before the age of 13 years [38].

3 Materials and Methods

3.1 The Smartphone App

We developed a smartphone app to detect inappropriate content accessed by the
children on the Internet using a smartphone. The app can identify four types of
inappropriate content, viz. adult text, adult graphics, violent text and violent graphics.

• Text-Based Classification: We used a combination of k-nearest neighbors and
random forests techniques for classifying the text accessed by children on their
smartphones. Google’s Cloud Vision API was used to extract text from the screen
captures of the smartphones. This API extracted text from a given image and
classified whether the text was inappropriate for the child or not (Fig. 1).The
smartphone app searched for keywords signifying vulgar, obscene, swearing and
their synonyms before classifying the text as adult text. The content was put into
violent text category if it included words like hit, weapon, kill, suicide, torture,
bully and their synonyms.

Fig. 1 Detection of inappropriate text



96 S. Yadav et al.

Fig. 2 Detection of inappropriate images

• Image-Based Classification: The image-based classification used convolutional
neural networks and transfer learning on Inception v3 to classify the results
according to the weights of ImageNet and further trained on labeled custom data
(Fig. 2). The training data set consisted of explicit graphics showing obscene acts
were earmarked as adult graphics. Further, the content showing racing of vehicles,
fight scenes and blood were classified as violent graphics.

The app generated weekly reports on the basis of the collected and analyzed data
for parents to examine (Fig. 3).

3.2 Experimental Protocol

Parents of children aged four to ten years were reached through emails and instant
messages to participate in the study. We selected 90 agreeing parents to take part
in the study. The willing parents were asked to install the smartphone app on the
mobile devices used by their respective child. The smartphone app worked in two
modes, viz. parent mode and child mode. The app ran as a background process and
recorded the time spent as well as content viewed on the smartphone in the child
mode only. Parents were asked to switch the app to the child mode before giving their
smartphone to the child participating in the study for a period of one week. After
the time span of one week, parents were asked to check the weekly report of their
child stating the average time spent using a smartphone and the average number of
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Fig. 3 Screenshot of the app

times inappropriate content, viz. adult text, adult graphics, violent text and violent
graphics which were accessed. The children were divided into three categories of
age, viz. four to six, seven and eight and nine and ten years for analysis of the results.
Each age group comprised of usage statistics of 30 children.

3.3 Statistical Analysis

One-way multivariate analysis of variance (MANOVA) was used to find out signif-
icant differences in the five parameters, viz. average time spent using smartphone
(A), average number of times adult text was accessed (B), average number of times
adult graphics was accessed (C), average number of times violent text was accessed
(D) and average number of times violent graphics was accessed (E) among the three
age groups. To determine how the dependent parameters differ for the independent
variable, we used the tests of between-subjects effects. Further, we carried out post
hoc analysis using Tuckey-HSD and Games-Howell test to find the differences in
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the most significant age group. We conducted the Levene’s test of equality of error
variances to test the homogeneity of variances in groups.

4 Results

Children aged four to six years spent on an average 128.37 min using smartphone per
week which increased to 151.17 min for children aged seven and eight years and was
found to be maximum for the children in the oldest age group at 193.37 min (Table
1). It was found that the average number of times adult text was accessed for children
in the youngest two age groups, viz. four to six and seven and eight years, which
were nil. However, nine- and ten-year-old children were found to access adult text on
an average 1.10 times per week. Children aged four to six and seven and eight years
were found to access adult graphics on an average 0.17 and 0.40 times per week,
respectively, which escalated to 3.93 for the nine- and ten-year-old children. The
access of violent text was more than the adult text for each of the age groups and was
found to be 0.30, 1.90 and 4.13 times per week for the three age groups, respectively.
It was evident that the children preferred to access violent graphics more than violent
text. The average number of times violent graphics was accessed by the three age
groups in the specified order was 5.17, 10.57 and 30.63 times per week.

The P-value was found to be 0.000 for Wilks’ lambda for the different age groups
(Table 2). It was found that the five parameters, viz. average time spent using smart-
phone (A), average number of times adult text was accessed (B), average number
of times adult graphics was accessed (C), average number of times violent text was
accessed (D) and average number of times violent graphics was accessed (E) are
significantly dependent on age (F (10,166) = 20.685, P < 0.001, Wilk’s lambda =
0.198, partial η2 = 0.555).

Table 3 shows that age group has a statistically significant effect on all the param-
eters (P < 0.001). An η2 of 0.241 of average time spent using smartphone (A) indi-
cates that 24.1% of the total variance is explained after accounting for variance

Table 1 Average time spent by children using smartphone and average number of times
inappropriate content was accessed

Age
group

Number
of
children

Average time
spent using
smartphone
(minutes)
(A)

Average number of times inappropriate content was
accessed

Adult text
(B)

Adult
graphics
(C)

Violent text
(D)

Violent
graphics
(E)

4–6 years 30 128.37 ± 11.44 0.00 ± 0.00 0.17 ± 0.08 0.30 ± 0.15 5.17 ± 1.12

7 and
8 years

30 151.17 ± 4.29 0.00 ± 0.00 0.40 ± 0.11 1.90 ± 0.35 10.57 ± 1.33

9 and
10 years

30 193.37 ± 9.32 1.10 ± 0.31 3.93 ± 0.63 4.13 ± 0.62 30.63 ± 2.12
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Table 2 Results of MANOVA

Effect Value F Hypothesis df Error df P-value Partial η2

Intercept Pillai’s trace 0.952 330.333a 5.000 83.000 0.000 0.952

Wilks’
lambda

0.048 330.333a 5.000 83.000 0.000 0.952

Hotelling’s
trace

19.900 330.333a 5.000 83.000 0.000 0.952

Roy’s largest
root

19.900 330.333a 5.000 83.000 0.000 0.952

Age group Pillai’s trace 0.865 12.810 10.000 168.000 0.000 0.433

Wilks’
lambda

0.198 20.685a 10.000 166.000 0.000 0.555

Hotelling’s
trace

3.725 30.543 10.000 164.000 0.000 0.651

Roy’s largest
root

3.637 61.097c 5.000 84.000 0.000 0.784

explained by other parameters in the model. The highest η2 of average number of
times violent graphics was accessed (E) which indicates the maximum effect (62.3%
of total variance) among all the parameters.

We tested the null hypothesis that the error variance of the dependent parameter
is equal across groups (Table 4). Here, a. Design: Intercept + Age Group. The
results confirmed that the age groups are not homogenous in all parameters except
for average time spent using smartphone (A). We carried out post hoc analysis using
Tuckey-HSD for finding the differences in the age groups for average time spent
using smartphone (A).

The results of post hoc analysis in Table 5 show low significance value (P < 0.01)
which confirms that there is significant difference among parameters in all the age
groups except for average time spent using smartphone (A) and average number of
times adult graphics was accessed (C). It was found that for the age groups four to
six and seven and eight years, the difference in average time spent using smartphone
(A) and average number of times adult graphics was accessed (C) was insignificant
(P > 0.05).

5 Discussion

Children aged four to six years are quite young to be searching on the Internet on their
own. They are still learning the skills to operate a smartphone all by themselves. They
generally performvoice search usingminimumkeywords to find their favorite videos,
and this at times results in the popping of unsuitable content. The lack of awareness
often misleads these children to click on coarse content. Children at this age were
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Table 3 Effect of age group on average time spent by children using smartphone and average
number of times inappropriate content was accessed

Source Dependent
parameter

Type III sum of
squares

df Mean square F P-value Partial
η2

Corrected
model

A 65,256.800a 2 32,628.400 13.816 0.000 0.241

B 24.200c 2 12.100 12.729 0.000 0.226

C 267.267d 2 133.633 31.659 0.000 0.421

D 222.422e 2 111.211 20.831 0.000 0.324

E 10,803.822f 2 5401.911 71.921 0.000 0.623

Intercept A 2,236,344.100 1 2,236,344.100 946.920 0.000 0.916

B 12.100 1 12.100 12.729 0.000 0.128

C 202.500 1 202.500 47.974 0.000 0.355

D 401.111 1 401.111 75.133 0.000 0.463

E 21,498.678 1 21,498.678 286.232 0.000 0.767

Age group A 65,256.800 2 32,628.400 13.816 0.000 0.241

B 24.200 2 12.100 12.729 0.000 0.226

C 267.267 2 133.633 31.659 0.000 0.421

D 222.422 2 111.211 20.831 0.000 0.324

E 10,803.822 2 5401.911 71.921 0.000 0.623

Error A 205,468.100 87 2361.702

B 82.700 87 0.951

C 367.233 87 4.221

D 464.467 87 5.339

E 6534.500 87 75.109

Total A 2,507,069.000 90

B 119.000 90

C 837.000 90

D 1088.000 90

E 38,837.000 90

Corrected
total

A 270,724.900 89

B 106.900 89

C 634.500 89

D 686.889 89

E 17,338.322 89

found to mostly search for their favorite toys, games and cartoons. It was found
that the appearance of in-app advertisement and notifications of related apps while
watching their favorite videos wouldmake these children unintentionally click on the
same. As a result, children watched graphical obscene content on a few occasions. In
addition, children were also found watching violent visuals when randomly clicking
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Table 4 Levene’s test of equality of error variancesa

Dependent variable F df1 df2 P-value

A 2.049 2 87 0.135

B 27.042 2 87 0.000

C 56.837 2 87 0.000

D 21.469 2 87 0.000

E 5.968 2 87 0.004

and accessing any of the popped up links. This would expose these young children
to adult and violent content unknowingly which could be harmful for them. Parents
should take appropriate measures and advise children in this age group to refrain
from clicking on any random sites and ensure that children make use of smartphones
in the presence of an adult only.

Children aged seven and eight years gain a better understanding of smartphones
and their applications. They spend considerablymore time on smartphones searching
for the games and videos of their choice as compared to the youngest age group.
These children mostly like to search for racing game videos, action videos and
sports videos which also contain advertisement not suitable for children. At this age,
children gradually develop an awareness of vast number of websites and portals
disseminating children’s videos. However, they have not yet matured to understand
the risks involved while surfing through such sites. It was observed that though
these children did not specifically search for adult and violent content but were
exposed to such sites through the pop-up advertisements. The exposure to adult
content was much lesser in comparison with the violent content. This was attributed
to the preference of the children in this age group for the violent videos and the
appearance of related videos on the screen. These children would often click on the
suggested violent videos and preferred to watch them. The exposure to gruesome
violent videos may have a long-term impact on the behavior of these children. The
intervention of parents at appropriate stage will benefit the children and steer away
them from such dangerous content.

Children aged nine and ten years are confident and have a sound knowledge of
the functionalities of smartphones. They are able to use almost all the applications
of smartphones and spend maximum time using smartphones among the three age
groups. These children like to explore Internet using smartphones on their own and
are prone to be subjected to online hazards. These children like to imitate adults and
boast of their accomplishments. While searching Internet for random purposes, they
would intentionally click on links which directed them to objectionable videos like
crime videos and obscene videos. They would generally prefer to watch more videos
with graphics rather than reading text to satisfy their curiosity. This could prove to
be harmful for the psychological development of the children and pose grave threat
to their overall well-being. Parents have to be extremely cautious with children in
this age group. A balanced approach comprising of counseling with subtle warnings
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Table 5 Results of post hoc analysis

Dependent variable (I) Age
group

(J) Age
group

Mean
difference
(I-J)

Standard
error

P-value

A Tuckey-HSD 4–6 7–8 −22.80 12.548 0.170

9–10 −65.00* 12.548 0.000

7–8 4–6 22.80 12.548 0.170

9–10 −42.20* 12.548 0.003

9–10 4–6 65.00* 12.548 0.000

7–8 42.20* 12.548 0.003

B Games-Howell 4–6 7–8 0.00 0.000 -

9–10 −1.10* 0.308 0.004

7–8 4–6 0.00 0.000 -

9–10 −1.10* 0.308 0.004

9–10 4–6 1.10* 0.308 0.004

7–8 1.10* 0.308 0.004

C Games-Howell 4–6 7–8 −0.23 0.141 0.233

9–10 −3.77* 0.640 0.000

7–8 4–6 0.23 0.141 0.233

9–10 −3.53* 0.644 0.000

9–10 4–6 3.77* 0.640 0.000

7–8 3.53* 0.644 0.000

D Games-Howell 4–6 7–8 −1.60* 0.385 0.000

9–10 −3.83* 0.639 0.000

7–8 4–6 1.60* 0.385 0.000

9–10 −2.23* 0.715 0.008

9–10 4–6 3.83* 0.639 0.000

7–8 2.23* 0.715 0.008

E Games-Howell 4–6 7–8 −5.40* 1.737 0.008

9–10 −25.47* 2.398 0.000

7–8 4–6 5.40* 1.737 0.008

9–10 −20.07* 2.501 0.000

9–10 4–6 25.47* 2.398 0.000

7–8 20.07* 2.501 0.000

and suitable rewards for children in this age group will enlighten them with dos and
don’ts while surfing the Internet on smartphones.

In this study, all the children in different age groups belonged to upper-middle class
background and were residents of New Delhi. A more elaborate study comprising of
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large sample spread across diverse social and economic strata will provide a detailed
understanding of the Internet search behavior of children.

Children in almost all the age groups access Internet via smartphones. The
contributions of the present study were threefold as follows.

• A smartphone app was developed to collect statistics related to the time spent and
type of content accessed by children while they are online.

• The type of content searched and preferred by children of three different age
groups was studied and analyzed.

• The simple app allowed parents to conveniently monitor the online searches of
their children and proactively take decisive measures for their online safety.

6 Conclusion

Smartphones are popular among children and list in their most liked digital device.
With increase in age, children spend more time using smartphones. Children are not
only curious to find answers to their queries but also like to watch online videos of
their choice on smartphones. It is found that in their quest to seek information and
get entertained using smartphones, they are many times exposed to harmful content
as well. They are far more vulnerable to be exposed to inappropriate content on
smartphones as they grow older. We developed an app that records and analyzes
the content searched and viewed by children for later analysis by the parents. The
awareness of parents about the online activities of their children will ensure proper
guidance and counseling of children by them. This ensures that children learn to
make responsible decision when online to safeguard their interests.
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Cold start and Data Sparsity Problems
in Recommender System: A Concise
Review

M. Nanthini and K. Pradeep Mohan Kumar

Abstract An enormous amount of data available on the e-commerce sites are of
different forms as ratings, reviews, opinions, remarks, feedback, and comments about
any item, and it is difficult for the system to search the user interest and predict the
user preference. The recommender system (RS) came into existence and supports
both customers and providers in their decision-making process. Nowadays, recom-
mender systems are suffering from various problems such as data sparsity, cold start,
scalability, synonymy, gray sheep, and data imbalance. One of the major problems
to be considered for better recommendation is data sparsity. Cross-domain recom-
mendation (CDR) is one way to address data sparsity problems, cold start issues,
etc. In the most traditional system, cross-domain analysis is used to understand the
feedback matrices by transferring hidden information and imposing dependencies
across the domains. There is no vast comparison of existing research in CDR. This
paper defines the problem, related and existing work on CDR for data sparsity and
cold start, comparative survey to classify and analyze the revised work.

Keywords Cross-domain recommendation · Collaborative filtering ·
Recommender system · Data sparsity · Cold start

1 Introduction

RS is an information filtering system that tries to find the rating or preference given
by the customer to the product on e-commerceWeb sites. Themost traditional recom-
mendationmethodologies are collaborative filtering (CF) and content-based filtering.
Collaborative recommendation [1] is also known as a social recommendation, and it
provides recommendations based on similar people’s preferences, likes, dislikes, and
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reviews. The content-based recommendation is cognitive filtering, and it provides
recommendations according to the content of an item and the user profile. Hybrid
recommendation systems combine the popular two approaches collaborative and
content-based systems by collecting the user profiles learning the model based on the
information andmaintaining some useful records using efficient information retrieval
techniques and other content-basedmethods, and directly comparing the user profiles
to find similar users based on collaborative filtering [2] and provide recommenda-
tions. The above mentioned filtering represents that items can be suggested to the
users in the form of a recommendation list when items’ score is higher than the user’s
profile or are users’ higher rating with a similar profile.

Monolithic hybridization is a technique that represents various levels of recom-
mendation techniques in one algorithm while implementation. The single recom-
mender component combines multiple techniques by pre-analyzing, processing and
integrating various information sources. Hybridization is attained by making algo-
rithm changes to derive various kinds of input data. Figure 1 represents the types of
RS in various perspectives. In traditional systems, filtering techniques are providing a
recommendation based on single-domain information. The domain is one of the char-
acteristics of a recommender system, and it is a particular thought of field, activity,
or user interest.

Considering two domains in RS, the numbers of attributes to be considered are
larger and different compared to the single domain. Dimensionality reduction (DR)
[3] helps to reduce the overall dimensionality in two domains and increase the predic-
tion accuracy of user preference in RS by discovering the hidden knowledge of the
whole data set and transferring knowledge across the domains. The data available

Fig.1 Types of recommender system
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on the online Web sites are of various types such as continuous/discrete, numer-
ical/categorical, and structured/unstructured. Continuous data are the range that can
take any value between its maximum and minimum value. Structured data refers to
the information in a fully organized manner and can enable a quick search algorithm.
Unstructured data have a lack of structure which makes it an energy-consuming task.
Categorical data can take only certain values and is also known as discrete data. It
can be classified as nominal or ordinal variables. One of the challenges is analyzing
such a variety of data, and DR techniques can be applied for data analytics.

2 Related Work

This section discussed various related research on CDR and sparsity problems in
other RS and explained the ways to address the problem faced by traditional RS.

2.1 Data Sparsity and Cold start in CDR

In an online social network, the star-structured hybrid graph is used for making
recommendations across the domains. Theuseful information is shared fromenriched
domain to domain is having sparse data. Different factors such as the transfer of item
feature considering popularity and consistency of the behavior are explored. Jiang
et al. introduced a method called hybrid random walk (HRW) [4], which considers
the above factors to identify the items that can be transferable and share the knowl-
edge between two different domains and also identify the relationships between the
user and item. A CF-based cross-domain algorithm is developed to build a linear
decomposition model (LDM) by combining items to find relationships among total
and local similarities of multiple domains [5]. Yu et al. proposed an algorithm to
compute the whole similarities in all considered domains, and it is the fusion of
various domains’ local similarities. The weights are computed using two domains
and greater than the weight in a single domain, and it is reflected in the similarity
measures in the source domain. If the user preferences vary, it is difficult to do better
recommendations with multiple domains.

A CDR is constructed based on attributes and improper classification. The tradi-
tional recommendation issue is considered as a rough unevenness categorization in
the target domain which took feature vector of item and user and rating as a label.
Then, the sparsity problem is reduced by considering the useful vector of item and
user in the target domain. Yu et al. here they have used singular Value Decomposi-
tion (SVD) to extract the useful features about users from two source domains for a
better recommendation. Later, an unevenness classification model [6] is constructed
to rectify an unevenness classification problem that can efficiently solve the unequal
distribution of ratings. Data sparsity is one of the important problems in RS, and
it is dominant in newly constructed RS which is having insufficient data. CDR is
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considered an efficient solution to the sparse data problem by transferring sufficient
information across the domains. While transferring information from one domain to
another domain, three different cases were explored such as entities that are fully
overlapped, partially overlapped, and non-overlapped. Even though the entities are
fully overlapped, they are having different formats in each domain. The above cases
reduced the overall performance of CDR in the target domain. Zhang et al. proposed
a Kernel-induced [7] RS based on knowledge transfer which interrelates the entities
that are non-overlapped in two domains to solve the sparse data problem in RS.

Transferring knowledge from data enrich domain to domain is having sparse data
play a vital role in addressing the data sparsity problem in RS. Source domain is
enriched with sufficient data, whereas the target domain used the information from
the source domain for a good recommendation. Model-based on cluster-level rating
is used in this work to investigate the sparsity problem without considering the
overlapping entities in two domains. The existing methods have not addressed the
accuracy of expected results in the target domain. Ming He et al. proposed a model
called an adaptive codebook transfer learning (ACTL) [8] to develop the codebook
scale-based technique which reduces the cost for computation and improves the
prediction accuracy and features size and attributes of the source domain in CDR.

The alternate course selection process in colleges and universities is a difficult
task for the students due to its unknown nature among the students. This leads to
inappropriate alternate course selection and low achievements in the course which
compels the students to quit the course halfway. To address the unknown nature of
course and improve their selection process, Huang et al. a cross-user domain CF
[9] is developed for the exact prediction of marks scored by each student with the
help of score distribution scored by senior students. Then, the top alternate courses
which are having high marks scored by the senior students are recommended to
the present students for their achievement. A citation-based recommendation in the
cross-domain analysis [10] is developed for knowledge sharing. A cross-domain
recommendation has evolved to help users in detecting similar knowledge across the
domains and provide recommendations based on the shared information. The first
technique is simple keyword mapping. The second technique is co-citation selection.

In addition to data sparsity, data imbalance is considered a challenging problem in
CDRwhile transferring knowledge across the domains. This researchwork solves the
above problem using three different learning methods such as representation, adver-
sarial, and transfer. Even though different transfer learning techniques performed
well in this area, a novel RecSys-discriminative adversarial network (DAN) concen-
trated on multiple problems such as data sparsity inside the domain and across the
domain, data imbalance, and knowledge transfer in the form of latent factors in CDR.
The knowledge transfer is performed in an adversarial manner [11]. Four different
neural architectures are developed and explored. Real-time experimentation showed
that the proposed technique performed well in the target domain without labeled
data, and it is more flexible in multiple real-world scenarios and robust to cold start
problems in RS.

Nowadays, online commercial businesses are more dependent on RS to iden-
tify the individual user’s needs and provide them with better recommendations. To
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provide efficient recommendations, a large amount of data with knowledge about the
user and items are needed. By sharing an enormous amount of data from one domain
to another domain, the users–items relationship was explored to complement the
CF recommendation with greater prediction accuracy. However, the efficient utiliza-
tion of information across the domains is a difficult problem. Do et al. proposed to
explore latent features with similarities in multiple domains based on matrix factor-
ization [12]. In this research work, features that are common in two domains and
the features which are specific to the domains are analyzed. Both the information
are very useful in CDR. Especially, the domain-specific features are considered to
transfer the knowledge across the domain.

CDR is an efficient system to address the sparsity problem in RS by considering
knowledge from multiple domains. Hong et al. proposed a deep neural network
based on the cross-domain technique [13] for a good recommendation. The proposed
technique rectifies the prediction problem based on rating with the help of metadata
information including reviews and items. The learning process happened in the target
domain as well as in source domains with hidden factors of users and products
which increase the prediction accuracy. The mapping process and the optimization
experimented in both the domains solve the sparsity problem effectively in the target
domain. CF and matrix factorization are failed to perform well in RS having no
information about the user and the product that reduce the income of the online
commercial business. It is a very challenging task to provide a recommendation
to the new user. Jin et al. proposed a novel review aware recommendation [14]
using cross-domain analysis to enquire about the new user recommendation in the
E-commerce sites. In this work, reviews are collected using an adjacency matrix and
the preference vectors are taken out from the domains in terms of specific and shared
manner using migration model.

The cold start problem is also an important issue in RS having new users and
items. RS with cold start users reduces the entire performance of the system. To
address the above problem, Wang et al. proposed a technique that merges the e-
shopping domain and the information from Ads. A CDR is developed using the deep
learning algorithm; word to vector concept is employed to convert text information
into latent information. Deep learning algorithms strengthen the performance of RS
for sharing the knowledge from source to target domain. Text data are having an
enormous amount of knowledge compared to latent representation; R-metapath2Vec
[15] is used to enhance the features in latent space. The existing studies on CDR
are mainly focused on knowledge transfer from one domain to another domain on
the same Web site. It is very difficult to share full information across the domain in
different e-commerce sites due to some privacy concerns, and it leads to negative
transfer problems. Zhang et al. proposed an RS named selective knowledge transfer
[16] that shares both hidden features of users and products from data enrich domain
to sparse data domain and also addresses the negative transfer problem.
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2.2 Collaborative Filtering Recommendation

The social recommender system [17] uses collaborative filtering (CF) to make
personalized recommendations. Most of the CF techniques mainly use the one-
dimensional clustering methods to group users and items separately. However,
the one-dimensional method usually neglects the necessary information in another
dimension. Zhang et al. used the bi-clustering technique that groups both the user
features and item features concurrently in the user–item matrix. Correspondingly,
the bi-clustering method outperforms the one-way cluster method of overcoming
the sparsity problem and reducing the high-dimensional matrices in recommender
systems. The recommendation in social networks gainsmore popularity and attaining
a successful service for providing quality of service and user satisfaction. These
applications enable the users to provide various implicit feedbacks and ratings on
the web during their daily usage of the social network. The users interacted in social
networks like some items based on traditional RSfiltering techniques and can provide
feedback about the item. With the exponential growth of online information, the
sparse data gradually decrease the overall performance of RS quality and correlation
factor of feedbacks. A novel location-aware RS [18] is developed, and it is a simi-
larity measurement-based approach to calculate the similarity between the paths and
recommends products based on spatial–temporal pattern discovery that makes the
shopping environment more intelligent.

3 Overview of CDR and Domain Level

This section describes about cross-domain analysis, latent variables. Attributes
mapping from user profiles to the latent variable. And also detail domain-level
attributes mapping to the latent variables.

3.1 Cross-domain Analysis

A domain is considered as an action or user preference. Most of the RS focused
on one domain, and they suggest recommendations within the domain where users
gave their feedback and ranks. The combination of various domains into a single
domain makes the recommender engine provide a recommendation list across the
domain. An algorithm used in domain analysis can provide a recommendation of the
product in the chosen domain to users who gave ratings only in the source domain.
For example, if the restaurant is referred to as the source domain and the tourist spot
is referred to as the chosen domain, the knowledge is shared across the restaurant
domain and tourist spot domain.
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3.2 Various Domain Level

• Attribute level (Chinese cuisine ↔ Asian cuisine)
• Cuisines share the same kind of attributeswith different values for some attributes.
• Type-level (restaurants ↔ tourist spot)
• Different types, sharing some common features like location, climate.
• Item level (shopping ↔ restaurants)
• An entirely different set of features and attributes.
• System level (TripAdvisor ↔ MakeMyTrip)
• This level is having the same kind of items and is collected and expressed in

different ways and manners, respectively.

3.3 Different Approaches in CDR

Knowledge aggregation is the process of combining user interests, likes, and prefer-
ences from across the domains and providing recommendations in the target domain.
User preferences can be clicks, ratings, logs, and feedbacks which are merged for
performing knowledge linking. It is very useful to address the cold start problem.

Figure 2 represents a knowledge aggregation process using two domains. Knowl-
edge transfer is the process of sharing knowledge using latent features and ratings
across domains. Figure 3 shows that the common latent factors are used for knowledge
transfer.

Fig. 2 Linking knowledge
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Fig. 3 Knowledge transfer

3.4 Latent Variables

Latent variables are the variables that are not present in the dataset but are inferred
from the variables that are present in the original dataset (observed variables). By
introducing the set of latent variables, unobserved inferences from the real-world
datasets are discovered and uncover the hidden patterns that lead to knowledge
discovery. Mathematical models that aim to derive the latent variables from observed
variables are called latent variable models. One advantage of using a latent variable
is a dimensionality reduction in big data. An enormous amount of collected variables
can be merged in a model to reproduce a hidden concept, making it easier for better
understanding of data. The dimensionality reduction is the process of decreasing the
number of collected variables and can be classified into feature selection and feature
extraction.
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Fig. 4 Dimensionality
reduction

3.5 Attributes Mapping to Latent Variables

The system uses two domain-level information and user profiles for attribute
mapping. The two domains considered for dimensionality reduction in RS are restau-
rants and tourist spot [19]. Common features across the domain can be extracted
using latent class analysis. Many-to-one mapping of attributes to latent variables
is done to reduce the dimensionality of overall attributes in a dataset considering
related domains. The user profiles are name, location, gender, history, badges collec-
tion, places visited, travel styles, contribution, price range, date of visit, ratings, and
reviews. Restaurant attributes are name, location, restaurant ratings, reviews by the
user, cuisine, and review count. Tourist spot attributes are name, ratings, tourist spot
reviews, spot location, and the type. Figure 4 represents the dimensionality reduc-
tion of “d” attributes to “k” latent variables. The latent factors are classified into the
corresponding label for the learning process. The general equation for latent variable
derivation from observed attributes is given as Eq. (1)

Lat = ∪(
∑

( f (user), f (rest), f (tour))) (1)

where f(user), f(rest), and f(tour) are the functions for user profiles, restaurants,
and tourist spots, respectively, which are mapped from various observed variables
corresponding to the latent variables.
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Table 1 Summary of related work

Comparative summary on cross-domain recommendation

Study Major attention Cold start addressed Data sparsity
addressed

Open access

[4] HRW with the user–item link
in the target domain

Yes Yes No

[5] User-based CDR with LDM No Yes Yes

[6] Funk SVD-based CDR for
multimedia application

No Yes Yes

[7] Kernel induced RS for
overlapping entities

No Yes No

[8] ACTL for CDR No Yes Yes

[9] Score prediction-based course
recommendation using
cross-user domain CF

No No Yes

[10] Co-citation selection-based
CDR

No No No

[11] RecSys-DAN-based CDR Yes Yes No

[12] Matrix tri-factorization-based
CDR

No No No

[13] Deep neural network-based
CDR

No Yes Yes

[14] Review-aware CDR Yes No Yes

[15] DNN-based CDR Yes No Yes

[16] Selective knowledge transfer
for CDR

No Yes Yes

[19] Latent variable-based
recommender system

No Yes Yes

4 Comparative Discussion

Table 1 represents the comprehensive survey of various techniques used in CDR
for addressing sparsity of data and new user problems in CDR, open access of the
journal, and its scope. Figure 5 represents the survey charts of data sparsity and cold
start issues addressed.

5 Conclusion

The most prevalent problems in RS are sparse data and new user issues. The social
networks allow the users to construct relationships among the various types of items
across the domains and provide a recommendation list to the users and to address
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0 1 2 3 4 5 6 7 8

Only Data Sparsity

Only Cold Start

Both Data Sparsity and Cold Start

Neither Data Sparsity nor Cold Start

No of Papers Addressed

Fig. 5 Survey chart of cold start and data sparsity addressed

the sparse data and new user problems. The CDR is explored to address the above
problemswith different types of techniques fromvarious perspectives. Thiswork also
discusses the knowledge transfer from auxiliary domain to final domain, knowledge
linking with multiple domains, latent variable analysis for cross-domain technique,
and attribute mapping into low-dimensional data for a better recommendation. Most
of the CDR is based on traditional techniques, and it becomes less efficient when
the system receives dynamic data in a real-time environment. In the future direction,
deep learning-based CDR will be explored to achieve high performance compared
to the traditional techniques.
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A Hybrid Approach to Find COVID-19
Related Lung Infection Utilizing 2-Bit
Image Processing

Md. Ashiq Mahmood, Tamal Joyti Roy, Md. Ashiqul Amin, Diti Roy,
Aninda Mohanta, Fatama Fayez Dipty, and Shovon Mitra

Abstract This study describes the deployment of an image processing approach for
finding COVID-19 affected lungs. Medical scans are useful in diagnosing illnesses
and determining if organs are working normally. Medical image processing is an
ongoing research subject in where numerous ways are used to help diagnosis, as
well as different image processing techniques that may be used. Picture process-
ing was used in this work, which includes image pretreatment, histogram leveling,
smothering, eroding, and dilation. The usage of 2-bit picture is selected since this
characteristic is well-known and there are several resources accessible. The Open
CV library, which includes a plethora of image processing functions, is likewise
free to use. Our experiment has shown how COVID-19 affected lung disorders can
easily be identified with the help of a 2-bit image segmentation technique. The plan
comprises (1) using a deep robust acquisition access to portion proper regions of
interest from bleak medical examination image sizes of 903 total, (2) using a prop-
agative neural network to improve contrast, sharpness, and illuminance of image
contents, and (3) from the beginning to the conclusion, a regression strategy plan
was used to accomplish medical picture categorization by material design in deep
neural networks.
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1 Introduction

Nowadays, the coronavirus (COVID-19) has outspread out all over the Earth. The
citizenry of all world are suffering from this pandemic. They are affected by fear,
anxiety, depression, and loneliness. Not only fear but also economic crisis is a big
challenge for them [1]. Most people are suffering from the disease because of the
COVID-19 pandemic, and sometimes, it is very difficult to predict the symptoms of
some diseases. But, the symptoms can be detected by using the image processing
method that is vastly used in themodern era. To get much information from an image,
this process is used, and it is a method to convert an image into digital form. Image
processing can be used to predict many diseases like crop disease, plant disease, leap
disease, skin disease, fungal disease, lung cancer, etc. The lungs are the organs that
are mostly affected by the coronavirus(Sars-Cov-2). The tubule or cartilaginous tube
is depicted by the snout. Into your lungs, it separates into little and small branches.
Alveolar are tiny air sacs that may be seen at the tips of each branch. That is where
O2 enters and CO2 departs your blood. Sometimes, it is difficult to detect but image
processing can be used to detect these symptoms in the initial stage, and it is a very
helpful and low-cost system. Your immune system fights back as the virus spreads
direct yourmetabolic process. The lungs and airways expand and inflame. Thismight
begin in one area of your lung and progress to the rest. COVID-19 causes are mild
to severe symptoms in around 80% of individuals. You might be suffering from a
dry cough or a sore throat. Pneumonia, a lung illness in which the alveoli become
inflamed, affects certain people. As lungs are mostly affected by COVID-19, so our
paper aims to predict lung disease which is influenced by this coronavirus. We have
used 900 images. Our image dataset consisted of patients who were affected with
COVID-19 and other lung diseases during the 2020–2021 time region.

2 Literature Review

The goal of this study [2] is to provide a conciliate informing to large learning
method in medical image model processing, starting with abstract underpinnings
and working through applications. In this [3] experiment, they explored cutting-edge
deep learning architecture and how to optimize it for medical picture segmenta-
tion and classification. This article explained how to use the Python3 and via the
Open CV package to process medical pictures[4]. Many techniques had been dis-
cussed in this literature [5], among those there were ROI segmentation, K-means,
and water-shed. The primary goal of this [6] the goal of this research was to create
a comprehensive source for healthcare visual analytic methods that have benefited
from high-performance computer platforms. With this in mind, publications from
the Scopus andWeb of Science electronic archives were searched. Sobel and Prewitt
used algorithms in their project. [7] edge detection research using 180nm technology.
VLSI is used to construct the edge detection algorithms, and the architecture’s digi-
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tal IC design is discussed. The authors of this study suggested a flexible framework
[8] for deep eruptive acquisition-based medical image processing and analysis. By
incorporating [9] motorist memorability into PCNN, the network gains biological
function. Furthermore, the use of nanosecond resistors could considerably reduce
the size of PCNN.

3 Methodology

Image processing has had lots of algorithms and processing tools. Our experiment
established the process of judgment based on image analysis. We have conducted
our experiment by taking data from this source [10]. Our data was divided into four
categories, for example, COVID-19 infected patients, bacterial infected patients,
age-related lung failure patients, and some of them were idiopathic [11]. Figure1
shows our whole experiment in a nutshell. We have used the 903 images where
70% of images were COVID-19 affected. 10% were bacterial infections, 5% were
age-related lung failure, and 15% were idiopathic. We have used the Python pro-
gramming language for our experimental analysis. First, we have analyzed without
converting the images into segments of binary values. The findings of RGB pictures

Fig. 1 Experimental
flowchart showing from the
initial data collection where
the total number of images
was 903, checked phase one
and measure the values,
compare again with initial
stages then again after
measuring the XM, YM and
slicing started, the below
portion showing after the
converting the normal image
into binary. Lastly, the whole
data was again checked, and
decisions have been made
and stop the process

After Converting To Binary

Measmsdsa

Normal Image

Normal Image Binary Image

Image Sets (n=903)

Phase check 1

Phase check 2

Measure Values

Measure Values

Compare with
phase 1

Compare with
phase 1

Measure Image Values
Intensity

XM,YM,Slice Number Calculate Threashold

Python Binary 
Conversion Correlation Clustering

Measure Image Values Intensity
XM,YM,Slice Number Calculate Threashold

Python binary 
Conversion

Correlation Clustering

Decision Make

End
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are computed using brightness values. The formula is used to convert RGB pixels to
brightness values and calculates and shows the mean, standard deviation, minimum,
and maximum values for each column. Secondly, we have converted our normal
images to binary and then again gathered the values. This time the values showed
significant changes. The %area denoted that how much the Human Lung is affected.
The more the area cover, the more infected the individual’s lung is. We also used
parameter-based neural network systems for validating our second result to make
sure all our experiments were okay. Nevertheless, the correlation showed that there
was enough evidence to show the COVID-19 patient’s lung was much more vulner-
able and affected than the normal age-related infected lung or lung infection caused
by bacteria. The second iteration took more than three minutes in the programming
environment, in this case, Jupiter notebook. The model training sum of squares error
was 15.821, and average overall relative error was 0.428. The testing period consisted
of 8.191 sums of squares error and 0.469 average overall relative error. The area per-
centage fluctuated from −0.453 to 1.375. All the 903 images were considered. The
last iteration showed fluctuation between 0.002 and 0.394 (Tables 1 and 2).

Table 1 Sample of data set view

Label X Y XM YM %Area

COVID-19 469.795 241.408 469.795 241.408 27.741

COVID-19 523.168 543.949 523.168 543.949 52.743

COVID-19 460.219 336.42 460.219 336.42 44.572

Bacterial
infection

1072.626 916.776 1072.626 916.776 41.874

COVID-19 421.712 571.308 421.712 571.308 40.221

COVID-19 195.925 183.731 195.925 183.731 43.638

Bacterial
infection

401.952 364.924 401.952 364.924 51.856

COVID-19 1267.149 1712.241 1267.149 1712.241 43.404

Bacterial
infection

569.687 532.223 569.687 532.223 49.648

COVID-19 2317.007 2214.071 2317.007 2214.071 53.804

Table 2 Layer optimization values

Layers H(1:1) H(1:2) H(1:3) H(1:4) Area Area_A

Input layer (Bias) 1.036 0.388 0.708 −0.296

X −0.164 −0.476 −0.018 −0.323

Y 0.013 1.042 −0.023 −0.082

XM −0.460 −0.204 −0.677 0.389

YM −0.089 0.650 0.320 −0.376

Hidden layer 1 (Bias) −0.453 1.375

H(1:1) 0.044 −1.352
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Table 3 Model description

Training set Sum of squares error 15.821

Average overall relative error 0.428

Relative error for scale dependents 0.763

Training time duration 0:00:00.02

Testing set Sum of squares error 8.191

Average overall relative error 0.469

Relative error for scale dependents 0.681

3.1 Image Processing Terms Description

Threashold is the image’s threshold. To get a binary picture B with 1 in blank pixels
and 0 in character dots, apply a 0.9 threshold to I. To conduct binary erosion on
I, we utilized a 2 10 horizontal mask. This helps to propagate the character pixels
along the rows, resulting in a significant disparity between the sums corresponding to
blank rows and rows containing characters when we 1 add up the rows of the photo.
To generate a list of m numbers, add the horizontally degraded image along rows.
Many blank rows appear adjacent to one another, as one might expect. The image is
broken into multiple images, each carrying one row of text, at the mid-point of each
continuous stretch. The midpoints of contiguous stretches of blank columns are m1,
m2, ..., mp. For I = 1 to p = 1, the pictures I[mi: mi + 1, :] contain a row of text.
To get column splits and further separate each text row image, we conducted steps
2–4 for the picture of each line using a vertical mask instead of a horizontal mask
and column sums instead of row sums. Most of the characters are split; however,
if the text contains characters like I or subscripts in, we may not have divided each
character. As a result, if the image acquired after step 5 has more than one linked
component, steps 2–5 are repeated (Table 3).

ValueImage = 0.299Red+ 0.587Green+ 0.114Blue (1)

4 Experimental Results

Figures2 and 3 showing the initial phase of conducting experiments in binary envi-
ronments. The after results clearly showing the more enlarged area. The normal
image could not give as many of the binary values. We were able to create a theoret-
ically novel and possibly helpful metric for comparing 2-bit secondary structures by
drawing inspiration from image processing and the dot plot representation for 2-bit
secondary structure. We demonstrated our method using the 2-bit design issue and
an application that uses the distance measure to discover informational rearrange-
ment point mutations in a picture sequence. The process of restoring a picture from a
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Fig. 2 a Before converting to binary, the lung affected number was constant. The machine learning
prediction curve shows the constant rate. b After converting to binary, this time the affected lung
images did not show any constant curve rather showed ups and downs thatmeans therewere infected
lungs and detectable after processing
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Fig. 3 Image restoration, 2-bit images once again collected after processing and features were
again extracted in reverse form thus whole images can be seen. Denoise algorithm applied and
again compare with the real images

Fig. 4 Correlation matrix
showing the XM, YM, area
and X, Y value intensity

damaged version-typically image restoration is the process of restoring a blurry and
noisy image. Image restoration is a fundamental topic in image processing that may
also be used to evaluate more general inverse problems. The restored image’s quality,
the method’s computing efficiency, and the estimation of critical parameters like the
point-spread function are all factors to consider are all critical concerns that must be
addressed, Fig. 4 showing our image restoration procedure. To offer an understand-
ing of the nature of the problem, basic picture restoration techniques are reviewed.
These approaches also give efficient solutions for deblurring hazy pictures with a
low computing complexity. A similarity matrix is a tool that displays the collinearity
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Table 4 Acronym used

Acronym Meaning

ROI Region of interest

VLSI Very large scale integration

PTL Paced transfer learning

PCNN Partially connected neural network

ITK Indigenous traditional knowledge

VTK Virtual tool kit

Binary Values consisted of 0 and 1

OpenCV OpenCV is a programming function library
primarily

CATIA Dassault Systèmes’ multi-platform software
package

X Value of X co-ordinate

Y Value of Y co-ordinate

XM Intensity of X co-ordinate pixel

YM Intensity of Y co-ordinate pixel

for several variables. The matrix illustrated in Fig. 5 shows the correlation among
the different attributes like x, XM, y, YM, intensity, and percent area. It is a strong
tool for summarizing a immense datasets as well as distinguishing and visualizing
trends in the data (Table 4).

Algorithm 1 Input
1: Start
2: initial labeled images, composed of 903 samples
3: calculate the x,xm,y,ym
4: train the segmentation of phase-1
5: test the segmentation of phase-2
6: make image centroid_initial with ki = Ri+1
7: for reoccurance_i:
8: initialize ki + 1 = Ri+1 + 1
9: End

5 Conclusion

Images are a figurative way of expressing data. Images are made up of tiny com-
ponents known as pixels. Each pixel has a incomparable function and treasure, and
we wanted to deal with these values. In our example, it is a two-bit binary picture.
A geometric picture refers to an image that is represented arithmetically by non-
representational schema such as lines. Each photograph is saved in a specific file
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format, which consisted of two parts: the header and the data. Imaging processing
methods are a set of ways for manipulating images with the help of a computer. We
were able to implement a deep robust learning approach for our analysis using a
prerogative neural network that helps to improve the contrast, sharpness, and illumi-
nance of the images. We also made it possible by using the regression strategic plan
to perform scanned lungs images to classify. The goal of segmentation is to divide
pictures into significant sections. The partitioning of pictures is handled via local
segmentation. The main limitation of our analysis is that if we could analyze for
more than a million data images, then there would be more chances of prediction of
COVID-19 affected lung. In the future, 4-bit or 8-bit image analysis could be made
possible.
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Acute Leukemia Classification
and Prediction in Blood Cells Using
Convolution Neural Network

M. Shanmuga Sundari , M. Sudha Rani, and Kodumuri Bhargav Ram

Abstract Nowadays, human health is paramount to any other thing in theworld. But
health is affected due to many reasons. Doctors and scientists are constantly working
to find solutions to health issues. The main issue is blood-related problems because
blood is the foundation of our body. Cancers related to blood are very critical and
cause human death. Leukemia is a kind of most cancers that arises inside the bone
marrow and outcomes in an excessive wide variety of peculiar white blood cells.
If acute leukemia cannot be treated in a short time, there is less time for humans
to survive. It is important to detect cancer at an early stage and be able to treat it.
It takes more time to cure so early detection is vital for treating cancers. In this
research, machine learning is used to predict cancer cells in the blood. So, we used
convolutional neural networks (CNN) to train the model and find cancer cells in the
blood at an early stage. This research shows the prediction of blood cancer cells
and displays the differences between the normal and cancer cells image using CNN
classification process.

Keywords Acute leukemia · Convolution neural network · Lymphoid cells ·
Myeloid cells

1 Introduction

Leukemia [1] is also known as cancer of white blood cells. The white blood cells are
a critical part of cells that will boost our immune level in the body. It is produced

M. Shanmuga Sundari (B) · M. Sudha Rani · K. B. Ram
BVRIT HYDERABAD College of Engineering for Women, Hyderabad, Nizampet Rd,
Hyderabad, Telangana, India
e-mail: sundari.m@bvrithyderabad.edu.in

M. Sudha Rani
e-mail: sudharani.m@bvrithyderabad.edu.in

K. B. Ram
e-mail: bhargavram.k@bvrithyderabad.edu.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
D. Gupta et al. (eds.), International Conference on Innovative Computing and
Communications, Lecture Notes in Networks and Systems 473,
https://doi.org/10.1007/978-981-19-2821-5_11

129

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2821-5_11&domain=pdf
http://orcid.org/0000-0001-5755-474X
mailto:sundari.m@bvrithyderabad.edu.in
mailto:sudharani.m@bvrithyderabad.edu.in
mailto:bhargavram.k@bvrithyderabad.edu.in
https://doi.org/10.1007/978-981-19-2821-5_11


130 M. Shanmuga Sundari et al.

in the bone marrow although some types are produced in the lymph nodes spleen
and thymus gland. The white blood cells are potent infection fighters protecting the
body from invasion by bacteria, viruses, fungi, foreign substances, and abnormal
cells. It grows normally and divides in an orderly manner as needed by the body.
However, in the case of leukemia, white blood cells are unusually generated in the
bone marrow that does not characterize like regular white blood cells. The abnormal
white blood cells divide too quickly eventually crowding out normal cells. Leukemia
is categorized into acute or chronic conditions based on how fast it progresses. The
type of cells involved is lymphocytic or myelogenous [2]. In acute leukemia, the
abnormal cells are immature. They increase rapidly making the bone marrow unable
to produce healthy cells and the disease worsens quickly. Therefore, immediate and
aggressive treatment is required at the earliest. These types are common across all
age groups, affecting children to older people. The blood cells build up more slowly
and takemonths or years to progress. Lymphocytic leukemia influences the lymphoid
cells that affect the lymphatic tissues and immune system.

2 Related Works

CMOS sensing circuits used to predict breast cancer [3] and RNA-195 detection
are also discussed in this paper. TML and DL techniques in MIA [4] are used for
identifying leukocyte classification. Computer aided-detection (CADx) was used to
bet better performance to diagnose blood smear problems. Rapid immunoanalysis of
physiological fluids [5] was identified using the signal-to-noise ratio of the biosensor.

The conventional machine learning methods [6] are used for predicting cancers in
the research areas. Author used many machine learning algorithms for this research.
The author states that the DCNN model’s performance is increased using CNN
techniques. Kidney failure [7] was also proved using glomerular filtration rate, and
kidney-inspired algorithm was used to find the kidney capacity of usage in the dura-
tion of the failure. The photoacoustic imaging [8] which is in the proposed system
was implemented by two cervical tissues with the image of mimicking phantoms
with human blood and graphiterods as inclusions inside it. Prostate-specific antigen
(PSA) blood level [9] is an important value that is elevated mostly in men with
prostate cancer, and localized fluorescence (XRF) [10] is well used to compute
tomography (XFCT) with nanoparticles (NPs). The error backpropagation neural
network (BPNN) [11] algorithm is used, and spectrum is applied to detect cancer in
medical images [12]. Machine learning algorithms are used to predict many medical
diseases.

3 Proposed System

Blood cells are having different types of cells:
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• Red cells
• White cells
• Platelets.

Red blood cells are boosting the oxygen transportation from the lungs to the
other tissues. White blood cells are responsible for fighting diseases and reducing
infections. Platelets [13] are used to clot the blood vessels when it is hurt. In our
body, we have a ratio of 1000 red cells: 1 white cell.

White cells turns into leukemia, and the types are:

• Lymphoid cells
• Myeloid cells.

Leukemia caused bymyeloid cells is stated as myelogenous or myeloid leukemia.
Based on the intensity of leukemia, this is classified into two different ways: chronic
or acute. Cells are grouped according to the speed of growing the cells inside the
body. If the leukemia is very chronic, the cells will end in affecting the body and
disease get worse.

4 Dataset Description

In our research, the dataset [14] has images of patients with leukemia problems. The
images are multiple myeloma representation. We have 4961 training images. Out of
that, we have 2483 healthy patients and 2478 images are blood cancer. The resolution
is 320 * 240. The proposed system is displayed in Fig. 1.

4.1 Data Augmentation

Our research dataset is focused on rotating and extracting edges from the images.
The shuffled images are divided into two categories. They are training and testing
sets. There aremany characteristics that are considered tomake an evaluation that are
varying with different attributes like sizes, positions, clarity, and lighting conditions
helping to evaluate.

4.2 Feature Selection

Feature selection is an important process in deep learning to get better results. Hence,
feature selection is playing a vital role in the entire process. The way of selecting
efficient features is called feature selection [15]. By this, we can reduce overfitting
and increase under-fitting [16].
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Fig. 1 Proposed system

In this research, we use univariate feature selection and which will help us to get
the target factors. In our research, we use K-specific features and classes for finding
the chi square. This test is done between the independence of two cells. Consider
the observation count C and prediction count P given the two variables. We select
the high dependent cell values in between the different cells. When the observed and
predicted values are closer, it will give a small chi square value.

So, the high value of chi square will define independence hypothesis. Hence,
model is building with dependent on higher the value of chi square which is
responsible for feature selection. The chi-squared statistical test is shown in Eq. (1).

x2 = (c − p)2

p
(1)

where C represents the observation count of the class, P represents the number of
expected observations of the class when there is no relation between the feature and
the response.
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4.3 CNN Techniques

CNN is proposed for segmentation to differentiate with color-based clustered to get
nucleus region and stained blood smear images in cytoplasm area. SVM classifiers
[17] are best to get satisfactory results. The system is built to detect automatically
white cells from the blood culture test. Based on that WBCs are classified into five
types: eosinophil, basophil, neutrophil, monocyte, and lymphocyte.

CNN is the convolution model; Fig. 2 gives automatic feature extractors and finds
the resolution with pixel vector.

In a convolution network, the first operation is feature extraction from the image.
Here we are using the k × k matrix to get the particular regions from the image using
an activationmap.After getting the activation region, we discord the error value using
equation 2. The image is moved like a stride pattern. Operation for our data image
size is x × y and the size of v with padding value d. v is the vector value for feature.
S is constant value. I is the negligible error value.

(x − v + 2d) = s + I × (y − v + 2d)/s + 1 (2)

Filter depth is also based on the image resolution and pattern. In this model, we
use convolution layers and a pooling layer.

Equation (3) gives the activation map after formulating the values from convolu-
tion operation.

σ(z)i = ezi
∑k

j=1 e
zj

(3)

for i D 1;:::;Kand zD (z1;:::;zK) 2 <A, whereA represents the input elements vector z
and zi derived value from input vector z. Equation (4) gives the final feature selection
function.

A[x, y] =
(I∗ f )∑

i

[x,y]∑

j

I [i, j] f [x − i, y − i] (4)

Fig. 2 Block diagram
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4.4 Working of CNN

The CNN has a convolutional layer, pooling layer, and connected layer. Based on
the RGB color image, the first six layers are considered convolution layers. The two
layers apply 16 of 3 * 3 filters. The remaining layers apply 32 of the matrix (3 * 3)
filters in the image. The eighth layer is considered a flatten layer. It is responsible
for multidimensional arrays. The flatten array is 4900 in size. The layer is connected
from 4900 input values and 64 output attributes. The tenth layer is helpful to reduce
overfitting. The eleventh layer and last layer aremappedwith input values to different
class labels.

5 Results and Analysis

This research shows the detection of cancer cells using CNN that gives the better
result with compare other techniques.With respect to dataset, we can diagnose errors
in higher range using large dataset. The result analysis shows the detection of cancer
cells accurately and is shown in Fig. 3 with the loss and accuracy graph.

We did 20 series and observed clearly to decrease the loss in the iteration. The
loss gives the accuracy of our model. We tried to minimize the loss function and get
the confusion matrix shown in Figs. 3 and 4. In this, 379 cases fall into the true–true
case in the confusion matrix.

Figure 5 displays the accuracy value of 0.78044. The research shows the accuracy
for predicting the image of a cancer cell or not.

Figure 6 shows the normal blood cells and cancer cells pictures. The difference
between the actual and cancer cells in the blood is shown in this image.

Fig. 3 Loss value of blood cancer
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Fig. 4 Confusion matrix

Fig. 5 Accuracy value for predicting blood cancer

6 Conclusion

Theproposedmodel is to find acute leukemia in blood cells using a convolution neural
network. This model uses the images as input and predicts the cancer cells in the
blood cells. The accuracy of prediction shows a value of 78.04%. A baseline model
is used to compare the accuracy of the images with the CNN model. Our dataset
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Fig. 6 Cancer cell and normal cell image

supports the highest accuracy of 78.04%. By this, we can predict acute leukemia in
the blood cells that can help in the treatment. The patients can get medication at an
early stage so that we can save their life. In the future, we will implement models
with different machine learning algorithms and predict the outcomes.
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Process-Based Multi-level Homogeneous
Ensemble Predictive Model for Analysing
Student’s Academic Performance

Mukesh Kumar and Amar Jeet Singh

Abstract The aim of this study is to undertake an empirical inquiry and comparison
of the effectiveness of various classifiers with ensembles classifiers in the prediction
of student academic performance. A single classifier algorithm will be compared
against the performance and efficiency of ensemble classifiers. Reducing student
attrition is a major problem for educational institutions all over the world. The search
for solutions to increase student retention and graduation rates continues for educa-
tors. This is only possible if at-risk students are identified and intervened with as
soon as possible. However, the majority of regularly used prediction models are inef-
ficient and inaccurate as a result of inherent classifier limitations and the inclusion of
insignificant inputs in their calculations. The majority of data mining and machine
learning researcher focused on developing an algorithm that can extract useful infor-
mation frommassive amounts of data after being processed by a computer. The most
difficult problem in predictive modelling is identifying the most effective prediction
algorithms that are also accurate enough to be useful. Therefore, a multi-level homo-
geneous ensemble predictive (MLHoEP) model is designed, which uses the different
techniques of data mining like feature selection, ensemble learning techniques like
boosting and bagging. Seven distinct machine learning algorithms were used on this
model to predict and analyse the academic performance of the students. The perfor-
mance of the classification algorithms in terms of prediction was evaluated using k-
fold cross-validation. The study contributes to the body of knowledge by suggesting
the development of homogeneous classifiers that may be used to accurately predict
students’ academic success. It also proposes the construction of homogeneous clas-
sifiers, which may be deployed for accurate student performance prediction, in order
to provide a better explanation for the poor performance prediction. As a result
of this research, it has been demonstrated that the technique of applying homoge-
neous ensemble approaches is incredibly efficient and accurate in terms of predicting
student performance and assisting in identifying students, who are in danger of drop-
ping out of school. The study compared the accuracy and efficiency of single clas-
sifiers to ensembles of classifiers in terms of performance. It was discovered in the
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research that a homogeneous model with excellent accuracy and efficiency might
be developed for anticipating student performance. These key problems have been
successfully addressed by the findings of this research study:Which characteristics of
students are themost effective predictors of academic performance?Howaccurate are
approaches such as bagging and boosting ensembles for predicting student academic
performance? The approach offered in this study will aid educational administrators
and policymakers in designing new policies and curriculum-linked to student reten-
tion in higher education. This research can also aid in the identification of students
who are at risk of dropping out of school early, providing for timely intervention and
support. Prospective research will examine the creation and implementation of an
automated prediction system known as the students’ academic performance forecast
framework, which will collect data from students via online submission and produce
a prediction result for their academic performance.

Keywords Educational data mining · Ensemble learning ·Multilayer perceptron ·
Random forest · Naïve Bayes · Correlation attribute evaluation · Information
gain · Gain ratio

1 Introduction

Ensemble learning is frequently used to average the predictions of multiple classi-
fication models in order to obtain a more accurate forecast. This strategy is used to
forecast the outcomes of insignificant classifier models drawn from a variety of input
spaces. It is simply a technique for integrating the outputs ofmultiplemodels to obtain
a more accurate result [1]. This is one of the simplest and most cost-effective strate-
gies for enhancing the accuracy of your model’s prediction outcomes. The majority
of real-world applications employ some form of ensemble approach to improve the
predictionmodel’s performance. After theNetflix challenge, where all of thewinning
teams used ensembles of numerous inconsequential models to win, these ensemble
learning techniques became increasingly prevalent. Netflix’s primary goal with this
challenge was to develop a new recommendation system that would allow users to
suggest new films [15]. Additionally, these strategies are applied to deep learning. In
data mining, certain classification algorithms, such as the random forests technique,
are implemented using ensembles. The simplest technique for training a random
forest algorithm is to train multiple decision trees on distinct subsets of the dataset
using different feature subsets and then average the results [3].

Bagging and boosting are two further examples of assembly. Bagging is a tech-
nique that entails running numerous models on distinct sets of input samples and
then averaging the results. Bagging is advantageous when the objective is to reduce
variationwhilemaintaining the same bias [6].When used on an overfittedmodel with
low bias and a large variation, bagging is beneficial. It is ineffective in cases where
models exhibit a high degree of bias. Essentially, ensemble learning is group learning.
Essentially, ensemble learning is a technique in which we train a large number of
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Fig. 1 Representation of ensemble learning methods

unimportant models and then integrate their predictions to arrive at a conclusion [2].
Combining the forecasts is a procedure that is determined by the models trained. If
the models are homogeneous, that is, if all trained models utilise the same algorithm,
such as decision trees, we can apply either bagging or boosting (Fig. 1).

These are the most often utilised ensemble learning approaches. If the trainers are
diverse and a combination of multiple algorithms is utilised, such as decision trees,
logistic regression, and so on, meta-learning can be applied. In this example, on top
of all the predictions, you train another model that determines the final prediction
[11]. Assume the learners generate class probabilities using a combination of 100
decision trees and logistic regression. You will end up with 100 values for each
training instance; you can then train another model to predict the real outcome using
these 100 values.

2 Literature Survey

During this study,we came across different research papers related to implementation
of ensemble learning algorithms and see how these algorithms improve the predic-
tion result of different classifier model. Different researcher groups of education data
mining communities are working in different areas of education and its development
[10]. Their research is focused on to find the effect of different student’s attributes
on academic performance, predict the academic performance of the student’s, and
predict the placement of the student [20]. In article [16], a survey of the literature
is presented and certain theoretical methods are implemented in order to forecast
student performance. For example, she discovered and compared the accuracy of
Naive Bayes, Neural Network, and Decision Tree to predict students’ cumulative
grade point average (CGPA),students’ demographics, high school, and study and
social network attributes as the most critical factors in whether students pass or fail
their studies [4]. The accuracy of naive Bayes is higher than that of neural networks
and decision trees because it uses attributes that are more significant to forecast.
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Educational data mining (EDM) is an interdisciplinary field that is concerned with
the creation of methods to analyse a variety of unique data in the education area,
with the goal of better understanding students’ requirements and determining appro-
priate learning approaches [13]. In general, EDM is used to foresee difficulties in
order to improve the quality of both student performance and the teaching–learning
process [12], as well as the overall teaching–learning process. Due to the large
amount of data in the educational dataset, it is concerned with how to adapt data
mining methods and identify patterns, which are normally highly difficult problems
to solve [14]. In order to identify datasets, data mining as a decision-making tool
has been aided by a variety of approaches, including statistical models, mathemat-
ical methods, and machine learning algorithms [5]. Yet another piece of research,
paper [18], examines numerous and relevant data mining approaches for classifi-
cation in prediction, primarily for the purpose of determining the most important
aspects of student performance forecasts. Using the random forest and J48 classifi-
cation models, it is possible to forecast student achievement and to identify the most
significant factors that influence it, such as study time spent, academic year attended,
and parental education. In this paper [19], artificial neural networks, decision trees,
and Bayesian networks were utilised to detect dropouts in order to investigate a large
number of probable factors. Tan found two attribute variables as test inputs while
doing empirical research on a dataset containing 3.59 million student records from
an online training programme. These attribute variables were student characteristics
and academic performance. As a result, the decision tree method was more exact
in demonstrating that those variables are effectively used as key components in the
prediction of student dropouts than before.As demonstrated in thiswork [9],Marquez
presented a novel strategy for optimising the accuracy of predictivemodelling, which
he named modified interpretable classification rule mining, to improve predictive
modelling accuracy. Marquez conducted an experiment in 419 schools to determine
the elements that contribute to student dropouts. Six steps of evaluation were carried
out, with a total of 670 students providing 60 different factors. As a result, modified
classification rule mining is more accurate than JRip in terms of accuracy. Predictive
modelling issues currently include the effectiveness and accuracy of various predic-
tion models, which are mostly caused by insufficient variables in the basic classifier
in most cases. In a related study [8], decision trees, naive Bayes, KNNs, and artificial
neural networks were used to construct a predictive student dropout model and to
adopt ensemble clustering based on students’ demographic information, academic
performance, and enrolment history, respectively. The accuracy of prediction models
can be improved by using an experiment-verified ensemble approach to transform
original data into a new form. Another similar study, as stated in [7], explored and
investigated the ensemble technique, which was found to be effective in reducing
errors and increasing the accuracy of student performance prediction. Below are
some takeaway from this literature review:
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Student’s AttributesWhichEffect the Academic Performance Prediction: There are
so many student attributes, which effect the academic performance of any student
from academic, family, institutional, social or personal attributes. Which attribute
effect the student performance most is a matter of research for each and every
researcher in the field of educational data mining. But it all depend upon the output
you want from your predictive model. Some researcher wants to predict the student
dropout status, some wants to predict the student placement, and some wants to
predict the final grade of the student and many more. So, in the literature, there is
no fixed attributes which we can say totally effect the overall performance of the
student in school or any other institution during their study. But surely, we found
that the categories of student attributes which overall play some role in predicting
the academic performance of the students and these are academic attributes, family
attributes, and institutional attributes.

Classification algorithms mostly used to predict academic performance student’s:
An important task for predicting academic performance of student’s is to develop a
superior classifier model by using classification algorithms. There are lots of families
of classification algorithms which are built in the past by different researcher. At the
time literature review, we came across such different algorithms which gave different
types of accuracy on to the selected datasets for predicting academic performance of
the students.

We want to say that in educational data mining, to improve the overall prediction
accuracy of any classification algorithms, we have some ensemble learning tech-
niques and these techniques are bagging, boosting, and random subspace. So, we
proceed with our work by taking below-mentioned questions in our mind; first is
how classification algorithms are valued for predicting academic performance of
students and second is how classification algorithms performance is improved by
using different ensemble learning techniques.

3 Materials and Methods

3.1 Data Description

This dataset pertains to student achievement in secondary education at two
Portuguese educational institutions [17]. Among the information gathered from the
students were student grades as well as demographic, social, and school-related
attributes. The information was obtained through school reports and questionnaires.
On the basis of performance in two independent subjects: mathematics (mat) and the
Portuguese language (por), two datasets are offered. Cortez and Silva [7] used the
two datasets to simulate classification and regression tasks that were either binary
or five-level classification or regression tasks. One thing to keep in mind is that the
target attribute G3 has a high association with the other two traits, G2 and G1. This
is due to the fact that G3 is the final year grade (which is delivered at the end of the
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Table 1 New class level
assigned to the dataset

Range of initial class given in
the dataset

New cluster number assigned
to the class level

Grade between 16 and 20 Class-A

Grade between 14 and 15 Class-B

Grade between 12 and 13 Class-C

Grade between 10 and 11 Class-D

Grade less or equal to 9 Class-F

third period), whereas G1 and G2 correspond to the first and second period grades,
respectively. Even though it is more difficult to anticipate G3 without first predicting
G2 and then G1, such predictions are far more valuable. The desired output class
initially has a range of 0–20, and there are 21 clusters. This is an unreasonable option
for the classification task, as it makes classification extremely difficult, especially
given the small number of instances available. In the given dataset, G1, G2, and G3
and the grade obtained by different students and for better result we find the final
grade of the student by find the average of all grades and create a new attribute named
as “total grade”. As a result, I have assigned a group of clusters to a few class levels
denoted by the letters A, B, C, D, and F in Table 1.

3.2 Classification Algorithm Used

Classification is a data mining technique that classifies the elements in a dataset.
The objective of classification is to accurately anticipate the target class for each
occurrence of data. For instance, a classification model could be used to classify loan
applicants into three categories based on their credit risk: low, medium, and high.
Several classification techniques have been chosen for implementation, as follows:

Naïve Bayes: Naive Bayes is a model which is based on Bayes’ theorem and makes
several fiercely independent assumptions. It forecasts the probability that a particular
instance in a dataset belongs to a specific class. It is presumed that the prevalence of
a feature in a class is unrelated to the presence of any other characteristic, i.e. that all
features contribute independently in calculating the probability of data classification.
This model is advantageous for very huge datasets and is simple to implement.

Random Forest: It is an ensemble method that combines various decision trees and
a bagging technique. Bagging is the process of training each decision tree using a
portion of the original dataset obtained through sampling and replacement. The final
class is determined by conducting a majority vote on the outcome of all decision
trees. It is an extremely efficient and effective techniquewhen dealingwith enormous
datasets.
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Decision Tree: The decision tree algorithm, also known as induction of decision
trees, is a technique that is used in statistics, data mining, and machine learning
to do predictive modelling and classification. It progresses from observations of an
object’s attributes to judgments about the item’s desired value through the use of a
decision tree.

Multilayer Perceptron: This is a sort of feedforward neural network that has multiple
layers (ANN). Backpropagation is a supervised learning strategy that is used to train
the algorithm. A MLP differs from a linear perceptron in that it has many layers
and nonlinear activation, whereas a linear perceptron has only one layer. It has the
capability of separating data that are not linearly separable, among other things.

Decision Table: Specific attributes are considered during the learning process of this
classifier. This is accomplished by computing the table’s cross-validation perfor-
mance in various subsets of attributes and picking the subsets that performs the best.
The cross-validation error is calculated by changing the class counts associated with
each dataset entry, as the table structure remains constant, when instances are added
or deleted. Typically, the feature space is searched using a best-first search method.

JRip: This class provides a learner for propositional rules, which can be used to
automate the learning process. This approach was developed by William W. Cohen
as an acceptable algorithm for the IREP. It employs a technique known as repeated
incremental pruning in order to reduce error rates (RIPPER).

Logistic Regression: When there are many explanatory factors, logistic regression
is used to compute the odds ratio. When there are multiple explanatory variables,
logistic regression is used to calculate the odds ratio. The approach is quite similar to
multiple linear regression. However, the response variable is a binomial distribution
instead of a linear distribution. The outcome is defined as the effect of each variable
on the odds ratio of the observed occurrence.

3.3 Ensemble Learning Method Used

When using ensemble learning, numerous data mining models are combined to
create more efficient and effective learning algorithms, which ultimately improves
the accuracy of any model’s prediction output. This strategy combines numerous
weak learners in order to increase the accuracy of our predictive models. In ensemble
models, the decision tree is frequently chosen as the weak learner, and this is because
of its simplicity. The core concept behind ensemble learning is that it involves training
a large number of inconsequential models and then combining the predictions to get a
conclusion. The strategy used to combine the predictions is determined by themodels
that were used in the training process. If the models are homogeneous, meaning that
all of the trained models use the same algorithm, such as the decision tree, then
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you can use either bagging or boosting to optimise the performance of the model.
Gradient boosters, which are ensemble models, have grown increasingly popular.

Bagging Ensemble Learning: Bootstrap aggregation is the technical term for
bagging. By producing some additional data for training from your original dataset,
utilising combinations with repetitions to build multisets of the same size as your
original data, it is possible to reduce variation in the outcome of your prediction.
You will not improve the predictive accuracy of your model by increasing the size of
your training set, but you will minimise the variance of your model, narrowing the
forecast to the most likely outcome.

Boosting Ensemble Learning: It is a technique for creating a collection of predictive
models that are used in conjunction with other techniques. Predictive models are
taught sequentially using this technique, with early models fitting simple models to
the data and then analysing the data for errors before learning more complex models.
Remember that bagging requires each model to be run independently and then the
outputs be aggregated at the end without giving any preference to any particular
model.

3.4 Correlation Attribute Evaluator (CAE)

Methods for feature selection try to minimise the number of input variables to those
that are deemed to bemost beneficial in predicting the target variable. The purpose of
feature selection is to exclude uninformative or redundant predictors from the model.
Calculate the value of an attribute by calculating the correlation (Pearson’s correlation
coefficient) between it and the class. Nominal qualities are analysed value by value,
with each value acting as an indicator. A weighted average is used to determine the
overall correlation for a nominal property.

4 Proposed Multi-level Homogeneous Ensemble Predictive
Model

In the below-mentioned Fig. 2, we demonstrate the working architecture of the
proposed machine learning algorithms in conjunction with other important appli-
cation algorithms of machine learning like feature selection (FS) and ensemble
learning (EL) algorithms along with k-fold cross-validation as a testing method.
At the start, first we need to select a dataset which is related to academic perfor-
mance of the students with different features (independent and dependent). During
the pre-processing phase, we need to remove all types of discrepancy be there in
the dataset during data collection. Now, it is time to test our dataset in two different
modes; first mode is to test our dataset with all the features present in it, and second
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Fig. 2 Design of multi-level homogeneous ensemble predictive model

mode is to select some of the features with feature selection (FS) algorithm. Here,
only correlation attribute evaluator (CAE) is used to implement FS and only top ten
attribute are selected to find the accuracy of the classification algorithms. Now, move
to next step where we need to select the testing mode along with the classification’s
algorithms for the implementation. Now, it is time to select which ensemble learning
algorithms need to be implemented to test the classifications algorithms.

A unique technique is called the multi-level homogeneous ensemble predictive
model (MLHoEP model). As we saw throughout the literature review step, the
majority of authors relied solely on data to arrive at the best outcome. However, in
our MLHoEP model, we outlined a process that must be followed whenever homo-
geneous ensemble predictive modelling is used. In the MLHoEP model, we divide
our predictive process into distinct levels, and each level will tackle its own set of
problems. The following is a block diagram of the MLHoEP model:

Level-1: Prior to progressing to the next level, manage missing values (by mean
andme¬dian), outliers, and class imbalances in the dataset (ResamplingMethod).
Pseudo Code for level-1 in MLHoEP Implementation
Level-1: Data Pre-processing Phase
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# Here, feature domain is {fl, f2, f3,…,fn}
# Handling Missing Value by mean()
1: Replace_Missing_Value_Mean(dataset)
2: return dataset [‘fl’, ‘f2’, ‘f3’, …, ‘fn’]. replace (‘O’, mean())
# Handling Missing Value by median()
3: Replace_Missing_Value_Median(dataset)
4: return dataset [‘f4’, ‘f5’, …, ‘fn’]. replace (‘O’, median)))
5: Train_Test_Data_Split( diabetes)
# Handling imbalance problem by Oversampling
6: dataset minority oversampled(dataset)
7: retrun resample(l, replace = True, nsamples = majority class instance)
8: dataset = pd.concat([0, datasetminorityoversampled])
# Handling unbalance problem by Undersampling
9: dataset majority undersampled(dataset)
10: retrun resample (1, replace = True, n samples = minority class instance)
11: dataset = pd.concat([0, dataset_ majority undersampled])

Level-2: At this level, various classificationmethods are implemented and verified
for accuracy (both with the complete dataset and with feature selection). Here,
we have two clas¬sifiers, PI and P2.
Pseudo Code for level-2 in MLHoEP Implementation
Level-2: Training, Testing, Building Model Phase #Building Predictive Model
(PI)

#Splitting dataset into Training and Testing dataset
12: Traing_SpIit, Testing_Split = split (dataset_feature_space,
dataset_class_level)
13: return TraingSplit, Testing Split
#Applying k-fold cross validation on selected dataset
14: CV = k_fold_cross_validation (n_splits=10. random_state = 1, shuffle =
True)
#Building Different Classifiers
15: Model-1: NBModel(Traing Split, Trainglabel, Testing Split)
16: Model-2: RFModel(Traing Split, Traing label, Testing Split)
17: Model-3: DTMndel(Traing Split, Traing label, Testing Split)
18: Model-4: MT PModel(Traing_Spl it. Traing_label, Testing_Split)
19: Model-5: DTModel(Traing Split, Traing label, Testing Split)
20: Model-6: JRipModel(Traing Split. Traing label, Testing Split)
21: Model-7: LRModel(Traing_Split, Traing label, Testing_Split)
#Building Predictive Model(P2)
#Applying different Feature Selection Algorithms
22: impattribute = model.CAE
23: for i, v in enumerate (imp_attribute):
24: Result v
25: Select top m feature according to your problem
#Applying k-fold cross validation on selected dataset
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26: CV = k_fold_cross_validation (n_splits=10, random_state=l,
shuffle=True)
#Applying different Feature Selection Algorithms + k-fold cross validation
27: Model-1: NBModel (Traing Split, Traing label, Testing Split)
28: Model-2: RFModel (TraingSplit, Traing label, Testing Split)
29: Model-3: DTModel (Traing_Split, Traing_label, Testing_Split)
30: Model-4: MLPModel (Traing Split, Traing label, Testing Split)
31: Model-5: DTModel (Traing Split, Traing label, Testing Split)
32: Model-6: JRipModel (Traing Split, Traing label, Testing Split)
33: Model-7: (Traing_Split,Traing_label, Testing_Split)

Level 3: In this section, we develop a pool of diverse categorization methods that
must be consideredwhile constructing a homogenous ensemblemodel. Indeed,we
are evaluating only those algorithms that have been selected for implementation
at the level-2 level. We obtain P3 and P4 predictive models from this level.
Pseudo Code for level-3 in MLHoEP Implementation
Level-3: Homogeneous Ensemble Model

#Building Predictive Model (P3)
#Splitting dataset into Training and Testing dataset
34: Traing split, Testingsplit= split (dataset feature space, dataset class level)
35: return Traing split, Testing split
#Applying K-fold Cross-validation on selected Dataset
35: CV = k_fold_cross_validation (n_splits = 10, random_state = l, shuffle
= True)
36: pool_of_classification_Model (Modell, Model2, Model7)
37: Compare accuracy of each model in the pool with the highest model
achieved
38: Ensemble_Model (TraingSplit, Trainglabel, TestingSplit)
39: ModellBagging.fit (Traing Split, Traininglabel)
40: Model2_Bagging.fit (Traing Split, Training label)
41: Model3_Bagging.fit (Traing_Split, Training label)
42: Model4_Bagging.fit (Traing_Split, Training_label)
43: Model5_Bagging.fit (Traing_Split, Training_label)
44: Model6_Bagging.fit (Traing Split, Training label)
45: Model7_Bagging.fit (Traing Split, Training label)
#Building Predictive Model (P4)
#Splitting dataset into Training and Testing dataset
46: Traing_split, Testing_split = split (dataset_feature_space.
dataset_class_level)
47: rehtrn Traingsplit. Testingsplit
#Applying k-fold cross validation on selected dataset
48: CV = kfoldcrossvalidation (n_splits = 10, random_state = l, shuffle =
True)
#Building Boosting Ensemble Model
49: pool_of_classification_Model (Modell, Model2, …, Model7)
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50: Compare accuracy of each model in the pool with the highest model
achieved
51: EnsembleModel (TraingSplit, Traing label, TestingSplit)
52: Modell_Boosting.fit (Traing Split, Training label)
53: Model2_Boosting.fit (Traing_Split, Training label)
54: Model3_Boosting.fit (Traing_Split, Training_label)
55: Model4_Boosting.fit (Traing_Split, Training_label)
56: Model5_Boosting.fit (Traing Split, Training label)
57: Model6_Boosting.fit (Traing Split, Training label)
58: Model7_Boosting.fit (Traing_Split, Training label)

Level 4: Compare the predictive models (PI, P2, P3, P4) for better result on
perfor¬mance metric.

All the necessary requirement are now set to implement the above-mentioned
hybrid classification algorithms with the help of feature selection and feature selec-
tion algorithms. At the end, we need to compare all the implemented algorithms with
each other to find the best on which gave use the maximum accuracy in prediction
the result.

5 Implementation of the Proposed MLHoEP Model

Model Construction for the Standard Classifier: Numerous classification tech-
niques were chosen and used to the dataset of student performance. We implement
the following classification algorithms: naïve Bayes, random forest, J48, multilayer
perceptron, decision table, JRip, and logistic regression. The table below summarises
the implementation results of various categorisation algorithms using ten cross-
validation (k-fold cross-validation) approaches. Our dataset is a balanced dataset
with nearly equal distribution of data across five distinct classifications. According to
Table 2, decision tree classificationmethod had the greatest accuracy of 96.76%when

Table 2 Accuracy achieved by classification algorithm with all features of dataset

Classification algorithm Accuracy (%) MAE Precision Recall

Naïve Bayes + k-fold cross-validation 86.59 0.063 0.870 0.866

Random forest + k-fold cross-validation 92.14 0.118 0.924 0.921

Decision tree + k-fold cross-validation 96.76 0.017 0.968 0.968

Multilayer perceptron + k-fold cross-validation 84.59% 0.078 0.846 0.846

Decision table + k-fold cross-validation 90.13 0.146 0.909 0.901

JRip + k-fold cross-validation 96.14 0.024 0.962 0.961

Logistic regression + k-fold cross-validation 87.51 0.049 0.877 0.875
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Fig.3 Graphical representation of accuracy level of classification algorithms

compared to other classification algorithms such as naive Bayes, random forest, deci-
sion table, multilayer perceptron, JRip, and logistic regression. As shown, the multi-
layer perceptron method achieves the lowest accuracy of 84.59%. Random forest
and JRip algorithms also obtained an acceptable level of accuracy, at 92.14% and
96.14%, respectively. To implement these algorithms, all of the dataset’s attributes
(up to 32) are considered. Other performance metrics such as mean absolute error
(MAE), precision, recall, ROC area, and F-measure are also considered in this table.
As our dataset contains no outliers, we will use accuracy as our primary parameter
for evaluating our classifier’s effectiveness.

Classification algorithm accuracy is defined as the total number of correct predic-
tions divided by the total number of predictions made by an algorithm for a given
dataset. Figure 3 shows the graphical representation of the above-mentioned imple-
mentation of the classification algorithms with ten cross-validation (k-fold cross-
validation) method. The graph clearly shows that decision tree classification algo-
rithm performs exceptionally well as compared to other algorithms taken into
consideration.

Implementation of Classification Algorithm after CAE feature selection: Classifi-
cation, grouping, and regression algorithms all utilise a training dataset to establish
weight factors that may be applied to previously unseen data for predictive purposes.
Prior to executing a data mining technique, it is required to narrow down the training
dataset to the most relevant attributes. Dimensionality reduction is the process of
modifying a dataset in order to extract only the characteristics required for training.
Due to its simplicity and computational efficiency, dimension reduction is critical
since it minimises overfitting. Thus, dimensionality reduction is critical throughout
the data pre-processing phase. A correlation-based feature selection method selects
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Table 3 Accuracy achieved by classification algorithm with CAE

Classification algorithm used for
implementing CAE

Accuracy (%) MAE Precision Recall

Naïve Bayes + CAE + k-fold
cross-validation

87.51 0.058 0.878 0.875

Random forest + CAE + k-fold
cross-validation

95.83 0.061 0.959 0.958

Decision tree + CAE + k-fold
cross-validation

96.91 0.0169 0.969 0.969

Multilayer perceptron + CAE + k-fold
cross-validation

97.68 0.0172 0.977 0.977

Decision Table + CAE + k-fold
cross-validation

90.13 0.146 0.909 0.901

JRip + CAE + k-fold cross-validation 95.53 0.0252 0.956 0.955

Logistic regression + CAE + k-fold
cross-validation

97.84 0.0087 0.979 0.978

attributes based on the usefulness of individual features for predicting the class label,
as well as the degree of connection between them.We avoid strongly linked and irrel-
evant features. The correlation attribute evaluator determines an attribute’s value in
a dataset by calculating the correlation between the attribute and the class attribute.
Nominal qualities are assessed individually, with each value acting as a signal. A
weighted average is used to generate an overall correlation for a nominal charac-
teristic. We picked the top ten attributes with a threshold value larger than 1 using
the aforementioned attribute evaluator CAE in conjunction with the ranker search
strategy.

The following table summarises the results of the implementation of several
classification algorithms using CAE and the test option as k-fold cross-validation
approaches. As shown in Table 3, the combination (logistic regression + CAE +
k-fold cross-validation) achieved the greatest accuracy of 97.84% when compared
to other classification algorithms such as naive Bayes, random forest, decision tree,
multilayer perceptron, decision table and JRip. As can be seen, themultilayer percep-
tron technique improves accuracy to 97.68%, which is significantly higher than the
accuracy obtained without utilising the feature selection approach. The remainder of
the algorithms is also accurate to an acceptable level. Only the top fifteen attributes
of the dataset are considered when implementing these methods. Other performance
metrics such as mean absolute error (MAE), precision, and recall value are also
considered in this table. As our dataset contains no outliers, we will use accuracy as
our primary parameter for evaluating our classifier’s effectiveness.

Figure 2 is a graphical illustration of the implementation of the classification algo-
rithms discussed previously usingCAE and cross-validation (k-fold cross-validation)
as testing methods. The graph clearly demonstrates that the logistic regression algo-
rithm outperforms all other algorithms considered. However, as illustrated in Fig 1,
practically all classification systems obtain a prediction accuracy of greater than 90%
(Fig. 4).
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Fig. 4 Graphical representation of accuracy level of classification algorithms with CAE

Implementation of Bagging Ensemble after CAE feature selection: As part of
this implementation, classification algorithms are applied to a dataset that has been
reduced in features by employing the CAE feature selection technique in conjunc-
tion with the bagging ensemble and k-fold cross-validation selections, among other
techniques. Table 3 shows that when compared to other classification algorithms
taken into consideration, logistic regression and multilayer perceptron classification
algorithms achieved the highest accuracy of up to 97.90%, as well as naive Bayes
and random forest classification algorithms (also known as random forest and JRip
classification algorithms). Using the multilayer perceptron technique, we can see
that their prediction performance increased from 84.59% (without feature selection)
to 97.90% (with feature selection). Using feature selection techniques, the perfor-
mance prediction of the vast majority of algorithms improves significantly over time.
Anumber of other performancemetrics, includingmean absolute error (MAE), preci-
sion, and recall, are taken into account in this table.We are just interested in accuracy
in this example because the dataset does not contain any outliers; thus, we are only
interested in accuracy when evaluating the performance of our classifier.

Figure 3 presents a graphical depiction of the data in Table 4, which is shown
below the figure. When compared to other methods taken into consideration, the
graph clearly demonstrates that logistic regression and the multilayer perceptron
classification algorithm perform remarkably well. The accuracy of these two algo-
rithms in terms of performance prediction is close to 97.90%, which is higher than
the accuracy of the decision table method, which is also a rule-based classification
system. Classification algorithms such as random forest, J48, decision table, and
JRip attain accuracy levels of over 90% in several cases (Fig. 5).

Implementation of AdaBoostM1 Ensemble after CAE feature selection: As part of
this particular portion of the implementation, classification algorithms are applied to
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Table 4 Accuracy achieved by classification algorithm with CAE and bagging ensemble

Classification algorithm used for
implementing bagging

Accuracy (%) MAE Precision Recall

NB + CAE + bagging + k-fold
cross-validation

89.67 0.0616 0.899 0.897

RF + CAE + bagging + k-fold
cross-validation

94.60 0.0686 0.946 0.946

DT + CAE + bagging + k-fold
cross-validation

95.99 0.0232 0.960 0.960

MLP + CAE + bagging + k-fold
cross-validation

97.90 0.0297 0.968 0.968

DT (table) + CAE + Bagging + k-fold
cross-validation

94.76 0.1501 0.950 0.948

JRip + CAE + bagging + k-fold
cross-validation

96.45 0.0242 0.965 0.965

LR + CAE + bagging + k-fold
cross-validation

97.90 0.0248 0.968 0.968

Fig. 5 Graphical representation of accuracy achieved by classification algorithm with CAE and
bagging ensemble

a dataset that has been reduced in features by employing the CAE feature selection
technique in conjunction with AdaBoostM1 ensemble learning with k-fold cross-
validation, among other techniques. Table 4 shows that the decision table and logistic
regression classification algorithms achieved the highest accuracy of up to 97.84%
when compared to the other classification algorithms taken into consideration, which
included naive Bayes, random forest, multilayer perceptron, decision tree, and JRip



Process-Based Multi-level Homogeneous … 155

Table 5 Accuracy achieved by classification algorithm with CAE and AdaBoostM1 ensemble

Classification algorithm used for implementing
AdaBoostM1

Accuracy (%) MAE Precision Recall

NB + CAE + AdaBoostM1 + k-fold
cross-validation

91.83 0.0332 0.918 0.918

RF + CAE + AdaBoostM1 + k-fold
cross-validation

95.83 0.0332 0.959 0.958

DT + CAE + AdaBoostM1 + k-fold
cross-validation

97.38 0.0106 0.974 0.974

MLP + CAE + AdaBoostM1 + k-fold
cross-validation

97.68 0.0131 0.977 0.977

DT(table) + CAE + AdaBoostM1 + k-fold
cross-validation

97.84 0.010 0.979 0.978

JRip + CAE + AdaBoostM1 + k-fold
cross-validation

97.07 0.012 0.971 0.971

Logistic regression + CAE + AdaBoostM1 +
k-fold cross-validation

97.84 0.0087 0.979 0.978

classification algorithms.Using feature selection techniques, the performance predic-
tion of the vast majority of algorithms improves significantly over time. A number
of other performance metrics, including mean absolute error (MAE), precision, and
recall, are taken into account in this table. One of the most interesting things about
naiveBayes is that it achieves accuracy levels greater than 90%.We are just interested
in accuracy in this example because the dataset does not contain any outliers; thus,
we are only interested in accuracy when evaluating the performance of our classifier.

The graphical version of Table 5 is shown in the section Fig. 4. The graph clearly
demonstrates that the decision table and logistic regression classification algorithms
outperform all other algorithms taken into consideration when compared to one
another. While the performance prediction accuracy of the decision table method
is close to 97.84%, the accuracy of the JRip algorithm, which is also a rule-based
classification system, is just slightly higher at 97.24%. Classification algorithms such
as random forest, J48, decision table, and JRip attain accuracy levels of over 90% in
several cases. However, the accuracy level of the naive Bayes algorithm has already
risen to more than 90% (Fig. 6).

6 Analysis of All Predictive Classifier by MLHoEP Model

In this section, we will look at a comparative study of all of the algorithms that
have been implemented. Using k-fold cross-validation as a testing option, we first
examine the prediction accuracy of classification algorithms that use ensemble
learning (bagging and AdaBoostM1) with and without ensemble learning. We can
examine the following algorithms one by one in Table 6, which has a list of the
algorithms taken into consideration:
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Fig. 6 Graphical representation of accuracy achieved by classification algorithm with CAE and
AdaBoostM1 ensemble

Table 6 Accuracy achieved by all predictive classifiers by MLHoEP model

Classification
algorithm

Accuracy (P1)
(%)

Accuracy by
CAE (P2) (%)

Accuracy by
bagging
ensemble (P3)
(%)

Accuracy by
AdaBoostM1
ensemble (P4)
(%)

Naïve Bayes 86.59 87.51 89.67 91.83

Random forest 92.14 95.83 94.60 95.83

Decision tree 96.76 96.91% 95.99 97.38

Multilayer
perceptron

84.59 97.68 97.90 97.68

Decision table 90.13 90.13 94.76 97.84

JRip 96.14 95.53 96.45 97.07

Logistic
regression

87.51 97.84 97.90 97.84

Naïve Bayes: The ensemble learning methods used in our implementation included
three different ensemble learning methods with k-fold cross-validation as the testing
optionmethod. Our observations revealed that theAdaBoostM1 ensemble performed
exceptionally well on the supplied dataset, achieving the highest accuracy of 91.83%,
which was significantly higher than that of another model like P1, P2, P3.

Random Forest: The ensemble learning methods used in our implementation
included three different ensemble learning methods with k-fold cross-validation as
the testing optionmethod. Our observations revealed that the AdaBoostM1 ensemble
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performed exceptionally well on the supplied dataset, achieving the highest accuracy
of 95.83%, which was significantly higher than that of another model like P1, P2,
P3.

Decision Tree: The ensemble learning methods used in our implementation included
three different ensemble learning methods with k-fold cross-validation as the testing
optionmethod. Our observations revealed that theAdaBoostM1 ensemble performed
exceptionally well on the supplied dataset, achieving the highest accuracy of 97.38%,
which was significantly higher than that of another model like P1, P2, P3.

Multilayer Perceptron: The ensemble learning methods used in our implementation
included three different ensemble learning methods with k-fold cross-validation as
the testing option method. Our observations revealed that the bagging ensemble
performed exceptionally well on the supplied dataset, achieving the highest accuracy
of 97.90%, which was significantly higher than that of another model like P1, P2,
P4.

DecisionTable: The ensemble learningmethods used in our implementation included
three different ensemble learning methods with k-fold cross-validation as the testing
optionmethod. Our observations revealed that theAdaBoostM1 ensemble performed
exceptionally well on the supplied dataset, achieving the highest accuracy of 97.84%,
which was significantly higher than that of another model like P1, P2, P3.

JRip: The ensemble learning methods used in our implementation included three
different ensemble learningmethodswith k-fold cross-validation as the testing option
method.Our observations revealed that theAdaBoostM1 ensemble performed excep-
tionallywell on the supplied dataset, achieving the highest accuracy of 97.07%,which
was significantly higher than that of another model like P1, P2, P3.

Logistic Regression: The ensemble learning methods used in our implementation
included three different ensemble learning methods with k-fold cross-validation as
the testing option method. Our observations revealed that the bagging ensemble
performed exceptionally well on the supplied dataset, achieving the highest accuracy
of 97.90%, which was significantly higher than that of another model like P1, P2,
P4 (Fig. 7).

It is obvious from the preceding Fig. 5 that the AdaBoost1 ensemble approach
did extraordinarily well in nearly all of the seven classification algorithms tested.
It was discovered that classification algorithms such as naive Bayes and decision
trees, as well as decision tables, random forests, and JRip, had higher accuracy than
97%. However, the bagging ensemble approach achieves the maximum accuracy in
performance for multilayer perceptron and logistic regression, with a performance
accuracy of up to 97.90%.
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Fig. 7 Accuracy achieved by all predictive classifiers by MLHoEP model

7 Conclusion

When predicting the academic performance of students, many ensemble learning
methods of data mining are taken into consideration. Feature selection methods such
as bagging, boosting, and other ensemble learning methods are taken into consider-
ation for implementation, as is the correlation attribute evaluator (CAE) as a feature
selection algorithm. At the conclusion of this chapter, we can state that any classi-
fication algorithm that is implemented with the help of ensemble learning and the
correlation attribute evaluator performs well when compared to algorithms that are
implemented with ensemble learning but do not use the correlation attribute evalu-
ator. It follows that ensemble learning, as well as feature selection, play an important
role in improving the classification or prediction accuracy of the system.
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Exposure of Sensitive Data Through
Blockchain Wallets: A Comparative
Analysis

Saba Khanum and Khurram Mustafa

Abstract Blockchain adoption has been at all-time high in last one decade. With
widespread acceptance, blockchain is also subject to criticism from deployment to
sensitive data exploitation in blockchain applications. Blockchain wallet is an essen-
tial part of blockchain framework and contains the most sensitive data of blockchain
application. In 2020, out of 122 blockchain attacks, 27 were found to be solely
focused on the wallet. Even though the comparison and analysis of various types of
wallets are available on the market, there is no collective mapping of the best wallets
in use. This study delves into wallet types, how they work and a comparative analysis
of the state of the art on wallets that are currently in use. Presented research study
is also helpful in designing a wallet and also gives assistance in choosing a wallet
according to the requirement. The findings seem useful for developers and end-users
at large, as it brings about the features of the current wallets in use and also proposes
a novel design for blockchain wallets.

Keywords Blockchain Wallet · Vulnerablities · Attacks · Sensitive data protection

1 Introduction

According to the AIT news desk, the year 2020 was challenging from the standpoint
of cybersecurity, as well as for the entire world in general. The global pandemic
changes people’s lifestyles and makes them more reliant on the digital world, pro-
viding cyber-attackers with a huge opportunity. Speaking of blockchain, according to
the Atlas VPN team, hackers stole $43.78 billion in 122 attacks in 2020. There were
47 ethereum decentralised application attacks based on the ethereum smart contract,
28 breaches occurred through cryptocurrency exchanges, 27 attacks on blockchain
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Fig. 1 Growth of blockchain wallet users worldwide

Fig. 2 Loss of cryptocurrency (m$) and attacks

wallets and 12 attacks on the blockchain itself [1]. Thus, the inherent nature and prop-
erties of blockchain wallets appear to prove more profitable and easily targetable for
hackers. According to Statista, there will be 70 million cryptocurrency wallet users
byMarch 2021 [2].The growth of the number of blockchain wallets users worldwide,
as depicted in Fig. 1, reveals the tendency of acceptance.

With an escalation in acceptability of blockchain wallets, the number of attacks
and money loss from wallets and other factors is also rising, as shown in Fig. 2.

Section1 gives a brief introduction on why this research is imminent. Section2
describes the typical wallets and their respective functioning. Section3 illustrates
the typical attacks occurrences on wallets and the comparative analysis. Section4
proposes the novel design of the wallet. Section5 briefly sheds light on challenges
and future direction. Finally, Sect. 6 concludes with derived findings in proposed
design of wallet, along with interpretation and perspective implications.

2 System Overview

Blockchain is a decentralised, distributed ledger used to record transactions and
events. It had been introduced in 2009 by Nakamoto [3]. Blockchain revolution
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Table 1 Comparison of blockchain wallet and traditionally used account

S. No. Blockchain wallet Traditional system

1. One wallet to manage many
cryptocurrencies

Needed separate account

2. Easy exchange of funds Time taking

3. More secure Less secure

4. Easily accessible and help in maintaining
privacy

Easily accessible

5. Instant transactions across geographies
without intermediates

Third-party is a pathway to transfer

6. Low transaction fees Comparatively large

7. Easy currency conversion Currency conversion is tedious

improves trust, transparency, and coherence in society by making the user more
independent. It leverages a huge number of applied and successful applications, viz.
agriculture field, land registry, e-voting supply chain, financial and power sector [4,
5], etc. To become part of the blockchain ecosystem, each user needs to possess a
blockchain wallet. Blockchain wallets and e-wallet are digital wallets that help users
to maintain, manage, and store assets or currency on their own. Both the wallets
work in the same manner, but blockchain wallet uses blockchain technology for a
transaction. Table1 describes the comparative advantages of blockchain wallets over
the traditional system.

The security of a wallet depends on how the user keeps the wallet. Exposure of
data by any means like physical theft of the storage device, hacking and side-channel
attack may leak the private key. Therefore, managing wallet and keys promisingly is
very eminent. The types of wallet according to key management approaches are, viz.
local key storage, online key storage wallet, offline key storage wallets and hosted
wallets [7]. In local key storage, private keys are stored in the local storage of the
device and remain accessible by software from the specified location. In online key
storage, key management is done through the web browser. This wallet is generally
known as a hot wallet. Hot wallets are user friendly. Hot wallets are available online
all the time, viz. Coinbase and Blockchain.info. The private keys are stored on the
cloud and hence can be accessed faster. Another type ofwallet includeswherewallets
are password protected. The major drawback of this kind of key management system
is that if the owner of the wallet forgets the password, then he/she loses the bitcoin
balance of his/her bitcoin wallet [8]. In a paper wallet, keys are stored on paper in
the form of bar codes. However, the drawback of this kind of storage is that the
wallet is not immediately accessible. In brain wallets, a private key is memorised,
and the transaction is done online. Secure key storage with hardware, viz. use of cold
storage devices, most typically USB drives for keeping the private key and signing
transactions. A critical analysis of a different variant of wallet is done through a risk
analysis matrix based on crucial factors as given in Table2 [11].
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Through the risk analysis matrix, we become aware of the risks associated with
the storage of wallets. The severity of risk is assessed as low, medium and high scale.
Although storage of wallet plays a major role in the protection of wallet, network-
level threats and attacks are still able to the deficit for the security of user wallet.
The next section elaborates the attacks and vulnerabilities on wallets available in the
market along with providing the detail of attacks held on a particular wallet.

3 Threat Analysis

This part of the research explores vulnerabilities and attacks in two categories of
blockchain wallets, i.e. hot and cold. Hot wallets include the software wallet and
hosted wallets as they are accessible to a user when a user is connected to a network.
A cold wallet does the signing process of the transaction, and accessing private key
offline rest is online. Hot wallets are maintained by the user itself or by third-party
web services.

Table2 shows the vulnerability of the wallet used currently in the market. It also
indicates whether the wallet is hacked in the past. Both hot wallets and cold wallets
available and currently in use are considered [10–15].

3.1 Comparative Analysis

For a wallet to use with ease and minimal protection in general, it must possess the
following five features.

• Control on private keys—Wallets where you control your private keys.
• Ease of use—Elegant UI for ease of use.

Table 2 Risk analysis matrix of wallets
Category Local

key
storage

Online storage Offline key storage Hosted wallet

Software
wallets

Password
pro-
tected
wallet

Paper
wallet

Brain
wallet

Hardware
wallet

Hot Cold Hybrid

Malware resistance Yes-M Yes-H Yes-H No No Yes-L No Yes-M No

Resistant to physical theft No No No Yes-M No Yes-M No No No

Resistant to physical observation No No No Yes-M No Yes-M No No No

Resilient to password loss Yes-H Yes-H Yes-H Yes-H Yes-H Yes-M No No No

Immediate access to funds No Yes Yes Yes Yes Yes Yes Yes Yes

Need of new user software Yes No No Yes Yes Yes No No No

Cross-device portability Yes Yes Yes Yes Yes Yes Yes Yes Yes

*Yes-H, M, L—high, medium, low risk of key getting compromised
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• Development community—Active development community.
• Backup and security—Backup and restore features.
• Compatibility—Compatible with different operating systems.

Table3 shows the comparison of hotwallets, coldwallets andmobilewallets active
presently in 2021. It is observed that hardware wallets aremore secure but at the same
time more costly compared to software wallets. The features like a smart contract,
multi-signature, inheritance, vanity, multi-factor authentication and the requirement
of individual identity data are significant from the security point of view. On the
other hand, features like mobile support, desktop support, cloud storage, support for
HD wallet and customer support facilitate the wallet.

4 Proposed Blockchain Wallet

After conducting a comparative analysis of the best available wallets in 2021, it was
discovered that each feature included by the developer team is important and plays a
significant role in the wallet’s design. To achieve a wallet that is cost-effective, secure
and needless personal info, we need a design ofwallet whichmust-have characteristic
as shown below with the help of fish bone diagram (Fig. 3; Table4).

• Hierarchical Determinism: Use of new public key and private key for the signature
of any new transaction.

• Inheritance: In case the owner of the wallet dies. What will be the future of crypto
asset?

• Attribute-Based Restriction: There should be features like the daily limit of signing
transactions of the money transfer and time-based signature.

• Use of vault: Vault feature helps user to split wallet and keep a wallet online having
less information of asset and part of wallet offline for keeping valuable asset more
secure.

• Recovery: In case the wallet is lost and no more accessible to the owner. How the
owner can claim back?

• Multi-Signature: This feature is used to make anonymous transactions so that
attackers can map transactions of a single user.

Fig. 3 Fish bone diagram of proposed blockchain wallet
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• Customer Support: In the present tech era, customer support is not just compli-
mentary but an essential need that every customer.

• Ease of Use: Understandable and adaptable wallet got more popularity among the
people.

• Vanity: It is a feature of the wallet which makes the public key and private key
personalised.

• Affordability: We need a wallet that secures enough to afford enough.
• Multifactor Authentication: At least two-factor authentication on the wallet should
be mandatory to provide by the wallet providers.

5 Challenges and Future Scope

The maintenance of wallet with private keys and sensitive information is an issue
in current scenario. In order to build a wallet equip with features, viz. inheritance,
vanity, multi-factor authentication and affordable, is itself a challenge. Blockchain
technology is itself a revolution as there is no single data owner. Wallet is an inte-
gral part of this blockchain technology. With above-mentioned (Sect. 5) directions,
amendment in the design of hot wallet and cold wallet is possible.

6 Conclusion

Blockchain wallet is part of the blockchain ecosystemwhich stores themost sensitive
data of the user. Protecting the wallet aids the user identity, sensitive data security and
improves belief in blockchain technology. The research article shows the features
available and useful for the wallet. Research done in this article implies that features
like inheritance, vanity, remote access, vault and the daily limit should be inbuilt in
the wallet so that the sensitive asset will not get compromised or blocked. There is
no such wallet available that fulfils all such criteria in a single wallet. Wallet being
the imminent part of the ecosystem needs immediate attention.
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Classification of Sentiment Reviews
for Indian Railways Using Machine
Learning Methods

Manju Bagga, Ritu Aggarwa, and Nitika Arora

Abstract AI provides the concept of machine learning that helps to automate the
decision-making process by analyzing data inputs. It trains machines by providing
it sample data and thus makes the system intelligent that is helpful for real-world
AI applications. Machine learning algorithms are applied to such social feedback
data to excerpt useful information that confers a competitive edge to several enter-
prises. There are enough machine learning technologies in the existing literature on
sentiment analysis. However, it still needs optimizations for a better decision making
process for several enterprises. In this paper, we proposed a scheme for Indian Rail-
ways for determining sentiments from Facebook. This is a more specific scheme
that clouts business intelligence over different classifiers, viz. SVM, NB, RF, and
decision tree, K-NN. The proposed scheme is provided with various parameters like
F-measure, recall, precision, logarithmic loss, and accuracy. The first section of this
paper provides the preface of sentiment analysis, and the next section presents the
related work and motivation for sentiment analysis then methodology adopted for
better decisionmaking throughmachine learning to bring out in depth knowledge for
future marketing game plans; it then discussed the experimental results, and finally,
the paper encapsulates the conclusion and future scope in the area of sentiment
analysis.
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1 Introduction

In past years, the different kinds of sharing applications and opinions are rising in
the different fields. Different social sites like Facebook, Twitter provide to access the
users to post their comments and reviews regarding any topics issues and projects.
With the help of these, we can see the reviews that are shared by the other peoples and
make importance for us. Many commercial enterprises like business firms, airways,
railways, Twitter, Facebook, Instagram can make use of sentiment analysis so that
the satisfaction level of user can be examined in the direction of services, issues, and
products. Sentiment analysis accustomed in accord with user’s attitude. Sentiment
analysis revolves around making decisions that requires adequate information to
acquire and refine it that investigations could be available by different applications
of AI. Well-established and standardized process, i.e., machine learning, is really a
great language for making decisions in established areas.

Sentiments can be defined as a view and opinion someone that expressed or being
held, and the analysis means when people review it accordingly their opinions. This
framework provides the training and testing phase to guide the different operations
related to it. The methodology behind this SA used the evaluation method with the
followingmetrics like accuracy, precision, recall,F-measure, and logarithmic loss are
that based on somematrix that is confusion matrix with TruePositive (T_Pos), False-
Positive (F_Pos), TrueNegative (T_Neg), and FalseNegative (F_Neg). In this paper,
we examine the efficiency of supervised learning techniques, namely the support
vector machine, naïve Bayes, random forest, and decision tree, K-NN for sentiment
analysis of Indian Railways from Facebook. K-NN is capable of performing clas-
sification and regression, effectual for high dimensional spaces, and mostly used in
data mining experimentation.

2 Related Work

This briefly surveys related work on sentiment classification techniques using
machine learning [1]. We analyzed Twitter sentiment classification using machine
learning techniques. Recurrent neural network (RNN) is studied in [2] for document-
level sentiment analysis [3]. We opposed the traditional neural network word embed-
ding and proposed new sentiment-specific word embedding for sentiment classifi-
cation [4]. We considered the n-gram machine learning method used for sentiment
analysis. Other related work on text classification using deep learning methods is
suggested in [5]. A novel method is proposed in [6] for merging lexical- and learning-
based techniques for sentiment classification. An approach to sentiment analysis
using lifelong (LL) method is proposed in [7]. Daeli et al. [8] discussed the sentiment
analysis of people for movie reviews by using K-nearest neighbor and information
gain to bring a successful conclusion [9]. It studied the Twitter and Reddit posts
for real-time prediction for the prices of bitcoin using sentiment analysis; various
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algorithms of machine learning are analyzed for variations in bitcoin price. In [10],
for sentiment analysis, it evaluated different machine learning algorithms for Czech
language. For categorization of ideas, a material analysis way is used.

3 Methodologies for Sentiment Analysis

The methodology is used for the Facebook accounts with the dataset collection by
using the sentiment classification for Indian railways. The Facebook API in which
we have the live connectivity and reviews is based on the classification technique
in which the preprocessed datasets are used for training and testing. The following
subsections provide detailed methodologies that are to be employed.

3.1 Problem Formulation

Different social networking sites like Twitter, Facebook, Instagram a few of these
mention how the information changed and dispersed or shared frequently. These are
the platform that is used for social gathering, meetings, and chats or for information
exchange and transfer. These platforms provide the better opportunity to connectwith
the people and deliver the valuable feedback about on products and their services.

3.2 Framework for Proposed Methodology

A framework is employed for this proposed work that used the sentiment classifi-
cation techniques used for guiding the research work. The sentiments are the opin-
ions and reviews on social media, and comments used on social media sites of
Indian railways are collected from the Facebook Web site, and these sentiments are
the reviews or the knowledge about the people sentiments. In this framework, the
differentmachine learning algorithms and approaches are used for sentiment analysis
like naïve Bayes, SVM, K-NN, random forest, decision tree, etc.

Figure 1 shows the framework. In the sentiment, classifications are two-phase
training and testing. In the training phase to train the datasets for preprocessing and
the train, datasets are tested for analysis of the system. The results are based on
some classification metrics of their accuracy performance like positives, negative,
and mixed-mode; there is a need to know about each algorithm that accurately finds
the classification necessity.
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Fig. 1 Framework for sentiment classification

3.3 Evaluation Method

In this proposed work, the methodology is used for sentiment analysis evaluation
with the help of machine learning techniques and their algorithms which extract
and collect the utility of information by the various comments and reviews from the
Indian Railways.

Figure 2 shows the evaluation metrics. Table 1 describes the confusion matrix
which describes the results for according to their prediction values based on
the classification metrics. Prediction of classification accuracy is as follows: the
correct/incorrect prediction results are TruePositive (T_pos), FalsePositive (F_Pos),
FalseNegative (F_Neg), TrueNegative (T_Neg). Calculation of metrics is shown in
Table 1.

4 Experimental Results

Experiments are calculated by using ML approaches. SVM and K-NN datasets are
used against the IndianRailways collected from theFacebook accounts. The observed
F_Pos rate is mentioned below according to each technique. As shown in Table 2,
the FPR is presented for all machine learning algorithms.
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Fig. 2 Procedure for evaluation

Table 1 Metrics calculation Accuracy = T_Pos + T_Neg/T_Pos + T_Neg + F_Pos =
F_Neg

Precision = T_Pos/T_Pos + F_Pos

Recall = T_Pos/T_Pos + F_Neg

F-measure = 2 * ((precision * Recall)/(precision + Recall)

Log loss = − 1
N =

∑n
i=1(Y i logpi + (1− Y i)log(1− pi))

Table 2 Results for false
positives

Machine learning algorithm F_Pos rate

Decision tree 8.8

K-NN 6.1

Naïve Bayes 9.4

SVM 7.1

Random forest 7.9

It is shown that K-NN has better performance with the least percentage of false
positives. Naive Bayes is the algorithm that showed the highest number of false
positives. Higher FPR indicates less in performance in terms of false positives. The
computed accuracy, precision, recall, and F-measure, logarithmic loss are presented
against the machine learning techniques in Table 3.

In Fig. 3, y-axis represents the supervised machine learning experiments. The
x-axis shows the performance by using classification accuracy metrics In this model,
the K-NN, SVM, and RF showed high precision and recall classification for SA so
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Table 3 Performance using machine learning approaches for sentiment analysis

Algorithms Accuracy Precision F-measure Recall Logarithmic loss

Decision tree 88.5 83.2 82 82.8 79.8

Naive Bayes 87 82.3 80.5 79 74

SVM 90 85.5 86.5 84 80.2

Random forest 89.5 88.2 86 83.5 80.5

KNN 90.2 86 87 84.3 80

0

50

100

1 2 3 4 5

Performance Using Machine learning 
Approcahes for Sen ment Analysis

Decision tree Navive bayes SVM Random forest KNN

Fig. 3 Performance using machine learning approaches for sentiment analysis

that the K-NN has the highest F-measure value concerning other algorithms. K-NN
shows a better performance for SA.

5 Conclusion and Future Scope

In this paper, we presented a methodology for sentiment classification of Indian
Railways from Facebook; it has two stages, training and testing. In the training
stage, different models can be designed through classifiers. In the testing stage, these
models are passed for labeling the unlabeled comments online. The results show
that K-NN outperforms when compared with the decision tree, NB, and RF in the
presented methodology. There exist some possible extensions to our work for a wide
variety of annotations to simplify sentiment classification and retrieval. Also, the
presented methodology is flexible enough so that it is applicable in the developing
areas of sentiment classification.
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A Review on Community Detection Using
Deep Neural Networks with Enhanced
Learning

Ranjana Sikarwar, Shashank Sheshar Singh, and Harish Kumar Shakya

Abstract Community detection has become pervasive in understanding complex
network structures and detecting similar patterns. The main motivation behind using
deep learningmethods for community detection comes from thebrilliant performance
results shown by deep neural networks in various fields. Using unsupervised learning
models, the problem of community detection can be solved. The high-dimensional
feature space representation of the network data leads to a complex neural network
architecture that requires a high number of trainable parameters. Deep learning-
based models can transform the high-dimensional graph data of complex networks
into simple, low-dimensional space or latent representation. The transformation of
network representation to latent representation consists of meaningful features of the
network data. This mapping preserves the structural information of the network later
on, which clustering algorithms can be applied to the converted latent representation.
This survey paper provides an overview of the traditional and deep learning-based
methods of community detection, followed by a discussion on the challenges and
future directions of community detection.
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1 Introduction

Community detection is a multidisciplinary research area that is used to study the
structural properties of complex networks. These structures of the network have a
high-dimensional form of graph data, which requires a large number of trainable
parameters. Deep learning techniques are employed to analyze the rich nonlinear
structure of real-world networks. Spectral clustering techniques cannot scale for
large networks because they can perform well only for small networks. Other tradi-
tional methods (as mentioned in Table 1) used for community detection, such as
statistical inference, do not perform well on large networks having high-dimensional
features. Such networks have high computational complexity in terms of both time
and space. Deep learning models when used for community detection in networks
provide improved performance over traditional techniques like spectral clustering
and statistical interference.

They learn the nonlinear structural properties of the network and represent the
network in its low-dimensional form. Reference [7] presented the architecture of the
convolutional neural network to mitigate the redundant information existing in the

Table 1 Taxonomy of traditional community detection methods

Traditional
approaches

Summary Advantages Disadvantages

Top-down [1, 2] The whole network is
represented as a graph
and divided into
communities slowly

Able to detect
overlapping
communities easily

Large processing
delays when
overlapping of
communities
becomes high

Bottom-up [3, 4] Local structures are
taken into
consideration and,
later on, expanded into
communities in the
overall network

Executes in linear time
mostly

Fail to detect small
communities many
times because local
structures at the
beginning do not
observe these small
communities and
expansion strategies
do not include the
nodes belonging to
these small
communities

Data structure-based
[5, 6]

The network is
converted into data
structures (often in
tree form) for further
processing of
community detection

Efficient community
detection using data
structures like tree,
threaded binary tree, or
spanning-tree when
combined with other
approaches like parallel
processing techniques

Very high
computational costs
for converting an
entire network of
millions of nodes and
edges into data
structure form
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networks by sharing the weights of convolutional layers among residual blocks, thus
showing a 45% reduction in network parameters and increased efficiency.

1.1 Community: Definition and Properties

Community: A set of communities c = c1, c2..., ck denotes k communities parti-
tioned in a network G (V, E). Informally, a community C is a subgraph of a network
that consists of a collection of nodes V such that the number of edges inside the
community is denser than the edges linking the vertices ofC with other communities
of the graph. Here, V is a set of vertices; E is set of edges, n = |V |, m = |E|, C = A
subset of V, nc = |C|.

Intra Cluster density

δin(C) = #internal edges ofC

nc(nc − 1)/2

Inter Cluster density

δext(C) = #inter - cluster edges ofC

nc(n − nc)

∂ext(C) � 2m/n(n − 1) � ∂in(C)

Connectedness is an important property that maintains the connections between
each pair of vertices in C. Community detection is delineated on sparse graphs only.

2 Categorization of Deep Learning Techniques

A. Convolutional Neural Networks (CNNs)

It belongs to a specific category of feed-forward neural networks. Reference [8]
addresses the problemof community detection in topologically incomplete networks.
Their work proposed a deep CNNmodel that showed more robustness than classical
supervised models, even in the case of missing edges in networks.

B. Autoencoder-Based CD Approach

Autoencoders (AEs) are unsupervised models similar to spectral clustering frame-
works using low-dimensional matrix reconstruction [9]. Several studies have been
proposed to use variants of autoencoder models such as stacked autoencoder [10]
and sparse AEs [11].



182 R. Sikarwar et al.

C. Generative Adversarial Networks (GANs)

GANs are comprised of two competing neural networks with adversarial training
to improve the discriminative ability when applied to community detection problem
solves the overfitting challenge and resulting in fast-adjusting precision. Wang [12]
introduced a low-dimensional vector space graph representation approach. Here,
each vertex of the graph is represented as a low-dimensional vector space. A novel
deep learning algorithm was proposed by the authors [13] to utilize graph repre-
sentation learning techniques to solve overlapping community detection problems.
Previous approaches focused only on communities having domain-specific rich topo-
logical information and failed in the networks having less structural information. An
approach for cross-domain network representation was devised by the authors in
[14].

D. Deep NMF-Based CD Approaches

Non-negative factorization (NMF) [15] computation involves the factorization of a
largematrix into twomatrices having non-negative values.NMFapproach follows for
community detection tasks by decomposing the adjacency matrix of a network into
the product of two matrices with non-negative elements. The error function is also
minimized for further network partitioning tasks. NMF can be implemented in both
overlapping and non-overlapping community detection tasks. Conventional NMF
cannot capture all the sophisticated topological information for community detection.
The deep learning-basedNMFapproach proposed for themultilayer learning strategy
of complex data to uncover latent feature hierarchies using stacked NMF has shown
an improved performance compared to that used for single-layered networks [16].

E. Deep SF-Based CD Approach

Sparse filtering (SF) [17] is an effective feature learning algorithm that is known
to handle high-dimensional graph data. It is an efficient two-layer learning model
which is hyperparameter-free with only a single hyperparameter. It optimizes the cost
function-sparsity of l2-normalized features and can scale easily to high-dimensional
input data. Also, it is capable of learning significant features in multiple layers using
stacked layering. In the discovery of communities, a sparse filtering algorithm is
applied to extract the network features for further network partitioning tasks, resulting
in meaningful community structures [18].

F. Community Embedding-Based Approaches

The graph embedding approach focuses on the distribution of nodes present in
communities in low-dimensional space. The approach embeds communities rather
than specific nodes, which is a reverse approach. Community embedding is good
for community detection as well as node categorization [19]. Reference [20]
proposed a probabilistic generative model to learn representations of the social
network by observing the information diffusion cascades instead of network struc-
tures. The proposedmodel learns community-preserving social network embeddings
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from social contagion logs. The focus is to discover social structures and predict
information propagation in the network.

G. Community Detection Based on Graph Neural Networks (GNN)

GNNs can model the complex relationships in graph-related data. GNN models are
based on deep learning and graph mining techniques. The authors have proposed a
model for detecting overlapping communities using graph neural networks (GNN)
approach. This GNN-based model has proved to be more effective and robust
than other existing approaches [21]. The authors have proposed a modified GNN
framework that involves a line graph and a non-backtracking operator of the graph
to analyze edge adjacency knowledge. The algorithms can be used for node-
classification challenges apart from community detection tasks and have shown
improvements in supervised community discovery problems [22].

2.1 Discussion

Table 2 summarizes the comparative analysis done based on the comprehensive
surveyof usingdeepneural networks (DNNs) for community detection.DNNis anew
approach for solving social network analysis problems and is highly effective in graph
and node representation in a network [23]. Previous approaches like stochastic block
models and modularity maximization provide linear mapping to low-dimensional
space. But mostly real-world networks have nonlinear structures so deep neural
networks have proved to be effective in nonlinear representation [24].

3 Challenges and Future Directions

The models and frameworks we have discussed above are the most recent strategies
developed in the last few years to solve the community detection problem. From our
study, we have encountered many challenging criteria that need to be further focused
on, and the most efficient solutions must be provided. This section presents some of
these challenges spotted in our study that may lead to a new future research direction.

Temporal Changes in Communities

As the network continuously reflects changes in user relations and topological infor-
mation, dynamic community detection should be considered. The models with high
computational power which can analyze the dynamic community detection and
extract spatio-temporal characteristics of the social structures are in demand to be
developed.
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Table 2 Comparative study of deep learning techniques on community detection

References Algorithm/methodology used Advantages

Perozzi et al. [25] Unsupervised feature learning
technique called DEEPWALK is
used. Perform random walks at graph
vertices to learn representations
including neighborhood information,
community membership, and vertex
resemblance

Flexible to reach out to all parts of
the network, model is adaptable to
even small changes without overall
computation

Tang et al. [26] Scalable to very large networks:
directed, undirected, or weighted
networks, preserves both local and
global network structures

Improvement over classical
stochastic gradient descent using
edge-sampling algorithm

Grover et al. [27] An improved approach over [25]
called Node2vec using biased
random walk to learn topological
structure

Scalable and much richer
representation is achieved by making
random walks biased resulting into
exploring diverse neighborhoods
provides better representation

Tran [28] Autoencoder architecture is trained
to simultaneously achieve link
prediction and node classification

Can learn latent features for nodes in
sparse, bipartite graphs with
directed/weighted edges, parameter
sharing reduces computationally
complexity

Jia et al. [13] CommunityGAN a framework for
learning better graph representations

Solves the problem of overlapping
community detection

Dhilber et al. [24] Deep neural network with stacked
autoencoders

Implementing nonlinear structures
of real-world networks which
overcomes the limitation of
stochastic block models and
modularity maximization

Li et al. [29] WCD algorithm based on deep
sparse autoencoder

More accurate community structures
are detected as compared to the one
found by using k-means algorithm
implementing high-dimensional
adjacency matrix directly

Meaningful Representation of Datasets

Generally, an enormous amount of data is generated by social networks, which is
used as input datasets to predict communities. Deep learning techniques must use
datasets in a meaningful format to predict the correct semantic representation of
communities. Additionally, a better interpretation of different communities formed
may help in fast information propagation.

No Prior Knowledge of the Number of Communities

According to [30, 31], random walks were performed to get preliminary commu-
nities and refine results by modularity. But in the case of disconnected networks,
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randomwalks cannot cover each node, thus degrading the performance of community
detection algorithms.

Signed Networks

The impact of the type of relationship (positive or negative) on nodes is different.
So, existing community detection approaches implemented on unsigned networks
cannot be used for signed networks. So, to detect communities in signed networks the
focus of the research has to be on representing negative ties. Deep learning strategies
developed should be efficient enough to represent positive and negative ties in signed
networks. Future work may cover the impact of signed edges.

Community Overlapping Detection

More efforts are needed to focus on the overlapping detection approaches as some
of these strategies discussed in this survey have worked on overlapping community
detection problems.

Efficient use of Computational Resources

Some of the developed algorithms require heavy computations, one such mentioned
inwhere the processing of adjacencymatrix to similaritymatrix construction requires
large computation resources. Thus, mechanisms for better use of computational
resources should be developed for the new computation-specific strategies.

Comparative Analysis Intermediaries

There is a shortfall of straightforward comparative analysis techniques for the strate-
gies we have studied so far. In this regard, the Network kit is the most widely used
tool kit for large-scale network analysis tasks and has inbuilt algorithms already
implemented by the researchers.

NLP Embeddings

The latest trend used is called random walks for node embeddings. These node
embeddings help similar nodes remain close in their representations. So, further
trends also include temporal graphs and ego networks.

4 Conclusion

In this survey paper, we analyzed the existing community detection techniques
and current trends using deep learning approaches for community discovery tasks
in various scenarios. As discussed in this review paper, deep learning models for
community detection have emerged to be more robust, effective, efficient, and flex-
ible to handle high-dimensional network data. However, there is a scope for more
research work in future to be done on studying the overlapping community detection
problem, need of optimized algorithms with less computational complexity, taking
into account signed networks, meaning representation of datasets to predict correct
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number of communities, dynamic community detection as the network is undergoing
changes continuously, etc. Finally, along with the taxonomy of traditional and deep
learning methods, challenges and prospects for community detection have also been
elaborated in this paper.
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Heart Disease Prediction Using Modified
Machine Learning Algorithm

Bavneet Kaur and Gaganpreet Kaur

Abstract Heart patient number is escalating day by day, and numerous individuals
lost their precious lives each year due to sudden heart attack in all over the world.
Because of this, before time diagnosis of cardiovascular disease is necessary to
prevent death. Some technology-based software is required to help in medical field
to recognize heart patients with more accuracy and lesser time. Huge amount of heart
patients are present in different hospitals in all over the world, which can be used
efficiently to diagnose the heart disease by applying data mining techniques. In the
process of datamining, knowledge or useful information is extracted among the large
sets of raw data. In the prediction analysis, machine learning techniques are applied
to discover valuable patterns and forecast future events or trends. This research work
will predict the likelihood of coronary heart disorder in patients by implementing
a modified machine learning algorithm. The input data are passed through various
procedures comprising preprocessing, clustering, and selection of effective attributes
before classification. To determine the heart illness, four algorithms which include
random forest, K-means, genetic algorithm, and logistic regression are assimilated.
In this technique, the irrelevant attributes of heart dataset are discarded to improve
the performance and to decrease the training period time. This process is completed
by random forest technique. K-means clusters are optimized by genetic algorithm
in order to group all the outlier data points. At last, logistic regression is applied
to classify the patients based on the heart disease. Performance comparison among
various existing techniques has analyzed on the basis of some performancemeasures.
The calculated accuracy increased up to 95%.
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1 Introduction

Prediction of heart disease is complex and time consuming task. Doctors andmedical
practitioners use their own experience and knowledge to identify heart patients by
performing some medical tests. However, huge amount of heart patients are present
in different hospitals in over the world, which can be used efficiently to diagnose the
heart disease by applying data mining techniques. In this way, this approach may
assist medical professionals to diagnose heart disease and to take the right decision
for treatment by increasing their knowledge about heart disease. This research work
will analyze different data mining classification techniques that are used for heart
disease prediction, clustering techniques, and optimization techniques. Also, a new
modified heart disease prediction algorithm will be created by combining the better
techniques to get the better and accurate results. Firstly, the input data are processed
manually, and then clustering of input data is performed by using K-means clustering
algorithm. Secondly, these clusters will be optimized by using genetic algorithm to
group anyoutlier data points. Thirdly, clustered data are passed through random forest
to separate relevant features from irrelevant features. So, final output performance can
be improved. Finally, classification of heart disease patients and non-heart disease
patients is done through logistic regression. The output performance will be analyzed
in terms of various parameters.

Data mining is the phase which is involved in the phenomenon of knowledge
discovery data (KDD).Moreover, datamining is the process inwhich hidden patterns
are identified and converted into more significant data [1]. Data mining is the oper-
ation of obtaining the useful decision forming patterns among the historical records
which are used to predict the future outcomes [2]. In data mining, the integration of
statistical analysis, database technology, and artificial intelligence is used to iden-
tify or uncover the covered patterns and relationships from bulky databases. Two
techniques such as supervised and unsupervised learning are used to mine knowl-
edge from raw data [3]. Several industries believe data mining is useful to generate
profits in business. The purpose of each data mining technique is different based
on the modeling objectives like prediction and classification. Classification models
generate categorical input, and prediction models generate continuous data as output
[4]. Predictive analytics is the technique inwhich prognostication of upcoming occur-
rence is done. In addition, the use of data mining in medical field has become popular
in the recent years because it predicts diseases on the basis of clinical data of patients.
Artificial intelligence techniques can support medical practitioners and professionals
for early diagnosis of diseases [5, 6]. In the recent years, health of humans is degrading
day by day due to developments and advancements in various fields. People are
suffering from chronic cardiovascular disease, and this leads to high-mortality rate.
Data mining in healthcare field can be used to forecast the patients future history
based on their history [7]. In this way, the risk of an increasing number of health
complications due to a chronic disease can be predicted. The complications associ-
ated with arteries, heart and circulatory system, inflammatory heart, and congenital
heart are known as the cardiovascular heart disorder [8, 9]. Themajor reason of deaths
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in most of the developed as well as developing countries is cardiovascular disease as
stated by World Health Organization (WHO). It is also the main reason of deaths in
adults in all over the world. In heart disease, infection may pass to different areas of
heart itself due to which different terms are used to refer them. The major forms are
congenital heart problem, heart arrhythmia, cardiopulmonary arrest, cardiovascular
disease, coronary heart disease, heart failure, heart muscle complication, pulmonic
valve stenosis, etc. When heart beats with irregular or unusual pattern are known as
arrhythmia. Ischemia is defined as the blockage of blood vessels due to some hard
material like fat [10]. Coronary heart disease (CHD) incorporates myocardial infarc-
tion, angina pectoris, and chest pain. Myocardial infarction is also known as heart
stroke or heart attack. Chest pain, breathing difficulty, dizziness, slow heartbeat, fast
heartbeat, etc., are some common symptoms of this disorder. The usual indication of
heart disorder is tenderness in chest. These disorders occur when any coronary artery
which supplies blood and oxygen to the heart is blocked and results in inappropriate
blood supply to heart. Sometimes, narrowing of coronary artery leads to inadequate
oxygen and blood supply to heart, which leads to heart disease or heart attack.
The primary reason of heart disease is modern sedentary lifestyle which instantly
climbs the levels of blood pressure, diabetes, cholesterol, and obesity. Moreover,
some genetic heart diseases are there such as hypertrophic cardiomyopathy, which
is gene deformity [11]. In medical field, physician examines the patient based on
the personal details and patient’s medical history. It requires lot of hard work and
time consuming process. On the other hand, data mining techniques can assist the
medical profession to take a decision about patient’s treatment [12]. Nowadays, the
role of data mining techniques in healthcare field is quite popular because it predicts
the likelihood of any disease by identifying the new patterns from medical history
of patients. An increasing number of scientist avail data mining methods to find
the probability of heart disease. Number of scientists and researchers examining
the application of all these techniques in order to diagnose the diseases precisely.
However, the results of these techniques vary [13]. The data mining-based heart
disease prediction automation system decreases the cost as well as time of analyst
and patients [14].

2 Literature Survey

Anjan Nikhil Repaka et al. (2019) proposed a technique to determine the heart
disorder by examining the old data and information [15]. Threats associated with
heart disease are determined by a system known as smart heart disease predic-
tion, which uses Naïve Bayes model. Due to improvement in technology, mobile
healthcare technology has plunged to a great extent. The most relevant features are
collected from the previous medical data after organizing the essential data into
a standard format. The data are secured by applying advanced encryption stan-
dard (AES). The data excavation approach used for coronary illness prediction also
discussing numerous knowledge abstractionmethods. The output generated by smart
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heart sickness prediction model shows that it predicts the chances of heart disease
effectively.

Ankita Dewan, et al. (2015) presented effective hybrid scheme in which genetic
algorithm and back propagation technique are combined for heart disease prediction
[16]. Themajor idea is to construct a framework to find unidentified patterns and rela-
tions from the historical records of heart patients for early detection of this ailment.
This proposed system can cater professionals in medical field to make smart deci-
sions by resolving complicated queries associated with heart disease. Finally, this
technique generates efficient results which leads to less medical cost for treatment.

Monika Gandhi, et al. (2015) elaborated various knowledge abstraction tech-
niques with the help of knowledge discovery approaches which are generally used
for heart illness prediction [17]. The author realized that enormous data are produced
everyday in healthcare field but there is no appropriatemethod to obtain advantageous
information from these records. Data mining is the best solution for this problem.
Therefore, various data mining methods can be applied to accomplish the target. All
the available data mining methodologies are analyzed and implemented on ancient
medical data to obtain useful information. These techniques are presently used for
prediction of various diseases.

Rashmi G Saboji, et al. (2017) in this work, some relevant features are taken
from large set of clinical databases to predict the heart disease [18]. The proposed
work implemented random forest technique on Apache Spark. Medical professional
utilized this solution on wide range of medical databases which diagnosed the heart
disease with accuracy of 98%. The similarities and dissimilarities between Naïve
Bayes classifier and random forest have discussed. The outcomes reveal that random
forest outperforms the Naïve Bayes algorithm.

T. Peter, et al. (2012) proposed the usage of data mining methods and pattern
recognition in danger detection models in the cardiovascular domain [19]. Due to the
natural linear relationshipof variables in the input data, the traditionalmedical scoring
systems are not proficient tomodel non-linear patternswithinmedical data. This limi-
tation of traditions systems was solved by applying classification techniques which
can completely detect complicated non-linear patterns among the dependent and
independent variables. Classification data mining models generally classify the data
into different categories. Also, these models were capable to detect the relationships
between predictor variables.

Cincy Raju, et al. (2018) analyzed that heart disease is the fatal disease which
leads to death. Heart disease also causes a critical disorder which remains for many
years [20]. It attacks man suddenly. Therefore, early diagnosis of heart disease is
highly demanding to support health professionals. The major problem in biomed-
ical is the accurate diagnosis of heart disease. The principal goal of this article is
to develop effectual solution to this problem by utilizing using data mining tech-
nology. The implementation of various data mining methods like decision tree,
neural network, Bayesian classifier, support vectormachines, association rule, andK-
nearest neighbor classification was done for the heart disease prediction. The results
reveal that SVM outperforms the rest of classifiers.
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Aakash Chauhan, et al. (2018) identified the rule to forecast the risks of having
heart infection or complication in patients [21]. The author analyzed that the data
mining technique weighted association rule mining can be used to eradicate manual
task to find knowledge from large databases of medical records. This technique
extracts the useful information directly from the electronic medical records and
helps to reduce the expenses of services and save lives. There was high requirement
of these techniques because many people relied on the healthcare organizations for
the prediction of cardiac disease. People need results with high accuracy in reduced
time. The results of this experiment revealed that large set of rules helps to predict
the coronary heart disease with greater accuracy.

M. A. Jabbar, et al. (2016) estimated that the primary reason of deaths in all over
theword is coronary heart disease. There is requirement of automated support system
to take decisions in detecting the heart disease [22]. The assumption of conditional
dependency in conventional Naïve Bayes is reduced by hidden Naïve Bayes (HNB)
classifier. In proposed model, HNB was experimented to classify heart patients. The
test results show that the hidden Naïve Bayes (HNB) achieved accuracy up to 100%
which was better than traditional Naïve Bayes when applied on heart disease dataset.

ImranMirza, et al. (2019) emphasized for implementation of data analysis to assist
themedical professionals in all over theworld.Themainpurpose is to supportmedical
practitioners with useful knowledge and patterns so that they use them if required
[23]. The author expecting to use machine learning methodologies to mine patterns
in medical databases in order to achieve accurate prediction of cardiac disease in
patients. The attributes which highly affect the diagnosis of heart complication are
identified in this paper. To classify individual’s on the basis of heart disease and
to analyze the performance, radial basis function kernel SVM, linear SVM, Naïve
Bayesian classifier, and K-nearest neighbor are implemented. It used Boolean values
0 (no heart disease) and 1(heart disease).

3 Research Methodology

Numerous individuals lost their precious lives each year due to sudden heart attack
in all over the world. This disease has started attacking the age group 25–40 in
the past ten years which leads to sudden death of an individual. The major cause
of heart disorder is modern sedentary lifestyle, and sometimes, genetic disorders
are also responsible. Therefore, early diagnosis of heart disease is essential so that
life loss can be reduced. To achieve this, knowledge mining techniques have been
utilized by many researches to excavate useful information and patterns from huge
medical dataset. Many data mining schemes are being enhanced or combined to
boost the results of heart disease prediction with regard to correctness (accuracy). In
proposed work, hybrid combination of machine learning approaches is applied on
heart patient’s dataset. This process involves few steps which are given below:
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3.1 Data Acquisition

In data acquisition, the past data of heart patients are fetched from several medical
databases to implement data mining algorithms. In this work, the input is gathered
from Cleveland heart disease dataset from UCI machine learning repository to eval-
uate modified machine learning algorithm. Cleveland processed dataset contains 303
instances and 13 predictor variables. It has 5 classes (0 indicates no heart disease and
1, 2, 3, 4 indicates heart disease)

3.2 Data Preprocessing

To obtain better results of machine learning algorithms, input data should be clean
and complete. This step is applied to remove any noisy data and handle missing and
redundant values so that the algorithm generates effective outcomes. This research
used mode of the present values to fill missing values.

3.3 Feature Selection

This step extracts the most relevant features in diagnosing heart disease rather than
using the all attributes present in the dataset. This is done to improve performance of
machine learning methods. Various techniques help to select few features from the
dataset. In the proposed method, in order to discard less relevant features and select
most relevant attributes, random forest technique is implemented so that training time
can be reduced to some extent. The random forest algorithm generates a forest of
tree structure of the most effective attributes by taking guess score of 100. Random
forest classifier chooses those features which are most appropriate for heart disease
prediction. Before this step, segmentation of input data is performed by availing K-
means clustering technique. It helps to remove outliers data points in dataset. The
K-mean clustering is applied which can cluster similar type of information. It is a
simple and extensively utilized clustering algorithm. For an image of N pixels, the
K-means algorithm focuses on dividing the image into K clusters at which the user
offers the value to K. Instead of employing the position of pixels in picture, pixels
are grouped on the bases of their values, till the position is presented as a defined
feature. Assume a collection of xi points as X = {x1, . . . , xN } and the feature vector
connected to point is represented with V (xi ).There are several stages of K-means
technique.

Initialization of Parameters: The initialization of parameters of each cluster is done
by possible feature values. The traditional K-means algorithm selects the initial
centroid values randomly from all available values. To demonstrate, in case, the
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property vector presents in the form hue, saturation, and intensity value (HSV), the
selection of first element H is done at random from all possible hues.

Allocation of Points to Clusters: When every K clusters Ck consists of a mean µk ,
a distance K function which assists in evaluating the distance amid two property
vectors is utilized to assign each pixel xi to the cluster having the closest mean. Here,
each pixel xi is related to single cluster Ck .

Parameter Recomputation: This property is focused on recomputing the clusters
on the basis of attribute values of all data points in every cluster.

Therefore, µk is evaluated as the mean of {V (xi )|xi ∈ Ck}.
Iterate through step 3.3.2 and step 3.3.3 until the movement of points among clus-

ters has stopped. The genetic algorithm is applied on the K-mean algorithm which
can optimize the generated clusters of K-mean algorithm. Genetic algorithms (GA)
are biologically inspired algorithms. These algorithms represent a novel computa-
tional model with its roots in developmental sciences. In general, genetic algorithms
refer to optimization process in a binary search space. In contrast to the conventional
hill climbers, these algorithms do not assess and enhance a solo solution but a set of
solutions or hypotheses known as population. These algorithms generate successor
solutions by mutating and recombining the optimal existing identified hypotheses.
Therefore, offspring of the fittest solutions replaces a part of the current population
after every iteration process. In particular, the searching for a space of candidate
hypotheses is carried out for identifying the optimal solution. This solution is termed
as the optimization of a specified mathematical measure.

3.4 Classification

In this final step instead of class labels, the formed clusters and selected features are
given as input to logistic regression model. There are two clusters: first representing
the patients having heart disease and the other is for the individual’s with no heart
disease. The logistic regression model is trained. During testing, the model will
classify the patients into two categories that is yes which indicates that the patient
has heart disease, and no class indicates that the individual has healthy heart based
on the chances of heart disease.
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3.5 Proposed Algorithm

8Input: Dataset of Heart

Disease

Output: Classified Data

1. K-Mean Clustering (Input Dataset)

Initialize the value of K (Number of clusters)

1.2. Define the centroid of K clusters randomly Repeat while (Data Get Clustered)
Allocate each point to its nearest cluster on the basis of centroid

Genetic Algorithm (Centroid of clusters)

Repeat

while (optimal centroid)

Calculate fitnessvalue 1.3.1.2

Calculate Crossover

If (there are some chromosomes)

1.3.1.2.1 Generate

Mutationsend if

1.3.1.3 Generate Optimal centroid point end while

1.4. Generate Clusters based on distance between points and centroid end while
2. Random Forest for Feature Selection (Clustered Data)

Randomly separate ‘K’ features from total ‘M’ features such that K less than M 

Split the best attribute ‘A’ based on its decision capability for the node ‘N’

Divide the node ‘N’ into successor nodes, for each value of A 

Iterate the steps 2.1 to 2.3 until accurate classification has been achieved

Generate and grow numerous trees by repeating step 2.1 to 2.4

for ‘n’ times, where ‘n’ is the guess score for generating trees.

3. Logistic Regression (Extracted Features)

Repeat for 1 to Number of extracted features

Generate a vector Y which takes binary value 3.1.2Assign

Y=1 if it relates to class label otherwise Y=0

3.1.3. Apply Logistic Regression to X (Input) to find Output

4 Results and Discussion

In the proposed work, Cleveland processed cardiac disease dataset is accumulated
from the UCI repository to perform experiments. Cleveland dataset has 14 features
which include age, gender, cholesterol, blood sugar, number of vessels colored,
thalassemia, etc. The performance of proposed algorithm is examined with regards
to accuracy, precision, recall, and execution time by implementing it on dataset for
forecasting the chances heart disease. Then, the performance of proposed machine
learning algorithm is compared with decision tree, multilayer perceptron, Naïve
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Optimalcluster 
generated 

No

Yes

Apply random forest for feature selection

Features 
selected

No

Yes
Generate leaf nodes of the tree 

Apply genetic algorithm for the 
cluster optimization 

Apply K-mean clustering to cluster 
input dataset 

STOP

Apply logistic regression for the classification 

START 

Take UCI Cleveland - heart dataset as Input

Pre-process input dataset to remove 
missing and redundant values 

Fig. 1 Proposed methodology

Bayes, and ensemble voting classifier in which Naïve Bayes, multilayer perceptron,
and random forest are combined.

Accuracy

Accuracy is the ratio of total number of correctly classified instances to the total
number of available instances for a program i.
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Table 1 Performance
analysis

Performance measure Results

Accuracy 95.08

Precision 95

Recall 95

Execution time 0.8 (sec)

Table 2 Performance analysis by using dataset variations

Performance
metrices

Preprocessed
dataset

Clustered dataset
(K-means)

Feature selected
(random forest)

Proposed model

Accuracy 85.71 94.50 87.91 95.08

Precision 86 94 88 95

Recall 85 94 88 95

Precision

Precision is defined as the ratio of number of correctly classified positive samples
and the total instances classified as positive. Precision is also known as the positive
predicted value. Precision is presented in terms of correctly classified values to the
total values that are classified and carry a positive value.

Recall

The recall is the division of correctly classified positive sampleswith the total positive
instances. The recall is also known as sensitivity. The recall is relied on a particular
class, i.e., class yes (1) or class no (0).

Execution Time

It is defined as the time consumed by an algorithm to execute. In other words, the
time during which a program is running.

The performance analysis of proposed model is represented in Tables 1 and 2. In
Table 2, some variations in dataset are used such as preprocessed dataset, clustered
dataset, and feature selected dataset to evaluate the performance of logistic regression.

Table 2 illustrates the performance of logistic regression when combined with
other data mining techniques. It is clear that logistic regression has achieved high
accuracy when applied on clustered dataset rather than on dataset which has most
relevant features. On the other hand, proposed model has high accuracy than other
variations.
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4.1 Performance Comparison

To analyze the proposed model in detail, it is compared with the implementation of
other classifiers includes decision tree (C4.5), voting classifier, Naïve Bayesian, and
multilayer perceptron, on the same dataset.

Figure 2 denotes the comparison of performance of decision tree (C4.5), voting
classifier, Naïve Bayes, multilayer perceptron, and proposed algorithm. It is analyzed
that the proposed method performed better with regard to precision, recall, accuracy,
and execution time for predicting the heart disease.

Table 3 Performance Comparison

Models Accuracy (%) Precision (%) Recall (%) Execution time (Sec)

C4.5 75.20 75 75 1.4

Simple Naïve Bayes 83.61 84 84 1.21

Voting classifier 85.25 86 85 1.1

Multilayer perceptron 83.61 85 84 1.3

Proposed algorithm 95.08 95 95 0.9

Fig. 2 Comparative performance analysis of all models
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5 Conclusion

Heart attack is themajor reason of deaths in adults over the recent years. There is high
demand of knowledge mining and machine learning-based heart disease detection
system so that it can assist practitioners and professionals in medical domain. It is
analyzed that heart disease forecast includes several of attribute due to which it is
very difficult for machine learning algorithms to achieve higher accuracy. Therefore,
it is necessary to remove irrelevant features from the dataset. In proposed model,
random forest, logistic regression, and improved K-means algorithms are integrated
to predict heart disorders. The K-mean clustering used for the clustering of the data
so that outliers can be removed and improve the performance of logistic regression.
TheK-mean clusters are optimized using genetic algorithm. Random forest is used to
extract most relevant features, and classification is done by applying logistic regres-
sion. More powerful algorithm can be developed for high accuracy by using other
better clustering methods and nature-inspired optimization algorithms. Recent data
of patients that experienced cardiac arrest can be collected from hospitals and other
sources to make a powerful heart disease prediction system.

6 Future Scope

There is more improvement in devised approach is possible by applying various
deep learning approaches. It is possible to make improvement in the new algorithmic
approach by comparing it with other existing heart disease prediction algorithmic
approaches. Another possibility is that this algorithm can be developed asWeb appli-
cation so that everyone can take advantage of this artificial intelligence-based heart
disease forecast system.
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Entrust SDP Authentication
to Software-Defined Campus
Network (SDCN)

Suruchi Karnani and Harish Kumar Shakya

Abstract At the beginning of the fall of 2020, the campus network poses new chal-
lenges due to the outbreak of the COVID-19. Entire entities of campus are scrambled
to set up remote learning. In turn, the number of users and devices on the network
multiplies in a tremendous way. This enlargement forces network administration to
control and verify the accessibility. To address this subject, this paper puts forward
the software-defined perimeter (SDP) integrated with the software-defined campus
network (SDCN) framework. SDP controller is united with SDN controller in SDN
control plane to yield authentication and access control for network. SDCNwith SDP
provides strong prospects in minimizing unauthenticate access ratio which strength-
ens the trust factor of legitimate users and enhances quality of service. SDP with
SDCN helps in enabling additional boundaries within the network which acts as a
defense, enhances scalability, and shields the network from external attacks as well
as from internal malicious users.

Keywords Authentication · SDN · SDP · Campus network · AAA

1 Introduction

Weall are experiencing the rise of network devices on the Internet.More or less 100%
of enterprises, campuses, and universities are dominated by network devices [1] in the
COVID-19 pandemic. On campuses, devices are thronging onto Wi-Fi rapidly and
frantically. Hence, the network intricacy upheaved in no time. To manage current
demands, the environment needs an architecture with automation, scalability, and
agility features. SDN paradigm caters to the above-mentioned features and provides
programmability which is highly required to govern the current network activities
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and user demands. The central logic of the SDNcontroller acts as a network operating
system, and the OpenFlow communications interface between the controller and the
underlying infrastructure is open standard software. TLS encryption is an optional
feature in SDN [2]. Security measures are not the in-built feature of SDN, and this
may severely stir the authentication, security, and integrity of the network. Hence,
security and authentication (trust) are essential strands to consider from the academic
and industrial points of view [3]. However, the existing security approaches are
measured, and it is prominently observed that a new paradigm is required to shield
enterprises proactively.

An analogous framework is the software-defined perimeter (SDP) which offers
modular, agile, and secure infrastructure similar to SDN [4]. SDP focuses on securing
the user, the application, and the connectivity in-between as well as different levels
of access to different users which cannot be provided by virtual private network
(VPN). Different level of access by the different user is highly required by SDCN
and business enterprises. To seek zero-trust security, the adoption of SDP technology
has grown in enterprises. It makes application infrastructure invisible to the Internet,
so it evades network-based attacks (flooding attacks, DoS, ransomware, malware,
server scanning) [5], and it narrows down the enterprise and campus threats. Thus, to
secure the SDCN environment, an SDP-enabled authentication approach is proposed
in this paper. Therefore, contributions of this paper can be outlined as follows:

• Propounded the idea of amalgamating SDP with SDCN to ensure authentication
and integrity. In this approach, legitimate and role-based user can access the infras-
tructure as specified access control list.

• SDN controller gets free from re-authentication login system. Re-authentication
logins are handled by SDP gateways.

The remainder of this paper is organized as follows. Section 2 discusses the exist-
ing work of SDN integrated with authentication protocol for governing access
and authentication. Section 3 explains the preliminary concept of communication
between OpenFlow switch and SDN controller and SDP architecture. Section 4
presents our proposed SDCN architecture integrated into SDP, and finally, the con-
clusion is provided in Sect. 5.

2 Literature Review

In this section, we will shed light on existing works of integrating security frame-
works such as 802.1x, Kerberos, andmulti-level authentication protocol with SDN to
enhance security and SDN-based campus network authentication which is the main
focus of this paper. Table 1conveys a brief overview of existing works.

Mutaher et al. [6] put forward Kerberos authentication protocol to ensure the
authenticity of the hosts for securing SDN controller. The proposed approach is sim-
ulated with AVISPA for verification. They emulate the MITM attack to show the
result. The author [7] proposed two-level authentication. Authentication iu imple-
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Table 1 Comparative analysis of existing work

References and
year

Authentication
framework

Authenticate to method(s) Remarks

[6], 2021 Kerberos Host Verify ID and
passwords using
centralized server

Stream
authentication
process
connecting
network devices,
assuring data
integrity and
privacy

[7], 2020 802.1X with
RADIUS and
two-level network
access

User and a device

[8], 2019 802.1x (hostpad) Flow-based and
access-based
control

Attributes-based
access control
and particle
swarm
optimization for
secure path

Proactive defense
architecture, low
response time

[9], 2018 802.1x standard
and distributed
reactive stateful
firewall

Reactive mode,
policies are
dynamically
enforced

Enhances overall
performance.

[10], 2017 IEEE 802.1X
with RADIUS
server and
database

Host based Session database
enhances the
capabilities of
RADIUS

Approach can be
scaled, less
security concern
w.r.t
infrastructure

[12], 2016 IEEE 802.1X
with RADIUS
server

Port-based Devolve
intelligence to
switches

Minimizes a load
of SDN
Controller with
low latency

[13], 2015 SDN-enabled
VNF built on
IEEE 802.1x

Flow-based
network access
control

VM processes the
traffic to decide
authentic or
unauthentic flow
and

NFV deployment
supports
cost-effective
services

mented using 802.1X protocol with a RADIUS server and achieved granularity and
real-time monitoring in authentication method. In the paper [8], the author proposed
an E-ABAC access control method to secure path planning by the PSO algorithm.
The experiment concluded that selecting the parameters is a crucial factor for imple-
menting the access control method.

In the paper [9], the proposed method is a blend of two modules: the network
authentication and access control system to guard the network control (802.1x stan-
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dard) and the distributed firewall system to protect data transmission (policies). This
method may work in proactive and reactive mode as well as it builds a bound-
ary line within a network that guards the network against external attacks. In the
paper [10], the author proposed a controller application called the authentication
and authorization module (AAM). The approach adopts the 802.1X for the authen-
tication process. It maintains the session database of authenticated and authorized
users. The author suggested implementing their approach in a distributed way in the
network. Diogo Menezes et al. [11] proposed an authentication between hosts and
servers named AuthFlow mechanism using layer 2 protocols. IEEE 802.1X standard
is applied for authenticity to the hosts with the RADIUS server. Extensible authen-
tication protocol (EAP) is used to encapsulate the messages that are passing among
the RADIUS server and the hosts. AuthFlow works under the SDN controller in
the application layer. The author [12] put forward the SDN architecture with IEEE
802.1X port-based authentication to enhance security. Approach uplifts the scalabil-
ity by entrusting the access potentially to the network elements. Hostapd acts as an
authenticator for further authentication requests in the POX controller. The proposed
approach minimizes the controller’s workload and raises the overall performance as
well as protects the network with DoS attacks. Matias et al. [13] present flow-based
network access control (FlowNAC) to authorize legitimate access into the network.
FlowNAC uses the disassociating role of the policy enforcement point. Here, the PEP
consists of three elements: SDN datapath, authenticator network function, and SDN
controller. The approach helps in extending the legacy switch byEAPOL-in-EAPOL.
Themain objective of FlowNAC is to perform fine-grained FlowNAC. In comparison
with IEEE 802.1X port-based authentication, the proposed approach delays can be
longer.

3 Preliminary Concept

In this section, the basic idea of the SDN and the SDP work process is described, to
understand how the proposed technique mingled to ensure SDCN authentication.

3.1 OpenFlow Switch and SDN Controller,
IH Communication

A diversity of networking trends has contributed to the key role of SDN. Automated
workflows, centralized control, network visibility, and abstract control are the promi-
nent features of the SDN. The data layer and the control layer are disjoint. Data layer
and control layer communicate through a southbound interface, whereas northbound
interface communicates through API applications [14]. Both the infrastructures have
common features such as dynamic management, layer abstraction, and centralized



Entrust SDP Authentication to Software-Defined Campus Network (SDCN) 207

Fig. 1 Switch and SDN
controller work process flow Enduser Switch SDN

 Controller Destination

Packet sent Send packet to 
controller 

set new
rule

Update 
Flowrule

Forward the packet
 to the destination 

host

management, and both serve the heterogeneity of devices. Thus, blending campus
network with SDN and SDP will turn into complete current network requirements.
OpenFlow switch furnishes consistency in data flow management and scalability in
the SDN environment. OpenFlow switch consists of a flow table, secure channel,
and OpenFlow protocol [15]. An OpenFlow switch communicates with a flow table
and a controller via OpenFlow protocol. The process flow between switch and SDN
controller is shown in Fig. 1.

1. Initiating host sent the packet to the switch.
2. Switch will check for the rule match.
3. Switch forward the packet to the controller if a match does not found.
4. Controller sets the new rule and sends it to the switch.
5. Switch will update the rule in the flow table.
6. Then switch will forward the packet directly to the destination host (AH).

3.2 SDP Framework

An SDP architecture consists of an SDP controller, SDP host (initiating host [IH],
accepting host [AH]) such as a router, gateway, servers, and switches components. A
controller component functions as the centralized policy enforcement engine triggers
the authentication action and keeps track of the users, applications, and devices. The
end users do not have the ability to see IP or DNS entries of internal resources, and
this feature protects the infrastructure from a variety of external attacks [16, 17]. The
process workflow of IH, AH, SDP controller, and gateway is shown in Fig. 2

1. Connects SDP to network for authentication.
2. Gateway sends a request to the controller.
3. Gateway verifies and establishes the connection.
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Fig. 2 SDP work process
flow
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Controller

establish C

4. Gateway updates with all information by the controller.
5. IH initiates a connection to the controller.
6. Connection verifies and established.
7. IH sent verification to the gateway.
8. Gateway establishes the connection between IH and AH.

4 Proposed Architecture

The main idea of this paper is to control access to resources based on identity using
a multistage process that limits access to resources only to authorized users. This
approach may help to monitor external as well as internal users of the network.
The proposed architecture is a conjunction of SDN-based campus network with
SDP framework shown in Fig. 3. SDP provides perimeter security to the SDCN. It
creates the virtual boundary around the campus network which saves the campus
network from turmoils. SDP allows devices to access the specific services and hosts
that are permitted by policy, thus it reduces port attacks by malicious users and
MITM attacks. In our approach, authentication process will be served by the SDP
controller embedded in the SDN control layer. SDP controller designs the policies
rules of data flow. Take two scenarios for the authentication process (stateless and
stateful switches). The algorithm 1 authenticating controller and SDP gateway (GW)
is stateless and stateful switches, and the algorithm 2 is DataPacketForward to verify
and forward packets. Both the authentication scenarios are illustrated in an SDP
integrated SDCN authentication flowchart in Fig. 4.

If a rule does not match gateway, follow the drop rule [16]. The end user device
gets authenticated before getting connected to the network. In SPA, first device gets
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Fig. 3 Proposed SDP with software-defined campus network framework

Algorithm 1 Algorithm for Controller and SDP Gateway Authentication
procedure C- GW- Auth(C,GW ) � Controller and Gateway

TLS conn initiated by GW to the C, sends an SPA packet.
C authenticates GW using certificate
Establish mTLS secured conn between C and GW
C send new rule to the GW, GW establish new rule in DB.
C sends the information to GW for authentication
if DB �= 0 then

Go to Stateless_Switches.
else

Go to Stateful_Switches.
end if
Stateless_Switches:
GWupdates theDBwith new rule and set same FlowRule in switch Stateful_Switches:
GW populates the rules in the Switch flowTable from the DB as per Gw logs. call Data-

PacketForward()
end procedure
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Algorithm 2 Algorithm for Data Packet Forward
procedure DATAPACKETFORWARD

EU sents packet
if FR doesnot exists in Switch Flowtable then

EU’s SPA sent to the SDPC
SDPC authenticates using certificate
SDPC establishes connection with EU and send encrypted authentication info to GW.
EU send another encrypted key to GW
Packet decrypted and verified.
if Verified then

GW Setup the rules and store it in DB
Update Switch Flowtable with same rule
Transfer data packets

else
Redirect to the Guest Switch and eliminate the FlowRule after a particular time interval.

end if
else

Transfer data packet
end if

end procedure

authenticated, and then SDP authenticates traffic. It authenticates the host at every
session. If the flow rule exists in the flow table still, then basic authentication(push
button) will verify the connection between source to destination. Initial connection
setup timemay take a longer time. However, it is resilient to denial of service attacks,
MITM, and session hijacking attacks.

5 Conclusion

In SDCN, each and every packet flow communicates with the SDN controller to
establish a new flow rule. This paper proposed an SDCN authentication framework
with SDP to shield the network from malicious user and threat attacks. In addition,
it intensifies the scalability and lessens the probability of single-point failure. SDP
verifies host and device identities. This method is applied to strengthen the authen-
tication system of the SDCN infrastructure. And most important point is that the
authenticator does not reside inside the network or on the top of the controller. SDP
framework is connected to the edge switches only. SDCN with SDP has potential
to drop the percentage of un-authenticated access that helps in gaining quality of
service and trust of legitimate users. In this paper, we developed the prototype for
host and device authentication in the SDCN environment using SDP; in the future,
we will develop the implementation bed for the proposed approach concerning the
placement of the gateway in infrastructure.
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Preventing COVID-19 Using Edge
Intelligence in Internet of Medical Things

R. Mahalakshmi and N. Lalithamani

Abstract Internet of Medical Things (IoMT) is a smart interwoven technology
enabled by the advancements made in multi-disciplined fields of medical devices,
networking technologies, healthcare applications and artificial intelligence. The
current spread of the coronavirus disease (COVID-19) globally has thrown innu-
merable challenges against human survival. To overcome this pandemic situation, an
innovative healthcare solution is vital for saving human lives and mitigating the viral
spread. We propose an E-Health+ system that can provide remote patient assistance
anytime, anywhere. E-Health+ makes use of artificial intelligence in edge nodes
for data processing coupled with Federated learning for swift prognostic medical
advice for connected patients during their critical times in IoMT. The medical advice
or assistance provided is based on the requests arising in a real-time basis with
minimal response times, thereby reducing latency and also the much-needed privacy
preservation towards the sensitive patient data.

Keywords COVID-19 · Internet of Medical Things (IoMT) · Remote health care ·
Edge intelligence · Federated learning

1 Introduction

The novel coronavirus has become the biggest healthcare challenge mankind has
faced in the current techno-evolving times. The viral transmission and fatality rate,
due to COVID-19, are still rising despite the first case being reported more than two
years ago. The viral spread among the world population was attributed to touching
an infected surface, coming in contact with the nano-level droplets released in air
when an infected person coughs or sneezes resulting in a communal spread. Added
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to that, he or she might be an active carrier throughout the virus incubation period
which may last for 5–15 days. So, the spread has been a growing chain around the
world as a pandemic, and it is still far from being contained. Though vaccinations
are fast paced in countries like India and USA, mutated strains of the virus are still
affecting people in different parts of the world. So, precaution and preparedness are
the most efficient ways to overcome the pandemic.

Although the prescribed sanitisation and personal distancingmeasures are helpful
in containing the viral spread, the elderly and peoplewith chronic conditions like lung
diseases, asthma, diabetes, cancer, hypertension, immune deficiencies, pregnancy,
obesity, pulmonary diseases, cardiovascular and neurological problems are comorbid
to COVID-19. And such people are at high risk in contracting and spreading this
deadly virus. So home quarantining such population can help in containing the viral
spread and saving lives. But continuous and timely health assistance should also be
provided to these patients based on their day-to-day health conditions.

Internet of Medical Things (IoMT) as a technology is powered by advanced
medical devices, networking technologies, healthcare applications, artificial intel-
ligence (AI) and machine learning (ML). The medical devices are built with Wi-Fi
capabilities that enable them to make machine-to-machine connections and transfer
the sensed data from patients to the medical applications. So, with these technologies
at hand, health assistance and medical directives can be provided for the remotely
home quarantined, critical-care and aged patients from anywhere, anytime through
their hospitals. The vital parametric data from their wearable ormobile phone sensors
and health monitors can be analysed continuously to provide unbiased and timely
health assistance. This can help them in managing their risk factors along with their
illness without hospital visits.

On a technical perspective, the data collected from patients’ sensors and health
monitors are sent to edge, fog or cloud for analysis which is returnedwith appropriate
remedial action or advice for patients. Cardiac and blood pressure monitors, blood
glucose monitors, implanted cardiac defibrillators, pacemakers, respiratory devices,
hearing devices, vital sign monitors and oximeters are some of the few connected
devices from which the patient data is sensed and processed for analytics.

2 Related Work

AI-empowered machine learning algorithms can detect the interrelationships
between the clinical parameters sensed, diagnose the present state of health for the
patient and suggest treatments, appropriate health directives. IoT as a technology
can deliver e-Health services towards pandemic management [1] using sensors
that monitor patients in real time. The study explored the evolution and manage-
ment phases of IoT and sensor technologies, leading to the state where the current
COVID-19 challenges like virus tracing, tracking andmigration can be realised using
them.
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Blueprint for smart connected community scenarios was proposed in [2], which
can proactively prevent, control and monitor the COVID-19 epidemic using IoT and
data-supported connected environment. The global rise of cases and mortality due to
COVID-19 has pushed the research community to seek answers from an interrelated
perspective to understand the virus better to root it out.

With the availability of worldwide COVID-19 data from December 2019 to the
present, one of the prominent research threads was the impact of comorbidity on
people affected by this virus. The study on COVID-19 patients [3] who are comorbid
are said to develop severe health complications, which may also lead to death due to
the complicated nature of the viral reaction. In a report by Centre for Disease Control
[4], three levels of evidences were presented for the different types of underlying
chronic conditions and their role in the viral progression. These evidences were the
research findings focussed on a single or combination of the chronic diseases on
COVID-19.

Higher mortality rate was observed in older patients with Type2 diabetes, and the
effect of their medication on COVID-19 was studied [5–7] in China. A study with the
help of logistic regression model [8] based on clinical COVID-19 data from Chicago
medical centre was used to analyse the risk factors associated with hospitalising the
critically ill.

Analysis of risk association for patients with Type I, Type II and other diabetic
types [9] was performed with the help of logistic regression for COVID-19 cases
in UK hospitals over a 72-day period. The findings concluded that there was an
increased risk associated with diabetes, and a third of the total deaths occurred in
people with diabetes.

Mortality prediction with the help of machine learning models on patients with
COVID-19 in Korea was investigated in [10]. This was based on their combined data
from national health insurance Korea and the COVID-19 patient data.

Recent research findings highlight the role of edge computing in reducing the gap
or time delay in providing patient care, occurring due to the technical challenges in a
connected medical environment. Building an edge computing based on application
needs, long-term maintenance routines was outlined in [11], along with the listing
of different edge computing platforms.

Computational cost for machine learning at edge with a case study was proposed
in [12]. The computational effort was claimed to be reduced by 80% with clas-
sification accuracy declining by 3%. Benefits from federated learning for digital
health solutions were explored by [13] along with the challenges that still need to be
addressed.

Above studies onCOVID-19 and other viral diseases like Ebola, SARS andMERS
have shown the world that they are capable of creating pandemic situations, as they
are silent contagions and are transmitted even before any symptom can appear from
an infected person. So, a contactless healthcare service for people has become an
irrefutable need in current times.

Smart edge-based healthcare system [14] can efficiently address the healthcare
needs on a global level. Computing Resource Allocation strategy for Internet of
Medical Things was proposed in [15] that considered energy consumption and the
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time delay for effective data processing. Federated learning can be the enabling
technology in mobile edge computing and this was suggested by [16] as part of their
survey on Federated Learning.

Usage of federated learning in a microgrid energy management system was
explored in [17] for energy load predictions. Latency minimisation for different
offloaded platforms near edge was analysed by [18]. Collaborative data analysis
with the help of federated learning in distributed environment was proposed by [19],
where the performance achieved showed improvement.

Advanced and rapid growth of smart health technologies involving sensors,
robotic process automations, telemedicine products, telehealth services and appli-
cations, cloud-based electronic health records, edge computing, medical health data
analysis with AI and machine learning and telecommunication connectivity growth
has paved the way for achieving contactless, remote health monitoring into a reality.

In this perspective, we propose an E-Health+ system that can provide remote
healthcare assistance, which can be complemented along with the government envi-
sioned telemedicine initiatives. Our E-Health+ system proposes a remote healthcare
model with a novel architectural setup, data processing capabilities at edge devices
and gaining edge intelligence with the help of federated learning. COVID-19 data
analysis with machine learning model was performed to demonstrate the power of
AI in deriving appropriate inferences from data to provide contactless healthcare.

3 E-Health+

E-Health+ is envisioned as a real-time remote, healthcare system, which can provide
health assistance for patients based on their health conditions. Other vital services
including the COVID-19 pandemic management, health assistance for aged and
critically ill patients. Monitoring, planning and coordination of disease control,
immunisation / vaccination for citizens, etc., are envisioned to be part of this
system. E-Health+ (Fig. 1) system can be complemented to the existing healthcare
network consisting of private and rural healthcare centres, diagnostic laboratories,
multi-speciality hospitals and registered pharmacists.

Large amount of data gets generated by sensing the vital health parameters like
blood pressure, blood glucose level, heart rate by health monitors, sensors and smart
wearable devices worn by the patient. This data is gathered, processed and anal-
ysed by our edge intelligence subsystem to provide quick actionable intelligence
to patients at the edge nodes, which are closer to them. Thus, gathering and gener-
ating intelligence at edge minimises the delays arising in the health network, thereby
reducing the latency.
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Fig. 1 E-Health+ component subsystems

3.1 Edge Intelligence

Edge intelligence subsystem is envisioned to be part of the existing hospital network
consisting of doctors, remote healthcare assisting unit, diagnosis laboratory, phar-
macy, hospital in IoMT. It is a decentralised computing architecture where the
distributed edge nodes are positioned closer to the patients’ sensors/mobile devices
and stand connected 24 × 7 to perform data analysis with the help of edge services
foreseen. This removes the delay arising due to latency involved in collecting and
moving the data from patients’ devices to cloud for analysis and bringing the analysis
responses back to the patients.

The data processing services in the edge nodes aggregate the patient’s data, decide
and designate this aggregated data to a suitable node in the network with the help of
our resource allocation (RA) framework. The decision for selecting an appropriate
node is evaluated on the basis of battery power left and its processing capability, etc.
With the appropriate medical intelligence extracted after the analysis, further course
of actions in the form of therapy, medicine or other health assistance is suggested
through the application or short message by the hospital. So, edge intelligence along
with our proposed federated learning approach can provide swift responses to patients
in any medical emergencies.
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3.2 Federated Learning

Federated learning (FL) is a machine learning technique where a centrally trained
machine learning model from cloud is loaded in the edge nodes. Edge nodes here
can also be the patient’s mobile phone which gets trained and tuned with the new
aggregated patient data.Here only themodel used for prediction is shared between the
edge and cloud, while the sensitive patient data is held in his device, thereby ensuring
complete privacy. Figure 2 summarises the FL process which ensures privacy in
medical data, lower latency and results in smart predictions, thereby saving time and
energy. With appropriate foresight gained in this learning process, the E-Health+
system can provide appropriate medical directive needed by the connected patients.

Machine learning models like neural networks, support vector machines, decision
trees, logistic regressors and classifiers can be used in federated learning. The training
data for federated algorithms reside at the distributed edges and the model is trained
in multiple locations with multiple iterations. This removes the constraint of a large
dataset needed to train a model normally. As the model gets trained at edge, data
need not be shared, and the trained model gets updated, thereby preserving patient
privacy.

Fig. 2 Federated learning at edge nodes
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Data for the device-hosted models are collated from the edge nodes of edge
intelligence subsystem. And the data is not independently, identically distributed
due to the heterogeneous nature of the devices. A central orchestration mechanism
organises the training but will not be accessing individual edge device’s data. The
steps involved in FL with respect to a model can be summarised as:

1. Initially, the ML model from cloud is distributed to Edge 1, Edge 2, etc. and is
updated using the locally sensed data.

2. These edges send the local updated model to the cloud.
3. The server at cloud aggregates the local model sent by edges into the global

model.
4. The server sends the global model to all the edges concerned.
5. The edges integrate the global model, into their local model.

The communications between the edges and the server are encoded in binary
format describing the updates along with any meta-data. This way the patient data
privacy is ensured in addition to the no-sharing data policy. Several open challenges
still exist in the areas of adaptation of an appropriate neural learning architecture for
FL, data partitions that are to be made vertical or horizontal and others. Despite such
challenges federated learning along with data processing at edge reduces the data
travel time in the network, which will result in reduced latency and power require-
ments. Federated learning will be focussed more in our future work comprising of
AWS cloud services (Green Grass for Edge services) and Raspberry Pi boards as
edge nodes.

3.3 E-Health+ Process Flow

The process flow of the E-Health+ system is summarised in Fig. 3, where based on
patients’ requests arising due to health needs or the alarm raised due to the anomalistic
sensor data, the data pre-processor swiftly decides on the nature of the situation as to
emergency or not and appropriately routes the aggregated data to edge intelligence
subsystem or to the cloud for deep analytics. The edge intelligence subsystem is the
Open API services running in the edge server. It categorises the request based on
the severity, nature and complexity to push it either to the federated learning or the
resource allocation module. Here the selection between the two is facilitated by the
core services running in the server.

The communications from the edge server to these modules belong to the publish/
subscribe method where the server just pushes the requests down the queue, thereby
preventing any time delay. Both the FL and RA modules pick the requests as it
keeps checking for new messages from the server. Resource allocation framework
is a mechanism envisioned to route and designate suitable edge nodes to process the
data quickly to obtain insight. With FL, the data is held at the patients’ device which
is acted upon by the ML algorithm to get the appropriate course of action. And the
result is pushed back to the server, which can route it to the user.
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Fig. 3 Flow Diagram for EHealth System

3.4 COVID-19 Data Analysis

As part of our current work, we wanted to reaffirm the fact that by applying appro-
priate machine learning algorithm at edge devices, we can extract a wealth of
hidden inferences from the sensed patient data. With this inference at hand, we
can advise/ alert the connected patients accordingly. So, we started with the analysis
of COVID-19 data from github [20], to gain appropriate insights about the nature of
the pandemic, and come upwith some predictions.We pre-processed and cleaned the
data for inconsistencies using Python Scikit Library. Statistical summary, plots for
COVID-19 cases, deaths worldwide, summary for cases in India have been generated
which quickly summarise the COVID-19 scenario currently.

Starting with the worldwide COVID-19 summary (Fig. 4) clearly indicates the
significant rise in the new confirmed, active and recovered cases, despite themarginal
rise in death rates. This can be attributed to the improvement in the diagnosis,
treatment and facilities like oxygen supplies ramped up by the governments.

COVID-19 cases summaryworldwide since the year 2020 till date showanupward
trend indicating the situation to be in the rise including second and third waves in
different countries depending on the containment measures adapted. It can also be
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Fig. 4 COVID-19 summary as of Aug 2021

noted that, the death count is not rising in the same rate as that of COVID-19 case
count indicating the recovery rate to be increasing, which is a promising trend in
reduced mortality rate during second and third waves of this pandemic.

When comparing the current state of quick-paced vaccination progress (Fig. 5) in
India and the rise in the new cases count, it clearly indicates the pandemic is not over.
And the world still needs all the precautionary measures to be followed indicating
the recovery rate to be increasing, which is a promising trend in reduced mortality
rate during second and third waves of this pandemic.

It can also be noted that the vaccination drive in India has reached above 70
lakhs in September when compared with worldwide vaccination. And the dip in
the vaccinations on certain dates corresponds to the non-availability of vaccines in
different states.

The new COVID-19 cases count (Fig. 6) continues on a declining note with due
credit for the aggressive vaccination drive adapted by the government.

Further, analysis based on the type of viral transmission presented in Tables 1
and 2 help us in quickly understanding the nature of the infection that was spreading
due to the factors like population per square metre and the absence of face masks to
block the viral entry into our system in different countries.
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Fig. 5 Vaccination summary—India

Fig. 6 New COVID-19 cases in India
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Table 1 Countries with COVID-19 transmission type as “sporadic cases”

Name Cases—cumulative
total

Deaths—cumulative
total

Transmission
classification

2 India 11,112,241 157,157 Clusters of
cases

4 Russian Federation 4,257,650 86,455 Clusters of
cases

8 Italy 2,925,265 97,699 Clusters of
cases

24 Portugal 804,562 16,317 Clusters of
cases

34 Morocco 483,654 8623 Clusters of
cases

38 Japan 432,773 7887 Clusters of
cases

44 Slovakia 308,083 7189 Clusters of
cases

45 Malaysia 300,752 1130 Clusters of
cases

48 Nepal 274,143 2774 Clusters of
cases

50 Kazakhstan 262,725 3389 Clusters of
cases

52 Bulgaria 247,038 10,191 Clusters of
cases

55 Azerbaijan 234,537 3220 Clusters of
cases

64 Slovenia 190,081 4111 Clusters of
cases

66 Egypt 182,424 10,688 Clusters of
cases

74 Myanmar 141,896 3199 Clusters of
cases

79 Bahrain 122,395 449 Clusters of
cases

81 Albania 107,167 1796 Clusters of
cases

3.5 Results and Discussion

In the steady state of improvements seen with respect to COVID-19 cases, we have
taken the active and recovered cases for comparison (Fig. 7) since the onset of the
pandemic for different countries. And it can be clearly understood that the number of
active cases is higher in India, despite the fact that the recovered cases are reported to
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Table 2 Countries with COVID-19 transmission type as “Cluster of Cases”

Name Cases—cumulative
total

Deaths—cumulative
total

Transmission
classification

41 Saudi Arabia 377,383 6494 Sporadic cases

97 Singapore 59,936 29 Sporadic cases

124 French Polynesia 18,387 139 Sporadic cases

153 Djibouti 6066 63 Sporadic cases

174 Liechtenstein 2642 52 Sporadic cases

183 Monaco 1953 24 Sporadic cases

190 Cambodia 820 0 Sporadic cases

193 Bermuda 705 12 Sporadic cases

194 Faroe Islands 658 1 Sporadic cases

196 Mauritius 610 10 Sporadic cases

199 Cayman Islands 438 2 Sporadic cases

201 Brunei Darussalam 186 3 Sporadic cases

203 Grenada 148 1 Sporadic cases

206 Timor-Leste 113 0 Sporadic cases

207 Fiji 59 2 Sporadic cases

208 New Caledonia 58 0 Sporadic cases

Fig. 7 Summary of active and recovered cases
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Fig. 8 Daily vaccinations summary for countries

be higher than the active cases. Also, it is to be noted that India ranks as the topmost
level (Fig. 8) in terms of daily vaccinations when compared with the other countries
considered.

Based on the exploratory data analysis carried out with the COVID-19 data, we
could gain certain insights on the pandemic and try to look for unconventional ways
to address the health issues faced by patients around the world. COVID-19 along
with other emerging global epidemics, clearly indicate, healthcare solutions need to
be innovative and time sensitive in order to save lives. In this aspect, our proposed
system can provide a latent, remote health assistance anytime, anywhere.

The novelty of our proposition lies in the combinatorial deployment of using AI
through federated learning and effective resource allocation framework that reduces
latency. Although results in the above two significant research areas have shown to
reduce latency in different domains, our objective is to prove that by integrating these
two areas in the healthcare domain, a secure remote reliable and time bound health
assistance can be provided for patients through our proposed work.

4 Conclusions and Future Enhancements

In this chapter, we proposed E-Health+ system which is a contactless digital health-
care solution that can provide automated, personalised healthcare assistance based
on the current health conditions of patients in pandemic situations or otherwise. The
proposed system is to be evaluated with verifiable performance metrics with respect
to latency and edge computing capabilities.We also performed a detailed exploratory
data analysis on COVID-19, which helped in understanding the role artificial intelli-
gence in understanding the vast amount of data generated by sensor devices to derive
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useful insights. Similar to these machine learning techniques used in analysis, appro-
priate learning models can be developed and deployed in the edge devices which is
the next step in our work. This can help in achieving our objective to reduce latency
and provide contactless health care.
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Diabetes Disease Diagnosis Using
Machine Learning Approach

Sonali Goyal, Neera Batra, and Kritika Chhabra

Abstract Diabetes is a condition in which blood glucose, called as blood sugar, is
high in an abnormal way. If the prediction of disease is possible at an early stage,
then the risk factors associated with diabetes can be considerably lower in severity.
The main problem and highly challenging task are to predict diabetes accurately,
and the reason of this challenge is the diabetes dataset’s insufficient number of labels
data and the existence of outliers. This research paper proposes a strong framework
to predict the disease with the help of different types of machine learning (ML)
algorithms: K-nearest neighbor (KNN), support vector machine (SVM), decision
trees (DTs), Naive Bayes (NB), and logistic regression (LR). For implementation,
a dataset has been taken from a PIMA database consisting patient’s health record,
and these five machine learning techniques are applied to that dataset. A comparison
between all the algorithms is presented in this paper. The motive of the paper is
to provide assistance to doctors with their practitioners for the early prediction of
diabetes using ML algorithms.

Keywords Data mining · Predictive analysis ·Machine learning algorithms ·
Healthcare · Diabetes

1 Introduction

Diabetes is a well-knownword in today’s globe, and it poses significant issues in both
countries: developed and developing [1]. The pancreas produces the insulin hormone,
which permits glucose to flow from food into the bloodstream. This problem, called
as diabetes, occurs by a lack of hormone generated by pancreatic dysfunction,
which can cause number of diseases: coma, retinal failure, joint failure, peripheral
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vascular diseases, cardiovascular dysfunction, cerebral vascular dysfunction, ulcers,
sexual dysfunction, and pathogenic immune effects [2]. T1D (Type-1) diabetes is
a metabolic illness characterized by high-blood glucose (BG) symptoms caused by
inadequate endogenous insulin synthesis. In the Type-1 diabetes (T1D) research
community, accurately predicting the levels of blood glucose has long been a type of
challenge. Given the substantial heterogeneity in blood glucose among people, the
best known theoretical compartment models frequently necessitate the identification
for the model parameters that may be patient dependent [3]. Furthermore, an actual
variation within an individual with different times of the day can create modeling
becomes increasingly challenging [4]. Type 2 diabetes, on the other hand, is the most
prevalent category, where the body is unable to effectively use the insulin produced
[2]. In persons with diabetes, chronic hyperglycemia raises the risk of microvascular
damage, which can lead to neuropathy, retinopathy, and nephropathy. As a result,
diabetes is the primary cause of blindness and visual impairment in people in devel-
oped countries [2], accounting for more than one million lower limb amputations
each year. Diabetics are also at an increased risk of macrovascular problems, since
they are number of times more likely than non-diabetics to develop cardiovascular
disease (CVD). If calculation is done for diabetes among adults category which are
over 18 years old, it has climbed from 4.7 to 8.9% between 1980 and 2014, according
to research, and is quickly increasing in countries [1]. According to statistics from
2017, 460 million people globally had diabetes, with that number expected to rise to
697 million by 2046 [1]. Another statistical study [1] demonstrates the severity of
diabetes, reporting that nearly half a billion people globally have diabetes, with the
numbers expected to rise to 26% and 52% in 2031 and 2046, respectively. Although
there is no long-lived treatment for this disease, it can bemanaged aswell as prevented
if and only if an accurate early diagnosis is made. An analysis has been done on how
much increase is there in publications with respect to year from 2005 to 2019 and it
is shown in Fig. 1.

In last some years, lots of strategies were proposed and posted for the prediction of
this diabetes disease by using number of algorithms: logistic regression, Naive Bayes
(NB), support vector machine (SVM), K-nearest neighbor (KNN), and decision tree

Fig. 1 Number of
publications w.r.t year
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(DT). Recent traits in ML have enhanced the functionality of computer systems so
that they can easily identify and label the given images, identification, and translation
of speech, to play video games that includes skills and better IQ, disease prediction,
and finally, it helps in taking decisions over data. For all these applications of ML,
one of the main tasks is training, i.e., to train a computer system in a way that
they can perform like humans or may be better than a human [5]. A number of
supervised learning algorithms are there which can be used for training purpose with
data labeling and after that, testing data will be used for the evaluation purpose. The
remaining part of paper is organized as follows. In Sect. 2, it describes the literature
review. Sections 3 and 4 provide the dataset used, methodology, and ML algorithms.
Finally, results are defined in the Sect. 5, and future work is concluded in Sect. 6.

2 Literature Review

In last some years, there are number of researchers who worked in the area of data
mining as well as predictive analysis mainly in healthcare industry with other areas
for the prediction of the future challenges. There are number of data mining sources
for the collection of data, data analysis, and prediction analysis. This paper focuses on
machine learning algorithms for predictive analysis. There are number of researchers
who worked for this area in healthcare industry. For this, some papers are mentioned
here. In [6], Karik et al. use recent advances for the data analysis and its imple-
mentation in the healthcare area. This paper measures the diabetes disease while
considering number of constraints and it provides an efficient platform for predictive
analysis. A new visualization-based method is proposed in [7]. The aim of this paper
is to find predominant features to predict whether tumor is benign or malignant.
Exploratory data analysis technique is used for this prediction. Histograms are used
in this paper to display a bivariate analysis of standard error, mean with worst mean
providing the actual differences for every attribute. Nahla H. Barakat and Andrew P.
Bradley define diabetes disease which is a public health issue worldwide. This paper
[2] uses a number of machine learning algorithms for the diagnosis, prognosis as
well as management of diabetes. This paper uses a hybrid system for the diabetes
diagnosis in which SVM is used for diabetes diagnosis and prediction with rule-
based component which is used for providing comprehensibility. Results show that
this hybrid model is of high quality in terms of accuracy for diagnosis and prediction.
In [8], Protima et al. presented a complete survey of detection for four most severe
brain diseases likeAlzheimer’s disease (AD), epilepsy, and Parkinson’s disease using
ML and deep learning approaches. A review is on the basis of 147 recent papers on
category of types of brain diseases using ML and DL approaches with twenty two
datasets. A review of number of feature extraction methods is used for brain disease
diagnoses, and a summary is finally designed for the major issues occurring in these
areas (ML andDL).With the help of this study, it is easy to find themost accurate way
to detect different brain diseases in betterment of future. In paper [9], a comparison is
made between numbers of machine learning techniques to predict the advanced liver
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fibrosis present in chronic hepatitis C patients. A number of models were developed
in this paper using particle swarm optimization, genetic algorithm, decision tree, and
multi-linear regression. There are some parameters (sensitivity, specificity, criteria
point, PPV, NPV, correlation coefficients, ROC, and accuracy) used in prediction of
the advanced fibrosis by using some models (PSO, GA, MReg, ADT, and ADT*).
Highest accuracy is achieved by proposed model using ADT* algorithm.

3 Dataset Used

In this proposed work, PIMA dataset is used; it is downloaded easily from the UCI
repository. This dataset is having 770 patient records of Indian women along with
9 attributes. In Table 1, all the attributes used in this paper are mentioned and in
Table 2, and there basic data statistics is defined. All the female patients are there in
this dataset who belongs to Pima Indian heritage. The aim of this work is to predict
diabetes disease: if a person has diabetes or not on the basis of medical measurements
of the patient.

Table 1 Attributes of dataset

Attributes Explanation

No_pregnancy Number of pregnancies

Glu_conc Plasma glucose concentration

Bp_dias Diastolic bp value

Insulin Insulin

BMI Body mass index

Age Age

Diabetes Diabetes (Yes/No)

Table 2 Attributes with dataset statistics

Attributes Count Mean Min Max Std

No_pregnancy 750 2.74 0.00 16 2.26

Glu_conc 750 119.79 0.00 198 30.87

Bp_dias 750 59.0 0.00 121 18.25

Insulin 750 78.69 0.00 845 114.1

BMI 750 30.89 0.00 66.0 6.78

Age 750 32.14 20.0 80.90 10.66
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4 Methodology

Data mining, it is a process of finding out the data and fetching the appropriate infor-
mation from large datasets by using number of data mining techniques like machine
learning, artificial intelligence, and database systems. From these techniques, number
of techniques of machine learning is used in this paper for diabetes prediction. This
area provides a number of computer algorithms which helps to convert the raw data
into meaningful information by the computer systems. Machine learning algorithms
are basically of three types which are shown in Fig. 2.

Supervised learning means a technique where machine is trained using data or
information which is well labeled. It is mostly used for classification and regression
problems [10]. For e.g., to find email is spam or not, weather forecasting, stock anal-
ysis, etc. Unsupervised learning means machine is trained by using unlabeled data,
and in this, it allows the machine to act accordingly on that information without any
supervision. It includes association and clustering problems. For e.g., sales functions,
word associations, etc. Reinforcement learning means in which an agent is put into
an environment, and his task is to behave in that environment with the help of certain
actions and by observing the rewards, it is getting from those actions. For e.g., self-
driving cars [11]. This research paper evaluates the accuracy of five ML algorithms
for the analysis of prediction for diabetes disease in healthcare so supervised learning
is used in this work. The basic model that how supervised learning algorithm works
is shown in Fig. 3.

Figure 4 shows an example of supervised category of learning classification tech-
nique. In supervised category, machine is actually fed with labeled data for the
training purpose, where machine learns about each type of dataset. When training

Fig. 2 Classification of machine learning



234 S. Goyal et al.

Training Dataset 

Supervised Algo-
rithm

Prediction/Classifica-
tion 

Model New Input Data 

Fig. 3 Supervised learning model

Fig. 4 Example of supervised learning model

process completes, the machine is now tested on the basis of test data, and finally,
output is predicted [3]. This research paper uses five machine learning algorithms for
the prediction of diabetes. These five algorithms are support vector machine (SVM),
K-nearest neighbors (KNNs), logistic regression (LR), decision tree (DT), and Naive
Bayes (NB).

5 Discussion Results

In this paper, five ML algorithms were taken for the experiment, and the name of
these algorithms are support vector machine, K-nearest neighbor, logistic regression,
decision tree, and Naïve Bayes. PIMA dataset is used by all these algorithms. This
dataset is divided into two parts: one for training, other is for testing, and the ratio of
training and testing is 70:30. These five algorithms are applied on this dataset, and
results are calculated. The main attribute used for the evaluation of these algorithms
is accuracy prediction. Accuracy means to calculate the overall success rate of an
algorithm. The formula for calculating accuracy is
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Accuracy = (TP+ TN)/(P+ N)

Here, TP means all predicted true positive, TN means true negative, and both
these factors are divided by all positive and negative. There is a table also which is
showing all the possible cases predicted by these five algorithms, i.e., true positive
(TP), true negative (TN), false positive (FP), false negative (FN). In this paper, true
positive means actual and predicted diabetes. False negative means actual diabetes
but predicted to not diabetes. False positive means predicted diabetes but not actual
diabetes. True negative means not actual diabetes and not predicted diabetes. From
this Table 3, it is shown the indication of if patient will have diabetes or not.

Figure shows the results of accuracy by using five ML algorithms where support
vector machine gives 76% accuracy, K-nearest neighbor gives 76% accuracy, logistic
regression gives 73% accuracy, 70% accuracy is achieved by decision tree, and
Naïve Bayes gives 73% accuracy. I means support vector machine and K-nearest
neighbor provides highest rate of accuracy which is 76%. From these results, it can
be concluded that SVM and KNN algorithm prove appropriated for the patients to
predict the status of diabetes (Figs. 5 and 6).

Table 3 TP, FP, TN, FN predicted by algorithms

Algorithm TP FN FP TN

Support vector machine 35 17 35 139

K-nearest neighbor 40 19 22 135

Logistic regression 42 22 34 125

Decision tree 58 46 16 100

Naïve Bayes 50 30 26 115
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6 Conclusion and Future Work

Analysis of prediction in healthcare industry has changed the outlook that how
medical researchers achieve useful information frommedical dataset and accordingly
take the decisions. This paper uses five ML algorithms, i.e., SVM, DT, KNN, LR,
and NB for the analysis of prediction about diabetes. It can be seen from the obtained
results that highest accuracy of 77% is achieved by both SVM and KNN algorithm
as compared to other three algorithms used in this paper for diabetes prediction. So,
it can be concluded that these both algorithms, i.e., SVM and KNN are appropriated
for diabetes prediction. There are some limitations of this research like dataset is
small, and there may be some missing values sometimes. So, for higher accuracy
and to recover these limitations, dataset can be enlarged with zero missing values.
In future work, number of techniques can be employed in this paper for dealing with
the problem of missing values.
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Efficient Virtual Machine Migration
Algorithms for Data Centers in Cloud
Computing

Krishan Tuli, Amanpreet Kaur, and Manisha Malhotra

Abstract As the technology is growing at a rapid pace, there is an increased demand
for various cloud resources and resultant of which is the establishment of large
number of cloud data centers (CDCs). A single cloud data center consumes large
amount of energy, and eventually, it will lead to the higher operational cost and
emission of carbon. To reduce the consumption of energy with better utilization of
resources, different virtual machine (VM) and its consolidated approaches have been
considered for the dynamic utilization of resources. In this paper, proposed enhanced
artificial bee colony (PEA) has been proposed for better migration and placement of
various VMs and physical machine (PM) dynamically. There are two distinct phases
in this algorithm. Firstly, selection for the location of PM with access delay to the
location where it needs to be migrated and secondly, reduction in number of VM
migrations. Further, proposed approaches are compared to in terms of SLA-V, energy
consumption, number of hosts shutdown, and resource utilization. Results show the
gradual reduction in SLA-V by 20 and 31%, number of migrations by 16 and 25%
and increase the resource utilization by 8%. There is a better improvement of 13% in
energy consumption has been observed in the proposed method compared to others.

Keywords Cloud computing · VM placement · VM migration

1 Introduction

Cloud computing has made the revolution in the industry of technology by the provi-
sioning in the on-demand service of resources to various users. These on-demand
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services have reduced the cost of many organizations as it is based on pay-as-you-
go model. Many individuals and organizations can outsource various cloud services
based on their demand of high-performance hardware, software applications, and
licensed platform applications. Many organizations are dependent on various cloud
services, and they prefer to outsource rather getting their private data centers for
their various business needs. A cloud data centers need huge investment for its
development, maintenance, and in management. As the demand of cloud services is
increasing at a large scale, there is increased demand in establishing data centers as
well. Therefore, it may cause a big problem of energy consumption by these cloud
data centers. There is an increase of around 56% in energy consumption from 2005
to 2010 [1], and it has been reported that huge amount of energy consumption is
only due to the mismanagement of resources at the various data centers [2]. As per
the study [3], such servers are utilizing the energy consumption from 10 to 50% and
this recorded for 5000 servers over a period of six months for monitoring the energy
consumption behavior. There are several ways to reduce the energy consumption for
the cloud data centers like switching the servers or power it off when it is not in use.
Such use of energy consumption will result in the wastage of resources, and it will
also increase the total cost of proprietorship. Such idle servers can consume up to
70%of the total consumption, and it will also have the impact on the environment due
to higher carbon emission. As per the estimation by author [4], the carbon emission
by CDC is 2% of global emission. There are two possible reasons for such wastage
of power consumption in CDCs. Firstly, it is due to the inefficient usage of resources
into the data centers and secondly due to the virtual machine (VM) migration and
placement. Placement refers to the overloading and underloading VMs. When a host
is using available resources but for completion of task, host needs more resources
than such state is said to be overloaded. On the other hand, a host is known to be
underloaded if the total number of available resources are less than or equal to a
certain threshold level. Further, the overloaded hosts can lead to the problems of
service level agreement violation (SLA-V), and cloud providers need to pay the
penalty on the basis of SLA violations to the customer.

If one host is facing underloaded problem, then all the VMs need to be migrated
to other hosts using live migration technique [5], and other underloaded hosts need to
be powered off as per their need. This is the best way to reduce energy consumption
as the servers which are now in working state need to be powered off. However,
the consolidation of virtual machines may cause degradation of performance due
to increase demand of resources. Further, if required resources will not be avail-
able to the user for processing, then it will lead to late response time and it may
cause application failure. There are various approaches that have been proposed by
many researchers to improve the utilization of resources with reduction in energy
consumption. To reduce all such issues, we have proposed an approach for efficient
VM migration approach keeping minimum SLA violation.

The proposed method is divided into four phases:

(a) First and second phase are used to detect the overloaded and underloaded hosts.
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(b) Third phase is used for VM migration from various overloaded hosts to
underloaded hosts.

(c) Last phase is used to detect other overloaded and underloaded hosts and make
the final migration and placement of virtual machines.

Further, this approach is having two main features:

(a) To select the location of physical machinewhich hasminimumdelay compared
to other PMs where the VM needs to be placed.

(b) To get the minimum number of migrations.

Resultant of this is the total number of migrations are reduced and hosts that are
underloaded need to be powered off, which leads to reduction in energy consumption.

2 Related Work

The last decade had witnessed the scientific community being focused toward
achieving energy efficient resource utilization for cloud environment. The virtu-
alization technology has been the one of the most important aspect to achieve this
goal. Therefore, many researchers had also been taking advantage of concept of
optimization in order to achieve efficient resource allocation with minimal CPU and
power consumption [5].

To address the VMmigration issues, a variety of approaches have been proposed.
Static resource scheduling algorithms including round-robin (RR), weighted RR, and
destination and source hashing scheduling are among them. Dynamic methods, such
as bin packing (BP), are another choice. Bin packing approximation algorithms are
first fit algorithm (FF), best fit algorithm (BF), first fit decreasing algorithm (FFD),
best fit decreasing algorithm (BFD), and modified BFD (MBFD).

A BP-based heuristic is used to investigate a concrete method for controlling the
number of VMs migrated [6]. The approach prevents the migration of VMs with
consistent workloads, which decreases the number of migrations. Beloglazov et al.
propose a threshold-based VMmigration optimization after a first fit BP process [7].
A multi-dimensional space partition model is used to coordinate different resource
loads [8]. The resource space was divided into three categories by the authors:
acceptance, protection, and forbidden domain. From the former to the latter, VM
takes precedence. The given solution will effectively reduce the number of physical
machines (PMs) required by making maximum use of the complementary resource
requirement. Song et al. (2013) present an adaptive approximation algorithm based
on the migration of BP and VMs. VMs are divided into four categories, ranging from
small to big, for the one dimension case, and then packed according to the categories.
It has been established that the algorithm is approximate. Only the number of batch
VM migrations can be reduced using the algorithm. However, it cannot guarantee
the number of VMs that will be migrated [8].

A new formulation: multi-capacity stochastic BP problem is proposed, which is
similar to but different from BP. The new one differs from multi-dimensional BP in
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that it believes that a part of one resource allocated to one VM is only used by that
VM. Multi-capacity BP more realistically captures server resource characteristics.
To reduce the amount of stochastic resources used, a two-stage heuristic algorithm
is provided [9]. Heuristics based on BP are often widely used to save resources by
reducing the number of services needed.

A significant number of evolutionary methods have been explored to address the
optimization problems of cloud data centers, according to the literature review.

3 Proposed Enhanced Artificial Bee Colony (PEA)

For VM migration, PEA works on four different phases as shown in Fig. 2. The
following are the various stages in the form of flowchart that shows how they are
employed for VM migration. First of all, underloaded and overloaded hosts need
to be detected across all the cloud centers. In this phase, the VMs from overloaded
PMs need to be migrated to the underloaded PMs according to its nearby location.
The reason to get the nearby locations is that it gives minimum delay to the cloud
user. This process follows till all the overloaded PMs goes to its normal state. A
list of pending overloaded and underloaded PMs is returned to the final migration
algorithm. Moreover, all the PM list is further divided into two halves. The VMs that
are there in first half list (FHL) will be migrated to the second half list (SHL). When
all the PMs from SHL become normal, the VMs from pending PMs will be migrated
to new or other PMs. The detailed phase is discussed in the next subsections (Fig. 1).

3.1 Detection of Overloaded Hosts

When an VM is allocated in the first phase, the algorithm analyzes the overloaded
PMs periodically across all the data centers. This algorithm detects the overloaded
hosts that are running in data centers and place all these overloaded hosts in the
overloaded host list, and further, this list will be passed to migration and placement
algorithm. Algorithm 1 is used to perform the detection of overloaded hosts in all
the data centers.



Efficient Virtual Machine Migration Algorithms … 243

Fig. 1 Migration management SIM-cumulus architecture

Algorithm 1 Overloaded Host Detection

Input: PM List = List of all the PMs in the Data Centers

Output: List of Overloaded PMs.

1: Initialize pmUtilization = 0

2: Initialize pmTotalCapacity = 0

3: Initialize overutilizedList = 0

4: for all PM in PM List do

5:      pmTotalCapacity.get.TotalMips[PM]
6:      pmTotalCapacity.get.TotalMips[PM]

7:     if (pmUtilization ≥ pmTotalCapacity) then

8:        Add PM to overloadedPMsList

9:      end if
10: end for 
11: Return
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Fig. 2 VM migration flowchart

3.2 Detecting Underloaded Hosts

In the given phase, first of all, all the PMs need to be detected that are running at
below threshold. Lower value of threshold is 35% of the total CPU. A complete list of
underloaded hosts needs to be figure it out, and further, it is passed for the migration
and placement of VMs. From the algorithms, once we have detected overloaded
hosts, the next step is to get the underloaded hosts.
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Algorithm 2 Underloaded Host Detection

Input: pmList = PM List i.e PM1, PM2, PM3….PMn
Output: underloadedPMsList

1: Initialize pmUtilization = 0

2: Initialize pmTotalCapacity = 0

3: Initialize lowerTheshold = 0

4: for all PM in pmList do

5:    pmTotalCapacity = PM.get.TotalMips[PM]
6:    pmUtilization = PM.get.Utilization[PM]

7:    lowerThreshold = pmTotalCapacity × 35/100

8:    if (pmUtilization ≤ lowerThreshold) then

9:          Add PM to underloadedPMsList

10:  end if
11: end for
12: Return underloadedPMList

In the above algorithm, host utilization is checked based on the lower threshold.
PM total capacity is holding the MIPS of PMs. In the step 4 of the algorithm, all
the PMs need to be analyze one by one in their data centers. Further, in step 7,
it is calculating the lower threshold from the total capacity of the PMs and their
lower value of threshold which is 35%. After evaluation of all the PMs from the data
centers, complete list of underloaded hosts is prepared. This list is further send to
the migration and placement algorithm for finally migration and placement of virtual
machines.

3.3 Migration and Placement of VM

This is the next phase in which VMs of underloaded hosts from Algorithm 2 need
to be migrated to the other underloaded hosts based on user’s location. Data centers
which are near to VMs need to be migrated because they are have minimum delay.
Once detection of underloaded and overloaded host is done, next step is tomigrate the
virtual machines. The migration will be done from overloaded hosts to underloaded
hosts. The main focus is on the nearby PMs because they give minimum delay in
providing the service to the other cloud hosts. The list of underloaded PMs needs to
be sorted in descending order for VM migrations [10, 11]. First of all, the VMs will
be placed from overloaded to underloaded PM. Then, in Algorithm 3, it analyzes the
overloaded PM from the list of overloaded PM. Selected overloaded hosts need to
be sorted in ascending order considering utilization of MIPS. In Algorithm 3, line
11, the size of VMs is compared with the available underloaded PMs. If capacity
on underloaded PM is not capable to handle, then VM is placed and next PM is
selected for the VM. At last, list of pending underloaded and overloaded PMs is
finally returned to migration algorithm [12].
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Algorithm 3 VM Migration & Placement

Input: underloadedPMsList and overoadedPMsList

Output: underloadedPMsList

1: Initialize undrloadedPMs.sortDec()
2: for all OPM in overloadedPMsList do

3:   RemOverLoadedHosts = overloadedPMsList − 1

4:   OPM.VM.sortAsc()

5:   for all VM in overloadedPMsList do
6:      for all UPM in underloadedPMsList do

7: RemUndLoadedHosts = underloadedPMsList − OPM

8:          if (uderloadedPM.location == VM.location) then

9:             if (VM.size ≤ underloadedPM.size) then

10:           Add PM to underloadedPMsList
11:           PlaceVM(undrloadedPM, VM)

12:   addNormalList1(undrloadedPM, PM.ID)

13:         end if

14:      if ((underloadedPMlist == 0) && (RemOverLoadedHosts == 0)) then

15:         break;
16:      end if

17:   end for

18: end for

19: Return underloadedPMsList

3.4 Final Migration

This is the last phase of proposed algorithm. In this given phase, there are some
pending overloaded and underloaded hosts. This migration is executed only when
the underloaded and overloaded hosts list are finalized, and VMs are migrated from
overloaded PMs to underloaded PMs. Final migration is done from the pending list
of underloaded and overloaded host list. Algorithm 4 divides the underloaded PM
list into two halves. First one is known as first half list (FHL), and second one is
called second half list (SHL). The VMs in the FHL are migrated to SHL. In this way
of migration, there are two benefits. Firstly, the number of migration is reduced and
secondly, increases in host shutdown.
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Algorithm 4 Final Migration

Input: underloadedPMsList

Output: FinalizedList

1: Initialize FirsthalfUnderPM

2: Initialize SecondhalfUnderPM

3: undrloadedPMs.sortDec()

4: for all FHPMs in FirsthalfUnderPM do  
5:     for all SHPMs in Secondhal fUnderPM do

6:        for all VM in Secondhal fUnderPM do

7:          if (VM.size < FHPMs) then

8:             PlaceVM(FHPMs, VM)   
9:             Break;

10:            if (FHPMs.utilization == 0) then

11:               Break;

12:            end if

13:        else
14:           Break;   

15:        end if

16:      end for

17:   end for

18: end for

4 Results and Validations

To obtain the result of PEA approach, the algorithm is compared based on SLA
violation, energy consumption, hosts shutdown, number of migrations, and resource
utilizations. The illustration of the ordinal measures and the results are given by
Table 1.

The proposed work shows significant improvement due to the selection of appro-
priate VMs on the appropriate host by utilizing the idol time of the VMs at the hosts.
As a result, more power is preserved as shown in Table 3 when analyze over 10,000
VMs. The migration analysis shows that the average VM migrations observed for
Nashaat et al. are 2802.18 which is 2123.18 using Masdari and Khezri. In compar-
ison with these two works, the PEA achieved only 1637.41 migrations. This exhibits

Table 1 Ordinal measure Maximum number of VMs 10,000

Minimum number of VMs 200

Supplied load 106MIPS

Total number of simulations per VM set 100

Maximum number of simulations 10,000 × 100

Implementation tool Python

Tool set Spyder

Platform Anaconda
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an average improvement of 1164.76 and 485.76 observed for PEA with respect to
Nashaat et al. and Masdari and Khezri, respectively. The unit improvement with
respect to increase in the number of VMs is further illustrated in Fig. 3. It is observed
that the unit improvement in terms of VMmigrations lies between 0.3838 and 0.4766
with an average unit improvement of 0.4275.

As the number of VMs is increased, there is considerable increase in the power
consumption either using existing works or the PEA. However, it is observed that the
average power consumption of PEA is only 286.62 in comparison with 512.20 using
Nashaat et al. and 378.29 using Masdari and Khezri. In other words, this shows that
the PEA exhibits 225.57 and 910.66 units less power consumption as compared to
the Nashaat et al. and Masdari and Khezri, respectively. The unit wise improvement
observed against two existing works is illustrated in Fig. 4 that shows that the unit
improvement for power consumption ranges from 0.376 to 0.485 for Nashaat et al.
and from 0.202 to 0.294 forMasdari andKhezri work. The average unit improvement
demonstrated by PEA against Nashaat et al. and Masdari and Khezri is 0.435 and
0.243, respectively.

The quality of service delivered at the client side is determined by the number of
SLA-V. The SLA-V analysis of the PEA shows that it exhibits least SLA-V with an
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average value of 0.7011 followed by Masdari and Khezri of 0.759 and Nashaat et al.
of 0.769. This shows that PEA exhibits 0.058 and 0.068 less SLA-V as compared
to average SLA-V of Masdari and Khezri and Nashaat et al., respectively, when
analyzed over 10,000 VMs.

The unit improvement in terms of SLA-V observed for PEA against each variation
in the number of VMs used for the experimentation is shown in Fig. 5. It is observed
that the unit improvement lies between 0.0025 and 0.3059 when compared against
Nashaat et al. and between 0.0072 and 0.234 when compared against Masdari and
Khezri. In other words, PEA exhibits an average unit improvement of 0.091 and
0.792 units against Nashaat et al. and Masdari and Khezri, respectively. The detailed
simulation analysis in terms of three important criteria shows that the PEA success-
fully reduced the number of VMmigrations evenwith increase in the number of VMs
in each step. Further, it is observed that in comparison with the existing studies. PEA
exhibits least power consumption and SLA-Vs, when analyzed using 10,000 VMs.

5 Conclusion and Future Works

Energy consumption and environmental sustainability ofmodernCDCs have become
a major concern for cloud service providers (CSPs). Due to the increasing demands
for cloud services, CSPs are interested in the realization of energy-efficient methods
to significantly reduce energy consumption. In this paper, we present VM migration
and placement approach that significantly improves the energy consumption andQoS
provisioning in CDCs. The proposed approach is based on the principle of migrating
VMs from overloaded hosts to underloaded hosts while keeping the location (of
VMs/users) intact with less delay that ultimately leads to a reduction in energy
consumption. The obtained results demonstrate that our approach reduces energy
consumption by 13%, reduces SLA violation by 15%, the number of hosts shutdown
by 10–13%, the number of migrations by 19%, and resource utilization by 20% as
compared to the existing approaches.
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Lung Disease Detection Using Machine
Learning Approach

Neera Batra, Sonali Goyal, and Kritika Chhabra

Abstract The objective of this work is to identify clinical factors that modulate the
risk of progression to lung diseases such as asthma, chronic obstructive pulmonary
disease (COPD), emphysema, lung cancer, bronchitis, and allergies among patients
using data extracted with assistance from machine learning algorithms. In this work,
we have gathered 250 instances along with 14 attributes. These information have
been gathered from patients experiencing various lung illnesses alongside different
indications. The lung illnesses trait contains two sorts of class which are ‘Positive’
and ‘Negative.’ ‘Positive’ implies that the individual has lung illness. The dataset
has been trained using K-fold cross-validation technique. Four machine learning
algorithms have been used for analysis which are logistic regression, random forest,
KNN, and Bayesian networks.

Keywords Lung diseases · Logistic regression · Random forest · KNN · Bayes
net · Machine learning algorithm

1 Introduction

In the world, respiratory disease is the major cause of morbidity and mortality. The
most common main diagnosis among four common respiratory disorders, including
COPD, was asthma in the Indian subgroup of the Asia-Pacific burden of respi-
ratory diseases research. The most major contributors to the disease burden were
lost productivity and drug costs. In India, secondary data analysis from the second
phase of the Indian Human Development Survey revealed that asthma prevalence is
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increasing. Asthma prevalence was higher in impoverished states and among people
who lived in homes that used solid fuels. Currently, the precision of lung disease
plays an important role. Data mining helps in uncovering hidden patterns in medical
data that is useful in diagnosing various ailments. Data mining enables health orga-
nizations to analyze and use data in a systematic way to uncover inefficiencies and
best practices that enhance treatment and lower costs. Early diagnosis of lung disease
is one of the most significant issues, and a lot of research is being done to develop
a smart and accurate decision support system to assist physicians be more effective.
As a result, we conducted a search using machine learning techniques to find the
most relevant information. In this work, we investigated to determine the likelihood
of lung disease occurrence using machine learning algorithms before it hits.

2 Related Work

Bharati [1] used using various classification algorithms for the lung cancer disease
diagnosis. Nidhi S. Nadkarni and Prof. Sangam Borkar’s paper [2] is primarily
concerned with the classification of lung pictures as normal or pathological. The use
of mathematical morphological operations allows for reliable lung segmentation and
tumor detection. Three geometrical features area, perimeter, and eccentricity were
given to the SVM classifier for classification. Moradi et al. [3] examined various
approaches for distinguishing lung cancer nodules from non-nodules in 2019. In
[4], R-CNN algorithm was used to detect the lung nodules. The fusion uses a deep
CNN architecture with a dual path network (DPN) to classify and extract data. In
this paper [5], the classification is performed and the results were evaluated with the
performance comparison of various algorithms. This prediction system is useful for
the doctors to take an appropriate decision based on patient’s condition. In this paper,
Sadiya et al. [6] used machine learning techniques for Tuberculosis and Pneumonia
diagnosis so as to differentiate them at an early stage and prevent the misdiagnosis
due to similar symptoms.

Ismail [7] aimed to detect the lung cancer at an early stage with more accu-
racy levels using various machine learning algorithms. Aykanat et al. [8] used two
different types of machine learning algorithms: MFCC features in a support vector
machine (SVM) and spectrogram pictures in a convolutional neural network (CNN).
Khobragade et al. [9] used using chest radiographs and histogram equalization in
image segmentation for image preprocessing, and feedforward neural network for
classification purpose in order to detect lung disease. Park et al. [10] developed a
neural network model for lung disease detection and the performance of each model
was assessed using F1-scores.
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3 Methodology

The disease prediction model based on machine learning algorithms is described in
this section.

• Data Collection and Preprocessing

The data for this analysis has been collected from Centre for Integrative Medicine
and Research (CIMR), Delhi. It consists of 250 instances and 14 attributes to analyze
the lung disease in a patient. The preprocessing has been done by utilizing the two
unsupervised filters. Replace missing values filter replaces all the missing qualities
for ostensible and numerical traits utilizing the modes and means and the randomize
filter replaces the missing data.

• Data Training

The K-fold cross-validation method is used to train the dataset.

• Methodology

In this phase, classification has been done using machine learning algorithms such
as logistic regression, random forest, KNN, and Bayes Net. To diagnose the disease,
some symptoms shown by patients such as coughing, wheezing, yellow fingers,
fatigue, peer pressure, anxiety, allergy, smoking, alcohol consuming, and chest pain
are used to which further helped in selection of features to be used for lung detection
(Table 1).

• Workflow

The overall workflow of the entire analysis process is represented in Fig. 1 with the
help of a flowchart.

The dataset comprising of 250 instances along with 14 attributes collected from
Centre for Integrative Medicine and Research (CIMR), Delhi, and the data is prepro-
cessedusing feature selectionoption. It has been trainedusingK-fold cross-validation
technique. Tobuild themodel, fourmachine learning algorithms are used, viz. logistic
regression, Bayes, KNN, and random forest. The analysis has been performed by
comparing the performances of the four algorithms.

• Performance Parameters

The following performance parameters are used for the analysis:

A. Kappa Statistics (KS): a measure of how closely the instances classified by the
machine learning classifier matched the data labeled as ground truth.

k = RO − Re

1 − Re

where = RO the observed agreement.
Re = the expected agreement.



254 N. Batra et al.

Table 1 Features list Features Range and subcategory

Age (12–75 Years)

Sex Male

Female

Hemoglobin (Hb) (6–14) gm/dl

White blood cell (WBC) 4.5 to 11.0 × 109/L

Platelet count (PC) 140 to 400 K/uL

Hematocrit (HCT) (9 − 54)%

Neutrophils (6 − 90)%

Erythrocyte sedimentation rate (ESR) (1 − 160) mm

Lymphocytes (1 − 48)%

Monocytes (2 − 8)%

Eosinophil (0 − 16)%

Serum-creatinine (0.5 − 1.2) mg/dl

Serum-bilirubin (0.3 − 1.2) mg/dl

Serum glutamic pyruvic transaminase
(SGPT)

(7 − 56) u/l

Lung-disease-result Negative: 30

Positive: 220

B. Mean Absolute Error (MAE): It is used to measure the closeness of the
prediction to the eventual outcomes

MAE = 1

n

n∑

i=1

|xi − x |

where n = the number of errors.
|xi − x | is the absolute error.

C. Root Mean Square Error (RMSE): The root mean square error is a measure of
the differences between values predicted by a model and the values observed.

RMSE =
√√√√

N∑

i=1

(
xi − x∧

i

)2

N

where i is a variable
N = number of non-missing data points
xi = actual observations
x∧
i = estimated observations.



Lung Disease Detection Using Machine Learning Approach 255

Fig. 1 Flowchart for proposed prediction model

D. Relative Absolute Error (RAE): The relative absolute error is expressed as a
ratio, comparing a mean error (residual) to errors produced by a trivial or naive
model. A reasonable model (one which produces results that are better than a
trivial model) will result in a ratio of less than one.

RAE =
∑n

i=1 pi − ai∑n
i=1|a − ai |

where pi = predicted target.
ai = actual target.

E. Root relative squared error: the average of the actual values
F. TR rate (sensitivity): TPR is the probability that an actual positive will test

positive.

It is calculated as:
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Tp

Tp + Fn

where Tp = True Positive.
Fn = False Negative.

G. FR Rate (Specificity): It is the probability that an actual negative will test
negative.

It is calculated as

Tn
Tn

+ Fp

where Tn = True Negative.
Fp = False Positive.

H. Precision (PRE): It is the fraction of relevant instances among the retrieved
instances (also called positive predictive value)

PRE = Tp/
(
Tp + Fp

)

I. Recall: It is denoted as is the fraction of relevant instances that were retrieved.

R = Tp/
(
Tp + Fn

)

J. F-Measure: A way to combine both precision and recall into a single measure
that captures both properties, giving each the same weighting.

FM = (2 ∗ PRE ∗ R)/(PRE + R)

4 Results Analysis

The results obtained from the model are summarized in the following table.
As it becomes clear from Table 2, Bayes Net shows poor performance with the

highest percentage of error, i.e., 81.23% and random forest outperform all the other
algorithms by showing the lowest proportion of these errors (70.12%) (Fig. 2).

The root relative-squared error shown by the Bayes net, RF, LR, and KNN is
97.45%, 90.23%, 92.12%, and 94.76%, respectively. Figure 3a shows the correct
classification of instances, and Fig. 3b shows the incorrect classification of instances
done by four algorithms.
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Table 2 Results analysis

Evaluation Metrix Logistic Regression
(LR)

Random Forest (RF) Bayes Net KNN

Kappa statistic 0.371 0.497 0.3012 0.402

Mean absolute error 0.1520 0.1512 0.1537 0.1543

Root mean squared
error

0.341 0.324 0.298 0.344

Relative absolute error 70.12% 69.88% 81.23% 74.56%

Root relative squared
error

92.12% 90.23% 97.45% 94.76%

TR Rate 0.872 0.905 0.886 0.882

FR Rate 0.514 0.432 0.523 0.549

Precision 0.826 0.893 0.827 0.834

Recall 0.811 0.889 0.854 0.835

F-measure 0.855 0.902 0.824 0.856

(a)

Fig. 2 a Logistic regression curve for true positive versus false positive rate. bRandom forest curve
for true positive versus false positive rate c Bayes net curve for true positive versus false positive
rate d KNN curve for true positive versus false positive rate

5 Conclusion

A study on the application of machine learning techniques in the prediction of lung
ailments is described in this publication. Random forest outperforms LR, Bayes Net,
and KNN. Using data from future classic symptoms, the model might be trained
for additional diseases with comparable symptoms. Preprocessing and discretization
techniques can be applied to improve the accuracy of the model even further.
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(b) 

(c) 

(d) 

Fig. 2 (continued)
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(a)

(b) 

Fig. 3 a Correct classification of instances done by algorithms. b Incorrect classification of
instances done by algorithms
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A New Cascaded H-bridge Multilevel
Inverter Using Sinusoidal Pulse Width
Modulation

M. Revathi and K. Rama Sudha

Abstract The utilization of multilevel inverter since the last decade has been
increased. Due to the ability of these novel inverters to synthesize, the waveforms
with better harmonic profile and output are used in number of high voltage and high
power applications This paper depicts an asymmetrical 23-level multilevel inverter,
using sinusoidal pulse width modulation technique. With increased steps in output
voltage, the total harmonic distortion (THD) is reduced. This topology is anticipated
to get 23 levels. Simulation results are shown and compared with theoretical results.
This topology is proposed to give more number of levels with minimum possible
switches, which is more efficient.

1 Introduction

Power is based on non-renewable energy sources. In future, there lies on the use of
renewable energy resources to satisfy the power demand increase and needs, and
solar energy is most easily available and comfortably used among all renewable
energy sources. Available power from solar cell is DC in nature, but for utilization
of this, it is indeed to be converted into AC. In India, the demand of electric power is
increasing rapidly; at present, the maximum generation of electric power is required
for domestic purpose. Inverter is the power electronic modulator that is used for this
purpose.

Multilevel cascade-type inverter intakes multiple DC sources and gives combined
AC output for desired voltage and frequency. The multilevel inverter has drawn great
interest in power industry.With increased number of voltage level better is the voltage
waveforms and reduced THD. Multilevel inverters with small output voltage steps
result in high voltage capability, less harmonic components, low switching losses,
and high power quality. Mostly, a 2-level inverter is used to generate AC. There are

M. Revathi (B) · K. Rama Sudha
Department of Electrical Engineering, Andhra University College of Engineering(A),
Visakhapatnam, Andhra Pradesh, India
e-mail: revathicf@andhrauniversity.edu.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
D. Gupta et al. (eds.), International Conference on Innovative Computing and
Communications, Lecture Notes in Networks and Systems 473,
https://doi.org/10.1007/978-981-19-2821-5_22

261

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2821-5_22&domain=pdf
mailto:revathicf@andhrauniversity.edu.in
https://doi.org/10.1007/978-981-19-2821-5_22


262 M. Revathi and K. Rama Sudha

different techniques for reduction the THD and to get sinusoidal by accessible for
control and structure of the inverter [1]. A review of reduced power switch count
multilevel inverters are presented in references [2, 3]. A new boost multilevel inverter
(MLI) topology based on the switched capacitor is proposed in [4]. With reduced
switches for a staircase output voltagegenerations, twonew topologieswere proposed
in reference [5]. A new single-phase MLI topology to obtain higher voltage level at
the output and to reduce the number of switches in the circuit is proposed in [6].

• A new configuration of MLI is developed to get 23 levels using only fourteen
switches and three DC sources with low THD at the output.

• The proposed 23-level multilevel inverter employs a single carrier sinusoidal
pulse width modulation (SCSPWM) scheme to generate the gating signals with
triangular wave as carrier.

2 Proposed Topology

The proposed topology 23-level multilevel inverter consists of fourteen switches and
three DC voltage sources.

Considering the input voltages and evaluating each level with switches ON for a
particular level:

1. First level: Switches S1, S3, S6, S8, S9, S11, and S12 are ON. Thus, the load
voltage VL = Vdc

2. Second level (2L): Switches S1, S3, S5, S8, S9, S11, and S12 are ON. Thus,
the load voltage VL = 2Vdc.

3. Third level (3L): Switches S2, S4, S6, S8, S9, S11, and S12 are ON. Thus, the
load voltage VL = 3Vdc.

4. Fourth level (4L): Switches S1, S4, S6, S8, S9, S11, and S12 are ON. Thus,
the load voltage VL = 4Vdc.

5. Fifth level (5L): Switches S1, S3, S5, S7, S9, S11, and S12 are ON. Thus, the
load voltage VL = 5Vdc.

6. Sixth level (6L): Switches S1, S3, S6, S8, S10, S14, and S13 are ON; therefore,
voltage across the load becomes VL = 6Vdc.

7. Seventh level (7L): Switches S2, S4, S5, S8, S10, S14, and S13 are ON;
therefore, voltage across the load becomes VL = 7Vdc.

8. Eighth level (8L): Switches S1, S3, S6, S7, S9, S11, and S12 are ON; therefore,
voltage across the load becomes VL = 8Vdc.

9. Ninth level (9L): Switches S1, S3, S5, S7, S10, S11, and S12 are ON. Thus,
the load voltage VL = 9Vdc.

10. Tenth level (10L): Switches S2, S4, S6, S9, S11, and S12 are ON; therefore,
voltage across the load becomes VL = 10Vdc.

11. Eleventh level (11L): Switches S1, S4, S6, S7, S9, S11, and S12 are ON. Thus,
the load voltage VL = 11Vdc.
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Fig. 1 Topology of 23-level multilevel inverter

Fig. 2 Level 1(Vo = +1 V)

Likely, the negative levels of the load voltagewaveformare also generated (Figs. 1,
2, 3, and 4; Table 1).

The switching pattern is shown in the table.

3 Simulation Results

On simulating the proposed configuration in MATLAB/SIMULINK, the simulation
outputs obtained result in 23 levels and each level with a magnitude of 21 V (Figs. 5
and 6).

It resulted in the total harmonic distortion percentage of 3.69.Hence, the distortion
is reduced giving out a better output (Fig. 7).
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Fig. 3 Level 7(Vo = +7 V)

Fig. 4 Level 11:(Vo = +11 V)

4 Mathematical Calculations

Themathematical relation for the 23-levelmultilevel inverter can be given as follows:
Generalizing the formulae,

Let ‘n’ be the number of sources and ‘m’ be an integer.

Number of inverter levels (L) = 2(m+n) + 2(mn) − m

when n is odd, m = 0, 1, 2 . . .

= 2(n+1) − 1 when n is even

Number of switches:

= 2
[
2(n−m) − 1

]
when n is odd, m = −1, 0, 1 . . .

= [
2n − m

]
/2m when n is even, m = −1, 0, 1 . . .
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Table 1 Switching pattern

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 V0

1 0 0 1 0 1 1 0 1 0 1 1 0 0 11 V

0 1 0 1 0 1 1 0 1 0 1 1 0 0 10 V

1 0 1 0 1 0 0 1 0 1 0 0 1 1 9 V

1 0 1 0 0 1 1 0 1 0 1 1 0 0 8 V

0 1 0 1 1 0 0 1 0 1 0 0 1 1 7 V

1 0 1 0 0 1 0 1 0 1 0 0 1 1 6 V

1 0 1 0 1 0 1 0 1 0 1 1 0 0 5 V

1 0 0 1 0 1 0 1 1 0 1 1 0 0 4 V

0 1 0 1 0 1 0 1 1 0 1 1 0 0 3 V

1 0 1 0 1 0 0 1 1 0 0 0 1 1 2 V

1 0 1 0 0 1 0 1 1 0 1 1 0 0 1 V

0 1 0 1 1 0 1 0 0 1 0 1 0 0 0 V

1 0 1 0 0 1 0 1 1 0 0 0 0 1 −1 V

1 0 1 0 1 0 0 1 1 0 1 1 0 0 −2 V

0 1 0 1 0 1 1 0 0 1 0 0 1 1 −3 V

1 0 0 1 0 1 1 0 0 1 0 0 1 1 −4 V

1 0 1 0 1 0 1 0 1 0 0 0 1 1 −5 V

1 0 1 0 0 1 0 1 0 1 1 1 0 0 −6 V

0 1 0 1 1 0 1 0 1 0 0 0 1 1 −7 V

1 0 1 0 0 1 1 0 1 0 0 0 1 1 −8 V

1 0 1 0 1 0 0 1 0 1 1 1 0 0 −9 V

0 1 0 1 0 1 1 0 1 0 0 0 1 1 −10 V

1 0 0 1 0 1 1 0 1 0 0 0 1 1 −11 V

V1 = 3 V, V2 = 1 V, V3 = 7 V

The topologies referred below are compared with the proposed topology in terms
of voltage sources, power switches, diodes, and passive components like capacitors,
control circuit, gate driven circuits, etc.

• Cascaded power circuit cell (CPCC)-basedMLI [7] uses 4 sources and 10 switches
in which 2 are bidirectional switches for 27-level multilevel inverter.

• In topology, highly efficient and reliable configuration-based cascaded MLI
(HERC-CMLI) [8] uses 4 sources and 14 switches for 25-level multilevel inverter.

• In topology, Reduced switch-based CHB-MLI [9] uses 4 DC sources and 10
switches in which 4 are bidirectional switches for 17-level multilevel inverter.

• In topology [10], developed cascaded cell (DCC)-based MLI uses 4 input DC
sources and 11 switches for 11-level multilevel inverter. Out of 11 switches, 4
switches are for polarity generation and remaining are for level generation (Table
2).
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Fig. 5 Triangular carrier waveform with frequency 100 Hz

Fig. 6 Simulation output of 23-level MLI

5 Conclusion

With minimum number of switches, the anticipated inverter output voltage inherits
the reduction of switching loss and good harmonic performance along with an effi-
cient output. By using proper switching and carrier waveform, the proposed inverter
achieved a harmonic profile of 3.69%. An optimal inverter circuit can be developed
for reduced switch multilevel inverter topology. With adding an extra H-bridge to
the proposed topology each time, there is an increase in levels.
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Fig. 7 FFT analysis and THD display of 23-level MLI

Table 2 Comparison with other topologies

MLI’s No. of Levels No. of voltage
sources

No. of
switches

No. of diodes No. of
capacitors

1 27 4 12 – –

2 25 4 14 – –

3 17 4 12 – –

4 11 4 11 – –

Proposed MLI 23 3 14 – –
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IoT and Blockchain-Based Method
for Device Identity Verification

Chetna Laroiya , Manjot K. Bhatia , Suman Madan ,
and C. Komalavalli

Abstract The Internet of Things (IoT) is nowadays having outstanding develop-
ments in the IT industry and for research purposes. However, it actually experiences
security and protection liabilities. Traditional security and protection approaches
will, in general, be irrelevant for IoT, principally because of its decentralized geog-
raphy and the asset imperatives of most of its gadgets. Blockchain that supports the
cryptographic money Bitcoin has been as of late used to give security and protection
in distributed networks with comparative geographies to IoT. In the IoT, ensuring
the validity of the identity of a device accessing the network is the basis of security.
A computer network consists of nodes. These nodes are linked through the commu-
nication links. The nodes are distributed geographically, and the purpose of the
network is to transmit between different types of nodes. These nodes can be personal
computers, workstations, sensors, etc. Users carrying wearable devices move from
one place to another, and there is a possibility of linking to more than one network.
That might raise the anomalies of the information in the network. We aim to remove
the anomalies by validating the node with the help of blockchain technology. This
paper proposes a system and method for verifying identity using IoT and blockchain
technologies. The proposed model will detect anomalies by comparing node traffic
profile and behavioral information of the node in the blockchain to the observed node
activity.

Keywords Blockchain · Privacy · Confidentiality · Fog computing · Edge
computing
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1 Introduction

The development of the Internet of Things (IoT) has strong influences on human
life. Human lifestyle is steadily changing toward smartness and intelligence which
can be enabled by the development of smart homes and smart cities. The Internet
of Things (IoT) addresses quite possibly the main problematic technology of this
century. It is a characteristic advancement of the Internet (of PCs) to installed and
cyber physical frameworks, “things” that, while not clearly PCs themselves, by and
by have PCs inside them.With an organization of modest sensors and interconnected
things, data assortment on our reality and climate can be accomplished at a lot higher
granularity. Without a doubt, such point-by-point information will further develop
efficiencies and conveyprogressed administrations in awide scope of utilization areas
including inescapable medical care and keen city administrations. Nonetheless, the
inexorably undetectable, thick, and unavoidable assortment, preparing and dispersal
of information amidst individuals’ private lives brings about genuine security and
protection concerns [1]. From one perspective, this information can be utilized to
offer a scope of refined what is more customized administrations that give utility to
the clients. Then again, installed in this informationwill be data that can be utilized to
algorithmically build a virtual account of our exercises, uncovering private conduct
and way of life designs.

The rapid development of IoT usage and administrations leads to the bottleneck in
the communication and correspondence of IoT devices due to the absence of unique
identity of the device in the network [2, 3]. The idea of identity of things deals with
the allocation of unique identifier to each IoT device and objects ranging frommotion
sensor to screen conduct trackers, enabling the communication of these devices over
the Internet, tracking the relationship as well as the life cycle of objects. Life cycle
of the objects might span the person’s life or a very limited time span. The electronic
medical record (EMR) spans one’s life, whereas a parcel being shipped over the
Internet has very brief life cycles, till it is shipped. Identity of things also includes
addressability and validation strategies. The identity of things is a biggest constituent
of IoT. Numerous guidelines are proposed to handle the concerns encountered in
device identity management [4, 5]. The customary arrangements for the most part
embrace a brought together design, which might prompt a weak link. Then again,
versatility is another issue as to upkeep and framework of personality in blockchain
environment.

Blockchain innovation started to be knownwith the coming of crypto coinsmining
since it is its primary innovation. In any case, presently, it likewise has a lot to do
with the IoT. The measure of information prepared by IoT gadgets is gigantic and
presented to assaults by cybercriminals. Blockchain engineering is used to verify,
normalize, and secure the reception of information taken care of by the gadgets.
For IoT security, the blockchain can screen the data gathered by the sensors, without
permitting them to be copied by any off-base information. Sensors can likewisemove
information utilizing blockchain innovation, without the requirement for a confided
in outsider [6].
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A consortiumblockchain is a permissioned blockchain that ismade out ofmultiple
organizations instead of a single organization. Multiple organizations share the
responsibilities of the blockchain and are well suited for business, wherein all partic-
ipants need permission. Consortium blockchain, also called as federated blockchain,
is much versatile. It is not a public blockchain neither governed by single organi-
zation rather it is a permissioned platform which is governed by a group of many
organizations. Unlike the hybrid blockchain, it has no public part. Being permis-
sioned blockchain, it guarantees exchange security, as the members validate to the
framework prior to initiating the transaction. It confirms less energy utilization when
compared with public blockchains by using low-energy consuming consensus proto-
cols for mining process. In this way, consortium blockchain aligns with the need of
IoT gadgets and sensors as they too need arrangements with lower-energy utilization.

The integration of blockchain innovation with identity management can be a
model solution for many issues which are of public interest, like concentrated control
of identities which will lead to the security and accessibility issues, like single point
of access and single point of failures of the IoT network. Also, blockchain will wipe
out the requirement for confided in outsiders to perform minds’ ways of life as the
blockchain record is distributed across the consortium members. As the information
in BC is permanent, encoded, and cannot be erased, customers will have complete
control over their own data. Numerous industry chiefs are quick to take on blockchain
to upgrade the protection and security of their character, the executive’s foundation,
and to change their customary plan of action or to fabricate the economy of sharing
idea. In spite of this, the blockchain is not satisfactory for all organizations, and any
unstructured or lacking prepared to utilize arrangementmight prompt disappointment
because ofmoving the business system for bringing together to the decentralized idea.

The paper proposes a blockchain-based IoT identity management model. Firstly,
the proposed architecture describing blockchain-based identity management is
shown along with the associated protocol of registration, verification, and revocation
of the devices. The proposed protocol addresses the data privacy and security issues
in traditional centralized systems. Focus is given on the concept of distributing the
authority of an identity system to a group of organizations. Furthermore, we imple-
ment the proof-of-concept prototype and evaluate the approach of splitting the main
functionalities of an identity management system to separated immutable ledgers
and conferred the results. At the end, we give a detailed related work comparison
and present our future research directions.

2 Preliminaries

2.1 Related Work

Device authentication is very important in the Internet of Things (IOT),where devices
need to communicate and coordinate with each other to perform certain tasks. Secure
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communication between devices is possible onlywhen identity of the communicating
devices is properly confirmed. Considering the features of IoT environment, authen-
tication protocols used in the Internet are not appropriate in IoT. Various device
authentication methods exist for IoT, public key infrastructure (PKI) authentication
system [7, 8] uses digital certificate for user and device authentication and cryp-
tography for secure communication of devices, certificate-based approach [9] uses
large public keys, and complex protocols for issuing more security and certificate
less [10]-based schemes are also used by authors for IoT device authentication. The
mentioned authentication schemes are centralized and have some drawbacks like
security, complexity, and time consuming. Blockchain technology provides decen-
tralized environment and can be used to enhance the security in IoT. Blockchain can
be used to register and provide unique identification number to each IoT node. The
unique ID assigned by the blockchain is used to uniquely identify each device node
and also supports the device to associate with any other device.

In [11], an architecture for the security of IoT is givenwherein the author suggested
three-tier architecture and included blockchain in between authentication and appli-
cation layer. Application layer passes the transaction information to the blockchain
layer, and blockchain provides device authentication and storage reliability with no
increase in cost and service delay. Blockchain is decentralized, but it accepts the
centralized device/user authentication method.

In [12], a distributed and decentralized access management system is intro-
duced that manages scalability and access issues of constrained IoT devices. Author
proposed decentralized solution, splits IoT devices and blockchain network that
makes accumulation of IoT devices easier in the network but not considered the secu-
rity issues associated with connections. In [13], the new model of IoT architecture is
suggested by combining SDN and blockchain technology. Blockchain technique is
used to update the flow table securely and verify the version of the table also. After
the validation of the flow table, latest table can be downloaded for the forwarding
devices. Without human intervention, security adaptation to the threat is achieved
in this model. Compared to existing models, this model outperforms with respect to
various metrics.

In [14], the fog computing-based authentication scheme is introduced to achieve
security against attacks of eavesdropping, replay, and DoS. Ethereum contracts are
implemented for testing the overall operation and functionalities of the system. Fog
devices are used to balance the work load of IoT devices for authenticating and
communicating with the blockchain. In [15], a decentralized device node authen-
tication method is introduced and suggested cloud blockchain for the security of
the process. The method satisfies the requirements with respect to security, but
authentication delay needs to be considered because of cloud blockchain processing.
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2.2 Edge Computing

Edge computing is an umbrella of technologies to take advantage of computing
resources available outside the cloud [16]. It is a distributive computing paradigm.
Using this technology, workload is placed closer to the origin of data such that appro-
priate action can be taken in response to the analysis of this data. Edge computing
has following intrinsic elements, as shown in Fig. 1:

(a) Cloud: This can be a private or public cloud. It acts as a repository for
applications that are used by the different edge nodes [17, 18].

(b) Edge node: It refers to any edge device, edge server, or edge gateway on which
edge computing can be performed.

(c) Edge devices: It has limited computing resources, e.g., intelligent camera,
ATM.

(d) Edge cluster/server: An edge cluster/server is typically required to run
enterprise applications and shared services.

(e) Edge gateway: The edge gateway is an edge cluster/server which has an
additional function to perform protocol translation, network termination, and
firewall protection.

The edge computing offers several benefits like substantial reduction of latencies at
the edge devices, lowering demands on network bandwidth, increasing privacy of

Fig. 1 Edge computing elements
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sensitive information, and enabling operations evenwhen networks are disrupted [18,
19]. However, edge computing presents a concern for security at each edge device of
the edge network. Not every edge device may have the same built-in authentication
and security competences, which is why data becomes more susceptible to breaches.
Also, edge computing saves space and cost of communication as useless data is
thrown after processing at edge devices and never communicated or saved on cloud.
But how can we ensure the right interpretation about the usefulness of data at the
edge devices?

Along with the above virtues offered by the technology, it presents a concern
for security at each edge device of the edge network. Not every edge device may
have the same built-in authentication and security competences, which is why data
becomes more susceptible to breaches. Edge computing saves space and cost of
communication as pointless data is thrown after processing at edge devices and
never communicated or saved on cloud, but the major challenge now lies in the right
interpretation about the usefulness of data at the edge devices.

2.3 Blockchain Architecture

Blockchain innovation is one of the exceptionally explored themes in the next
decade, because of its appropriated and changeless information stockpiling system
empowering applications in practically any region including banking (using consor-
tium blockchain), store network, and other exchange systems like IoT. The idea of
blockchain was first presented [20] as the principal innovation of the computerized
cryptocurrency called Bitcoin. The utilization of blockchain for Bitcoin exchanges
made it the primary cryptocurrency. It was not considered as an exclusive method for
advanced cash in a safely and reasonable way. Still there is a flaw called “two-fold
spending” in cash transfer. Ordinarily, blockchain innovation is innately impervious
to information alteration because of its public record and the agreement system called
PoW.Once recorded, information in some random square cannot be adjusted retroac-
tively as this would negate all hashes in the past blocks in a blockchain and break
the agreement concurred among hubs voiding the blockchain.

Blockchain can be categorized into three types including public, private, and
consortium blockchain [20–22].

Public Blockchain

The public blockchain is a blockchainwhere anybody can submit exchanges. Anyone
can take part in themining system. In any case, everything hubs can take an interest…
in the agreement cycle, and there is an exchange confirmation holding up time,
which brings about low exchange throughput. More regrettable, its exchange data is
straightforward to the public, which is not helpful for securing protection.
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Private Blockchain

The private blockchains have an authorization scheme. Private blockchain identifies
which user is writing the platform. This permits the exchange data private. It very
wellmay be viewed as a brought together organizationwith the previouslymentioned
weaknesses.

Consortium Blockchain

The consortium blockchain is somewhat decentralized and is mutually settled by
different associations. Just some approved hubs partake in the agreement, which
works on the efficiency of the agreement and the whole exchange. The charging hub
adds the information that should be verified to the related blockchain and stores it
for all time to help inquiry whenever. The conditions for choosing blockchain hubs
are more extravagant equipment assets or better working climate, which can further
develop the execution efficiency of the framework and guarantee the security of the
framework.

Blockchain can be fundamentally considered as a chain formed information struc-
ture in which a chain of squares is associated with one another through a location
pointer dependent on a hash esteem; i.e., blockchain is a common, decentralized, and
dispersed state machine. This implies that all hubs freely hold their own duplicate
of the blockchain, and the current known “state” is determined by handling every
exchange all together as it shows up in the blockchain. Each square of a blockchain
regularly contains six sections: hash of the past block, nonce (“number utilized
once”), the hash of the current square, Merkle root (hash of various exchanges),
timestamp, and exchange information as shown in Fig. 2.

With regard to Bitcoin, exchanges by and large comprise the sender’s location,
beneficiaries address, and the worth. Notwithstanding, contingent upon the appli-
cation this can differ. The header of each square contains a bunch of metadata that
assists with approving each square and connection to past blocks in the public record.

Fig. 2 Blockchain architecture
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Having a public record implies that the information and admittance to the framework
are accessible to any individual who will take an interest (e.g., Bitcoin, Ethereum,
and Litecoin blockchain frameworks).

Notwithstanding, contingent upon the application prerequisites, the construction
of the blockchain canbeplanned in either amore concentrated or amore decentralized
way [23, 24]. In such a manner, private blockchain structures are more integrated
as they are inhibited by a brought together position that controls the admittance
to the blockchain network. Like private blockchains, consortium blockchains are
constrained by a bunch of chosen hubs instead of one explicit association, thus a
reasonable contender for IoT applications.

3 Proposed Method

In this section, we present our proposed system and model for verifying device’s
identity using IoT and blockchain technology. The proposed method is used for
verifying identity of the devices with the help of public key so that anomalies in
the devices can be detected easily. The node information is shared between different
blockchain servers for the detection of behavioral changes of the node. It helps
to locate and detect the malfunctioning or malicious node in the network. Since
blockchain blocks are immutable, thus it ensures the valid information about the
particular node at any point of time. Figure 3 shows the block diagram of proposed
model.

The proposed model consists of combination of hardware, software, human ware,
and human operators. Several fog/node devices are connected to the edge devices.
Edge devices are connected to the blockchain server over LAN or WAN and are
registered with the blockchain server. These blockchain servers are also connected
with each other in a peer–peermanner for exchanging their information. For instance,
nodes 1 and 2 may be registered with edge device. Node 1 is forming a first local
network, and nodes 3 and 4 may be registered with edge device 2 forming a second
local network. New node tries to connect with the network for the first time and
sends the registration request to the edge device. Identification and authentication
of IoT devices are very important before communication with any other device in
the network. Different organizations and groups have provided ways to uniquely
identify IoT devices. Some companies have provided IDs like barcodes, IMEI, or
RFIDs as unique IDs to the IoTdevices, but still it is difficult to say that some common
identification scheme exists for IoT identification. Here in this paper, we are using
identification (ID) assigned by the manufacturer to the device as the unique ID of
IoT node. The nodes IDs as ID1, ID2,…, IDn are used for registration of IoT nodes
with edge node. Edge devices are also identified by unique IDs as EID1, EID2,…,
EIDn and are already registered with the blockchain server with unique IDs as EIDs.
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Fig. 3 Block diagram of proposed model

3.1 Phases Involved in Proposed System

The entire model consists of three phases: registration phase for edge device, authen-
tication phase, and validation phase. The process involved in each phase is explained
below.

Registration Phase:

1. Each IoT node passes its ID to the edge node for its registration.
2. Edge device will add its own (EID) with ID of the IoT node (ID, EID).
3. Edge device encrypts the (ID, EID) using symmetric encryptionmechanism and

sends it to blockchain server for verification.
4. Blockchain server verifies the already registered edge node (EIDi) and after

verification stores the details of associated IoT node.
5. Once the ID of the IoT node associated with the verified edge node is inserted

in the blockchain server as a block, registration is completed.

Authentication Phase:

1. For authentication process, IoT node sends its ID to the edge device.
2. Edge device adds its EID, encrypts (ID, EID), and passes to blockchain server

for authentication.



278 C. Laroiya et al.

3. Blockchain server compares encrypted (ID, EID) received from edge device
with its existing block.

4. If it matches, node is authenticated.
5. Blockchain validates the node with the existing information and any changes in

the domain that will be notified to the blockchain server.
6. Blockchain server gets updated with the new domain information of the node

and assigns a high-level trust to each node in the chain.

Validation Phase:

1. The validator will then compare the data about node X to the blockchain to
ensure that it is valid in light of what is currently known about node X in the
chain.

2. Blockchain gets verified and broadcasted to all other servers of the network so
as to access the node details by other devices in the network.

3. When a node migrates to the other network (when a node X sends a message
to another node, etc.) and identifies anomalies (e.g., by matching traffic profile
information or other behavioral information about the node X stored in the
blockchain to the node X’s observable behavior), and to execute other tasks
using the node X’s mutual information.

4. Blockchain server is updating regularly with the support of edge devices in the
local network. These devices can keep track of the node’s behavioral information
such as number of bytes sent, size of the data, and destination, etc., and updates
the blockchain server accordingly. This helps in deciding about the normal or
abnormal behavior of the node

5. With the help of nodes information in the blockchain, devices of IoT network
can be monitored for their behavior. Node with a low level of trust can be
prevented for communication with certain devices and can be monitored for the
authentication also.

6. If any node moves from one network into another, it becomes closer to the
second edge device network. As part of this process, edge devices can validate
the node with the help of a blockchain server by decoding the digitally signed
information using a public key.

7. Stored behavioral information about the node can be used by the device 2 for
the detection of anomalies. Comparing the traffic profile of edge device 1 and
2, device 2 can take the appropriate action in the case of anomalies detection.

4 Conclusion

IoT becomes an integral part of our day-to-day life, fueledmainly by the convenience
and efficiency it brings. For the security of the generated data and to avoid imperson-
ation attacks, proper node identification is required. In this paper, we have proposed
a system and method for verifying the identity of the IoT device using blockchain
technologies. The proposed method and model combine the security based on trust
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model and cryptography. Firstly, our proposed model stores the data about the node
by sending their request to the edge device. Secondly, based on the request, the data
is stored in the blockchain for further validation. Validated data is stored as a block
and broadcasted to all other servers of the network. Our model detects the anomalies
of any node moving from one network to another network by validating the data
against stored blockchain block. Behavioral changes can also be identified with the
help of blockchain block, and appropriate action can be taken by the edge devices.
In the future, context-based identity can be incorporated for a better management
and will be building prototype that is more robust in nature and based on real-time
scenarios.
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Designing Intelligent Intrusion Detection
System for Industry 4.0 Using Feature
Learning Techniques

Sunil Kaushik and Akashdeep Bhardwaj

Abstract Increase in connectivity and cost pressure has pushed Industry 4.0 to rely
on the systemsbuilt over Internet ofThings (IoT). These IoTdevices are susceptible to
cyber-attacks. Intrusion detection system (IDS) protects such IoT devices from such
attacks. However, the IoT devices are wreaked with the high-computational costs
and curse of dimensionality. Current study presents an intelligent IDS system which
is able to reduce the unwanted features. Proposed IDS system shows an accuracy
of 99.26% with a precision over 99% to identify the attacks from the CICIDS2018
dataset.

1 Introduction

Latest advancement in the technology hasmade everyone dependent on the computer
networks. Computer networks have not only become the back bone of the digital
information but also have becomevitalmechanism to provide various sources ranging
from bill payments to handling an autonomous vehicle [1, 2]. The increasing depen-
dence on computer networks has brought the computer networks on a sweat spot for
the hackers and intruders. The Purplesec report of 2019 [3] suggests that there is an
increase in the number of cyber-attacks on yearly basis. The cyber-attacks not only
cause inconvenience but also cost fortune to an organization. According to CISCO
Annual SecurityReport 2020, it costs approximately $3.92M to a company for cyber-
attacks [4]. Hence, intrusion detection systems (IDS) are proposed for detecting and
preventing the cyber-attacks [5, 6].
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Fig.1 Number of cyber-attacks per million [3]

Figure 1: Number of cyber-attacks per million [2]
This research discusses a new industrial IDS system exploiting the feature

selection techniques. The main contributions of this study are as follows:

1. Novel intelligent feature learning mechanism.
2. Novel IDS system using the new feature learning techniques and efficient

machine learning (ML) classifier yielding higher accuracy.

2 Review of Literature

Ahuja et al. [6] proposed a NIDS systemwhich is based in the two layers of ensemble
feature selection techniques using XGBoost and neural networks (NN) and various
machine learning algorithms. They were able to show an accuracy of 96% and AUC
of 96.

Bedi et al. [7] used the KDDCup99 data with various ML classifiers such as J48
DT and SVMwith the PSO as feature selection algorithm. They were able to achieve
an accuracy of 90%.

Kumari and Mehta [8] used the datasets with CICIDS2018, UNSW-NB15,
ISCX2012, and NSL-KDD with various ML classifiers and detected accuracy of
99%

Kilincer et al. [9] usedSVMas feature-based feature selection technique in tandem
with the ML algorithms and were able to achieve accuracy of 96%.

Jan et al. [10] used stacking classifier of XGBOOST, DT, and LR with feature
selected using the Chi-Square method on CICIDS2018 dataset. The proposed model
produced the accuracy of 98.8% and F1-score of 97.9%.

Fitni et al. [11] used three layers of auto encoders for feature selection and random
forest as the classifier. They were able to achieve the accuracy of 99% on their own
dataset. Also, they have tried making the whole system light weight and achieved
good accuracy in less time using the KNN algorithm.

Latah and Toker [12] presented an IDS system using an ensemble of KNN and
extreme learning machine (ELM) for feature selection and DT, RF, NB, and SVM
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Fig. 2 Experimental setup and proposed algorithm

classifiers on CICIDS2018 dataset. They were able to detect the maximum accuracy
of 96.45%.

Sah and Banerjee [13] selected 11, 12, 13, and 15 feature selected using NSL-
KDD data with ML algorithms such as NB, KNN, RF, and SVM and were able to
achieve maximum accuracy of 99.63% using RF.

3 Research Methodology and Experimental Setup

This section introduces the methodology followed and experiment setup to validate
the proposed model and to propose a suitable classifier for the IDS system. In the
current research, we applied the data preprocessing steps to remove the not identified
values, applied the transformation, and normalization to ensure that good data leads
to proper results. Features were selected using the DT and the XGBOOST feature
importance and features thus extracted were applied to various machine learning
algorithms. The performance of ML algorithms was evaluated based on the criteria
given. On a high level the complete experimental setup is depicted in Fig. 2.

4 Results

This section talks about the results obtained during the experiments. The experi-
ments were carried out with the original data with full features and were processed
using techniques such as filling the missing values, not identified values, and other
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processing techniques described earlier. The processed and normalized dataset was
applied to a few important classifiers whcih are given in Table 1.

The new feature selection framework was applied to the dataset and impor-
tant features were selected (Table 2). A newly built dataset by selecting data from
CICIDS2018 dataset for features selected through proposed algorithm was created
and was applied to the classification algorithms and performance parameters were
obtained (Table 3). This section shows that new feature set reduced the training time
and testing time of all the algorithms considerably while increasing or retaining the
accuracy, precision, recall, and F1-score for all the classification algorithms.

Table 1 suggests that NB and SVM took the least and highest training time with
values of 0.05 and 11.3 s. The DT, RF, and LDA took reasonable time of 0.67, 0.58,
and 0.58 s, and the LR and LDA took the training time which is on higher side.
Also, these ML algorithms showed the same pattern in training time with reduced
feature set. Least and maximum time of 0.02 and 8.41 s were shown by NB and
SVM, respectively. The maximum reduction in the training time is shown by LR at
63% followed by NB at 60%. RF showed the minimum reduction in training time
with 24%. LDA, DT, SVM, and GBM showed the reduction of 50, 46, 24, and 30%.

The proposed feature selection algorithm was applied to the dataset and impor-
tant features were selected (Table 2). A newly built dataset by selecting data from
CICIDS2018 dataset for features selected through proposed algorithm was created
and was applied to the classification algorithms and performance parameters were

Table 1 Performance parameters with initial dataset

Classifier name Train time Test time Accuracy Precision Recall F1-score

LR 5.02 0.03 90.6 90.7 90.15 90.43

LDA 0.58 0.018 86.8 86.6 86.8 86.8

NB 0.05 0.02 71.19 75.2 73.29 74.19

DT 0.67 0.013 99.21 99.21 99.21 99.21

RF 0.58 0.029 99.26 99.26 99.26 99.26

SVM 11.32 0.38 76.3 76.13 76.33 76.26

GBM 7.95 0.06 98.12 98.2 98.11 98.12

Table 2 Features selected through proposed algorithm.

Feature selected by proposed algorithm.

’Idle Mean’,’PSH Flag Count’, Bwd Packet Length Mean’, ’Bwd Packet Length Std’, ’FIN Flag
Count’, ’Active Min’, ’Init_Win_bytes_backward’, ’Bwd IAT Mean’, Fwd Packet Length Max’,
’Active Mean’, ’Bwd Packet Length Min’, ’Packet Length Mean’, ’Average Packet Size’, ’Fwd
IAT Total’, ’Max Packet Length’, ’Flow IAT Min’, ’Min Packet Length’, ’Fwd Packet Length
Std’, ’Flow IAT Mean’,’Total Length of Bwd Packets’, ’Bwd Packets/s’, ’Fwd Packet Length
Min’, ’Flow Bytes/s’, ’Total Backward Packets’, ’Total Fwd Packets’, ’Down/Up Ratio’, ’Bwd
Header Length’, ’Fwd IAT Max’, ’Fwd Packet Length Mean’, ’Init_Win_bytes_forward’, ’Fwd
IATMin’, ’Total Length of Fwd Packets’, ’Bwd IATMin’, ’Fwd IAT Std’, ’Fwd Header Length’,
’URG Flag Count’, ’ACK Flag Count’, ’Active Max’, ’Flow Duration’, ’Packet Length Std’
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Table 3 Performance parameter for the selected feature dataset

Classifier name Train time Test time Accuracy Precision Recall F1-score

LR 1.83 0.01 90.92 90.92 90.92 90.92

LDA 0.29 0.01 88.76 88.76 88.76 88.76

NB 0.02 0.011 75.22 75.22 75.22 75.22

DT 0.36 0.007 99.31 99.31 99.31 99.31

RF 0.44 0.021 99.3 99.3 99.3 99.3

SVM 8.41 0.31 79.19 79.19 79.19 79.19

GBM 5.49 0.05 98.81 98.81 98.81 98.81

Fig. 3 Accuracy comparison

obtained (Table 3). Figure 3 shows that the proposed algorithm reduced the training
time and testing time of all the algorithms considerably while increasing or retaining
the accuracy, precision, recall, and F1-score for all the classification algorithms. The
proposed algorithm reduced the training time by approximately in the range of 27%
to 63%, and a similar trendwas seen in the case of testing time. DT showedmaximum
reduction in both times with the proposed MI2G algorithm, while the SVM showed
the least reduction in given parameters.

As shown in Fig. 3, DT and RF classifiers showed the maximum accuracy of
99.3% followed by GBM at 98.8% with feature reduced dataset. All the classifiers
showed an increase in the accuracy with FR dataset. The increase in accuracy was
in range of 0.04–5.66%. The maximum increase in the accuracy was shown NB
classifier, while RF showed the lowest increase in the accuracy. LR and DT showed
a marginal improvement in the accuracy with the FR dataset but the classifiers such
as LDA, SVM, and GBM showed the significant increase in the accuracy as 2.25,
3.78, and 1.82%.

Similar to accuracy, all the classifiers showed an increased precision (Fig. 4.)when
applied to FR dataset. The DT and RF showed the highest precision with initial and
FR dataset. DT and RF showed precision of 99.2%with the initial dataset and 99.3%
with the FRdataset. GBMshowed comparable precision at 98.8%with the FRdataset
and 98.12% with the initial dataset. SVM showed highest increase in the precision
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Fig. 4 Comparison of precision score in initial and feature reduced dataset

with the FR dataset and NB showed the least increase in the precision. SVM and
NB showed the precision of 79.19% and 75.22% with the FR dataset and 76.13%
and 75.2%, respectively for initial dataset. LR and LDA showed the precision of
90.7% and 80.6% with the initial dataset. This was increased by 0.25% and 2.4%,
respectively for the FR dataset.

NB and SVM classifier showed the recall of 73.29% and 76.33% with the initial
datasetwhich is among the lowest recall shownby all the classifiers (Fig. 5).However,
these two classifiers showed themaximum increase of 2.25%and 3.74%, respectively
in the recall with the FR dataset and showed the recall of 75.22% and 79.19%. On
the other hand, DT and RF showed the maximum recall around 99.2% and showed
the minimum increase in the range of 0.04–0.1% with the FR dataset. GBM showed
a recall of 98.11 and 98.81 with initial and FR dataset, respectively which is fairly
good in comparison with other classifiers. The rest of the classifiers LR and LDA

Fig. 5 Comparison of recall in initial and feature reduced dataset
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showed recall 90.15% and 86.8%, respectively with the initial dataset and 90.92%
and 88.76%, respectively with the FR dataset.

Figures 6 and 7 suggest that DT and RF classifiers with selected features using the
proposed algorithm score highest on all the performance parameters. The high accu-
racy with high precision suggests that classifiers can differentiate between attacks
and normal vectors efficiently and is stable enough to predict the labels with very few
misses or low false positive rate. The high recall with good accuracy and precision
suggests that DT and RF both did not overfit or underfit the data and provided a
low false negative rate. In addition, the reduction in training time and testing time
of classifiers with selected features suggests that new feature selection algorithms
can select the features which can yield important and relevant information and can

Fig. 6 Comparison of F1-score of initial dataset and feature reduced dataset

Fig. 7 Comparison of all classifiers on various parameters on reduced features
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remove the bias and noise from the data. The selected features can increase the accu-
racy, precision, recall, and F1-score with a huge reduction in training and testing time
with all of the classifiers. DT can show the least training time with high-performance
parameters. This leads to the conclusion that proposed algorithm with DT and RF
can be considered as a potential choice for an IDS system working on industrial IoT
systems.

5 Conclusion and Future Works

This study proposed a new feature selection algorithm and tests the effectiveness
of the algorithm with various classifiers. Study finds out the DT and new algorithm
provides the accuracy and precision of 99% and are best suitable to be used as IDS
for IoT systems. This study can further be augmented with the neural networks to
increase the accuracy of attack detection with fairly high precision in lesser time.
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Optimizing Job Scheduling Problem
Using Improved GA + CS Algorithm

Sudhanshu Prakash Tiwari and Gurpreet Singh

Abstract Soft computing-based several techniques had already been applied previ-
ously in various industrial applications. This paper tries to provide application of
various algorithms on job scheduling problem. The expected future needs of industry
are based on proper application of these algorithms. In single objective optimiza-
tion, point is to discover a schedule that limits general culmination time known as
makespan. The paper represents comparative study of algorithms shows calculation
of reduced makespan. Modified computation allocates jobs precisely than GA. Thus
after applying, it is found that performance of hybrid genetic-cuckoo search algo-
rithm approach is effective in finding ideal solutions contrasted with that of different
methodologies.

Keywords Genetic algorithm ·Makespan · Cuckoo search

1 Introduction

Job scheduling [1–3] is process of allotting resources to jobs. Issue related to
scheduling emerged for a situation where resource number is lesser than jobs and
becomes critical issue. Fundamental assignment of scheduling provides jobs required
resources in such a way that other jobs will not be hampered. Numerous calculations
have been connected to job shop scheduling issue. All metaheuristic calculations [4–
6] have been connected to take care of job shop scheduling issue. Genetic algorithm
gives better outcomes as contrast other metaheuristic calculations, however, genetic
algorithm turns out to be effortlessly bind with nearby optima. To stay away from
this issue, we have utilized CS calculation. CS calculation is effective as well as
quick calculation. It utilizes a solitary parameter for searching. Hybrid genetic with
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CS is utilized to unravel scheduling issue. It tends to be utilized in different modern
issues to unwind different combinatorial improvements issues. The noteworthy issue
in scheduling is that a significant number of them do not fit into a typical depiction
demonstrate. So defining a common framework is difficult for scheduling.

1.1 Genetic Algorithm

Genetic algorithms (GAs) [7] are an improvement philosophy in view of an imme-
diate similarity toDarwinian common determination in natural generation. Prompted
varieties and recombination of these ideas are tried against an assessment capacity
to see which one will make due to the individual to come.

The utilization of genetic calculations requires the accompanying segments:

• A method of encoding answers for the issue
• An assessment task that profits a rating for every solution
• A method of introducing the number of inhabitants in solutions.

Genetic calculations with straightforward recombination operators have been
utilized in job shop scheduling. Their significance on relative requesting composition,
outright requesting pattern, cycles, and edges in the offsprings emerge contrasts in
such visually impaired recombination operators. Sequencing issues have been tended
to by mapping their requirements to a Boolean fulfillment issue utilizing incomplete
result designs. This example has delivered great outcomes for extremely straightfor-
ward issues. Diverse sorts of heuristic genetic calculations have been connected to
job shop scheduling. In these genetic plans, issue particular heuristics are fused in
the recombination operators.

Researchers have utilized genetic calculations to understand a double criteria job
shop scheduling issue in a genuine creation office. Those criteria were the minimiza-
tion of normal stock in the plant and the minimization of the normal sitting tight
time for a request to be chosen. To speak to the generation or transportation advance-
ment issue, an emblematic coding was utilized for every part (chromosome) of the
populace. In this example, client orders are spoken to by discrete whole numbers.
Subsequently, every individual from the populace is a change of client orders.

Planning kinds of uses have underlined the organization of genetic calculations
as a basic or single algorithmic procedure. This has some constraint level and has
multifaceted nature of the issues fathomed and their prosperity. Ongoing examination
distributions have built up the affectability of genetic calculations to the underlying
populace. At the point when the underlying populace is arbitrarily produced, genetic
calculations are appeared to be less proficient than the strengthening composes
calculations, however, superior to the heuristic strategies alone.

Genetic algorithms depend on a likeness with the genetic structure and exercises
of chromosomes inside a populace of individual. This new age contains a higher
extent of the attributes controlled by the great individuals from the past age. Along
these lines, over numerous ages, great qualities are spread all through the populace.
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By favoring the mating of the more fit individual, the most encouraging zones of the
pursuit space are investigated.

(i) Initialization: First and foremost numerous individual arrangements are
haphazardly created to frame an underlying populace. The populace estimate
relies upon the idea of the issue, yet commonly contains a few hundreds
or thousands of conceivable arrangements. By custom, the populace is
created haphazardly, covering the whole scope of conceivable arrangements.
Every so often, the arrangements might be seeded in territories where ideal
arrangements are probably going to be found.

(ii) Fitness function: A fitness function must be produced for every issue to be
understood. For some issues, especially work advancement, and the fitness
capacity ought to just gage the estimation of the capacity. Fitness function
is a planned capacity that estimates the decency of an answer. It ought to be
composed in the manner in which that better arrangements will have a higher
fitness function an incentive than more regrettable arrangements. The fitness
function assumes a noteworthy job in the determination procedure.

(iii) Selection: Good individual will most likely be chosen a few times in an age,
and poor ones may not be incorporated. Distinctive kinds of determinations
have been proposed to choose individual from a populace. The ordinarily
utilized technique is roulette wheel test choice. The primary strategy of this
is better individual get higher opportunity to take an interest to get the fitness
solution. For that, dole out to every individual a piece of the roulette wheel at
that point; spin the wheel n times to choose an individual.

In hybrid two individual genetic operators are browsed, the populace utilizing
the selection operator and that joins a hybrid site along the bit strings is arbitrarily
picked. At that point, the estimations of the two strings are traded up to certain
point, and new offsprings are made. The two new offsprings made from this mating
are put into the up and coming age of the populace. By recombining parts of good
individual, this procedure is probably going tomake far superior individual.Mutation
is a genetic operator which has some low probability, and a bit of the new individual
have a portion of their bits flipped. The reason for this is to keep up decent variety
inside the populace and restrain untimely combination. Change alone prompts a
subjective walk around the request space. Mutation is creating new offsprings from
single parent and keeping up the assorted variety of the individual. All chromosomes
are assessed to perceive how fit they are as arrangements. Individual with the most
astounding fitness are constantly duplicated into the individual to come. Assessment
positions the individual by some fitness measure that relates with the nature of the
individual arrangements. The fitness calculation decides the reinsertion plans are
global reinsertion for all populace-based choice calculation and nearby reinsertion
for neighborhood choice. Distinctive plans of global reinsertions are produce the
same number of offspring as parents and supplant all parents by the offsprings,
deliver less offspring than guardians and supplant parents consistently at irregular,
create less offsprings than parents, and it will supplant the most exceedingly bad
parents and create more offspring than required for reinsertion and reinsert just the
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best offsprings. The age creation process is rehashed till a specific end condition has
been come to. The normal ending conditions are an answer is discovered that fulfills
least criteria, settled number of ages achieved, distributed calculation time or cash
came to.

1.2 Cuckoo Search Algorithm

Cuckoo search is recently settled developmental optimization instrument which is
absolutely reliant upon the rearing conduct of the Cuckoo. Like GA and PSO, CS
[8–11] is likewise occupant focused calculation is presented in 2009 by Yang and
Deb. This calculation is really endless supply of a few Cuckoos breed which is blend
of some flight systems. It implies that Cuckoos can fly in the better places for finding
the nourishment resource for their youngsters and for claim. Subsequent to finding
the resource of sustenance, they can store or keep those resources in their own homes.
Prior to the activity of finding the nourishment resource, the Cuckoo can leave their
kids in their homes. Cuckoos leave their eggs in some area homes for advancement
of security. Amid the seeking of nourishment, if the proprietor of the area is returned
back to their own homes and found that it is not their own youngster or eggs then
they may toss those eggs outside the homes.

Contribution of paper includes mainly:

• Showing hybrid GA + CS algorithm
• Minimizing makespan for the job scheduling problem.

2 Proposed Algorithm

To resolve job scheduling issue by using hybrid GA+ CS algorithm is suggested by
us. Principal purpose is to reduce makespan. GA + CS processes are fused together
to make a hybrid procedure. GA often falls in local optima. For avoiding it, CS is
used. Modified computation allocates jobs precisely than GA. Comparative outcome
is also shown for the scheduling issue. For given issue, an arrangement ofmmachines
and an arrangement of n jobs are given. Each issue comprises of an arrangement of
tasks that must be handled in a predetermined grouping. Every task must be handled
on an unmistakable machine and has a preparing time which is deterministically
known. In single objective optimization, point is to discover a schedule that limits
general culmination time known as makespan.

Principal purpose of the investigation:

• Algorithm ought not to ambush in local minima.
• Algorithm ought to apply local search quick.
• Algorithm ought to give superior outcomes to NP-hard issues.
• Algorithm ought to upgrade issue heuristically.
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• To discover global best solution fast.

Stages of procedure are as follows:

Scheduling procedure:

1. Provide values to parameters.
2. Provide quantities of task and resource.
3. Apply new algorithm for the tasks.
4. Compute end time of tasks.
5. Check task allocation done. Yes, go for stage 6 else to stage 3.
6. End.

Genetic algorithm:

1. Initialize current generation.
2. While (condition).
3. Apply limited search using Cuckoo search process.
4. Apply choice operator.
5. Apply boundary operator.
6. Apply operator for genetic diversity.
7. Stop.

Cuckoo search algorithm:

Step-1 Initialize the populations of n host birds nest;

Step-2 While (stopping criteria).

Step-3 Choosing Cuckoo arbitrarily to supplant with Mantegna algorithm;

Step-4 Fitness parameter calculated.

Step-5 Arbitrarily find new nest, like j.

Step-6 Compute quality parameter Fj.

Step-7 Compare fitness value of both cuckoos.

Step-8 Contrast fitness value for both and change cuckoo j by novel one.

Step-9 Shallow fitness value nest will be avoided and novel will be created.

Step-10 Go for the best one.

Step-11 Select current as best one for future.

Step-12 End while.
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3 Experimental Setup and Result

For high-quality outcome, various computations have few control parameters. So
suggested algorithm also has few control parameters. After, tremendous literature
survey-related parameters are found and applied. These values are benchmark values
and applicable for trials [8–11]. These are pc (crossover probability), pm (mutation
probability), and pa range is 0–1. Alpha value set to 0.3–1.99.10–100 is taken formax
population. After that same process is applied for hybrid algorithm. This process is
applied for various iterations. Genetic and Cuckoo-based hybrid algorithm provided
better results as we have checked it for various iterations. As this represents single
objective optimization so makespan time is calculated as output.

As per this observation, various iterations are checked. Number of resources and
tasks/jobs are fixed for every iteration, and genetic algorithm is first applied. By
applying algorithm, for every job time duration is checked. This process is applied
for various iterations as shown in Table 1.

These values are benchmark values and applicable for trials. These are pc
(crossover probability), pm (mutation probability), and pa range is 0–1. Alpha value
set to 0.3–1.99.10–100 is taken formax population. After that same process is applied
for hybrid algorithm. This process is applied for various iterations. Genetic and
Cuckoo-based hybrid algorithm provided better results as we have checked it for
various iterations. As this represents single objective optimization so makespan time
is calculated as output.

As per this observation, various iterations are checked. Number of resources and
tasks/jobs are fixed for every iteration, and genetic algorithm is first applied. By
applying algorithm, for every job, time duration is checked. This process is applied
for various iterations.

Table 1 Results of various iterations on job shop scheduling problem

Number of
iterations

Number of task Number of
resource

Genetic algorithm Hybrid algorithm

10 [6, 16, 17] [3, 5, 6] 0.6228
0.8552
0.8826

0.4360
0.1561
0.1782

50 [6, 16, 17] [3, 5, 6] 2.3010
3.6358
3.7583

0.5644
0.2598
0.2690

150 [6, 16, 17] [3, 5, 6] 6.3489
10.3785
10.8546

0.9741
0.6719
0.6998

250 [6, 16, 17] [3, 5, 6] 10.5332
17.3612
17.9401

1.8521
1.5730
1.5256
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4 Conclusion

As evident from the tables and graphs that changing the iterations is affecting the
completion time andhybrid algorithm is performingwell. The hybrid genetic-Cuckoo
search algorithm and genetic algorithm are tested with taken inputs for task and
resources, where number of resources are less than the tasks on JSP problems
in finding optimal makespan values. Thus, it is found that performance of hybrid
genetic-cuckoo search algorithm approach is effective in finding ideal solutions
contrasted with that of different methodologies.

It is applied for single objective optimization improvement and examined by the
hybrid metaheuristic methodologies.
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Occlusion Problem in 3D Object
Detection: A Review

Apurva Kandelkar, Isha Batra, Shabnam Sharma, and Arun Malik

Abstract In computer vision, 3Dobject detection has numerous applications such as
robotics, augmented reality (AR), medical field, manufacturing industries, and safe
autonomous driving. But the real-object detection may involve various problems
such as noise, missing data, and occlusion problem. From past few years, the great
progress in 3D object detection has been made. Object recognition and identification
in occlusion remain a difficult challenge, despite recent breakthroughs in 3D object
detection. The occlusion problem is one of the difficulties in object tracking. The
paper highlights a number of research hurdles and open concerns that researchers
must address.

Keywords Robotics · Augmented reality (AR) · 3D object · Occlusion problem

1 Introduction

Computer vision is an interdisciplinary branch of study that aims to interpret digital
photos and videos at a high level. Deep learning, a subset of machine learning that
employs algorithms to extract insights from data, is used in modern computer vision.
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Computer vision is integrated into many areas of our life such as (1) healthcare
industry: The variety of computer vision applications are used for medical image
analysis, which helps to improve the medical diagnosis process significantly. (2)
Autonomous Vehicles: computer vision and object detection application such as
self-driving cars. (3) Insurance Claims Processing: Clients can be guided through
the process of visually documenting a claim with the computer vision application. It
can evaluate and send images to the necessary agents in real time. (4) Agriculture:
Sophisticated weather analysis, planting, harvesting, weeding, monitoring, and plant
health detection are all tasks that precision agriculture may assist with. (5) Defense
and Security: Computer vision applications can help merchants identify consumers
using images from security cameras.

Companies with strong security requirements, such as banks or casinos, can profit
from computer vision applications. 3D object recognition, image processing, and
visual object analysis are important and difficult tasks in the field of computer vision.
The detection of 3D object is finding and identifying the object of certain class
in image or video from real world. Object detection algorithms are extracting the
features and learning algorithms to recognize object category instances. Despite
the fact that 3D object detection and recognition algorithms have been extensively
investigated over the last decade, there are still certain concerns, opportunities, and
challenges to be addressed.

The computer vision performs three major tasks: object detection, object recogni-
tion, and object reconstruction. Object detection identifies the presence of an object
in a scene while object recognition realizes the detected object in the image scene.
Recognition deals with identification detection are where that object is available
in the image. The recognized object is reconstructed or classification of objects
in an image for the purpose of interpretation or identification. In short, the object
recognition is what type of object is in the image and object using reconstruction
methods. Detection is the process of determining the existence of something/object
(e.g., determining whether an object exists in an image/video), whereas recognition
is the process of determining an object’s identity (e.g., recognizing a person/object).
There are two kinds of characteristics: Local features represent the image patches
(key locations in the image) of an object, whereas global features describe the image
as a whole to generalize the complete object. Global features include contour repre-
sentations, form descriptors, and texture features, whereas local features represent
the texture in an image patch.

The phases of 3D object recognition consist of (i) Scene Acquisition—action
of retrieving an image from scene, (ii) Scene Segmentation—Several objects in 3D
scenes should be distinguished from the background. (iii) Key Point Extraction [1]—
The unique point of an input image that is unaffected by rotation, scale, or distor-
tion. (iv) Descriptor Extraction—After the extraction of key points, descriptors are
computed on the key points, resulting in a description that is used to represent the
input cloud. (v) Matching—After that, descriptors are matched to compare two point
clouds.
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Fig. 1 3D object recognition phases

(vi) Recognition Threshold—determines the most similar input clouds as shown
in Fig. 1.

1.1 Challenges in 3D Object Detection

The challenges in 3D object detection task are

• Missing data: If the input objects are occluded and some data is lost as a result.
• Noise: There is noise in sensors. Point perturbations and outliers are examples

of distinct types of noise. This means that within a specific radius surrounding
the location where it is sampled, a point has a certain disturbance occurs. It may
emerge in space at random locations (outliers).

• Rotation invariance: Classification should be unaffected by rotation and transla-
tion points.

• Occlusion: Occlusion occurs when two or more objects come too close together
and appear to merge or join.

1.2 The Occlusion Problem

In object detection approaches, each and every object in input image is detected
independently without taking into account the object’s surroundings. But in real
time, the objects are not isolated from each other. It is difficult task to handle discrete
sampling, occlusion problem, cluttered scenes, and noise scanning. The challenge is
to handle occlusion problem that occurs between the objects [2]. The partial occlusion
can introduce noise into the classification process. This partial occlusion may result
in the misclassification of the object. Figure 2 shows 3D object detection occlusion
problem.

In Fig. 2, the 3D space the object in set O are volume is represented as U (can
be the subsets of U). Any or some part of O is intersected by ray r. The ray of light
is interrupted by the O object if r intersects the O. The occluded O object (fully or
partially) from the viewpoint v, if ray r is blocked by the different another object or
if all r (rays) are blocked by o and v. The O is said to be completely visible if object
is not blocked by v and O. From viewpoint v, the object o is visible but because of
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Fig. 2 Partial occlusion problem in 3D object detection

another object, the ray r is blocked between v and o, then the object is said to be
partially occluded.

1.3 Motivation AND Contribution

The main objective of the survey is to provide comprehensive overview of several
conventional and existing methodologies. This survey includes several important
contributions:

1. The paper first describes the computer vision applications, 3D object detection
challenges, and occlusion problem in 3D object detection.

2. Then, the paper describes the study based on various methodology and input
circumstances used in occlusion detection problem.

3. This paper provides the analysis of various occlusion scenario and datasets used
by respective methodologies.

4. Then, the paper identified the different application areas where occlusion
detection technologies were applied.

The paper is organized as follows. Section 1 gives the introduction about computer
vision, its applications, and 3D object detection phases. Then, it describes how occlu-
sion problem occurs and it is handling 3D object detection. In Sect. 2, we present
the related work on various methodologies used for handling occlusion problem for
3D object detection. Section 3 presents comparison of different methodologies used
for 3D occlusion detection. Section 4 states comparison of performance evaluation
methods. The last section concludes this paper and suggests the possible directions
for the future works.
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2 Review of Literature

The paper [2] proposed compositional convolutional neural networks (Composi-
tionalNets) which detect partially occluded objects. The occluder is found, and the
non-occluded regions are used to identify objects. The model is robust for partially
occluded objects. It substitutes a differentiable compositional model for the DCNN’s
fully linked classification head, which can be trained from start to finish. The model
is used on a variety of artificial occlusion levels (0, 20–40, 40–60, and 60–80% of
the object are occluded) and occlusion kinds (o= natural, t= textured, objects w=
white boxes, n = noise boxes). The average detection result is 75% on PASCAL3D
+ vehicles detection under occlusion.

In this paper, different approaches like histogram of oriented gradients (HOG),
support vector machine (SVM), and convolutional neural network (CNN) are used
for human detection. In this strategy, the human is completely exposed to complete
occlusion, which is covered by other items in the environment, which utilized video
in a noisy setting and in certain frames [3]. So result showed that for human tracking,
CNN using KF is performing better performance throughout the video. This paper
states that for real-world applications for complete and noisy occlusion videos, CNN
works successfully throughout video. And for non-occlusion, the result provided by
HOG-SVM is successful.

The paper [4] proposed k-means segmentation approach that successfully removes
occlusion while 3D reconstruction of the images. It rapidly identifies the occluded
region using adaptive k-means segmentation. The adaptive K-means segmentation
method is used to identify the occluded region, and in second step, proposed algorithm
is used to remove the occlusion.

In this paper [5], the DCNN and the compositional object model are combined to
handle partial occlusion. In the proposed method, the DCNN is trained to handle the
images classification and cluster the DCNN features into dictionary. The changes
in 3D pose of the objects that is spatial activation patterns are recognized by the
mixture of the compositional models. The model perform well for the non-occluded
objects. The DCNN form features enable to represent the complex object in the
natural scenes as it is difficult to achieve with related to the approaches of complex
physical approaches such as illumination and local deformation.

The research [6] developed a unique spatio-temporal RGB-D video segmentation
system that automatically segments and tracks objects in real time. To solve incon-
sistency under occlusion, the suggested solution employs SIFT flow and bilateral
representation. The disadvantage of prior approaches, according to the article, is
that they may lose pixel correspondence between frames under occlusion and fail to
produce consistent and continuous segmentation results.

The region proposal network (RPN) is proposed in this paper [7], which shares
full-image convolutional featureswith the detection network, allowing region recom-
mendations to be produced for almost no cost. ARPN is a fully convolutional network
that predicts object limits and scores at each point at the same time. The proposed
method is extremely fast. The RPN enhances the quality of region proposals and as a
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result, the total object detection accuracy. The test-time as well as the marginal cost
of computing suggestions are both low (e.g., 10 ms per image).

Each training and testing example has a collection of picture instances of an
object and covers substantial changes in the object’s appearance, and each training
and testing example contains a set of image instances of an object and covers large
variations in the object’s appearance [8]. In thismethod, the occlusion can be detected
by observing the changes of the dominant object depth values within the target
bounding boxes.

The novel sparse voxel-graph attention network (SVGA-Net) was introduced in
the publication [9] for 3D object detection from raw point clouds, which allows for
a better local representation of the point feature and information fusion between
the point and its neighbors. Sparse voxel-graph attention network (SVGA-Net) is
basically a novel end-to-end trainable network which mainly contains voxel-graph
module and sparse-to-dense regression module to achieve comparable 3D detection
tasks from raw LiDAR data.

In this paper, the novel neural network method is proposed for generating a 3D-
object point cloud model from a single-view image [10]. This structure allows 3D-
ReConstnet to infer a 3D point cloud directly from 2D image features, eliminating
feature propagation throughout the network and feature loss in multi-stage networks.

Themethodology provided in paper [11] is designed to be utilized in an embedded
system that uses a lightweight neural network to visually categories objects and also
tracks them in 3D space using LiDAR data. The proposed system works for both
classification as well as detection of the 3D object.

A variety of existing algorithms for object identification and tracking have been
addressed in this study [12]. The author discusses the occlusion problem as an essen-
tial topic. This paper review different object detection and tracking under various
level of occlusion. The article considers a variety of features, including depth data,
geometry, textural, color feature metrics, speed, and so on.

Deep convolutional neural network (CNN) architecture is proposed in research
[13] to localize semantic pieces in 3D and 2D space while inferring their visible
states. The author employed a 3Dobject CADmodel to generate large-scale synthetic
data and simulate complicated occlusion combinations between objects. On public
datasets, the suggested approach performs better on 2D and 3D landmark prediction
even when occlusion and truncation are present.

The proposedmethod is used for object recognition, and pose estimation algorithm
was implemented with Point Cloud Library (PCL) [14]. The data points of each
object cluster are uniformly down-sampled for feature extraction using the uniform
sampling (US) method, and the remaining points are regarded the feature points of
each discovered item. This system not only recognizes an object in a complex image
but also calculates the object’s 3D position with reference to the camera.

The [15] paper suggested a new encoder that uses PointNets to build a represen-
tation of point clouds arranged in vertical columns (pillars), enabling for end-to-end
learning by using 2D convolutional layers. In PointPillar, the speed and precision
are excellent. The speed and accuracy are very good in PointPillar. It states that the
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PointPiller is the best for faster speed, and also PointPillars offer the best architecture
so far for 3D object detection from LiDAR.

VoxelNet is a universal 3D detection network that incorporates feature extraction
and bounding box prediction into a single stage, end-to-end trainable deep network,
according to paper [16]. This incorporates use of a new voxel feature encoding (VFE)
layer that combines point-wise data with a locally aggregated feature to enable inter-
point interaction within a voxel. The drawback is that performance is slow in real-
time. The inference time for VoxelNet is 33ms. Extending VoxelNet for joint LiDAR
and image-based end-to-end 3D detection will increase detection and localization
accuracy, according to future studies.

LaserNet is a computationally efficient approach for 3D object detection from
LiDAR data introduced in [17] research. Using a fully convolutional network, our
method predicts a multimodal distribution over 3D boxes for each point, and then
effectively fuses these distributions to provide a forecast for each item. This method
provides lower compared to other detector.

Themodel “RotationNet” developed in this paper is based on convolutional neural
networks (CNNs), and it takes multiview photos of an object as input and estimates
its pose and object category concurrently [18]. The advantage of this method is
high accuracy in both object categorization and pose estimation. The main limitation
of RotationNet is that each image should be observed from one of the pre-defined
viewpoints.

In this paper, Canny edge detection algorithm is proposed [19]. The SLAM tech-
nology is used to ensure that the virtual model is placed over the 3D object in a stable
manner. The median filtering is adopted in order to extract the contour of the object
instead of Gaussian fuzzy. In Canny, the Gaussian filter is replaced by the median
filter, which lowers edge information loss. According to the author, the proposed
approach is capable of reliably recognizing 3D objects and displaying the virtual
model above them in a stable manner.

The proposed method is using the concept of 3D mirroring; it introduces a new
interaction metaphor for selecting obscured virtual objects with greater efficiency
[20]. This work introduced 3Dmirrored object selection, which has the advantage of
allowing an obscured target object to be selected without having to change modes.
As a result, this technique has quicker selection times and lower error rates.

This study [21] introduces a new end-to-end multiview fusion (MVF) approach
that can effectively learn to employ complimentary information from both the front
view and the birds-eye view. In addition to LiDAR, MV3D increases 3D object
detection accuracy by merging CNN characteristics acquired from multiple angles
(front view, birds-eye view, and camera view).

The author suggested a convolution neural network for 3D object class detection,
its accuracy, and the effect of unfavorable conditions in real-world scenarios in this
research [22].

In this paper, [22] the author proposed convolution neural network applied to
3D object class recognition, its accuracy, and the effect of adverse conditions in
real-world scenes.
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The author explains how to represent 3D data in order to feed it into the network.
The result in paper shows that volumetric representation of 3D data plays important
key role on recognition process and if proper representation is chosen the convolution
neural network (CNN) is robust to noise and occlusion.

The paper [23] proposed the local surface descriptor method which works effi-
ciently for 3D object detection under occlusion and in cluttered scene. The unique
key and local frame are constructed for the key points and its local neighbor points.
The proposedmethod efficiently recognizes and segmenting the target from cluttered
scene. The object recognition rate is very high in the proposed algorithm.

In the paper [24] for 3D object detection from raw point cloud, there are two
stages are proposed in the first stage bottom up 3D proposal generation is used,
and in second stage, the result is refined in canonical coordinates to get final result
of detection. The both stages are used for accurate box refinement and confidence
prediction. Thismethod is very correct and robust 3D detection performance, and it is
very efficient and effective for 3D bounding box regression. The paper [8] proposed
the 3D object tracking method which covers large variation in object appearance.
The method used image sets and detection of depth image occlusion. Every image
is represented as second order statistics. The kernel is used and to avoid improper
appearance of model updating during occlusion depth information is used.

This method can detect occlusion problem by observing change of dominant
object depth values using targeted bounding box.

The method proposed in [25] recognizes object and pose estimation using algo-
rithm that was implemented with Point Cloud Library (PCL) and support vector
machine (SVM). It not only recognizes objects in complex scenes, but it also reliably
predicts the object’s 3D posture in relation to the camera. The proposed algorithm
is two stage machine learning algorithm that speeds up feature matching process in
condition of rapidly increasing features.

The proposed method in [26] is OrthographicNet, which consists of a convolu-
tional neural network (CNN)-based model, used for 3D object recognition in open-
ended domains. For learning about the instances of a category, this method used an
instance-based learning and recognition (IBL) approach, inwhich a category is repre-
sented simply by a set of known examples. The benefit of instance-based learning is
that it can quickly adapt an object category model to the previously unseen instances
by either storing new instances or ignoring old ones.

The paper [1] proposed two algorithms for 3D selective search algorithm 1 for
the 3D selective search algorithm 2 for the object pruning. The advantage is that the
algorithm no performance loss because of 3D SS and object pruning. The testing
time reduced to 50% instead of scanning possible location and orientation in 3D
space. So overall process is speed up.

The [27] paper proposed 3D dynamic voxel (3DV) method for 3D action repre-
sentation. The method transfer 3DV into point set form and the input to the system
is PointNet++. The method is end-to-end learning manner for action recognition in
3D action. The proposed method has the advantage of extracting from all temporal
splits and the entire depth video at the same time.
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The proposed method in [28] proposed the CNN-based ellipse detector called as
ellipse R-CNN to infer and represents the occluded objects as ellipse. The paper
states that traditional CNN is not suitable for elliptical fitting. For elliptical object
detection, the suggested method is a robust and compact ellipse regression based on
mask R-CNN architecture. To compute the final detection score for better occlusion
management, the enhanced region for regression stage and incorporate the U-Net
structure for learning varied occlusion patterns. The suggested technique outper-
forms the competition on both synthetic and actual datasets of occluded and clus-
tered elliptical objects. To generalize both occluded and un-occluded instances, the
proposed method is robust ellipse regression.

In an urban street setting, the proposed technique in [29] leverages mobile laser
scanning (MLS) point cloud data for 3Dobject retrieval and completeness evaluation.
This technique employs a PointRCNN-based 3D object detection network. It uses
SO-Net to detect incomplete 3D shape retrieval, and the benefit is that it provides
completeness evaluation criteria for discovered objects. Table 1 shows the summary
of different methodologies and their performance used for 3D object detection and
occlusion problem.

3 Performance Evaluation

By considering various studies discussed in the previous section, the summary anal-
ysis is provided which is based on various input environment used (i.e., static
input, dynamic input, real-time input, 2D input, and 3D input). Figure 3 shows
summary analysis of input environment used by various 3D occlusion detection
studies. Hence, analysis factor includes the different input environment used by
various methodologies.

The above summary analysis concludes that the type of input environment selected
by the various researchers included the 3D inputs as 34%, static input as 31%, 2D
input 16% and real-time input, 11% of the dynamic input, and only 8% of the real-
time input. From the above analysis, it can be observed that there are less number of
the work is implemented upon the real-time inputs. But real-time input processing
has many advantages.

4 Conclusion and Future Scope

This paper surveyed different approaches to overcome the problem of partial occlu-
sion in 3D object detection. To deal with challenges in 3D object detection, depth
information is very important parameter as compared to 2D objects detection. The
paper first introduces the background knowledge of 3D object detection, challenges
occurred during 3Dobject detection and occlusion problem. Then, this paper summa-
rizes and analyzes the various approaches proposed and applied on various datasets
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Table 1 Summary of different methodologies and their performance used for 3D object detection
and occlusion problem

Article Studies Occlusion
scenario used

Methodologies used Performance

[2] Kortylewski
(2020)

Synthetically
occluded and
real-time
occlusion

Compositional
convolutional neural
networks
(CompositionalNets)

– The model is robust
for detection of
partially occluded
objects

– The model is used
on a variety of
artificial occlusion
levels (0, 20–40,
40–60, and 60–80%
of the object are
occluded) and
occlusion kinds (o
= natural, t =
textured, objects w
= white boxes, n =
noise boxes)

– The average
detection result is
75% on
PASCAL3D +
vehicles detection
under occlusion

[3] Fatih Aslan
et al. (2020)

Real-time
occlusion

HOG-SVM and CNN
method

– This research
proposed different
approaches like
histogram of
oriented gradients
(HOG), support
vector machine
(SVM), and
convolutional
neural network
(CNN) are used for
human detection

– For real-world
applications for
noisy and the fully
occlusion videos,
CNN works
successfully
throughout

video

(continued)
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Table 1 (continued)

Article Studies Occlusion
scenario used

Methodologies used Performance

[5] Kortylewski
et al. (2020)

Synthetically
occluded and
real-time
occlusion

Deep convolutional
neural networks
(DCNNs) and
compositional object
models

– Deep convolutional
neural networks
(DCNNs) and
compositional
model to retain best
approach that is
robust to partial
occlusion

[6] Xie (2017) Real-time
occlusion

spatio-temporal RGB-D
video segmentation
framework

– This paper proposed
an effective system
for segmenting and
tracking objects in
RGB-D video under
occlusion

[7] Ren et al.
(2015)

– Region proposal
network (RPN) and fast
R-CNN

– The speed of the
proposed is high

– The RPN improves
the quality of region
proposals, which
improves total
object detection
accuracy

– The test-time as
well as the marginal
cost of computing
suggestions are both
low (e.g., 10 ms per
image)

[8] Chen et al.
(2015)

Real-time
occlusion

Novel 3D object
tracking method using
image sets and
depth-based occlusion
detection

– The paper proposed
occlusion that can
be detected by
looking at changes
in the dominating
object depth values
within the target
bounding boxes

[9] He et al. (2020) Real-time
occlusion

Novel sparse
voxel-graph attention
network (SVGA-Net)

– End-to-end
trainable 3D object
detection network
from point clouds

– Voxel-graph
network is used to
construct the local

complete graph

(continued)
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Table 1 (continued)

Article Studies Occlusion
scenario used

Methodologies used Performance

[10] Li et al. (2020) – 3D-ReConstnet: a
single-view 3D- object
point cloud
reconstruction network

– Its innovative neural
network technology
converts a
single-view image
into a 3D-object
point cloud
representation

Fig. 3 Summary analysis of input environment used in occlusion detection studies

for handling occlusion problems in 3D object detection. Various ways for dealing
with the occlusion problem for 3D object detection have been proposed, according
to the overall literatures and their respective inferences. In future, further work is
needed to be done for handling with occlusion problem in real-life circumstances.
Future work will need working in a variety of environments, including dynamic envi-
ronments. The future work needs to work on the dynamic environment. The dynamic
environment also has great importance. This research will also benefit researchers to
focus their efforts on the occlusion problem challenge for three-dimensional object
detection.
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A Survey: Lightweight Cryptography
Study for Healthcare Devices
and Applications Within the Internet
of Things

Sadoon Hussein and Ahmed Sami

Abstract The Internet of things (IoT) is growing more prevalent and popular in
recent years as a result of interconnected entities that allow millions of gadgets to
talk with one another. We can call IoT an evolution of the Internet, and it has gotten.
In recent years, there has been a lot of interest from researchers. The IoT is significant
because it allows many low-resource and restricted devices to communicate, calcu-
late, and processmany operations andmake decisions in the communication network.
With each technological improvement, the creation of intelligent systems with high
communication and data collection capabilities becomes achievable, opening up new
opportunities for awide range of IoT applications, notably healthcare systems.On the
other hand, everything is useful and is not without problems and challenges. There
are several difficulties to deploying IoT in the real world, ranging from tiny sensors
to servers, such as interoperability, portability, accessibility, privacy, and information
security. In this article, we present a complete survey of IoT technologies, processes,
statistics, and success stories applied to healthcare, with an emphasis on the security
threats and needs of IoT cryptography, technology, and IoT device trends.

Keywords Lightweight cryptography · Healthcare · SPN · Feistel · GFN · IoT

1 Introduction

The IoT is a huge number of devices or objects that communicate with each other
over the Internet to enable the user to monitor, analyze, and remotely control them.
In recent years, the growth of IoT has dramatically occupied our lives in many areas
such as city, hospitals, agriculture, environment, roads, and homes. The increasing
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Fig. 1 Number of connected devices in IoT

of the IoT makes it the next future of technology in human history. The IoT device
is typically outfitted with a variety of sensors and actuators that collect a large
amount of data and transfer it over the Internet for monitoring, analysis, control,
and drawing various conclusions [1]. The majority of this information is current and
assists us in making informed decisions about various aspects of services providing
in various fields. This Internet-based raw data, however, must be transferred securely
[2]. Hackers can easily gain access to the corporate network and personal assets if
IoT devices are left unprotected or vulnerable. Due to limited storage, processing
capacity, and computing power, traditional security measures are insufficient and
cannot be applied to IoT technologies. Furthermore, when a variety of devices are
interconnected, scalability and heterogeneity issues arise. The IoT branch has been
steadily developed over the last decade. There are about 14.2 billion linked devices in
use. According toGartner, Inc., this number is predicted to reach 25 billion devices by
2021. From 2015 to 2025, Fig. 1 depicts the global number of linked devices [3]. The
following are the three IoT components that enable consistent computing anywhere:
I. Sensors, actuators, and embedded communication hardware are all part of the
hardware. II. Middleware- is a set of data analytics tools that include on-demand
storage and compute III. Presentation tools- make it simple to comprehend, visu-
alize, and interpret information. These tools are available on a variety of platforms
and can be used by anyone [4]. Consumers of such technologies are expected to gain
greatly from all of these advanced breakthroughs. Patients with serious conditions
will be able to consult with their doctors and manage their condition while sitting at
home thanks to the use of IoT in healthcare devices. Consumers will be able to turn
on the lights, air conditioning, and television, as well as heat up their dinner, using
home automation systems [5].
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2 Healthcare and IoT

Healthcare systems are changing from time to other, and arguably the most notable
of these changes was the world problem that occurred in the year 2020 with the
advent of the new COVID-19 outbreak, in which the world’s population was obliged
to practice distancing and stay at home [6, 7]. As international leaders examine
strategies to improve access to technology-assisted healthcare in response to (and
in the aftermath of) the current COVID-19 issue, it is becoming progressively vital
to understand how established and developing IoT technologies may support health
systems in providing safe and effective treatment in a complementary or alternative
way amid illness tidal waves [8]. Jaimon T. Kelly and et al. present in their research
that perspective of present healthcare technology, how IoT devices are boosting
health service delivery, and how IoT technologies will impact global healthcare in
the coming decade. The IoT disruption in healthcare can lead to enhanced access and
equitable primary, secondary, and tertiary smart healthcare, according to this opinion
paper [9]. We will start the discussion on the IoT with a brief description of IoT and
some examples of past projects in that area.

2.1 IoT

Sensors, actuators, and other IoT devices that have been integrated with physical
equipment to communicate and supervise data using various protocols and modes
of communication such as IEEE 802.11 (Wi-Fi), Bluetooth, Zigbee, and others. The
sensors use in different fields, and for different purpose, for example, it can use in
healthcare applications as well as in environmental information. The IoT can be used
in healthcare applications to collect vital physiological data from patients’ bodies,
such as temperature, blood pressure, ECG, EEG, and so on. In this case, it may be
wearable on the human body or embedded. While it can use to record important
information such as humidity, temperature, date, and time in an environmental infor-
mation. The data recorded by the sensors can help to make accurate and targeted
conclusions about patients’ health conditions and environmental conditions such as
weather and climate. Through this data, it is possible to predict what will happen in
future and what is the appropriate decision that can be taken regarding each case or
event. The dealing with this data such as processing, storage, accessibility, and trans-
mitted plays an important role IoT system [10]. Sharing this data with the concerned
persons and related parties through the cloud/server allows for solving problems and
rapid intervention in emergency cases if necessary.Most IoT systems have a graphical
user interface that acts as a control panel for different service providers and decision
makers for different situations and controls the user and displays data and states.
There is a large number of researches in the literature presented in IoT systems, and
most of these researches talk about the role of IoT in healthcare monitoring, control,
security, privacy, and environmental predictions [11]. The great achievements that
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have been provided in the field of healthcare and other fields are the best evidence
and witness to the effectiveness of the IoT and its appropriate future in many areas.
In order to employ the IoT in healthcare systems, a number of countries have adopted
special technologies, policies, and laws for this matter, which have transformed the
healthcare sector into amore useful field to explore [12]. Themotivation of this review
is to provide a summary of the latest research and studies in healthcare systems based
on the IoT and the security issues associated with them, also to give a systematic
review of possible technologies, applications, and services.

2.1.1 Comparison with Related Reviews

Scopus publications between Jan 2012–Oct 2020 were gathered, yielding 472 review
articles classified as “review”. These articles were then expanded upon. as shown in
Fig. 2 [13].

2.2 IoT Healthcare Architecture

The application perception layer and the network layer are the three critical layers of
the IoT architecture in healthcare delivery. We will not go into detail about these
layers; nevertheless, in the next parts, we will provide a concept of connected
health repercussions [14]. Perception Layer: The core of IoT is sensing systems
that collect data, as well as perception and identification technology. Network Layer:
At the network level of IoT technologies, data exchange and storage between items
can occur at low, medium, and high frequencies, with the latter being the primary

Fig. 2 Trends in IoT-related review article
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Fig. 3 Classification of IoT
technology

emphasis of IoT. Application Layer: The function of the application layer is to inter-
pret and apply data and is responsible for providing application specific services to
the user [14].

2.3 Healthcare IoT Technologies (HIoT)

The employment of a specialized technology that can expand the capacity of the
IoT system is what makes the technologies used to construct HIoT so important. To
integrate diverse healthcare apps with the IoT system, a number of new technologies
have been used. Identification, communication, and location are the three categories
in which these technologies might be classed see Fig. 3 [15].

2.4 HIoT Services and Applications

Recent advancements in IoT technology have enabled medical devices to do real-
time analyzes previously unavailable to clinicians. It also aided healthcare centers
in reaching out to a larger number of individuals at once and providing high-quality
care at a reasonable cost.

The IoT’s growing influence has aided the development of HIoT applications
such as disease diagnosis, personal care for children and the elderly, health and
fitness management, and chronic disease monitoring. These applications have been
separated into two fundamental categories, namely services and applications, to help
you understand them better. The first category contains concepts that are employed
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during the construction of an HIoT device, while the second category covers health-
care applications that are used in either diagnosing a specific health problem or
measuring health standards [12].

2.5 Future Trends of IoT in Healthcare Market

The rising usage of healthcare information systems, the growth of BigData in health-
care, improved device accuracy and connectivity, and the expanding penetration of
connected devices in healthcare are all driving the IoT industry. IoT technology has
the potential to alter traditional paper-based healthcare therapies by increasing access
to real-time patient data and remote patient monitoring. The emergence of digital
healthcare technology has addressed the pressing need for enhanced diagnostics and
personalized treatment options. It also serves as a fitness and wellness tracker for
athletes, as well as a dosage reminder for patients, in addition to providing remote
patient monitoring to clinicians. The IoT healthcare market is in high demand due to
the effective deployment of IoT in remotemonitoring of diabetic and asthma patients,
as well as the increased penetration of fitness and wellness gadgets. Improvements
in the quality of people’s everyday health and living activities, as well as BigData
analytics to support and encourage such research efforts, are some of the factors
driving market growth as IoT-based healthcare systems play a significant role in
the expansion of medical information systems. Patients must be tracked, traced, and
monitored in order to improve the healthcare system [14].

3 Security Threats for IoT, Countermeasures Based
on Cryptography

The key difference between IoT and traditional systems in terms of security is that
any devices that misuse real-world data collection will be diverted as a target for
attackers. Consider a mechanical plant where IoT can be utilized to boost produc-
tion and ease maintenance by coordinating and collecting data from the enormous
number of sensors installed across the facility. If wrong information is received in
the server as a result of cyber-attacks, it leads to incorrect analysis, which leads to
incorrect management, which leads to massive damage in a large mechanical factory.
In terms of management and manufacturing process, measurement and control data
are more confidential, and preventing leakage is a critical goal from a competitive-
ness standpoint. As a result, while deploying any IoT-based systems, it is critical to
evaluate the impact of security threats [16]. The three key reasons for cyber attackers’
ease of assault against IoT are as follows. The first is that the IoT lacks a supervi-
sory or intelligent system for detecting and identifying intruders. Second, because the
Internet of things is based onwireless technology, snooping is rather easy. Finally, IoT
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devices arewilling to accept limited capacity in terms of both power consumption and
computational power. As a result, standard security procedures that are computation-
ally expensive to create and install will impede the performance of power-controlled
devices. Hence cryptographic methods play a critical role in protecting safe mode in
order to transmit data to IoT without any data leakage. Unauthorized access to data
transmitted over the Internet poses a risk of tampering with control signals or issuing
illegal directives, resulting in anomalous operations.

3.1 Lightweight Cryptography

The basic goal of encryption is to keep information private so that only the sender
and receiver can recognize and use it, and no other person or intruder can see or use it.
The majority of current security standards algorithms have a greater gate count and
power consumption. Therefore, these algorithms are almost impossible to implement
in IoT devices. Another process named “lightweight cryptography (LWC)” has been
created to definemore suitable securitywith less equipment utilization andmore opti-
mized results for IoTdevices.One of themost critical components of a safe embedded
system is lightweight encryption. The newest development algorithms in this subject,
as well as the most recent applications in the field of lightweight symmetric key
cryptography, will be presented in this part. For platforms like RFID, NWSN, field
programmable gate array (FPGA), and others, lightweight encryption techniques
makemore sense. Furthermore, symmetric shapes and asymmetric numbers are sepa-
rated from lightweight encryption techniques. Lightweight symmetric block ciphers
are used in the most common form. The mass and current zeros are contained in
symmetric zeros [17] end-to-end security in IoT systems necessitates the use of
symmetric encryption. An encryption mechanism with a low-power consumption
is also particularly crucial for low-power devices [18]. Lightweight application is a
dual core base that allows lower power consumption of peripheral devices. Any of
the characteristics, such as memory capacity, latency, power, and circuit size, can
be optimized using a lightweight encryption algorithm base. The use of coding in
detectors shows that deploying a knowledge keeper for privacy and reliability could
be a good counter-threat strategy. Lightweight encryption as shown in Fig. 4 has the
benefit of enabling a device to securely encrypt, even for nodeswith limited resources
[19, 20].

3.1.1 Lightweight Cryptography Requirements

These are implementation aspects which are necessary for lightweight coding.

• Size (circuit size, ROM/RAM sizes)
• Power
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Fig.4 Block diagram of
proposed E3LCM method

• Power consumption
• Processing speed (throughput, delay)

3.1.2 Good Lightweight Ciphers Features

A lot of factors must be considered while designing at good, memory efficient,
resource-saving, durable, and lightweight encoder. The following are important char-
acteristics of excellent and lightweight blade: (a) rich encryption standard, (b) less
time to implement, (c) less complex, (d) high productivity, (e) solid structure, (f)
consumes less power (energy consumption), (g) need to implement smaller devices,
(h) requires less memory, executing programs (code size, RAM size), (i) strong resis-
tance to linear and differential assaults. (j) Prevent possible advance attacks like zero
correlation attack, Biclique attack, meet-in-the-middle attack, algebraic attacks, etc.
[21].

3.2 Lightweight Cryptography for IoT Devices

Recently a many of software and hardware implementation of lightweight ciphers
are designed for IoT applications with a focus on reducing cost (memory, processing
power, physical area ,Gate Equivalents, energy consumption) and enhanced hard-
ware and software performance (latency, throughput). Several of them focus specif-
ically on security threats and are particularly concerned with implementation and/or
performance cost [19, 22]. Furthermore, most IoT devices focus with real-time appli-
cations, making rapid and precise responses while maintaining basic security with
limited resources a difficult task [23]. IoT device designers confront a number of
threats and concerns, including battery capacity [20] and data security [24]. The fore-
going concerns are well solved by its sub-specialty, lightweight cryptography, which
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Fig. 5 Structure-wise categorization of algorithms

provides lightweight characteristics including tiny memory, low-power consump-
tion, low-processing_power, and real-time response even on resource-constrained
hardware [25]. Block ciphers are preferable over stream ciphers in IoT devices with
limited resources for the reasons stated above. This section is about block ciphers,
mostly symmetric lightweight block ciphers. It employs one of the structures as
shown in Fig. 5.

SPN and TFN are the most popular structures among them because of their flex-
ibility in implementation based on application requirements [26]. Although Feistel-
structures are easy to include into low-medium power devices (because to the lack
of circular function in half of the cases), they often require more circular function
for safety reasons than SPN structures. When a choosing between fewer rounds of
SPN work and greater Feistel job cycles with the same level of safety and equivalent
energy costs is available, the SPN job may be the better option [27].

4 The Performance Metrics of Hardware and Software

Based on the structures mentions above, the performance of LWC algorithms might
be assessed in terms of key size, block size, throughput, efficiency, and N of rounds,
as well as hardware and software specific resource requirements. Tables 1 and 2
provide the performance metrics for both software and hardware.
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Table 2 Existing lightweight block ciphers (hardware implementation)

No Cipher Year Structure KeyTsize
(bits)

BlockTsize
(bits)

Throughput
@100 kHz
(Kbps)

Efficiency
(Kbps/KGE)

No. of
rounds

1 AES 2011 SPN 128 128 56.64 23.6 10/12/14

2 PRESENT 2007 SPN 80 64 200 127.38 31

3 RECTANGLE 2015 SPN 80 64 246 167.68 25

4 PRINCE 2012 SPN 128 64 533,3 180.59 12

5 LED 2011 SPN 64 64 5.1 5.27 32

6 SIMON 96 48 15,8 20.7 32/52/72

7 LBLOCK 2011 Feistel +
SPN

80 64 200 151.51 32

8 PICCOLO 2011 GFN 80 64 237.04 208.66 25/31

9 TWINE 2011 GFN 80 64 178 118.42 36

10 KATAN 2009 NLFSR 80 32 12.5 15.58 254

11 KTANTAN 2009 NLFSR 80 32 12.5 27.05 12/16/20

5 Security Analysis of Lightweight Algorithms

The optimal algorithm of LWC must preserve a proper balance among cost, perfor-
mance, and security. To achieve any two of three can be optimized but to achieve
all three is very difficult. So, to achieve these when design an algorithm of LWC
must concentrate on less computing power requirement and less memory, resulting
in less gate equivalent requirements along with low-power consumption without
compromising strong security. Almost all of the recent surveys have been done to
find out performance of any cryptographic algorithm based on the measured in terms
of latency, key size, block size, throughput, efficiency, and number of rounds, power,
energy consumption, and efficiency. Resources for hardware implementations can
be expressed in the form of slices, gate area, or gate equivalents and efficiency.

6 Conclusion

Each lightweight cryptography algorithm used in the IoT has various advantages
and disadvantages for ensuring security during information exchange in the IoT
environment, according to the lightweight cryptography algorithms used in the IoT.
Some algorithms require greater storage space but fewer computations, while others
require the opposite. Many algorithms are low-power, low-cost, and low-computing-
power; nonetheless, they do not demonstrate resistance. Because it has not been
effectively handled, security is an essential concern in the IoT, not only now but in
future, and it remains an important study area in the protection of the IoT. Future
research should concentrate on reducing key size, employing more frequent dynamic
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keys, reducing block size, offering clearer rounds, and building simple key tables for
lightweight block cipher development, according to our recommendations. Thus, one
of the primary goals of developing lightweight stream ciphers is to reduce the size
of the switch and to initialize the vector.
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A Combinatory Novel Approach
for Detection of Interested Area
from Images

Gurbakash Phonsa and Gurpreet Singh

Abstract The main cause of the death as per today’s scenario is brain sicknesses
that effect the human’s body activities along with brain cells. The detection of brain
diseases is still a challengedue tomany factors like user-friendly diagnoses interfaces,
test accuracy, early detection stage, and many more. Keeping all this in mind, this
paper proposes a hybrid approach for detection of brain tumor and eliminating all
other replica factors. We use TDE hybridized with bisection mechanism that having
history in illnesses detection. In our study, this approach shows a betterment in
comparison with existing techniques with 8–10% margin. It is our understanding
the use of objective function at classification and segmentation phase as well as
enhancing contrast will show this improvement. These results are shown through
parameters like MSE and PSNR in relationships of precision.

Keywords Genetic algorithm ·Makespan · Cuckoo search

1 Introduction

The brain plays an important role in managing the different functions performed by
our body that includes not only eating, movements, decision-making but countless
functions in daily life. Now due to some defects, this operation if not performed
accurately then can be termed as brain problem or brain sickness. This problem
now started effecting the daily activities of the human being. Nowadays, there are
numerous methods utilized in detection of these diseases. Mainly, the images are role
players in all these detection techniques. These diagnosismethods are not very patient
friendly as well are complex in nature. Thus, there is a scope for kind of techniques
which detecting diseases in patient friendly method. There are many approaches
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which use image segmentation in detection process. This approach divides the image
in different regions based on their parametric values. The boundaries of parameter
specific region [1] used in object detection.

This approach integrated with many sections of informative parts that covers the
entire image. In particular area, these pixels having similarities in terms of their
representations like texture or color. Now, this machine computation approach gives
the informative data as a result. That accepts the input in form of image and gives the
output in the term of numerical values with respect to different regions in that input
image. These output results in numerical values can be utilized in various forms of
computation to enhance the diagnosis process. Now, the logical approaches can be
deployed as per experiences to improve it further for betterment of diagnosis process.

2 Related Work

Tirpude and Welekar [1] images captured during medical tests are viewed properly
only by means of medical image processing so it has develop into the most difficult
fields of engineering and technology. Using this technology images taken during
MRI reflects complete information about the anatomy, disease is also get monitored,
which is beneficial for effective diagnosis.

Despotovic et al. [2] proposed examination of pictures inmedicinal science picture
division is a standout among the most basic advances. Picture division is regularly
utilized for estimating and envisioning the mind’s anatomical structures, for exam-
ining cerebrum changes, for depicting obsessive locales, and for careful arranging
and picture guided intercessions amid cerebrum MRI.

Bhima and Jagan [3] proposed images in medical science becomes one of the
emerging and challenging field because of remarkable growth in image processing.
Medical diagnosis is conducted using MRI-based brain medical imaging so that it
can exhibit the inner portions of the human brain.

Lal and Aju [4] therapeutic diagnosing framework restorative picture preparing
is a standout among the most animating and rising field. Preparing of MRI human
cerebrum pictures is one of the fundamental necessities nowadays. The anomaly
extricated from the magnetic resonance image (MRI) cut pictures amid determina-
tion is depicted. After that irregularity extraction amid, the analysis is performed
dependent on the measurement estimations of pictures it very well may be brain
tumor, hemorrhage (stroke), edema (brain swelling) and hydrocephalus (water on
the cerebrum), and so forth. As per Deshmukh [5], instrument of cerebrum tumor
division is only the dissimilarity between various tumor regions frommagnetic reso-
nance (MR) pictures. Number of mechanisms are present for the segmentation of
brain tumor. As per Selvaraj [6] findings, nowadays, the most threatening disease
occurring among man beings is brain tumor. Yet, if brain tumor is diagnosed at the
early stages, there are more chances of man beings survival. Also Tambe [7] shows
that tumor is an aberrant growth of cells within the brain, which can be the cause
of death among people. The main goal of segmentation is to make image easy to
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understand. This paper provides review on related study of segmentation techniques
for segmenting brain tumor from magnetic resonance image.

Manju et al. [8] proposed image segmentation plays vital role in diagnosis and
treatment of perilous diseases. The tumor area in brain is properly identified by using
different algorithms like seeded region growing and merging K-means, KNN, fuzzy
C-means, and related study of all methods presented.

In 2017, the Deshpande and Honade [9] presented an sequential approach tissue
to tumor that utilizes MRI images. This approach applies image segmentation with a
firefly algorithm. In comparison with SVM linear approach, this shows much better
results and less latency.

Emrah et al. [10], Mostafa et al. [11] presented a clustering approach form CT
images utilizes the segmentation approach. From MRI images, artificial bee colony
approach applied in liver/brain tumor detection and segmentation.

Synthuja et al. [11] proposed swarm intelligence approach for brain tumor recog-
nition. This proposed methodology having good visualization of tumor region. This
is further continuous with artificial neural network.

Pathak and Sejwar [11] purposed an technique having two phases, the first stage
having histogram analysis approach that allows the growing of initial seed, and the
second phase uses cuckoo approach and further threshold optimization. These results
are further compared to do the analysis of suggested approach and conformance for
betterment.

3 Proposed Methodology

Our approach is composed of two classifier techniques, the first one is bounding box
approach in which the frequencies used for detection, and the second approach is
Haar used for region of interest detection with feature analysis of inputted image.

3.1 Bisection TDE Mechanism

This approach utilizes the training images with k-dimensions that surrounds the
objects and then calculates the V vector using numerous frequencies of the box
represented there.

3.2 Flowchart of Purposed Method

The below given flowchart is for our purposed methodology. This is flowchart
picturized the different steps involved in realizing the purposed technique.
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The approach imitated with inputting an image which we are going to analyze.
This image is then converted into frames which are labeled and by applying purposed
approach compare with desired area, if matched, then it finished with detection,
otherwise the same process applied with next frame.

3.3 Training

This is the important phase in our proposed approach which helps us in feature
analysis which further utilizes in region of interest—ROI detection. In training, both
bisection as well as Haar approaches are utilized. The ROI is detected on the basis
of given preferences mentioned in the approach (Fig. 1).

Assign labels extracted images  

Leaf feature extracted using Haralick technique for feature extraction 

Image object height is estimated using TDE bisection approach 

.mat file used to maintain extracted features with reference to their height 

Is test match 
train? 

Object is detected  

Frame = Frame +1 

Repeat for all image frames in image set  

Stop

Image frames are generated from the original image taken for analysis 

Fig. 1 Proposed approach
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3.4 Testing

1. The very initial step is to convert the input image into frames after performing
analysis on their proprieties. We applied the standard MATLAB library for
performing analysis. The processing format is represented in.avi, and the func-
tion available in signal analysis library is mmread(). The same in utilized by us
in performing the initial step of proposed approach.

2. After extracting the images, each image is labeled as Image1, Image2, Image3,
…, Imagen

3. Loop from first image to last image is applied for processing each image frame.

a. Mining of the feature of leaf features done through Haralick extraction
approach for feature. The result of the same is saved in .mat file format.
Based on our assumption that texture feature is in varied represents.

b. The height of objects from image is estimated using bisectionmetaheuristic
approach.

c. The .mat file is used here to main the feature extracted corresponding to
their height.

d. Start
If (Trainingf == Testingf) thenobject foundreturn ();ElseFrame =

++FrameEnd {if statement}End {Looping statement}

object found
return ();

Else
Frame = ++Frame

End {if statement}
End {Looping statement}

e. Stop

This purposed approach accurately classifies region in various sections. TheROI is
also get improved using the TDE, H-bisection classifier. This methodology correctly
classifies leaf into distinct categories. This algorithm helps in reduction of non-
classified region andmuch better classification. This approach is a dynamic in nature,
then only there is possibilities of data sets analyzes and not only the static images.
This approach inherits both supervised as well as un-supervised learning approaches
in well form.

4 Experimental Setup and Result

This section is dedicated for concluding the finding of purposed approach. As per
our analysis, the use of bisection TDE approach and representations in MSE as well
as in PSNR is descripted in itself. The confirmation of purposed approach through
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Fig. 2 Classification accuracy of existing and proposed system

classification accuracy is more clarifies our work. The standard utilized in helps in
confirmation of correctness of resulted regions from the inputted data sets images.
There are four different parameters are used for result representation such as two for
positives (false and true) and two for negatives (false and true).

ClassificationAcc = (TP + TN/ TP + TN + FP + FN ) (1)

True positive is termed as—TP and true negative is represented as—TN result
attained throughout experimentation. The accuracy of the resulted classification
represented in regions of detection from the inputted data sets. The results repre-
sent the frequency of the true positive. These resulted can be changed with time as
the consideration of parameters varies with true negative rates. In totality, it can be
said that there is not specific symmetry of various categories of classification. This
variation in the results of classification is visible there.

It is depicted in the table above that accuracy in results is 95–97% from that of
bisection TDE and from TDEmethod, and it varies from 90 to 94% (Fig. 2 and Table
1).

There is betterment from 2 to 3% in peak signal to noise ratio as per result of
proposed approach. The compared approach having variation from 12 to 13 in their
PSNR representation range with respect to our suggested approach the peak signal
to noise ratio varies from sixteen to twenty-one only. It is further concluded that the
PSNR ratio for the high convergence should be large. The same PSNR is described
by the below equation:

PSNR = 10 log10(MSE2/255) (2)

Equation 2 shows the PSNR—(peak signal to noise ratio).
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Table 1 Classification accuracy

Used image Classified as TDE accuracy (%) TDE-B classifier (%)

[Kaggle] Cancerous 92.3 96

Cancer not detected 94 97

Cancer detected 90 95

5 Conclusion

The TDE hybrid method with a visual approach used in the proposed system elim-
inates duplicate features and thus detects cancerous images on a large scale. The
result of the proposed system compared to the existing system is better by a limit of
8–10%.Themain reason for the improvementwas due to the improvement of compar-
ison and measurement of pre-processing and operational performance in addition to
classification and classification. As we work in the medical field, the production of
rapid results is a need of the hour. This is achieved through the proposed system.
The different color features found can be used for real-time images and diagnos-
tics. In future, this method can be tested in comparison with real-time images, and
performance can be tested in the GPU for in-depth reading.
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U-NET Xception: A Two-Stage
Segmentation-Classification Model
for COVID Detection from Lung CT
Scan Images

R. T. Akash Guna, K. Rahul, and O. K. Sikha

Abstract COVID-19 has immensely affected our routine lives and has made us
live in a panic driven environment for the past few years. RT-PCR test is the most
preferred test for the detection of COVID despite being a time-consuming process.
Research has shown that CT scan of lungs can be used to identify COVID infected
people in a shorter span of time. The proposed model uses a U-NET-based two
staged detection model to segment the abnormal region from the CT scan images.
The segmentation module consists of U-Net which produces a binary segmentation
mask of regions infected by COVID. The U-Net was trained with dice coefficient
loss to improve the structural similarity between ground truth regions and predicted
regions. The segmented regions are used to classify COVID contraction. Multiple
classification models such as Xception, ResNet, and Inception-ResNet were tested to
classify segmented regions. Xception model outperformed other models, produced
an accuracy of 98.77%, and thus was chosen as our backbone network. We compare
the results obtained on detection using complete CT scans and segmented CT scans
to prove the relevance of using segmented regions for COVID prediction.

Keywords CT scan segmentation · COVID detection · U-NET · Xception

1 Introduction

Coronavirus disease (COVID-19) has posed a great threat to mankind. 21.9 crore
cases have been reported so far, and the death toll stands at 45.5 lakhs. The real-time
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polymerase chain reaction (RT-PCR) test has become the standard methodology for
COVID-19 detection. RT-PCR test is laborious and requires high-genome detection
of viral presence from CT scan lung images is an alternative to the standard testing
procedure. Researchers have worked on the detection of COVID-19 from CT scans
and have produced numerous classification models for COVID detection. Kavya
et al. [1] employed CXR image classification using support vector machine as per
the current trends inMLandAI forCOVIDclassification.AmodifiedVGGNetmodel
is used by Anand et al. [2] to classify chest X-ray images. Ahmed T Sahlol’s [3] has
made use of fractional order marine predators’ algorithm for image classification
on chest X-ray images in his recent research work. Adnan Saood’s [4] experimental
results suggest that SegNet-a scene segmentation network can be more accurate for
the purpose of classification. The aforementioned classification models reported in
the literature suffered from false negatives owing to comparatively small regions
of COVID infection in early stages of detection. The large unaffected regions of
lungs are capable of misleading the classifier to produce a false negative result. In
this paper, we propose to employ a U-NET-based image segmentation to segment
COVID affected regions from the CT scan images and then do classification only
on the segmented parts. The proposed two-stage segmentation-classification model
performed better in terms of classification accuracy.

2 Related Works

Image classification [5] is a process inwhich an image is classified by comprehending
the entire image as a whole. Image classification is widely used in medical imaging.
Guangyu Jia’s [6] research work has focused on using modified MobileNet for the
classification model. Ghousal et al. [7] experimented the use of Bayesian CNN for
COVID detection from chest X-ray images. Image segmentation process divides
the image into different regions of interest [8–11]. Gerard’s [12] experimented on
a polymorphic training approach with hierarchical clustering to accurately segment
COVID-19 cases. Kai et al. [13] proposed a dual branch combination network for
COVID lesion segmentation from lung CT images.

3 Proposed Model

This section describes the proposed model in detail. The model has two modules—a
segmentationmodule and a classificationmodule. The segmentationmodule consists
of a U-Net architecture which takes CT scan images of lungs and segments COVID
affected regions to generate a binary segmentation map, where each pixel value
specifies whether the corresponding pixel in the input image is affected by COVID.
The binary map is then used to segment the COVID affected regions from the input
image. The segmented image is then passed into deep learning classification models
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Fig. 1 Proposed architecture. An input image is passed into aU-Netmodelwhich segments COVID
affected regions using a binary map. The binary map is multiplied with the input image to get the
segmented image. The segmented image is passed into an Xception model to perform COVID
classification

to classify whether the person is affected by COVID. State-of-the-art classification
models such as Xception, ResNet, and Inception-ResNet were explored for the study.
Figure 1 visualizes the architecture of the proposed model.

3.1 U-Net

Olaf et al. [14] introduced an enhanced auto-encoder model especifically for biomed-
ical image segmentation called U-Net. It contains an encoder and a decoder. Encoder
down samples an input image into a latent space.Decoder performs successive decon-
volutions to upsample the latent vector to the size of input image. U-Net possesses
skip connections between convolutional and deconvolutional layers which reduces
the loss of semantic data caused during the reduction of the input image to a latent
space. Figure 2 shows the architecture ofU-Netwhich resembles theEnglish alphabet
“U”.Theproposedmodel employs dice coefficient loss to train themodel.Dice coeffi-
cient losswas introduced for image segmentation byMilletari et al. for 3-dimensional
medical image segmentation [15].

Dice coefficient loss determines the overlap between two images providing a
global loss as shown in Eq. 1.
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Fig. 2 Architecture of U-Net

Dice Loss = 2 ∗ ∑N
i pi ∗ qi

∑N
i pi 2 + ∑N

i qi 2
(1)

where N is the total number of pixels in the images and pi and qi represent a pixel in
predicted mask and ground truth mask, respectively.

3.2 Xception

Xception is an extended version of the InceptionV3.The model proposes an interpre-
tation of Inception modules as an intermediate step before the depth wise separable
convolution operation: in which the depth and spatial dimensions of a filter can be
separated. The feature extraction base of the architecture is formed by 36 convolu-
tional layers, and the layers are structured into 14 modules. Every module except the
first and last has linear residual connections around it. Binary cross entropy loss was
selected to train the backbone network since COVID identification is a binary classi-
fication problem. The loss function is based on how far or close are the probabilities
from the actual value. The binary cross entropy loss function is given by Eq. 2.

BCE = −1

n

n∑

i=1

gi ∗ logpi + (1 − gi ) ∗ mathrm∗log(1 − pi ) (2)
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Fig. 3 Sample images from used datasets and their respective ground truth segmentation mask.
Green border indicated normal CT scan and red border indicates COVID infected CT scan

Where n is the total number of predictions and pi and gi represent predicted class
and ground truth class, respectively.

4 Dataset

Two datasets were combined for the analysis. The first dataset [16] consists of CT
scans ofmore than 40 patients. The datawere collected and segmented by radiologists
from Oslo. The dataset contains 100 CT scans of COVID affected patients. The
second dataset contains 829 slices of COVID affected and normal lungs collected
from Radiopedia [17]. The dataset has been evaluated by a radiologist who identified
that 373 slices were COVID affected slices, and 456 slices were non-COVID lung
CT scans. Figure 3 shows some sample CT scans from the database.

5 Results and Analysis

5.1 Segmentation Results

The ground truth map of normal lung CT scans had all pixels filled with one while
COVID affected lungs had considerable number of white patches in its binary maps.
This trend was replicated by the results from the U-Net model. The predicted masks
had a similar structure to that of ground masks. Structural similarity metrices such
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as PSNR, SSIM, and MSE were used to test U-Net. The scores received on these
metrices are shown in Table 1.

The lung CT images of patients with severe COVID infection have bigger regions
of abnormality than moderately affected or normal lungs. Moderately, infected lungs
showed larger number of disjoint regions of anomaly. Figure 4 illustrates candidate
examples of lungCT scan images of peoplewith severe infection,moderate infection,
and no infection. From the figure, it is clear that the intensity of infection is clearly
distinguishable based on predicted masks and thus improves classification accuracy.

Table 1 Scores received during calculation of image similarity metrics between ground truth mask
and predicted mask for the following input CT scans
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Fig. 4 Tabulation of results received on using U-Net to segment COVID infected regions from
lung CT scans
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Table 2 Analysis of
improvement in COVID
detection using infected
regions

Model CT scan Segmented regions

Xception [18] 0.80 0.9877

Inception-ResNetV2 [19] 0.85 0.9630

ResNet [20] 0.89 0.9600

Table 3 Testing metrices
results for classification
models

Metrics Xception Inception-ResNet ResNet

Precision 1.0 0.88 1.0

Recall 0.88 0.77 0.77

F1 score 0.94 0.821 0.875

5.2 Relevance of Segmented Results

We trained Inception-ResNet, Xception, and ResNet101 models on CT scan of
COVID patients to predict contraction of COVID. We repeated the same process
for segmented regions of CT scans, and the results are shown in Table 2. From
the table, we could notice that all the models showed a significant improvement on
training from segmented results than on complete CT scans. We can also notice that
Xception model has outperformed Inception-ResNet and ResNet101 for the classifi-
cation task. Table 3 shows the scores received for classification in terms of precision,
recall, and F1 score. The best results are shown as bold. From the table, it is clear that
that the proposed two-stageU-NETXception segmentation-classification framework
produces better classification results than other models.

6 Conclusion and Future Works

The paper proposes a two-stage segmentation-classification framework using U-
Net and Xception models. The U-Net model was employed to segment the COVID
infected regions from lung CT scan images. The segmented regions were further fed
into a deep learning model for classification. Using Xception as backbone network,
we achieved an accuracy of 98.77%. We have shown that the relationship between
intensity of COVID and area of segmented regions helps in improving the predic-
tion results. We then compared the accuracy while using complete CT scans as
input to using segmented COVID regions as input. We thus proved the relevance of
using segmented regions in aiding the classification model to detect COVID affected
patients.

We noticed that area of segmented regions is directly proportional to the intensity
of COVID affection. Therefore, we could improve the architecture to produce a
fractional number indicating the intensity of COVID affection. Researchers are tied
down due to lack of large number of COVID affected samples, thereby limiting the
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application of current CNN-based COVID detectors. We could test the usability of
one short learning architectures as the backbone network to improvise the reliability
of the model.
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AI Integrated Blockchain Technology
for Secure Health Care—Consent-Based
Secured Federated Transfer Learning
for Predicting COVID-19 on Wearable
Devices

T. Ravi Shanker Reddy and B. M. Beena

Abstract COVID-19 has been a major global challenge these days. The pandemic
has changed human life, attitude, and behavior. This pandemic added a burden to
people’s life and health. With the new variants of SARS-CoV-2, a lot of people are
even scared of going to the health centers to get the COVID-19 evaluation in fear
of contamination and contagious, which caused the surge in the symptoms at later
stages. Data collected across various sources can play an important role in predicting
and identifying of COVID-19 virus based on the models and the classifications of
this data using the most sophisticated machine learning models. The concern here
is accessing or transferring an individual’s data from their personal health devices
which defers users’ privacy. In the recent past, there are a lot of research that has
been done these days on how blockchain can help to securely track and transfer
the data across trusted sources. Adding to this, federated learning also is helping
on-device data usage without any critical data to be transferred to various external
sources. The proposed study directs the stability of frequent health status with the
help of wearable devices that capture health metrics like heart rate, blood oxygen
levels, breathing rate, muscle activities, stress, emotions, movement patterns, sleep
activity, precipitation, and mind/cognitive functions with the introduction of the data
streams and models that can seamlessly transfer the data, with the assurance of data
integrity, privacy, and control which is the scope of this paper. The usage of both the
emerging technologies provides a value addition in terms of health data exchange
with effective data distribution with decentralized privacy and computation. We have
also introduced a consent-based personal health device registration mechanism on a
blockchain consensus network with digital identity to allow and take back controls
over who can access their data. We believe that this solution and the implementa-
tion would help everyone to predict the possible COVID-19 infections keeping data
privacy at the most priority.
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Keywords On-device learning · Secure aggregation · Secure by device consent ·
Distributed ledger · Training loop

1 Introduction

In today’s world, we encounter a novel variety of viruses called coronavirus (COVID-
19) that brings an acute respiratory infection in the lungs that has caused more deaths
across the globe. This pandemic has affected the world massively for more than a
year now, where the spread of the virus is so overwhelming for humankind which
has not been seen in almost many decades. Now, with the new variants of viruses
emerging and given this condition is highly contagious, the ways to detectCOVID-19
among the population remain challenging and also top priority tasks in the health
industry[1].

Few primitive methods such as sampling throat and nasopharyngeal swabs are
the most feasible way for the diagnosis. For this method, the patient needs to be
physically present in the testing centers which gives even more mental agony during
the pandemic with the fear of contagiousness. This pandemic, on the other hand,
has also brought a lot of inventions into the health and fitness sector by building
new applications by integrating artificial intelligence (AI) technology along with
traditional health care with the latest infrastructure toward tele-health. Along with
machine learning (ML), Io(Health)T devices like wearable devices[3] could alert
when there are changes in the user metrics that match COVID-19. Prioritizing the
safety and well-being of people, data gathered locally across geographies can help
the localized bodies and health officials who can put the local area into a containment
zone and control and mitigate the spread of the COVID-19 virus.

The health data of a user should move of their personal devices to the servers
that are hosted by the device stakeholders and in turn to various health institutions
to scan, evaluate, and determine the possible options[4]. The most common practice
for building and training ML models is to curate the data across various real-time
stream, and storage sources will raise the following concerns[2].

1. Regulation of data sharing policies while gathering the data from various edge
locations.

2. Ensure privacy for the sensitive data.
3. Limited storage infrastructure to collect and avoid data breaches and security

issues.
4. Enhanced predictive models, that are trained on a variety of data samples.

A comprehensive study was made which motivated us to propose and implement
a solution on how this data has to be securely transferred to the technology orga-
nizations, who build applications that help to solve the problem in the need of this
hour.
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2 Motivation

As we know, our daily activities are more inclined to our human body’s health.
The industry has moved ahead in developing wearable Io(Health)T automation
tools and devices such as smart glasses, wrist bands, and smart bio-devices that
also help humans to track and understand their health status[5]. Electronic wear-
able devices allow physiological and biological signals to be tracked and moni-
tored continuously that can be used in the detection of viruses in the early stages
and help to reduce the widespread of both asymptotic and ill cases of COVID-
19[6].

From the comparative analysis, the following are points that were inferred.

• Wearable devices are so adaptive and convenient so that they need not carry any
externally connected devices that are linked like phones. This brings unique remote
health opportunities in the prediction and treatment of COVID-19.

• Devices are embedded with multiple sensors and algorithms that capture health
metrics like heart rate, blood oxygen levels, breathing rate,muscle activities, stress,
emotions, movement patterns, sleep activity, precipitation, and mind/cognitive
functions. These electronic sensors in the form of tattoos, bio-chips, contact lenses,
facemasks, and bands as shown in Fig. 1 can help collect physical and biochemical
signals [7].

Fig. 1 Wearables types and features
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• The convergence of physical and digital devices will enhance the early predictions
and identifications of infections and a chance to add value to the behavior and
lifestyle patterns of humans.

• Considering the range of smart devices on the human body, there is a huge amount
of data that is currently collected and distributed to the central servers across tech-
nology and health organizations which may increase the network congestion[8].

• The data sharing process across different organizations sometimes will be impos-
sible due to various privacy regulations, impacting the collection of datasets on the
servers. Moreover, getting healthcare services to access these devices is challeng-
ing as health care is an exceptionally regulated industry and slow at technology
adoption.

• Mostly, the researchers have proposed a blockchain framework for resolving the
data privacy over authentication and authorization across the reports. Encryption
mechanisms like homomorphic encryption, tokenization, and dual hashing of data
too were considered and implemented.

• Blockchain frameworks with confidentiality, auditability, condition-based evalu-
ation using smart contracts, and “Proof of Delivery”-based consensus were being
considered and implemented in many healthcare industries.

• Blockchain framework was also considered for inter-party data communications
and trust which primarily focused on one–one stakeholder engagement.

Here, considering these studies, an important gap was observed in terms of how
humongous data thatwill be shared, used, and discarded after use for the development
of various ML models and applications. There came a thought of

• Why the data should leave the wearable device?
• How do the device stakeholders and healthcare organizations build applications
without having the user data?

• How a user is authorized to get the prediction based on his health track status?
• What if the user does not want to be part of this engagement despite owning a
smart device?

The following proposed solution details and addresses the problems mentioned
above.

3 Proposed Solution

The proposed study considers the data collected by the Io(Health)T-based devices
on the daily activities of a common user. This data is the fundamental block for the
stakeholders to buildAI/ML technologies and utilize, train, and predict the symptoms
of COVID-19 viruses in the body. Unfortunately, there are a few critical challenges
in today’s wearable health care.



AI Integrated Blockchain Technology for Secure Health Care … 349

• Distribution of data across devices
• Privacy constraints for data sharing.
• Anonymized, restricted centralized model development.

Following are a few thoughts that arise based on the challenges defined above.

• How to train models that predict COVID-19 in a distributed way on several wear-
ables without data leaving the devices without data leaving the devices?

• Is it possible to achieve models as strong as those that can be trained on large
centralized datasets?

• Can the data transfers adhere to the anti-privacy breach regulations[9]?

We introduce a framework consent-based secured federated transfer learning
for predicting COVID-19 on wearable devices with distributed and collaborative
model development based on the data collected from multiple wearables to predict
COVID-19 infections.

Consent-based secured federated transfer learning is a process of building and
learning a federated learning model based on the decentralized data on the wearable
devices that are securely registered with the consent management networks over
blockchain.

The framework also supports the comprehension of scope and usage of the data
on the wearable to predict the possible COVID-19 infections in compliance with
regulatory standards like HL7(health level 7), PHI(protected health information),
CDA(clinical document architecture), and many others. The proposed solution is
to bring the trustworthy AI in health care on user wearable devices by keeping the
following key notes[10]. The validity, legal bias, and the purpose of the data are
tracked.

• Quick, self-regulating suggestions based on the decision making.
• Define data privacy preferences.
• Define the level of security to access the device based on the consents.
• Approval and denial, revoke of consents that were already provided.

This framework uses the blockchain technology in the field of consent and privacy
data management.

3.1 Blockchain Technology for Consent Management

Millions of applications and solutions in the healthcare industry at this time were on-
boarded onto blockchain technologies. Blockchain permits immutable, distributed,
and decentralized transactions keeping the core factors of trust and security in design.
The transactions are traceable and linked to the history that is computed based on
consensus protocols like proof of work, proof of authority, proof of delivery, and
many more. The framework integrates cryptography and mathematical solutions
like hashing, certificates, public–private key management services, and generation
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and validations of digital signatures making the blockchain consensus and networks
safe and secure for data integrity[11]. The health tracking devices can now be on-
boarded onto this technology powered by the stakeholders like device manufacturers
and healthcare organizations. Every data record collected can be transformed into a
verifiable credential that certifies privacy and security.

These devices bind the customer profile with consent to a set of guidelines and
the proof of which is stored in the blockchain through hashes[12]. A controlled
self-executing smart contract on this blockchain consensus network enables immea-
surable options like automation aspects of consent collection processes, device com-
munications, and data controls. This platform will authenticate the credentials and
will be a source to hold the transactions over the consent-provided devices across
the geographies[13, 14]. This way, we can securely achieve privacy through secure
by device consent. The device consent will be collected as a verifiable credential and
will be owned by the device or application owner who can share, deploy, or collect
the models that are secure and aggregated. The device owner will have complete
control to give or restrict the data for complete privacy.

To set the common rules and guidelines, for consent, the devices have to be first
registered and by granting permissions in the controlled environment. Refer Fig. 2.
The registered devices together with the various types of data should be accessible
to the distributed health services in a secured environment and provide their consent
to exchange the models to predict the COVID-19 infections.

The consent is then validated and stored on a blockchain ledger, later which it
is available for health service providers to validate and consult. The only owner-
ship still stays with the user who owns his consent. A consent is first secured and
then the application owners can then access the controlled data as recorded and gov-
erned by the user. This restricted secure aggregated data is later utilized for AI/ML
methodologies and transformations, discussed further.

Fig. 2 Users register and give the consent from their wearable over a blockchain network
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Fig. 3 Secure model aggregation-based health information exchange (HIE) between Io(Health)T
and healthcare services

3.2 Machine Learning

Machine learning (ML) is a subset of AI that enables predicting or identifying the
outcome based on the existing dataset. This field of AI has advanced in health care
to diagnose a wide spectrum of diseases based on the previous patient’s diagnosis
and treatment history. In traditional ML, the learning and training process is central-
ized to servers, and the dataset may contain user-sensitive information[15]. Feature
extraction networks related to transfer learned convolutional neural network (CNN)
are the most common ways to work with limited dataset availability[16].

3.3 Federated Learning

Federated learning is a type of learning process that builds models which is different
from distributedmachine learning [13]. It works primarily on distributing the compu-
tation to various servers. It still needs central servers for training where AI integrated
blockchain technology for secure health care the user’s data is uploaded, violating
the data privacy concerns. In FL, the central servers receiving the information from
the edge devices are not the original data, but a trained sub-model. At the same time,
the FL also allows asynchronous transmission, and the communication requirements
can be appropriately reduced[17].

An iterative process to generate a high-quality model through on-device learning,
until it is validated, is called a training loop.

Training loop follows the below flow with secure aggregation of sub-models.

• These wearable devices register on to a blockchain network with a trusted service
provider providing the consent that is self-controlled by the user to download the
shared prediction model that is trained on a proxy data.
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• The devices improve the downloaded base model by learning from the personal
data available on the devices.

• Federated Compute runs locally with a focused collection and compute the vectors
of the device reports.

• Devices then push only the bias and weights along with the aggregates which
are also known as federated means but not exactly the data complying to the
minimalistic disclose of data as needed[18].

• Devices aggregate the changes as a small incremental model and send to the
servers.

• Understands the learning rates, hyperparameters, noise reduction, performance
monitoring and is averaged instantly with the other increments collected from
other users as well and that improves the shared prediction model. See Fig. 3.

• Servers on remote regenerate the synthetic data based on the discrete models then
combine for validation and feedback.

• Finally, servers prepare the upgraded release of the tested, incremented models for
the approved devices to download and predict the health situations.

The flow repeats over time. See also Fig. 4. This way, all the training data stays on the
device, and no individual datasets are stored in the servers which maintains privacy
with the advantage of early detection of the infections[19].

3.3.1 Advantages

• Data privacy—Thedata is localized to the user’s device, and the consent is provided
on the device for local computation[20].

• Low throughput—The models are trained and predicted locally based on the indi-
vidual device’s data.

• Accuracy and validity—The model is trained on local data on top of the proxy
data, so the results come out to be more accurate and personalized. The local data
is cleaned on a regular basis.

• Power optimization—Model training locally on the devices will help in power
optimization.

• Minimal hardware compatibility—Limited hardware configurations are sufficient
to run the model building and learning on wearable devices.

3.3.2 Challenges

• Large-scale distribution—Collection of data is across geographies, culture which
makes connectivity and model distribution complex.

• Limited communication—Federated blockchain networks consist of multiple
types and number of devices which has an impact on the communication to the
central servers for fetching improved models.
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Fig. 4 Sequence flow of training loop

• Data diversity and quality—Size and quality of data collected on various devices
may add bias to the model training.

• Ephemeral data—Datasets do not belong on the devices for re-validations.
• Model updates—Regular updates are necessary for keeping the models up to date
to predict the viruses. In case of any device or connectivity failures, the data/models
will be stale for further enhancing of predictions.
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4 Conclusion

Considering the rapid spread of COVID-19 viruses with new mutant variants like
Delta, Omicron coming up, it is highly impractical for individuals to get a regular
diagnosis. The proposed solution defines the stability of frequent health status with
the help of wearable devices that capture health metrics like heart rate, blood oxygen
levels, breathing rate, muscle activities, stress, emotions, movement patterns, sleep
activity, precipitation, and mind/cognitive functions. The study also implies having a
safe and secure prediction or detection of COVID-19 viruses in humans and driving
the state of health.

It is understandable that initially, it is a very difficult task to identify and compare
COVID-19 from various other viral infections. So a regular retrained model will help
to improve the prediction as and when a study to understand the variants is devel-
oped. These predictions methods would require huge datasets to train the models for
every new strain of viruses. Transferring personal data to external health providers
is considered a privacy breach, and the solution is to have federated on-device learn-
ing based on secure aggregation. Each individual can control what gets controlled
by a blockchain-based consent management and verifiable credentials that enables
strict controls on who can access the data, artifacts like aggregated vector data, and
individually trained models.

In case if there are any true positive predictions, the individual can take supervised
medications. The local governing bodies and health officials can put the areas where
there are a lot of positive cases into a containment zone to control and mitigate the
spread of the COVID-19 virus.

5 Future Enhancements

Considering the usage of these highly expensive wearable devices, this solution
can only be restricted to the affluent segment of the world. Most of the developing
countries are still struggling for bread and butter for whom these solutionsmay not be
at reach. Access to economical wearable devices should be considered by the health
care and technology organizations to promote new ideas which can help access and
train on huge datasets securely. Identifying the patterns and the design solutions can
help predict every new strain of viruses and suggest the ideas and possible treatment
plans based on the behavioral patterns of the users with wearable devices.

Identity, auditability, and consent management for individuals across multiple
devices at a scale are also the scope for future studies.
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Deep Feature-Based COVID Detection
from CT Scan Images Using Support
Vector Machine

S. Lokesh Sai Phani Babu, U. Sri Ranganath, P. Bharath Anuj, C. Divyanth,
and O. K. Sikha

Abstract Coronavirus (COVID-19) is an air-borne disease that has affected the
lifestyle of people all around the world. Tracing patients infected with coron-
avirus has become a difficult process because of the limitation of tests based on
reverse transcription-polymerase chain reaction (RT-PCR). Recently, methodologies
based on imaging have been proposed by various researchers especially using deep
learning-based models for the detection of COVID infection. This paper analyzes
the effectiveness of deep features for COVID detection from CT scan images. Deep
features were extracted from the final layers of deep learning models which are then
fed into machine learning frameworks for classification. Transfer learned features
obtained from ResNet50, Inception V3, and EfficientNetB7 were employed for the
study. A combination of Inception V3 and SVM gave the best accuracy of 86.12 and
precision and recall with 83.11 and 80.44, respectively. These results are comparable
to recent transfer learning approaches and architecture that is about to be discussed is
having an advantage of minimized time when compared to traditional deep learning
approaches.

1 Introduction

COVID-19 (coronavirus disease) is a highly contagious disease which is caused
by SARS-CoV-2 (severe acute respiratory syndrome coronavirus) [1]. This virus is
highly communicable and can be transferred to other people by direct contact or
indirect contact. According to WHO statistics, currently, 226,844,344 people have
been affected by COVID-19 and there were 4,666,334 deaths across the globe [1].
In 2021, many new contagious and deadly variants of SARS-CoV-19 like Alpha
(B.1.1.7) and Delta (AY.1) have been reported in countries like Brazil, UK, and
India [2]. These new variants have increased mortality and infection rates in many
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countries when compared to the previous variants. According to WHO, the most
common symptoms are fever, cough, loss of taste, and smell [3].

One of the causes for the rapid development of COVID in densely populated
nations such as India is a lack of efficient tools capable of reliably diagnosing COVID
in a short period of time. Out of many COVID diagnosing techniques, scientists have
declared RT-PCR (reverse transcription-polymerase chain reaction) as the standard
procedure for diagnosing COVID-19 as this is one of the most successful identifi-
cation tests till date [4]. The RTPCR test demands for a huge number of certified
personnel, large equipped laboratories and most importantly it requires a minimum
of 5 hours of time [5]. Considering the drawbacks of this diagnosis method, scientists
started to work on different techniques to detect COVID-19 infection. Apart from
laboratory methods such as antigen deduction, antibody detection, and point-of-care
test, there are studies that explore various imaging techniques such as CT (computed
tomography) scan images and X-ray images.

CT scans have been used extensively in the diagnosis of COVID-19 infections.
When compared to other major diagnostic procedures such as RT-PCR, it has a high
sensitivity rate. In rare cases, persons have been diagnosed with COVID-19 disease,
yet CT imaging shows that they are not infected [4, 6]. The primary disadvantage of
CT scan-based diagnosis is that it requires skilled radiologists to work and takes time.
As a result, we cannot rely on this in an emergency. This underlines the requirement
for anAImodel capable of automating anddetectingCOVID in a short amount of time
while providing superior performance. In addition to accurate COVID identification,
the model’s time complexity is critical. In comparison to existing deep convolutional
neural networks, the proposedmodel is less complex in terms of learnable parameters
and provides faster and accurate prediction.

The proposed model uses advanced deep learning and machine learning models
for the accurate detection of COVID from CT scan images [7], which have been
proved to be effective in the field of medical imaging. Various transfer learned
models ResNet50V2, Inception V3, and EfficientNetB7 are explored to extract
features fromCT scan images which are then fed into usingMachine learningmodels
which are faster than many deep learning models for final classification. The prime
contributions of this paper are summarized as follows:

• Deep features were extracted from the deep convolutional models such as
Inception V3, ResNet50V2, and EfficientNetB7.

• Supervised machine learning models: SVM, Decision tree, and Random Forest
were learned on the extracted deep features for COVID-19 detection.

• Effect of preprocessing on deep feature-based classification is analyzed.

2 Related Works

Medical image analysis flourished buoyed by the advancement of deep learning
models [8], such as Residual Network (ResNet) and DenseNet [9]. Yang et al. [8]
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proposed two deep learning models to assist us in the process of detecting COVID-
19, a DenseNet-based model, and a ResNet-based model. Yang et al. [8] created
a dataset by collecting 760 preprints of COVID-19 patients from medRxiv and
bioRxiv. With the help of MuPDF, they have extracted minute information and
preserved the quality of preprints. Finally, a collection of 349 CT images labeled
as positive training samples is generated, and 397 non-COVID-CT scan samples
were also added to make a complete classification dataset. The DenseNet-169-based
model was then trained on the dataset which attained an accuracy of 69.8, 79.5,
and 57.8% on the COVID-seg, COVID-CT-349, and COVID-CT-118 Datasets [8],
respectively. Similarly, ResNet50 has attained 66.3, 77.4, and 60.4% on the three
datasets as mentioned above. The authors created a lung mask and lesion mask for
each CT image and combined COVID-seg and COVID-CT-349 Datasets to attain
an accuracy of 87.1%. In [10], the authors proposed a light CNN without bypass
configuration for the detection of COVID-19. Instead of bypass configuration, they
have added a transpose convolutional layer to the final Custom Fire Module. This
design has proved to achieve better accuracy compared to the SqueezeNet model.
Silva et al. [11] used EfficientNet for detecting COVID-19 diagnosis in CT images
with a voting-based approach and cross-data analysis. In this approach, the images
from a particular patient are classified into groups based on voting. Horry et al. [12]
have taken three types of images for detecting COVID-19, i.e., X-rays, Computerized
Tomography (CT images), and Ultrasound Images. The author has tested the dataset
on the optimized VGG-16 model. The experimental results indicated that ultrasound
images provide better accuracy than X-rays and Computerized Tomography images.
The model has attained a precision of 86%, 100%, and 84%, respectively, on X-
rays, ultrasound, and CT images. Hussian et al. in [13] has proposed a 22-Layer
CNN architecture called Coro-Det. The proposed model is developed to evaluate
accurate diagnostics for 2 class Classification (COVID-19, Normal), 3 class Classi-
fication (COVID-19, Normal, and Non-COVID Pneumonia), and 4 class Classifica-
tion (COVID-19, Normal, Non-COVID viral pneumonia, and Non-COVIDBacterial
pneumonia). The model has achieved an accuracy of 99.1%, 94.2%, and 91.2% on
2 class classification, 3 class classification, and 4 class classification, respectively.
Diaz-Escobar et al. in [14] used the publicly available dataset POCUS encompassing
3360 ultrasound images of Normal, COVID-19, and pneumonia patients. The author
has used pre-trained models including ResNet50, Inception V3, VGG-19, and Xcep-
tion and evaluated the dataset considering three classes (COVID-19, Normal, and
Pneumonia) and two classes (COVID-19 and Normal). Inception V3 has outper-
formed remaining state-of-the-art models by achieving the best average accuracy
of 89.1, best balanced accuracy of 89.3, and area under the receiver operating curve
(AUC) of 97.1%. In ourwork,wehave used theCOVID-19CTDataset that comprises
746 CT Scans of COVID and Non-COVID.We have extracted deep learning features
from pre-trained convolutional neural networks like ResNet50V2, Inception V3, and
EfficientNetB7. We have used machine learning models to evaluate the features
extracted from the deep learning models. The primary aim of this work is to measure
the efficiency of Machine Learning models on Deep Learning features.
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Table 1 Details of
COVID-19 CT dataset [8]

Category COVID-19 data Non-COVID-19
data

Total data

Train set 253 292 545

Test set 96 105 201

Fig. 1 The left image represents a CT scan of a person affected with COVID-19, and the right
image represents a CT scan not affected with COVID

3 Methodology

3.1 Dataset

COVID-19CTDataset proposedbyYanget al. [8] is employed for theproposed study.
The dataset comprises 746 CT images of COVID-19 patients (from 216 patients)
from medRxiv and bioRxiv. To preserve the quality of images, the authors have used
PyMuPDF to extract Low-Level structure information of the pdf files of preprints and
locate all the embedded figures. The final dataset includes 349 CT images labeled
as positive samples and 397 CT images as negative samples, i.e., Non-COVID-CT
images. The maximum, average, and minimum height of the images are 1853, 491,
and 153 whereas the minimum, average, and maximum width of the images are 124,
383, and 1485. The details of the dataset is tabulated in Table 1, and the sample
images are shown in Fig. 1.

3.2 Data Augmentation and Preprocessing

Asmentioned in the previous section, the dataset consists CT scan images of different
sizes. All the images were reshaped to (224,224) to make it uniform. Various data
augmentation techniques such as Random Vertical Flips, Horizontal Flips, Rotation



Deep Feature-Based COVID Detection … 361

Fig. 2 The left image shows the original image whereas the right image is after applying pseudo
coloring and dimension normalization to the original image

of images from 0 to 10 degrees, height shift range, width shift range, and Normal-
ization of images between 0.0 and 1.0 degrees were applied on the dataset to avoid
overfitting. To further enhance the quality of the images, pseudo coloring [15, 16]
is employed, which gave a better classification accuracy also. Figure 2 shows the
original image and the pseudo-colored image.

4 Proposed Architecture

A Convolutional Neural Network (Conv Net) is a special category of neural network
architectures that takes an image as input, assigns importance to distinct aspects in
the image, and can distinguish between them [5, 9]. They have made significant
progress toward improved image classification performance. The proposed model
exploited various state-of-the-art CNN models for classification such as Inception
V3, ResNet50V2, and EfficientNetB7 for extracting features. The high-dimensional
nature of the transfer learned deep features produced from multiple deep convolu-
tional models could have a negative impact on the classification model. This unveils
the limitation of this study. High-level features obtained from the final FC layer of
the aforementioned deep learning models are then fed into machine learning models
to analyze how well the ML models are performing on the deep learning features.
The workflow of the proposed model is shown in Fig. 3.

5 Results and Discussions

This section compares the effectiveness of transfer learned features from state-of-the-
art models such as EfficientNetB7, Inception V3, and ResNet50V2 for classification.
The extracted feature vectors were fed into advanced machine learning models like
Support Vector Machine (SVM), Decision Tree, and Random Forest for prediction.
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Fig. 3 Workflow of the proposed architecture

The experiment was carried out on the Google Colab Pro which provides NVidia
TeslaT4or P100GPU.ColabPro is chosen for experimentation as it provides a longer
GPU when compared to Colab and has a high computational power that is required
for the experiments. As the dataset is balanced, we have used evaluation metrics such
as accuracy (Eq. 1), precision (Eq. 2), and recall (Eq. 3) that are calculated using the
values extracted from the confusion matrix for the experimental analysis.

Accuracy = TP + TN

TP + FP + TN + FN
(1)

Precision =
TP

TP + FP
(2)

Recall = TP

TP + FN
(3)

We got the best results using a combination of Inception V3 and SVM out of all
the Transfer Learning Models we tried. Tables 2 and 3 show the results obtained
with and without image preprocessing as explained in Sect. 3.2. On the SVMmodel,
we achieved an accuracy of 86.12%, 85.24%, and 78.19% with the Inception V3,
ResNet50V2, and EfficientNetB7, respectively. According to Tables 2 and 3, there
is an increase in accuracy for all three models after applying to preprocess.

The proposed model was compared against the state-of-the-art classification
models for the COVID classification task. The obtained results are tabulated in Table
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Table 2 Performance comparison of various combinations of deep learning and machine learning
models on classification without Image preprocessing

Inception V3 ResNet50V2 EfficientNetB7

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

SVM 85.24 87.34 90.70 83.80 88.14 85.65 77.81 83.90 79.19

Decision
tree

75.12 79.002 76.76 74.96 81.50 76.56 68.70 74.06 76.16

Random
forest

78.56 85.49 78.58 79.30 85.17 79.6 78.31 78.60 88.48

Table 3 Performance comparison of various combinations of deep learning and machine learning
models on classification with Image preprocessing

Inception V3 ResNet50V2 EfficientNetB7

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

SVM 86.12 87.92 89.96 85.24 85.25 87.27 78.19 83.43 81.14

Decision
tree

76.70 82.62 82.62 75.34 75.55 75.55 73.72 77.57 77.57

Random
forest

80.42 81.61 78.93 78.93 78.98 78.98 72.24 87. 87 87. 87

Table 4 Performance
comparison of the proposed
architecture with the existing
approaches

Accuracy Precision Recall

Jangam et al. [17] 84.73 0.791 0.928

Polsinelli et al. [10] 83.00 0.817 0.850

Silva et al. [11] 87.68 0.939 0.795

Proposed architecture 86.12 83.11 80.44

4. The proposed model produces equivalent results (in terms of accuracy) to the
benchmark models in the literature, as shown in Table 4.

6 Conclusion

There are possibilities that patients affected with COVID might end up damaging
their lungs permanently, which can lead to death after a long time. In this paper, we
employ image features extracted fromvarious deep learningmodels for classification.
The extracted features were fed into machine learning models for classification, as
machine learning models are faster than deep learning models but lack the ability to
extract features. With the COVID-19 dataset, the combination of Inception V3 and
SVM performed the best, with an accuracy of 86.12%.
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Ship Detection from Satellite Imagery
Using Deep Learning Techniques
to Control Deep Sea Oil Spills

Mohamed Fuad Amin Mohamed Jamal, Shaima Shawqi Almeer,
and Sini Raj Pulari

Abstract Our planet Earth is presently being disturbed by a variety of environ-
mental concerns. One of the top critical environmental issues affecting our planet’s
ecosystem is oil spills. Oil spills mostly occur due to ship leakage which highly influ-
ences our food supply chain and leads to a high-level drop in the economic division.
Therefore, monitoring and tracking those vessels are extremely vital to determine
the responsible ships for the occurrence of an incident. This study revolves around
an implementation of an automated ship detection software application by building
a high-level algorithm that embeds deep learning networks. The algorithm is built
in a way that can predict and classify vessels from high-resolution satellite images
with 98.5% accuracy.

Keywords CNN · Oil spills · Sea pollution · Deep learning · Satellite imagery

1 Introduction

The Arabian Gulf is known to be a cross-national area within the Middle East. Apart
from being a region of tremendous strategic and economic importance, the Arabian
Gulf is a common territory of local countries. Bahrain, Saudi Arabia, Oman, Qatar,
the United Arab Emirates, and Kuwait are all part of the Arabian Gulf region.

Ever since the discovery of crude oil and associated export operations, theArabian
Gulf has suffered immensely fromhazardous oil-related activities such as excavation,
oil filling, ballast barrel dumping, exploration, mining, and manufacturing. The is
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because, all the countries within the Arabian Gulf have large crude oil deposits and
are well-known petroleum product exporters.

Therefore, the Arabian Gulf is recognized as a major hub for the worldwide
oil industry. Consequently, oil exploration, production, and transportation pose a
constant threat to our marine environment, resulting in a variety of harmful impli-
cations such as oil spills. As a result, human society, maritime environments, and
other mammals have suffered a variety of losses. Furthermore, this would lead to a
significant reduction in fish productivity, tourism, and economy. However, until the
second part of the twentieth century, people were not aware of the ramifications or
negative effects that environmental contamination could have.

Oil spills in the Arabian Gulf are generated by a variety of factors, the most
of which are connected to unintentional accidents involving oil tankers, offshore
platforms, offshore drilling, spills, and leaks from pipelines and ships [1].

Tanker oil spills have been the most frequent source of marine pollution. Oil ships
have been accused of unlawfully discharging pollution into the oceans on several
circumstances. Oil spills can spread across large areas, causing destruction of the
natural habitats of species like coral reefs and algae [2]. In addition, those spills have
also been linked to the development of diseases and the introduction of hazardous
compounds that can alter plant and animal genetic makeup. Oil pollutants, in most
situations, threaten marine species’ capacity to seek food. Moreover, the hazardous
polycyclic aromatic hydrocarbons found in crude oil can be hard to extract and could
persist for many years [3].

As a response, considering ships have such a significant impact on our maritime
ecosystem, it is critical to be able to track and detect the movement of oil ships.
Furthermore, with the advancement of remote sensing imaging and artificial intel-
ligence technology, it is currently easy to visualize and monitor the wide-range sea
surface, by detecting the targeted object, resulting in a surge in research interest
in marine level detection and classification technology, considering it one of the
most crucial, cost-effective, and effective techniques of monitoring and analyzing
the environment.

2 Related Works

Ship detection has been a live research topic in the field of Satellite remote sensing
recently. Asmentioned before, oil spills and its related threats affects have an adverse
effect to the marine life population. Identifying objects from satellite imagery is a
tedious task specifically when it comes to different types of satellites and its various
resolutions to deal with; it is quite a difficult task to identify objects with expected
accuracy. A log of wood floating in the sea and a ship might look alike in a satellite
image.

Kanjir et al. [4] had given a vast survey of vessel detection in the paper titled
“Vessel detection and classification from spaceborne optical images: A literature
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survey.” In this article, they have analyzed 119 articles to perform the detailed litera-
ture survey on vessel detection. The major areas of research highlighted by the paper
include the object classification problem from satellite imagery and various factors
that must be considered by performing the object detection. The article also high-
lights the opportunity of different types of satellite imagery with varied resolutions
have a wide scope of research. Considering this, our proposed solution integrates
deep learning approach for an effective object detection and classification of ships
from Satellite Imagery.

Chen et al. [5] in the article “Deep learning for autonomous ship-oriented small
ship detection” has proposed deep learningmethods and its comparisonswith various
state-of-the-art methods. However, the image dataset repository they used are not
from satellite imagery and they aremainly based on radar images. In satellite imagery,
we get the actual images of the objects, while radar sends electronic signals to analyze
the objects. This makes our proposed work an improvement in the field of object
detection and classification from satellite images.

Huang et al. [6] in the article titled “A remote sensing ship recognition using
random forest” has explained about various machine-learning algorithms that could
be applied for ship detection. Their work has proven that random forest based on
mutual information alongwith feature extraction helps to identify various ship targets
in a precise manner. Moving from standard machine algorithms to deep learning
algorithm gives more room of us to improve the feature extraction and to identify
the objects from satellite images in a more accurate manner.

Krizhevsky et al. [7] in the year 2012 introduced the ImageNet classification
using deep convolutional neural networks which commenced record breaking era of
convolutional neural networks. From them, convolutional neural networks and its
variants have been widely used for image classification. This is detailed by Rawat
et al. [8] in the article “Deep convolutional neural networks for image classification:
A comprehensive review Neural Computation.”

Li et al. [9] has detailed about various feature extraction methods and algo-
rithms that can be used in optical remote sensing images. CNN-based algorithms
for object classification from remote sensing images is given in an elaborate manner.
Efficiency in ship detection is given to be a scope of research in this article using
CNN methods. In our proposed system, accuracy of the ship detection has achieved
noticeable accuracy.

Stofa et al. [10] has used a deep learning approach for ship detection in harbor
areas for possible pirate threats using DenseNet architecture. Their region of interest
and the application used is different from our approach. Our major area of focus
is to identify the ships that spill oil in the vast sea region. So, in this paper we
have come out with an optimized deep convolutional neural network application,
which performs the feature extraction. This also identifies and classifies whether
there is a ship in the satellite imagery obtained with bounding boxes for fast and
accurate identification. Let us dive deeper now. BERT is used for general purpose
language understanding task. This article has acclaimed of retaining the capabilities
of language understanding of BERT by 97%, reducing the size by 40% and 60%
faster than the original.



368 M. F. A. M. Jamal et al.

3 Proposed Solution

Proposed solution in this article has used deep convolution neural networks to accu-
rately identify and detect the ships from the satellite imagery. The hyper parameter
settings chosen in the proposed solution are finalized after n of trials. The activa-
tion functions, filters used, and optimization algorithms used have been analyzed in
a critical way in various combinations. Evaluation metrics and comparison of the
state-of-the-art methods are described in the next section. The major domain used
for building the system includes Python 3, which is the programming language used
for the development of the ship detection model and ship detection system. Jupyter
Notebook GUI has been used in order to utilize the tools like TensorFlow and Keras
for faster processing with Anaconda 3 distribution. Various state-of-the-art models
were tested using the same domain and same dataset.

3.1 Dataset Description

It is important to mention the dataset details used in the work conducted. We have
taken one of themost popular open source andwidely available dataset inKaggle.com
[11]. There are so many datasets available all over the Internet sources. However, we
have chosen this based on the simplicity and reliability of data. This dataset has varied
set of satellite images from markets, agriculture, defense and intelligence, energy, to
finance. Moreover, this is a dataset created for identification of ships, which provides
4000 80 × 80 RGB-labeled images [11]. These images of earth are taken by the
Planet Scope operated by Planet, which can provide images with almost 3 m per
pixel resolution. Class labels are given as 1 and 0 with “ship” and “no-ship” label,
respectively. There are 1000 images in “ship” class and 3000 images in “no-ship”
class, which contains landcover areas, partial ship areas, and mislabeled ones by
other previously trained model as shown in Table 1.

3.2 Proposed Architecture

The proposed architecture uses satellite images as input, and it is passed through
various convolutional layers, max pooling layers, and dense layers before correctly
identifying and classifying the ship as shown in the block diagram Fig. 1. The convo-
lutions and pooling does the major job of feature extraction from the satellite images
with the help of activation functions likeRelu, tanH, leakyRelu, sigmoid, and softmax
functions [12]. They correctly identify the decision boundary of ship in the satellite
images. Various filters used in the convolutional network architecture also help to
identify the features. However, the hidden layers are employed in the architecture
handle. Various factors have been considered while building the model.
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Table 1 Dataset details

Class label Label name Images

1 Ship

0 No-ship

Fig. 1 Proposed architecture

The optimization functions played a major role. The optimization functions like
Adam, RMSprop, and Stochastic gradient descent [13]. From among all these, Adam
optimizer with a combination of binary cross entropy loss function gave the best
results for our dataset. Binary cross entropy is chosen as our problem related to a
binary classification of “ship” and “no-ship.” It is very significant to efficiently choose
the hyperparameters and learning rate of optimization algorithms. Sigmoid function
is used as the activation function for the final layer, which gives a result between
0 and 1. Softmax can be replaced for sigmoid, if a percentage output is preferred.
Callback functionality in tensor flow is used to tune the Keras model behavior while
training, testing, and validation process [14].
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Table 2 Hyperparameters of
final model

Variables Values

Convolution layer 3

Pooling layer Max pooling

Activation function ReLU

Batch size 32

Optimizer Adam

4 Evaluations and Results

4.1 Setup

In this paper, the ship detectionmodel was based on the convolutional neural network
architecture. Python was used as the programming language to develop the deep
learning model. TensorFlow and Keras were the API used to program the algorithm
[15]. As shown in Table 1, the different parameters and variables are adjusted to best
fit the model. The batch size is fixed and is set to 32 to get the best outcome when
training the model. The model was trained using graphics-processing unit which
enabled the model to train faster.

4.2 Optimizer

While utilizing the convolutional neural network architecture, different optimizer
was used such as Adam, Adamax, RMSpropto, and SGD to get the best evaluation
accuracy [16]. As shown in Table 2, most of the optimizer were significantly close in
term of accuracy. However, the best optimizer for classifying the ship model is the
Adam optimizer with an accuracy of 98.5%. Most of the optimizers used adaptive
learning rate except for the SGD optimizer, which had the default learning rate of
0.01. The SGD optimizer was also the least performing optimizer with an accuracy
of 89.25%. The batch size and epoch were fixed for all the optimizers.

4.3 Dataset Split

The splitting of the dataset was done to test the outcome of the accuracy of the model.
The dataset is split into two cases in order to pick the best result for training themodel.
As seen in Table 3, the ratio of the splits between the training and validation are 70:30
and 80:20. The result indicates that having the dataset split between 70:30 showed a
slight improvement over the 80:20. The hyper parameter when testing the split was
fixed with a batch size of 32 and an epoch of 8.
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Table 3 Optimizer’s
comparison

Optimizer Batch size Number of epoch Evaluation
accuracy (%)

Adam 32 8 98.5

Adamax 32 8 96.5833

RMSprop 32 8 97.5833

SGD 32 8 89.25

As shown in Fig. 2, the result of the confusion matrix shows the validation of the
classified images. The total amount of validated images is 1200. These images are
binary classified as “ship” and “no-ship.” The result shows that the model classified
a total of 280 true positive images of “ship” and a total of 7 false positive of “ship.”
Moreover, it classified a total of 902 true negative and a total of 11 false positive
of “no-ship.” The figure shows that the model is able to highly predict the correct
images.

Fig. 2 Confusion matrix of 70:30 split of validation images
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Table 4 Dataset split comparison

Training images Validation images Batch size Number of epoch Evaluation accuracy
(%)

2800 1200 32 8 98.5

3200 800 32 8 97.87

Fig. 3 AUC curve for ship model

4.4 Activation Function

To get the best evaluation accuracy for the ship model, different activation function
was used like ReLU, Leaky ReLU, and TanH. Table 4 shows the different activation
function used to get the best evaluation accuracy for the model. The result shows that
ReLU was the best activation function when training the model which achieved an
evaluation score of 98.5%, though the accuracy between the three different activation
functionwas slightly close due to thefixedhyperparameter of the batch size and epoch
[17] (Fig. 3).

As shown in Fig. 2, ReLU function was used to get the best result. The AUC curve
of the ship model has a high score which is able to correctly classify the true positive
“ship” and the true negative “no-ship.”

4.5 Architecture Comparison

Deep learning architecture is used to build and solve different types of problems
[18]. The convolutional neural network architecture is compared to the DenseNet
architecture [10]. As shown in Table 5, both of the architectures used the same
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Table 5 Activation function evaluation comparison

Activation function Batch size Number of epoch Evaluation accuracy (%)

ReLU 32 8 98.5

Leaky ReLU 32 8 97.4167

Tanh 32 8 96.3333

Table 6 Architecture comparison between convolutional neural network and DenseNet

Architecture Optimizer Batch size Number of epochs Evaluation accuracy
(%)

Convolutional neural
network

Adam 32 8 98.5

DenseNet Adam 16 2 98.4375

optimizer to get the best evaluation accuracy. However, the hyperparameters of the
batch size and epoch are different. Both evaluation accuracies are close, though the
convolutional neural network is ahead as the architecture used showed the better
result. In addition, the convolutional neural network used adaptive learning rate to
get the best result, while the DenseNet used fixed learning rate. Furthermore, the
DenseNet showed lower evaluation accuracy result which is 89.6875% when using
a learning rate of 0.01. Moreover, the convolutional neural network was trained with
a graphics-processing unit while the DenseNet was not (Table 6).

5 Conclusion and Future Work

Marine contamination at the Arabian Gulf has been a subject matter of extensive
international and regional fear. From the concluded underlying analysis, regional and
international standards have the possibility of considerably decreasing the incidence
of pollution events. This research has proposed a novel CNN-based ship recogni-
tion structure for high-resolution optical remote sensing images. To adequately train
the proposed S-CNN model, we accumulated positive samples with several kinds,
dimensions, and structures from more than one thousand high-resolution remote
sensing images and a huge number of negative samples. To summarize, the ship
detection system revolves around deep learning networks that are built to deliver a
state-of-the-art solution for detecting vessels in the oceans. This will aid in lessening
the influence of oil spills in our marine ecosystem by utilizing high-resolution satel-
lite images to train the model. Furthermore, this study has been accomplished with
an accuracy of 98% by using three convolution layers with ReLU activation function
and max pooling. The system has been tested and is expected to be well preserved
by its end users, and to governmental entities, thus reducing cost and effort on our
countries.
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As part of the future work, the following study shall include several different
technologies to have a full workflow of the scenario. It is critical to detect the ship
that is responsible of an oil spill, by monitoring and tracking the ship movement and
position inside the ocean by utilizing the Automatic Identification System (AIS).
The AIS are devices that are assembled on vessels to avoid collisions and uses
transmitter systems to track its location. Moreover, integrating GNOME tool into
the ship detection system will be of a huge benefit, as it will allow us to predict the
exact route of the spread of oil spill. This can be done by determining the movement
of the wind, currents, and other process. Finally, a ship traffic detection system will
be created to track incoming and outgoing of ships. The execution of this system
will assist in lowering traffics and unintentional vessel collusion, thus diminishing
oil spill.
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Face Mask Detector Using Convolutional
Neural Networks

Rajendrani Mukherjee, Akash Narain Panday, Sanjukta Nandy,
Sushmit Ghosh, Supratim Bhattacharya, Apurba Dey,
and Saumadip Dey Choudhury

Abstract A convolutional neural network (CNN) has one or more layers and is
mainly used for image processing, classification, segmentation. CNN is commonly
used for satellite image capturing or classifying hand written letters and digits. In
this particular project, a convolutional neural network is trained to predict whether
a person is wearing a mask or not. The training is done by using a set of masked
and unmasked images which constitutes the training data. The performance of the
trained model is evaluated on the test dataset, and the accuracy of the prediction is
observed.

Keywords COVID-19 · Convolutional neural networks · Image processing ·Mask
detection

1 Introduction

COVID-19 is a communicable disease caused by SARS-CoV-2. The disease has
spread worldwide, surfacing as an on-going pandemic [1, 2]. Symptoms of COVID-
19 consist of fever, cough, headache, fatigue, breathing difficulties, and loss of smell
and taste [3]. As of July 7, 2021, 3,995,565 deaths have been reported for 184,710,938
cases (2.2%) [4].

COVID-19mortality can be viewed from various angles. Belgium and some other
countries include deaths from COVID-19, no matter whether the person was tested
or not. Appraisal of death rate in pre-pandemic and during pandemic era showed
some mismatch as there are many deaths which are not because of COVID-19 only
[5]. Considering these entire scenario, worldwide COVID-19 deaths are normally
ranging from 7 to 13 million [6]. RTPCR testing or RTLAMP from swab testing are
standard methodologies which are used for COVID diagnosis. Preventive measures

R. Mukherjee (B) · A. Narain Panday · S. Nandy · S. Ghosh · S. Bhattacharya · A. Dey ·
S. D. Choudhury
Department of Computer Science and Engineering, University of Engineering and Management,
Kolkata, India
e-mail: rani.mukherj@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
D. Gupta et al. (eds.), International Conference on Innovative Computing and
Communications, Lecture Notes in Networks and Systems 473,
https://doi.org/10.1007/978-981-19-2821-5_33

377

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2821-5_33&domain=pdf
mailto:rani.mukherj@gmail.com
https://doi.org/10.1007/978-981-19-2821-5_33


378 R. Mukherjee et al.

include physical or social distancing, quarantining, cleaning hands, etc. Face masks
are highly effective in preventing transmission.

In this paper, a mask detection system is proposed to enforce one of the most
important preventive measures to contain the spread of the corona virus, i.e., wearing
a mask. The detection functionality is implemented by training a convolutional
neural network with a set of masked and unmasked images. The performance of
the trained CNN model is measured by a number of metrics such as training accu-
racy, training loss, validation accuracy and validation loss. The OpenCV library is
used for capturing live video feed. The trained CNN model is then applied on the
detected face to predict whether it is masked or not.

The paper is divided into following sections: Introduction is in first section, liter-
ature survey is in second, the face mask detector is discussed briefly in Sect. 3, fourth
section states the result of our experiments and conclusion, and future scope is the
last section of research paper.

2 Related Work

Usage of machine learning approaches for practical problem solving is age old [7–9].
Turk and Pentland performed PCA where each face could be represented by

numerical weights [10]. Fisherfaces reduced classification error rates from 24 to 7%
[7]. In 2001, Viola and Jones avoided features such as eyes, ears, nose, mouth, color,
and skin-tone detection and focused on the technique of boosting [11] to analyze
faces.

David H. Hubel and Torsten Wiesel received the Nobel Prize in Physiology or
Medicine in 1981 for identifying many neurons which react to stimulus located in
limited visual region [12].

Many researchers have utilized convolutional neural networks (CNN) [13] for
healthcare analytics. LeCun et al. designed LeNet-5 architecture [14] which is very
novel in design. Apart from some fully connected layers and activation function, the
study introduced pooling layers.

3 Implementation

The face mask detection method is implemented by training a convolutional neural
network to distinguish between masked and unmasked images. The dataset used for
training of CNN constitutes of two sets—masked images and unmasked images,
each of which contains over 600 images (Fig. 1).

The OpenCV library is used for data pre-processing. All the images present in the
training dataset are converted to gray scale (Fig. 2) (because face detection is faster
in gray-scaled images), resized to 100 * 100 pixel, and are stored in an array. Each
image is given a label: 0 for mask and 1 for unmasked. The data are normalized by
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Fig. 1 Dataset of masked images and unmasked images

Fig. 2 Structure of data pre-processing
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dividing the array with 255 (since a pixel can have a maximum value of 255) so that
each pixel of every image has a value within the range of 0 and 1. It is then converted
to a 4D array and is saved.

After all the images of the training dataset are processed, the convolutional neural
network is set up. The sequential model of the Keras library is used to connect all
the layers of our neural network (Fig. 3). The first layer is a convolutional layer
of 200 kernels of size 3 * 3 followed by ReLU layer and max pooling layer. The
second layer is also a convolutional layer of 100 kernels of size 3 * 3 followed by a
ReLU and max pooling layer. The convolutions are flattened by using a flatten layer
(Fig. 4) which helps in simplifying each input image into one dimensional array. A

Fig. 3 Two convolutional layers with rectangular local receptive fields

Fig. 4 Schema of the convolutional neural network
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dropout layer is also included to reduce over-fitting. Finally, two dense layers are
created constituting of 50 and 2 neurons, respectively (two neurons in latter because
our output consists of two categories—with mask and without mask). The activation
function of the former dense layer is ReLU while that of the latter dense layer is
softmax.

After setting up the neural network, it is then compiled. The ‘categor-
ical_crossentropy’ loss function is used since there are two categories (‘with mask’
and ‘without mask’). The optimizer used is Adam optimizer which means that the
model is trained using Adam’s optimization algorithm. Stochastic gradient descent
could have also been used, but it was observed that Adam’s optimization algorithm
was providing a better accuracy. The dataset was split into the training set and the
testing set in the ratio 9:1 meaning that 90% of the total available data was used for
training and the remaining 10% was used for testing. The model was then trained
with the number of epochs being set to 20 meaning that the training dataset was
passed forward and backward through the neural network 20 times. The model for
each epoch was saved, and the validation loss for each epoch was monitored. The
epoch that gave the best model was saved for detection of mask. Python’s Matplotlib
library was used to display the graph for validation loss and training loss as well as
the graph for training accuracy and validation accuracy.

For face detection, the OpenCV library is used for capturing live video feed, and
the Haar cascade frontal face classifier is used for detecting faces. The trained CNN
model is then applied on the detected face to predict whether it is masked or not. A
red rectangle box appears around the detected face with the label ‘no mask’ in case
the person is unmasked while a green rectangle box appears with the label ‘masked’
in case the person is masked.

4 Results and Findings

After 20 epochs, the training accuracy was observed to be 98.14% (Fig. 6) and the
training loss was 4.18% while the validation accuracy was observed to be 96.48%
and the validation loss was 16.11%. A graph is plotted with the number of epochs
on the X-axis and the losses (training loss and validation loss) on the Y-axis (Fig. 5).

From the graph, it can be inferred that there is over-fitting of the data (since
for a particular epoch the blue line is above the red line). Hence, our model is not
perfectly trained. However, it is more than enough for the detection of mask under
ideal lightning conditions. The face detection algorithm is able to detect multiple
faces which were expected. The algorithm is even able to detect faces even if it is
slightly titled at an angle. However, the face detection failed when the concerned
person’s head is at an angle such that it one of the notable facial features such as the
person’s eyes or nose is not visible to the camera. Prior testing showed that the model
struggled to detect faces in extreme lightning conditions. The tests were carried out
on a 480px resolution camera and a higher resolution camera; particularly, a HD
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Fig. 5 Graph depicting the losses (training loss and validation loss)

Fig. 6 Graph depicting the accuracy (training accuracy and validation accuracy)
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Fig. 7 Demonstration of mask detection system while unmasked and masked

camera is expected to provide much better results even in cases of intense or low
lightings.

After the face detection, the detection ofmaskwasmore or less consistent. Several
types of masks were used for testing. A variety of colored masks were used as well.
The algorithm detected themask quite efficiently every time in spite of the variations.
The labels for ‘masked’ and ‘unmasked’ also appeared on the video feed efficiently
whenever the user was masked and unmasked (Fig. 7).

5 Conclusion

The COVID-19 pandemic will continue to spread, if necessary preventions are not
taken.Wearing a mask is one of the most important and efficient preventive measures
in conquering this on-going pandemic.Our project is not only an attempt to encourage
wearing of masks but to enforce it as well. Face detection is a common tool in
today’s technology and is used in variety of applications such as DSLR cameras,
smart phones, and surveillance systems. In our project, we have integrated the mask
detection and the face detection system to determine whether a person is wearing
a mask or not. Our project has promising hardware applications. The code can be
implemented in surveillance systems such as CCTV cameras. A shop owner has
every right to deny service to a person who is not wearing a mask since the person
carries a major risk of infecting the other customers as well as the owner. However,
manually denying entry every time to an unmasked person can be troublesome. The
person may even end up arguing with the owner. However, if there is an automated
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system that can segregate those who are masked from those who are unmasked, then
it will ease a lot of the shopkeeper’s troubles. The objective of this project is to
achieve exactly that.
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A Secure and Reliable E-Health Data
Transmission and Remote Patient
Monitoring Over an Internet of Things
Framework: A Step Forward to Mitigate
Community Spread of Coronavirus

Bazila Parveiz, Ravinder Pal Singh, and Monika Mehra

Abstract The Internet of Things (IoT) has revolutionized the ways; the physical
world is connected to the cloud for real-time data dissemination through embedded
sensors and microcontrollers. IoT plays an important role in almost every sphere of
the world, may it be physical sensor connection to the cloud, the Structural Health
Monitoring Systems (SHMS), Smart Homes, Health care, etc. Healthcare Internet
of Things (H-IoT) has taken the healthcare sector to the next level by incorporating
remote patientmonitoring and diagnosis, Robotic surgeries, patient’s vital datamoni-
toring in real time, etc. This paper presents a novel and a simple technique of remotely
monitoring patients suffering from highly contagious diseases like the Corona Virus,
thereby reducing the direct patient–doctor physical contact and ensuring the social
distance. The patients’ medical data is acquired and end-to-end encryption is done on
the data to ensure no loss of the data between the transmitting end and the receiving
end. The designed system is based on the Node_Mcu microcontroller platform.
The sensor data is acquired and processed using the Arduino-Integrated Develop-
ment Environment (IDE) and further predictions regarding the patient’s health are
performed in the MATLAB 2019a computation software.

Keywords Healthcare IoT · E-Health · Corona virus monitoring · Remote patient
monitoring system · Health care data encryption

1 Introduction

IOT build solutions for numerous applications like agriculture, water, management,
industry, health care has come into being. IOT is a constructed chain system of the
information transferred from and to every inter-related ‘smart’ device via Internet.
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Health maintenance applications in IOT can provide extensive care to a patient in
many cases [1]. Rise in infectious diseases has led to rise in use of smart health
maintenance, to prevent the spread of the most contagious viruses like the novel
corona virus, which is done by tracking data from bedside of patient and diagnosing
in real time [2, 3] by which patient care is improved to another level. Effective health
care depends on speed and accuracy. Without physical communication, doctors can
give remote diagnosis, providing quality and quick medical supervision to rural and
urban areas. Using sensors and Wi-Fi, getting vital details becomes straightforward.
Through a single application, we can keep track of IOT data. Thus, IOT allows staff
to do their jobs perfectly.With all this, twomain things come into being – Sensor data
security and efficiency of local and global communication. As there is increase in
dependency and facility of IOT, one major problem comes into being is the security
of critical patient data.

This paper proposes a secure and reliable E-Health data transmission scheme
considering real-time patient data dissemination to doctors and security of data
through end-to-end encryption. The proposed scheme focusses more on the real-
time data security. The encryption is performed on the smart sensor side on hard-
ware and the decryption is done on the server’s side where the data is visible to
the concerned doctor only. The medium of data transport from the sensor side to
the server side, i.e. an Internet link experiences encrypted data. Hence, there are
minimal chances of data theft and intersection. The overall system is implemented
over a ThingSpeak IoT analytics platform. Another major feature of the proposed
idea is to avoid direct physical contact between the patients and the concerned health-
care workers to prevent spread of highly contagious infection such as coronavirus.
The main motivation behind this work is to implement a remote monitoring health-
care system, which may help in mitigating the community spread of corona virus
by minimizing the patient–doctor physical appointments. Since the system operates
in real time, it is highly challenging to compensate for the transmission delay and
the packet loss during real-time vital data transmission over an IoT framework. This
problem will affect the data integrity, especially for real-time COVID-19-infected
patient’s vital information such as the body temperature, the oxygen saturation levels
and the heart rate. Inaccurate vital data might lead to misdiagnosis. IOT in terms of
health management has played a key role. Health Internet of Things (H-IOT) deals
with the remote monitoring of critical care patients by connecting them to various
biomedical sensors for real-time biological vital acquisition and actuators to provide
timely medical support. Smart health maintenance is the most challenging and crit-
ical application of IOT And H-IOT [4]. The Internet of Things (IoT) is giant network
of sensor networks, processors, actuators and Internet-connected devices. Internet
of Things provides the capability to keep track on people, prototype, apparatus,
or assistant animals and analysing the data collected. IOT has unfolded as one of
the revolutionary technologies [5] that have worldly, economic and social impact.
Massive resources in long-term cases are to be spend eventually making it difficult to
provide with qualified long-term health management. Many IoT-enabled embedded
devices have been developed for this purpose, such as in smart wearables, smart
video cameras and fitness shoes. By 2025, the number of Internet-connectedmedical
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devices [4] is expected to reach unprecedently more than 50 billion. Numerous IOT-
enabled devices exist and large number of applications are running in the cloud
ubiquitously. Health maintenance group has to keep a close track of the patient’s
health since their condition changes continuously, which becomes impossible to
record in real time. With this, e-Health provides [6, 7] the most critical application
to patients, where there will be virtual patient–doctor appointments sitting anywhere
in the world through leveraging the power of the Internet. Actuators provide timely
medical support. Smart healthmaintenance is themost challenging and critical appli-
cation of IOT. H-IOT [8, 9] collects the patient’s data, analyses it and processes it to
provide better diagnostic care for them. Swift increase in world population provides
critical challenge to existing health maintenance and medical services. Spike in the
medical support [10] has led to unexpected patient–doctor appointments.

2 Related Work

Anumber of studies have been carried out pertaining to the field of IoT in general and
H-IoT in particular. A surveillance system for COVID-19 patients in self-quarantine
to keepmonitoring [8] of physiological data like SpO2 and heart rate with track of the
patients is proposed. For data accession and conveyance, wireless body sensors and
a gateway are implemented. A framework for SPO2level accessing [9] and austerity
calculation and use of determination decision of being a COVID-19 patient is carried
out. A Real-time Patient Health Assessment [10] and apprise through IoT is initi-
ated and executed using ThingSpeak IoT cloud. A distinctive identification system
is preferred for monitoring [11] latest infectious disease like coronavirus (COVID-
19). Scouting and analysis are carried out and related the IoT-capacitated technolo-
gies [12] and applications used in contact tracing, screening and surveillance. This
research presents accessing and registering device for heart rate, SPO2 levels [13] and
body temperature. An extensive survey have been conducted in [14] on the classifi-
cation technique in Cloud and IoT-based health monitoring and diagnosis approach.
The healthcare data acquired from any repository or by using sensors that collect
real-time data are stored in tables for reference to the severity of the disease by any
professional. Various types of applications of IoT and their applicability have been
focussed upon in [15, 16] for use in the healthcare system. Expectation of trans-
mission of patient healthcare data in real-time mode to doctors [13] and agencies
by involvement of virtualization and fuzzy inference system in fog computing. For
healthcare convergence,mobile device gateway, typically an integrated gateway [17],
is created that approves heterogeneous devices. Facilitation of smart healthcare appli-
cations and services proposed a novel platform with machine to machine messaging,
theorem-proving beacons [18] for consistent data management through data fusion
and decision fusion. Security threat to the IoT things led to amulti-agent approach for
continual threat detection [19] with the use of machine learning for prospective anal-
yses: identifying security vulnerabilities to make predictions. Generation and aggre-
gation of data is being carried out more than ever before whilst healthcare progress
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towards patient-directed [20] and analytic application. Discussion of patient-directed
health care along with health data is accomplished. Constraints to IoT applications
as of robustness, security, privacy, and reliability [21] leads to surveying of various
healthcare solutions using IoT. The overall paper is organized as follows: Sect. 3
discusses the proposed system. Section 4 focusses on the methodology. In Sect. 5,
the hardware implementation is presented. Firmware development for Node-MCU
is discussed along with the flowchart in Sect. 6 and, finally in Sect. 7, the results are
presented and discussed.

3 Proposed System

The proposed system helps mitigating the spread of any highly contagious disease
such as a coronavirus by minimizing the physical contacts between the infected
persons and the healthcare workers attending them [22]. The system makes use of
the smart wearable medical sensors capable of providing real-time data. The sensors
used are infrared temperature sensor module capable of measuring patient’s body
temperature;Max30102 fromSpark Fun Electronics designed tomeasure the oxygen
saturation levels (SPO2) and the numbers of Beats per Minute (BPM), the Ad fruit’s
AD8232 Electrocardiogram (ECG) sensor and the DHT11 sensor for measuring the
patient’s body humidity. All the sensor data acquisition and calibration are coordi-
nated and encrypted by the Node_McuMicrocontroller board having onboard Wi-Fi
module for Internet connectivity. The architecture of the overall proposed system
is depicted in Fig. 1. The sensor data acquired is first encrypted using the bitwise
encryption techniques. The encrypted data is then transmitted to the ThingSpeak IoT
analytics platform for processing, analytics and future predictions. The encrypted
data is retrieved from the ThingSpeak platform in MATLAB and decrypted using
bitwise decryption techniques. The decrypted data and the actual sensor data show a
high level of integrity, thereby disseminating the infected patient’s vital data in real
time to the doctors for timely and safe diagnosis.

4 Methodology Adopted

The implementation of the proposed E-Health system is accomplished in four phases:
the medical sensor data acquisition using different connection protocols, the sensor
data encryption on the core of ESP8266, transmission of the encrypted data to the
ThingSpeak IoT analytics platform and finally the decryption of the retrieved data
by the MATLAB Computing software. In addition to decryption, the MATLAB also
performs analytics and future predictions on the retrieved patient’s medical data. The
detailed description of the four phases is given as under.
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Fig. 1 Architecture of the proposed system

4.1 Sensor Data Acquisition

Different sensors are interfaced differently; the infrared temperature sensor and the
Max30102 sensor are interfaced with the Node_Mcu via the Inter-Integrated Circuit
(I2C) protocol. The I2C bus consists of one master device (Node_Mcu) and any
number of slave devices (I2C-enabled sensor devices). Each device on an I2C bus is
assigned a unique address so that the master device can choose with which device to
communicate. The ECG sensor is an analogue sensor and is interfaced directly with
the analogue input of the Node_Mcu board. The DHT11 sensor is a digital sensor
and needs the digital input for interfacing with the microcontroller board.

4.2 Sensor Data Encryption

The patient’s sensor data is encrypted using various logical bitwise encryption tech-
niques such as bitwise shifting, bitwise complement, bitwise XOR and bitwise X-
NOR. These operations are used in the process of encryption on the smart sensor side
and decryption on the end user side. The sensor data is converted into 8-bit binary
equivalent, and the bitwise encryption operations are performed on the binary equiv-
alent of the sensor readings. The encrypted binary equivalent is converted to decimal
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Fig. 2 Sensor data encryption technique

and transmitted to the ThingSpeak IoT cloud for storage, processing, analytics and
future predictions. Various steps involved in the encryption of sensor data are shown
in the Fig. 2.

4.3 Data Transmission to ThingSpeak

ThingSpeak is an open source analytics platform used for the development of the IoT
applications. It is used for real-time data collection, analysis of data and visualizations
of data through charts. Other important features of ThingSpeak include storage and
retrieval of data from things using the Hypertext Transfer Protocol (HTTP) and
Message Queuing Telemetry Transport (MQTT) over Internet or any other Local
Area Network (LAN). The reason behind choosing ThingSpeak IoT platform for
our work is that MATLAB has an integrated support for ThingSpeak to analyse
and visualize data without licence. ThingSpeak aggregates the sensor data sent from
the Node_Mcu, visualizes the data and performs analysis of live data streams on
the cloud. This sensor data is stored for future reference and making predictions
about the future health conditions of the patients suffering from persistent long-term
diseases.With theMATLAB engine in ThingSpeak, it is easy to perform calibrations,
develop Analytics, transform IoT data and build custom charts. The location widget
in ThingSpeak helps in locating the patients whose data is being transmitted to the
cloud, so that timely medical assistance can be provided before any catastrophic
situation takes place.

4.4 Sensor Data Decryption

The integrated ThingSpeak support in MATLAB is used to retrieve the encrypted
data from the IoT platform. The retrieved data is decrypted by following a technique
opposite to that shown in Fig. 2. The retrievedmedical data of the patient is converted
to binary equivalent, and the corresponding bitwise decryption technique is applied.
The binary equivalent of the decrypted sensor data is converted to decimal and
presented to the concerned doctor for diagnosis. A MATLAB database stores the
received sensor data. This data is further subjected to machine learning algorithms
for future health condition predictions. Various steps involved in the data retrieval
and decryption process are shown in Fig. 3.
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Fig. 3 Sensor data retrieval and decryption technique

5 Hardware Implementation

The system design has been carried out with Node_Mcu as the main processing
controller. Node_Mcu is a combination of firmware and hardware based around the
ESP8266-12E module, which is a low power inexpensive Wi-Fi-enabled microchip
with a full Transmission Control Protocol/Internet TCP/IP stack and microcontroller
capabilities [23]. The board is powered by a 5-volt Universal Serial Bus (USB)
connection. The Max30102 is an integrated pulse oximeter and a heart rate module.
It has an inbuilt Light Emitting Diode (LED) and a photo detector for measure-
ments. The module comes with an integrated I2C interface and can be used with any
host controller supporting I2C communication. The MLX90614 temperature sensor
is a contactless sensor. Temperature measurements become easy and safe without
any physical contact with patient. This sensor also comes with an integrated I2C
interface. The AD8232 ECG sensor is a three-electrode single lead breakout board,
which measures the electrical signals generated, when the human heart contracts
and expands during blood pumping and circulation. The placement of the electrodes
along with the colour codes is shown in Fig. 4. Different electrode placements will
result in different shapes of the ECG signals as different muscles are measured.

Fig. 4 Placement of ECG electrodes
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The DHT11 is a capacitive humidity sensor used for the patient’s body humidity. It
also has a thermistor for temperature measurements, which is less sensitive for body
temperature measurements and hence is discarded.

6 Software Design

The development of the software is done in two environments: Arduino and
MATLAB. TheArduino-IntegratedDevelopment Environment (IDE) is used towrite
firmware for the Node_Mcu microcontroller. This firmware helps in sensor data
acquisition, Wi-Fi connection management, encryption of sensor data and sending
the encrypted sensor data to ThingSpeak IoT platform for analytics, processing and
future references. The complete software design for the Node_Mcu side is illustrated
with the help of a flowchart shown in Fig. 5. InMATLAB environment, the encrypted
sensor data from ThingSpeak is retrieved, decrypted and analysed for future predic-
tions. The analysed data is then forwarded to themedical specialists for timely remote
diagnosis. The MATLAB firmware design flow is shown in Fig. 6.

7 Results

In this section, we discuss the results. The implemented system captures the most
vital parameters of the patient, such as body temperature, oxygen saturation levels,
body humidity and the real-time heart rate. In Fig. 7, the patient’s body temperature
is obtained as a continuous function of time. This temperature data is encrypted using
the bitwise encryption technique and transmitted over the ThingSpeak IoT platform.
Figure 8 represents the encrypted data transmitted over an IoT network. In Fig. 9, the
patient’s body humidity is obtained as a continuous function of time. This humidity
data is encrypted using the bitwise encryption technique and transmitted over the
ThingSpeak IoT platform. Figure 10 represents the encrypted data transmitted over
an IoT network. In Fig. 11, the patient’s oxygen saturation level (SPO2) is obtained
as a continuous function of time. This SPo2 data is encrypted using the bitwise
encryption technique and transmitted over the ThingSpeak IoT platform. Figure 12
represents the encrypted data transmitted over an IoTnetwork. In Fig. 13, the patient’s
real-time heart rate is obtained as a continuous function of time. This heart rate
data is encrypted using the bitwise encryption technique and transmitted over the
ThingSpeak IoT platform. Figure 14 represents the encrypted data transmitted over
an IoT network. The encrypted vitals data in all the above-mentioned four cases is
received through aMATALB terminal accessible to the concerned doctor on the other
side. Future predictions and further processing on the data are done in MATLAB to
predict the vulnerability of the diseases infecting a particular patient.
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Fig. 5 Flowchart of firmware for Node-MCU microcontroller
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Fig. 6 Flowchart of
software design using
MATLAB

8 Conclusion

The proposed system was successfully implemented and tested. The real-time
medical data obtained from the sensors was very well calibrated and presented in
an easily and understandable format. In this paper, we mainly focus on the security
of the data rather than the acquisition of data. The encryption techniques employed
provided real-life results resembling to the standard medical data. The ThingSpeak
IoT platform is used to aggregate, visualize, and analyse live data streams of the
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Fig. 7 Patient’s body temperature

Fig. 8 Encrypted patient’s body temperature
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Fig. 9 Patient’s body humidity

Fig. 10 Encrypted patient’s body humidity

patient’s medical data obtained from the sensors in the cloud. This platform has an
amazing feature of integrationwithMATLAB that helps in easy retrieval of data from
the doctor’s side. Various bitwise encryption schemes tested in this work includes
1’s complement, 2’s complement, exclusive OR and exclusive NOR.
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Fig. 11 Patient’s oxygen saturation level

Fig. 12 Encrypted patient’s oxygen saturation level
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Fig. 13 Patient’s heart rate (BPM)

Fig. 14 Encrypted patient’s heart rate (BPM)
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TLDC: Tomato Leaf Disease
Classification Using Deep Learning
and Image Segmentation

Priyanka Sahu, Anuradha Chug, Amit Prakash Singh, and Dinesh Singh

Abstract Deep learning (DL) has made significant progress in identifying and clas-
sifying plant diseases. The convolutional neural network (CNN) model was utilized
to classify diseased and healthy tomato plant leaves for this study. Seven predomi-
nant DL models, namely LeNet 5, AlexNet, VGG19, Inception Net V3, ResNet50,
DenseNet 121, and Efficient Net B0 have been used for tomato leaves disease clas-
sification. Deep feature extraction and fine-tuning strategies were utilized to adapt
these DL models to the specific task of classification. The obtained features using
deep feature extraction were then classified by fully connected layers of the CNNs.
The experiments were carried out using the image data acquired from the Indian
Agricultural Research Institute, India. The dataset consists of diseased and healthy
tomato leaf images with a total count of 155 images. Data augmentation was used
to increase the dataset size. Furthermore, three segmentation algorithms were also
applied to remove the background and highlight the deep features. In this study, a
comparison of the above-mentioned CNNs has been carried out to show the accuracy
results achieved on the collected dataset. The evaluation results show that deep feature
extraction with image segmentation techniques produced better results (up to 100%
classification accuracy) than without segmentation. The outcome of this research
will have a substantial impact on tomato disease prediction and early prevention.
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Classification · Image pre-processing · Disease inoculation
P. Sahu (B) · A. Chug · A. P. Singh
University School of Information, Communication, and Technology, Guru Gobind Singh
Indraprastha University, New Delhi, India
e-mail: er.priyankasahu40@gmail.com

A. Chug
e-mail: anuradha@ipu.ac.in

A. P. Singh
e-mail: amit@ipu.ac.in

D. Singh
Division of Plant Pathology, Indian Agricultural Research Institute, New Delhi, India
e-mail: dinesh_iari@rediffmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
D. Gupta et al. (eds.), International Conference on Innovative Computing and
Communications, Lecture Notes in Networks and Systems 473,
https://doi.org/10.1007/978-981-19-2821-5_35

401

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2821-5_35&domain=pdf
mailto:er.priyankasahu40@gmail.com
mailto:anuradha@ipu.ac.in
mailto:amit@ipu.ac.in
mailto:dinesh_iari@rediffmail.com
https://doi.org/10.1007/978-981-19-2821-5_35


402 P. Sahu et al.

1 Introduction

The advancement of computer vision models has accelerated efforts to create auto-
mated systems for detecting plant diseases based on visible lesions on leaves. These
systems attempt tomake farmer participation as simple as feasiblewhile also ensuring
that the detection system is as reliable as possible. Prior to the widespread availability
of deep learning (DL) models, researchers primarily relied on image processing or
feature extraction to build disease detection algorithms, with inconsistent results
[1–5].

The most difficult aspect of these manually handcrafted techniques is to define
the symptoms to the computer for the disease recognition, which has been overcome
by employing DL, especially convolutional neural networks (CNNs), which allow
models to learn features rather than having to explain them. In recent years, a lot of
research has successfully achieved varied levels of accuracy on laboratory/real-field
images using DL models [6–13]. These deployed classifiers attain highly accurate
resultswhen evaluated on data that is identical to that used during the training process.
However, when tested on a completely different dataset, their performance falls dras-
tically. In a study [14], the authors have been identified a set of factors that influence
the success of DL techniques implemented for plant leaf disease classification and
deduced that, despite the high accuracy rate of developedmodels, including their own,
there are a plethora of factors that show why it is still far from being a standardized
tool that can be used in real-world scenarios.

For the relatively limited size of the datasets, training the DLmodels from scratch
degrades the accuracy. In order to enhance the same, transfer learning comes which
overlays the outcome of a DLmodel to a new dataset has become a prominent choice
for researchers. [15–17] are a few examples of using transfer learning techniques
and many of them have used the openly accessible image datasets such as PlantVil-
lage [18]. The PlantVillage dataset, which comprises images with low variance and
uniform backgrounds, has been used to train and evaluate many of the DL models
as reported in the literature in order to detect the disease present in the leaves of
the plants. In [19], authors have focused on the performance of DL models trained
on individual lesions and spots, applying image segmentation and augmentation to
expand the dataset from a limited number of images.

This study follows a similar concept: image files are segmented to get the most
information about the disease symptoms. By comparing and quantifying the perfor-
mance of seven models, it is demonstrated that we may train with more mean-
ingful data and achieve excellent results even in real-world scenarios. The main
contributions of the study are:

• A real-field image dataset with 155 tomato leaf images has been acquired from
the Indian Agricultural Research Institute, India.

• A comparison of seven state-of-the-art DLmodels has been performed for tomato
leaf disease classification.

• K-means, Otsu, and watershed algorithms have been deployed to enhance the
features of leaves.
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The motive of the study is to deploy the DL models in order to predict the
tomato crop leaf diseases at an early stage of infection that would help the farmers
to diagnose the crops with the appropriate action on time. The paper comprises
the following sections: Sect. 2 describes the materials and methods, as well as the
research methodology and other implementation specifics; Sect. 3 covers the imple-
mentation results and analyses the outcomes; and finally, Sect. 4 summarizes the
research findings and suggests some future research paths.

2 Materials and Methods

2.1 Dataset Collection

Authors have a target to build their own image dataset for tomato crop leaves. In
order to achieve this, a collaboration was done with the Indian Agricultural Research
Institute (IARI) in New Delhi, India. At IARI, forty tomato pots were planted under
a greenhouse as shown in Fig. 1. All planted pots have been inoculated artificially
with a culture of pathogen: Alternaria solani, which causes early blight disease in
tomato crops. A digital SLR camera, Canon EOS 1500D 24.1 (EF S18-55), with II
lens was used to capture the diseases, and healthy images of the leaves were taken
from the tomato pots. Initially, images were taken in RAW format with an aspect
ratio of 16:9, and then accordingly converted in the JPEG format. All the acquired
images were set to a dimension of 256 * 256.

The leaves were photographed from a consistent distance on a flat uniform back-
ground. The camera lens was placed perpendicular to the blade surface, and the focal
length was adjusted to a fixed point. The leaves were chosen based on three princi-
ples: (1) tomato leaves are flat and easy to photograph; (2) the surfaces are clean;
and (3) the periodic disease features are easily identifiable.

Fig. 1 Tomato plantation pots (healthy and inoculated with Alternaria solani pathogen) in a
controlled environment of greenhouse at IAR
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Table 1 Dataset summary

Class name # Original images # Augmented images

Early blight 79 678

Healthy 76 681

Total 155 1359

Data collec on
Image 
labelling

Data pre-
processing Classifica on

Fig. 2 Generalized approach of disease classification

2.2 Labelling and Image Pre-processing

The original images have been cropped and scaled to 256 * 256 dimensions from the
raw image format after data collection. Subsequently, data augmentation was used
to add diversity to the dataset in order to better mimic the real-world circumstance.
Rotation, skew, brightness, height shift,width sift, zoom,mirror, shear, and horizontal
flips were some of the operations used to augment the images of the collected dataset,
thus, help to enhance the limit of the dataset size. Furthermore, image segmentation
was also performed to highlight the features and to segment the desired portions of an
image. Image segmentation also helps to remove the unwanted background and other
information. In this study, three image segmentation algorithms have been deployed,
namely the Otsu segmentation algorithm, K-means algorithm, and watershed algo-
rithm. Hence, four datasets were formed, threewith segmentation algorithms and one
without segmentation. Image pre-processing was performed by utilizing the image
processing algorithms in Google Colab, Python 3. Table 1 summarizes the total of
original and augmented images. Moreover, the disease classification methodology
of a generalized DL algorithm can be represented as shown in Fig. 2.

3 Experimental Setup and Result Discussions

In the study, binary classification (two-class) was performed for healthy and diseased
tomato leaves. For disease classification and prediction, seven pre-trained models
were deployed on the dataset using fine-tuning of DL models. All the experiments
were carried with 70, 15, and 15% for training, testing, and validation dataset.
The implementation was performed using the Python Google Colab notebook for
20 epochs, and accuracy, loss, precision, recall, and F1-score were used as the
performance measurement criteria. Table 2 shows the implementation details of the
deployed CNN models. Furthermore, SGD was used as an optimization technique
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Table 2 Implementation details of the deployed CNNs

DL model Input dimensions Parameters Depth Size (MB) Model execution
using pre-trained
weights: time (ms)
per inference step
(GPU)

LeNet5 32 * 32 60 thousand 5 42 3.23

AlexNet 227 * 227 60 million 8 227 3.15

VGG19 224 * 224 138 million 19 549 4.38

Inception V3 Net 299 * 299 24 million 48 92 6.86

ResNet 50 224 * 224 26 million 50 98 4.55

DenseNet 121 224 * 224 20 million 121 33 5.38

Efficient Net B0 224 * 224 5 million 18 29 4.91

and the batch value was set at 16. In addition, an initial learning rate of 0.001 was
utilized along with a momentum value of 0.9. All the implementations have been
carried for 20 epochs.

Tables 3 and 4 illustrate the performance metrics for each implemented model,
whereas Figs. 3 and 4 show the comparison charts of disease classification that have
been emerged.

As can be seen, Efficient Net B0 performed best in two classes without segmen-
tation, with 98.42% accuracy and minimal validation loss of 0.012. Whereas, LeNet
gave performedworst with 84.83% accuracy and also shows the highest loss of 0.638.
In addition, all implementations increased accuracy metrics after applying segmen-
tation techniques with Efficient Net B0 providing 100% accuracy and the least
validation loss. After deploying all the CNNs, a mixed set of results were observed.

Table 5 shows the comparison of the proposed approachwith some state-of-the-art
methods.

Table 3 Performance comparison of implemented CNNs without segmentation and segmented
using Otsu algorithm

DL model Before segmentation Segmentation using Otsu algorithm

Accuracy (%) Loss F1-score Accuracy (%) Loss F1-score

LeNet 5 84.83 0.638 0.83 85.48 0.526 0.85

AlexNet 90.51 0.482 0.90 92.04 0.264 0.92

VGG19 95.21 0.136 0.94 97.86 0.104 0.97

Inception Net V3 98.07 0.092 0.98 100 0.041 1

ResNet 50 97.45 0.071 0.97 99.98 0.042 0.99

DenseNet 121 96.88 0.032 0.97 98.66 0.016 0.98

Efficient Net B0 98.42 0.012 0.98 100 0.005 1
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Table 4 Performance comparison of implemented CNNs after segmenting with K-means and
watershed algorithm

DL model Segmentation using K-means
algorithm

Segmentation using watershed
algorithm

Accuracy Loss F1-score Accuracy Loss F1-score

LeNet 5 84.11 0.426 0.84 82.48 0.796 0.82

AlexNet 90.55 0.284 0.91 89.14 0.364 0.91

VGG19 93.40 0.204 0.93 95.86 0.194 0.95

Inception Net V3 99.78 0.048 0.99 100 0.025 1

ResNet 50 99.99 0.062 0.99 100 0.024 1

DenseNet 121 100 0.009 1 99.26 0.019 0.99

Efficient Net B0 100 0.002 1 100 0.001 1

0
0.2
0.4
0.6
0.8

1

LeNet 5 AlexNet VGG19 Incep on
Net V3

ResNet 50 DenseNet
121

Efficient
Net B0

Loss Comparison of Deployed DL Models

Loss Before Segmenta on
Loss A er Segmenta on using Otsu Algorithm
Loss A er Segmenta on using K-Means Algorithm
Loss A er Segmenta on using Watershed Algorithm

Fig. 3 Loss comparison of deployed CNNs

4 Conclusion

In this study, the performance of seven DL models, namely LeNet 5, AlexNet,
VGG19, InceptionNet V3, ResNet50, DenseNet 121, and Efficient Net B0 have been
implemented and compared for tomato leaves image classification. Deep features
have been extracted using the above-mentioned CNNs, and classification was done
using the fully connected layers of the deep networks. A dataset of 155 original
acquired images with early blight diseased and healthy tomato leaves was collected
and pre-processed; thereafter, image augmentation was used to enhance the size of
the acquired dataset. For the task of disease detection and classification, accuracy
varies in the range of 84–100% after deploying the CNNs. Furthermore, three image
segmentation techniques, namely Otsu, k-means, and watershed algorithm were also
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0
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LeNet 5 AlexNet VGG19 Incep on
Net V3

ResNet 50 DenseNet
121

Efficient
Net B0

Accuracy Comparison of Deployed DL Models

Accuracy (%) Before Segmenta on
Accuracy (%) A er Segmenta on using Otsu Algorithm
Accuracy (%) A er Segmenta on using K-Means Algorithm
Accuracy (%) A er Segmenta on using Watershed Algorithm

Fig. 4 Accuracy comparison of deployed CNNs

Table 5 Comparison with a few benchmark frameworks

DL model Images Dataset Classes Results References

AlexNet 54,306 PlantVillage 38 Classification accuracy,
93.88%

[6]

Faster R-CNN,
R-CNN, SSD, VGG,
ResNet

5000 Own 9 mean AP, 71.1–85.98% [7]

2D-CNN bidirectional
gated recurrent unit
neural network

90 Own 3 Accuracy, 74.3% [8]

GMDH-logistic model 80 Own 4 Average recall, 86.67% [16]

Seven CNNs 155 Own 2 Classification accuracy,
84–100%

Proposed

applied in order to enhance the features present in the images. It was observed that
accuracy goes to 100% after deploying the segmentation algorithms on this limited
dataset. In future, the authors have the target to collect images of some of the other
diseases also to add to the collected dataset. The primary goal of the future study
will be to create a smart mobile device app that can identify various plant infections.
Individuals with little to no understanding of the plants they are growing could profit
them greatly from this programme, which will give automatic plant disease diagnosis
with image analysis.

Acknowledgements Authors are thankful to the Department of Science & Technology, Govern-
ment of India, Delhi, for funding a project on “Application of IoT in Agriculture Sector” through
the ICPS division. This work is a part of the project work.
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A Novel Deep Supervised Contour
Fractal Dimension Analysis Model

Abirami Balasubramanian and Krishnaveni Krishnasamy

Abstract A novel palmprint recognition system (PRS) using deep supervised
learning (DSL) classifier is proposed in this research work. To divulge the novelty, a
deep supervised contour fractal dimension analysis model for palmprint recognition
(DCFPR) is put forward. That has a novel region-based contour fractal dimension
(RCFD) feature extraction approach and a deep supervised Learning (DSL) classi-
fier approach for acquiring the higher recognition and identification accuracy rate.
To accomplish the RCFD approach, traced all the edges/contours of 2D palmprint
region of interest (2D-PROI) image using Canny edge detection algorithm and then
split into several regions. At each region, fractal dimension (FD) and the slope value
(S) are computed in an idiosyncratic manner using the box-counting procedure and
then accumulate all FDs and Ss of all regions to create a distinctive feature vector.
Classify this feature vector using deep supervised learning (DSL) classifier approach
to authenticate the genuine person of the taken palmprint at a higher accuracy rate. In
this research, the multi-spectral 2D-PROI image database derived from PolyU, Hong
Kong Polytechnic University, Hong Kong. The proposed model has been examined
and evaluated with various metrics and found with 98% of authentication accuracy.

Keywords Palmprint recognition system · Deep supervised learning classifier ·
Region-based contour fractal dimension · Canny’s edge detection algorithm ·
Box-counting · Fractal dimension

1 Introduction

Biometric imparts a secured technique of substantiating identification [1]. Biometric
authentication and identification systems (BAIS) are typically necessary to protect
the emerging digital aspects of the IoT world. Accordingly, the benefaction of this
research is to make adequate preparation for furnishing an optimal remedy for the
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following: (a) to overcome the demands of users who are wanted to secure their e-
information and worthy assets at low cost in a more truthful and opportune manner,
(b) to provide the finest security to our society from the unauthorized intruders’
hacking, (c) to provide a perfect solution to avert illicit access to digital information.

BAIS is a programmed real-time application of human identification which can be
possible by acquiring, determining, and scrutinizing the digital data of human corpo-
real and logical characteristics [2]. Researchers are exploring several biometric traits
to earn the peculiar BAIS. However, many researchers are impleading their explo-
ration into PRS due to its singularity, stability, and high-performance characteristics
[3]. The large space of the palmprint area includes principle lines and wrinkles which
provide lots of unique information compared to the fingerprint area. Human palm-
print principle lines and wrinkles can be treated as edges or contours for receiving the
feature information. And those edges are not identical to each palm in a human hand.
The Canny edge detection algorithm classifies the perfect set of edges of various
sizes in an entire image [4].

Humeau-Heurtier [5] proposed segmentation-based fractal analysis to apply
fractal model at low-computation time compared to other techniques. Fractal dimen-
sion (FD) approach is considered as a widely applied descriptor, especially for
analyzing the texture representation, in several fields like the signature recogni-
tion, palmprint recognition, written identification, etc. [6, 7]. Shi et al. [8] stated
that the fractal-based feature extraction technique has been proved as the agree-
able approach in a computer-aided diagnosis system with a huge dataset. In 1983,
Mandelbrot introduced fractal geometry to define fractals as the sets of self-identical.
Fractal dimension is a ratio that describes the asymmetry and the difficulty of the
stochastic models, indicating the pattern changes feature at the various scale [9].
The box-counting algorithm is the most progressive and straightforward technique
to measure the fractal dimension of the image [1, 10]. It works well for both linear
and nonlinear fractal images and derives the deformity patterns on the surface of the
images [11, 12].

A set of feature vectors is created and stored for identification and recognition
processes by the DSL classifier algorithm which is the sub-area of artificial intelli-
gence (AI) technology. Ata et al. [13] proved that feed-forward neural network with
Back-Propagation achieved the higher authentication precision of 99.99% compared
to othermachine learning techniques used in this paper.Dandan et al. [14] showed that
the deep learning method has yielded higher recognition rate for palmprint images.
Machine learning algorithms forecast the outcome in higher accuracy using anterior
knowledge of content. Nevertheless, massive datasets are not learned thoroughly in
the machine learning algorithms that cause the lack of limpidity, interpretability in
the decision-making. To overcome these drawbacks, researchers have extended their
view of perception toward the next level that is the deep learning classifier approach
[15] described in Sect. 2. Deep learning on massive datasets is being most potent in
the medical and biometric field, and its enhanced techniques train the datasets faster
and accurately [16].
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Consequently, this paper employs an innovative RCFD feature extraction
approach to brand the simple and fast computation. It computes the fractal dimen-
sion and slope values from the contours of the 2D-PROI images in an idiosyncratic
manner to discrete the distinct features. That is explained in Sect. 3. A suitable DSL
classifier algorithm and its configuration are designed for setting the higher rate
of recognition, and verification precision rate at a low time, which is explained in
Sect. 3.

2 General Description of Deep Supervised Learning (DSL)
Classifier

A deep neural network (DNN) is an artificial neural network (ANN). It learns large
input for predicting the exact outcome at a low error cost [17]. The general DNN
architecture and the implementation of DSL classifier algorithm are discussed below.

2.1 DNN Architecture

DNN architecture includes an input layer (xi) where i refers to the value of training
template i-vector values from1 toN (i.e.,N is themaximumnumber of input data), an
output layer (yj) where j refers to the target j-vector values from 1 toM (i.e.,M is the
maximum number of output data), and the multiple hidden layers hkp where k refers
to the number of hidden layers and p refers to the number of hidden perceptrons.
The values of k and p are regulated progressively until least error rate is reached at a
minimum training time. The learning rate value α and the epoch value Eγ are used to
decrease the gradients and to know the number of iterations needed to attain the least
mean square error through the whole dataset where γ refers to the maximum number
of iterations. Next, the weight matrices are assigned to all the layers of DNN that
are labeled as Wm1, Wm2, and Wm(k−1) where m refers to the number of weight
matrices and k refers to the number of hidden layers in the network. The basic DNN
architecture is shown in Fig. 1.

2.2 Implementation of DSL Algorithm

Implementation of the DSL algorithm is done in two aspects: (1) training aspect
and (2) testing aspect. At the training aspect, the supervised learning algorithm is
applied on DNN where two processing stages are performed in each epoch. In the
first stage, the signal passes from the input perceptrons (xi) to the first hidden layer
hp perceptrons along with the output using Eqs. (1) and (2). Similarly, the output
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Fig. 1 Basic architecture of DNN

of all hidden layers is gained till the output perceptrons are reached. In the output
layer, output is calculated using (3) and to get the final output pj. Each hidden unit
determines its error by using the output unit’s error.

h p
j = wm × xi |i = 1, . . . , N ||m = 1, . . . ., (k − 1)|| j = 1, . . . , k| (1)

h p
j = β

(
h p
j

)
| j = 1, . . . , k| (2)

p j = β
(
wm(k−1) × y j

)|m = 1, . . . ., (k − 1)|| j = 1, . . . , M | (3)

The dissimilarity between the exact output yj and the final output of the network
pj is computed as an error �j using (4).

� j = y j − p j | j = 1, . . . , M | (4)

In the second stage, the weights of all layers are updated using (5) in the backward
direction along with the reverse processing procedure of the first stage to decrease
the gradient.

w
′
m = α × � j × y j |m = k − 1, k − 2, . . . , 1|| j = 1, . . . , M | (5)

Similarly, the first and second stage processes are repeated iteratively with the
updated weights until the least mean square error (MSE) rate between the prediction
and true class values is achieved. Thus, the DSL classifier algorithm is tuned to learn
the input and map the output exactly for the recognition process.

And at the testing aspect, tuned DSL classifier with the obtained weight values is
used to determine the verification accuracy.
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3 Proposed Methodology

The proposed deep supervised contour fractal dimension analysis model for palm-
print recognition (DCFPR) has been performed in four levels: (1) data acquiring
level, (2) preprocessing level, (3) feature extraction level, and (4) classification or
matching level [1]. The recognition and verification processes ofDCFPRare depicted
in Figs. 2 and 3.

3.1 Data Acquiring

This research explores the 2D-PROI images of a multi-spectral 2D-ROI palmprint
image database at the biometric research center (UGC/CRC) in POLYU,HongKong.

Fig. 2 Block diagram of DCFPR recognition process

Fig. 3 Block diagram of DCFPR verification process
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Fig. 4 POLYU 2D-PROI bitmap images

That is comprised of 8000 segmented and normalized BMP image files of 400 volun-
teers’ left and right hands’ palms, store in two separate sections. Each section has
ten images of each palm and some of these sample 2D-PROI images are shown in
Fig. 4.

3.2 Preprocessing

The input image is molded to the well-defined quality image by doing the following
processes: (1) convert the input image into gray-scale image, (2) remove the unfa-
vorable data in the image, and (3) increase the spatial intensity level of the image.
By preprocessing, the tiny creases, lines, and ridges of palmprint are spotted out
more visibly as shown in Fig. 5. Then Canny edge detection algorithm is applied for
tracing the lines, ridges, and curves, and the resultant image is represented as contour
palmprint image (CI), shown in Fig. 6.

Fig. 5 Preprocessed image
of 2D-PROI image
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Fig. 6 Canny edge detection
on the preprocessed image

3.3 Feature Extraction Level

Aset of discretemodel-based texture features of an image canbe effectively excerpted
by exploiting the fractal dimension (FD) approach [7]. This paper is explored and
furnished the RCFD feature extraction approach to appraise the FD values of an
input image in an idiosyncratic manner. The first step of the implementing the RCFD
approach is to split the contour palmprint image (CI) into four quarters (one-fourth)
of nonoverlapping regions with the equal size L × L where L refers to the dimension
of each region [18]. Each region is labeled as (CIr) where r refers to the number of
regions, i.e., r =1, 2, 3, and 4, which is shown in Fig. 7. Next, the fractal dimension
FDr and slope Sr values for all regions (CIr) are found by exploiting box-Counting
algorithm in a novelty manner. Finally, the representative FD and its S values are
determined as discussed in the below subheading and Fig. 8 depicts the graphical
representation of RCFD approach.

3.3.1 RCFD Approach

The procedure adapted in RCFD approach is given below.

a. The fractal dimension (FDr) and its slope (Sr) for each region of CI are
calculated using the box-counting algorithm in a specific manner.

b. Determine the mean value of all edges’ length (μF) in all square boxesF × F
of set E, whereF = L/E at various box scale intervals E, (E = 1, …, �) where ψ

refers to the maximum box scale interval value (i.e., log2(L)/2) using (6)

μ�,ε =
�∑

ε=1

∑ λ
E
�=1 L�

E�

∣∣∣∣� = 1, . . . ,
λ

E

∣∣∣∣|ε = 1, . . . , �| (6)
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Fig. 7 Equal quarter size nonoverlapping regions of CI (labeled as CI1, CI2, CI3, and CI4.)

where LF and EF refer to the edge length and the total number of edges within
square boxes F × F of set E.

c. Find the probability mass function (PMFE) of each set E using (7).

PMFε =
�∑

ε=1

∑
μ�,ε

Nε

∣∣∣∣� = 1, . . . ,
λ

E

∣∣∣∣|ε = 1, . . . , �| (7)

where NE refers to the total number of boxes in the set E.
d. Estimate the (FDr) and its slope value (Sr) of each set E for all regions of CI

using (8)

FDr,ε =
�∑

ε=1

log(PMFε)

log
(
1
2ε

) |r = 1, 2, 3, and 4||ε = 1, ..., �| (8)
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Determine RFDCI and RSCI for the 
entire preprocessed contour image 
CI

Determine 
FD4 and S4

for CI4

using Box- 
counting 
algorithm 

Determine 
FD3 and S3

for CI3

using Box- 
counting 
algorithm 

Determine 
FD2 and S2

for CI2

using Box- 
counting 
algorithm 

Determine 
FD1 and S1

for CI1

using Box- 
counting 
algorithm 

Fig. 8 Graphical representation of RCFD approach

And this log transformation yields a straight line with slope Sr, E for each
set E to know more even spatial distribution and degree of high intensity values
in an image.

e. Finally, calculate the representative fractal dimension (RFDCI) and slope

(RSCI) values of CI by using (9) and (10).

RFDC I =
4∑

r=1

∑�
ε=1 FDr,ε∑ ∑�

ε=1 FDr,ε

|r = 1, 2, 3, 4||ε = 1, ..., �| (9)

RSCI =
4∑

r=1

∑�
ε=1 Sr,ε∑∑�

ε=1 Sr,ε
|r = 1, 2, 3, 4||ε = 1, ..., �| (10)
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Thus, RFDCI and SCI values are made out and stored as the training and testing
template datasets using RCFD approach.

4 Classification or Matching Level

According to the general description of the DSL classifier algorithm described in
Sect. 2, the DSL classifier is developed and tuned with the suitable activation func-
tions, hidden layers, and its weight values to absorb the training template accurately
in the recognition process. This tuned DSL classifier uses ReLU activation function
to calculate the output of the hidden layers for avoiding the problem of vanishing
gradient, and rise up the translational invariance to reinforce the output [16] and
the sigmoid activation function is used to find the output perceptrons’ values in the
output layer for setting the probability of the output data range between 0 and 1.

5 Experimental Analysis

This research is appropriated 400 2D-PROI images of 20 volunteers in POLYU
database, on that 80% of training image samples and 20% of testing image samples
are deployed for the palmprint identification process. In the testing phase, initially,
100 image samples have been taken and further increased in steps of 100 for each
testing. Primarily, training and testing templates are generated using RCFD feature
extraction approach. Figure 9 shows the resultant measurement of fractal dimension
FD1 and its slope S1 values of CI1 of the test image. Likewise, FD and its S values

ɛ 2ɛ Ф × Ф Nɛ μФ pɛ Log(1/2ɛ) Log(pɛ) FD1 S1

1 2 32 × 32 4 18.7750 9.3875 -0.6931 2.2394 -3.2310
1.9082 2 4 16 × 16 16 11.5490 2.8872 -1.3863 1.0603 -0.7648

3 8 8 × 8 64 5.3307 0.6663 -2.0794 -0.4060 0.1952

Fig. 9 Fractal dimension (FD1) and its slope (S1) value of CI1 of a test image
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for all regions of CI of the test image are estimated using (8). Finally, using (9) and
(10) RFDCI values 1.5920, 0.3878, and −0.0734 and SCI value 0.9059 is evaluated
which revealed the degree level of gray intensity values in the test image.

In training and testing phases, DNN consists of five layers, where the first layer
is the input layer that contains input nodes of the RCFD approach’s feature i-vector
consisting of three fractal dimension values and the corresponding slope values, the
last layer is the output layer that carries �log2n�+1 output nodes where n refers the
number of bits required to denote the total number of trainingdataset, and three hidden
layers are proposed in DCFPR system. As illustrated in Sect. 2, DNN is trained with
DSL classifier algorithm. The completion of the training process is assessed through
the mean square error (MSE) values. It is assumed that the DSL classifier algorithm
trains the dataset very well if the MSE value is very least. The metric graph of the
training process is shown in Fig. 10 in that MSE values are approaching to the least
MSE value at the epoch 9000. It can be effectuated by the salient parameters’ values
used in the DSL classifier algorithm, which is reported in Table 1.

Fig. 10 Metric graph of DRCPR system training algorithm

Table 1 Salient parameters’ values used in the training phase of DRCPR system

Number
of testing
samples

Number of
volunteers’
palms used

Number
of input
nodes

Number
of output
nodes

Epoch
(γ )

Number
of hidden
layers

Number of
hidden
nodes or
perceptrons

Learning
rate

400 20 4 10 9000 3 33 0.00001
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The DCFPR system classifier performance is scrutinized through confusion
matrix parameters such as Accuracy or Correct Positive Rate (CPR), True Positive
Rate (TPR), False Positive Rate (FPR), Precision, and Specificity. In particular, the
predicted values (True Positive (TP), True Negative (TN), False Positive (FP), and
False Negative (FN)) are computed to measure the parameter values of the confusion
matrix. Those values are obtained at the testing phase, where a set of the testing
template compared with a set of the trained template and counted that how many
testing datasets are matched correctly or not. Those predicted values are substituted
in the confusion matrix parameters using (11), (12), (13), (14), and (15).

(1) True Positive Rate (TPR)

TPR = TP

TP + FN
(11)

(2) False Positive Rate (FPR)

FPR = FP

FP + TN
(12)

(3) The Accuracy or Correct Positive Rate (CPR)

CPR = TP + TN

TP + TN + FP + FN
(13)

(4) Precision

Precision = TP

TP + FP
(14)

(5) Specificity

Specificity = TN

TN + FP
(15)

Figure 11 notifies the increasing value of True Positive (TP) in every increasing
testing dataset. Table 2 and Fig. 12 signify the parameters of the confusion matrix
that shows the increasing range of testing image sample size (100, 200, 300, and
400), and its corresponding increasing value of TPR (0.90721, 0.97326, 0.993031,

Fig. 11 Predicted values of
the confusion matrix for
various ranges of testing
template

0.85
0.90
0.95
1.00

100 200 300 400

FN

FP

TN

TP
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Fig. 12 Confusion matrix parameter values for various ranges of testing template

and 0.992385) and CPR values (0.90, 0.94, 0.9666 and 0.98). It implies that the
increasing values of TPR and CPR are directly proportional to the increasing range
of image samples [19]. That is demonstrated the proposed DCFPR system performs
large datasets accurately and efficiently.As shown inTable 3 andFig. 13, the proposed

Table 3 Analysis of existing approaches with proposed approach (RCFD)

S. No. Recognition approaches Recognition accuracy rate (%)

1 Fractal Brownian motion and K-means classifier
approaches [12]

88.80

2 Box-counting method (BCM) and double-threshold
algorithm approaches [10]

94.61 and 93.23

3 Contourlets-based local fractal dimensions (CLFD) and
Manhattan distance and the nearest neighbor classifier
approaches [18]

97.80

4 Box-counting (BCM) and match score approaches [20] 92

5 Box-counting (BCM) and double-threshold algorithm
approaches [21]

92

6 Differential box-counting method (DBC) and SVM
classifier approaches [22]

97.9

7 Proposed method (RCFD) and DSL classifier
approaches

98

0.8
0.85
0.9

0.95
1

[13] [14] [15] [16] [17] [18] DCFPR

Accuracy

Fig. 13 Performance analysis of proposed recognition approaches with other existing approaches
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DCFPR system is executed well in its proposed feature extraction approach RCFD,
which is revealed by analyzing other existing approaches along with its recognition
accuracy rate.

6 Discussion

The motive of this research is to bring effective PRS by emphasizing an innovative
recognition approach that consists of RCFD feature extraction and DSL classifier
approaches. Table 2 is exposed the admissible performance of the approaches used
in this system and analyzed it with the performance of other existing recognition
approaches in Table 3 to know the achievement attained in its improvement. Data,
in the Fig. 13, conspicuously proved that this system attained improvement with the
hold of 98% recognition accuracy rate is higher than the other approaches used in the
existing biometric technologies. Thence, this proposed DSFPR system can assent as
a good reliable way of recognition in biometric technology.

7 Conclusion

The proposed DCFPR system is designed with a novel feature extraction approach
(RCFD) to extract the distinct unique features of preprocessed 2D-PROI contour
images and that fed to the DSL classifier algorithm. DRCPR system is experimented
on 400 2D-PROI images of POLYU database with 80% of training and 20% of
testing images and achieved a better accuracy of 98% in the authentication process.
Hence, it can be used as one of the good feasible ways of BAIS. However, this
proposed system exposed more self-similarity values for several datasets that tend
to lack recognition accuracy. Hence, future work will be extended with deep study
in the feature extraction techniques to improve the recognition and identification
performance of the system.

References

1. Gururaj J, Prashant B (2020) Biometric recognition of humans using scanned images of the
retinal part of the eyes. Int J Future Gener Commu Network 13(1):1055–1071

2. Wayman JL (2001) Fundamentals of biometric authentication technologies. In: National
Biometric Test Center, National Biometric Test Center, pp 1997–2000

3. Hussein IS, Sahibuddin SB, Sjarif NNA (2018) The fundamentals of unimodal palmprint
authentication based on a biometric system: a review. Int J Adv Comput Sci Appl 9(11)

4. Ali MMH, Yannawar P, Gaikwad AT (2016) Study of edge detection methods based on
palmprint lines. In: International conference on electrical, electronics, and optimization
techniques



424 A. Balasubramanian and K. Krishnasamy

5. Humeau-Heurtier A (2019) Texture feature extraction methods: a survey. IEEE 7:2169–3536
6. Mokni R, Kherallah M (2016) Palmprint recognition through the fractal dimension estimation

for texture analysis. Int J Biometrics 8(3–4):254–274
7. Raouia M, Hassen D, Monji K (2020) Deep-analysis of palmprint representation based on

correlation concept for human biometrics identification. Int J Digital Crime Forensics, pp
halshs-03147087

8. Shi X, Cheng HD, Hu L, Ju W, Tian J (2010) Detection and classification of masses in breast
ultrasound images. Digital Signal Process 20(3):824–836

9. Ivanovici M, Richard N (2011) Fractal dimension of color fractal images. IEEE Trans Image
Process 20(1)

10. Yui L, Zhang D, Wang K, Yang W (2005) Coarse iris classification using box-counting to
estimate fractal dimensions. Pattern Recogn Soc (Elsevier) 38:1791–1798

11. Kisan S, Mishra S, Bhattacharjee G, Bansal R (2018) Analytical study on fractal dimen-
sion—a review. In: International conference on recent innovations in electrical, electronics &
communication engineering (ICRIEECE), Bhubaneswar, India

12. Chang R-F, Chen C-J, Ho M-F (2004) Breast ultrasound image classification using fractal
analysis. In: Proceedings of the Fourth IEEE symposium on bioinformatics and bioengineering
(BIBE’04)

13. Ata MM, Elgamily KM, Mohemed MA (2020) Toward palmprint recognition methodology
based machine learning techniques. Euro J Electr Eng Comput Sci 4(4)

14. Dandan Z, Xin P, Xiaoling L, Xiaojing G (2015) Palmprint recognition based on deep learning.
In: ICWMMN proceedings

15. LeCun Y, Bengio Y, Hinton G (2015) Deep learning. Nature 521:436–444
16. Shen L, Margolies LR, Rothstein JH, Fluder E, McBride R, Sieh W (2019) Deep learning to

improve breast cancer detection on screening mammography. Sci Reports 9:12495
17. Lozano-Diez A, Zazo R, Toledano DT, Gonzalez-Rodriguez J (2017) An analysis of the influ-

ence of deep neural network (DNN) topology in bottleneck feature based language recognition.
PLOS ONE

18. Pan X, Ruan Q, Yanxia W (2008) Palmprint recognition using Contourlets-based local fractal
dimensions. In: ICSP proceedings IEEE

19. Kumar T, Bhushan S, Jangra S (2021) An improved biometric fusion system of fingerprint and
face using whale optimization. Int J Adv Comput Sci Appl (IJACSA) 12(1)

20. Farhan MH, George LE, Hussein AT (2014) Fingerprint identification using fractal geometry.
Int J Adv Res Comput Sci Software Eng 4(1)

21. Patil PS (2015) IRIS classification based on fractal dimension box counting method. Int J
Comput Appl 112(11):0975–8887

22. .Soni G, Vishwakarma S (2017) Face recognition using fractal dimensions (FD) based feature.
Int J Eng Manage Res 7(5):140–146



Automatic Text Summarization
of Konkani Texts Using Latent Semantic
Analysis

Jovi D’Silva, Uzzal Sharma, and Chaitali More

Abstract Automatic text summarization involves extracting relevant details from
the contents of input text documents for generating summaries. This area of Natural
Language Processing is widely researched, especially with popular languages like
English. There is a need to extend this work to less commonly spoken languages of
the world. This paper presents a language-independent text summarization approach
using Latent Semantic Analysis in Konkani language. Konkani is a low-resource
language with limited language processing tools, stop-word list, etc. Latent Semantic
Analysis (LSA) is an unsupervised algebraic method that finds latent semantic
structures to be used for performing extractive text summarization. We examined
well-known Latent Semantic Analysis-based sentence selection approaches on our
dataset, constructed using books on Konkani folk tales written in Devanagari script.
The results of the experiments indicated that LSA-based approaches can produce
promising summaries, with the Cross method performing the best in most metrics.

Keywords Automatic text summarization · Latent semantic analysis · Konkani ·
Low-resource · Singular value decomposition · Extractive text summarization

1 Introduction

The number of documents on the Internet has grown exponentially in the last couple
of years [1]. Reading many documents in order to determine if the contents are
important to a reader or not is a daunting task. Text summarization systems could help
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the readers by providing themwith a summary of the contents [1]. The summary, thus
generated, captures all the relevant details of the text and eliminates any redundant
information [2–4]. This can help save a lot of a reader’s time, as a reader can determine
the importance of a document by just reading the summary.

The summaries generated by such automatic text summarization (ATS) systems
can be classified into two types: extractive and abstractive [4, 5]. Extractive
summaries are generated by selecting and extracting important sentences from
an input document to form the summary. Abstractive summaries are generated
in the way humans would summarize a document, i.e. understanding the matter
conveyed in a document and providing a gist of the contents using words and phrases
different from those found in the document. Creating abstractive summaries is amore
complex process in comparison to creating extractive summaries. This is because, for
producing abstractive summaries, the semantics need to be understood by a system
along with finding the alternative words and phrases that convey the same meaning.
However, for generating extractive summaries, a system has to find the important
sentences and put them together. The relatively straightforward approach makes
extractive summarization a popular choice [4, 5].

The methods used to develop ATS systems can be classified as language-
dependent methods and language-independent methods [6]. Language-dependent
methods use language-specific tools like language-specific dictionary for lemmatiza-
tion, lexicons of words for stop-word removal and so forth [7]. However, a language-
independent system does not depend on the usage of any such language-specific
knowledge or pre-existing tools [7].

ATS is a widely researched area in Natural Language Processing (NLP). Most
research pertains to extractive summarization, with English being the preferred
choice of language because of its popularity. There is a need to extend this research to
low-resource languages as well. We attempt to explore ATS in Konkani, a language
that is spoken by a very small population of people along the west coast of India,
called theKonkan Coast. As per the 2011 population census of India, only 2.2million
people speak Konkani [8]. The number of Konkani language speakers has been on
a decline in recent years, and such research in a field like NLP will help boost its
digital growth and its availability to the speakers and readers around the world. ATS
systems can provide readers with summaries to help them find relevant documents
without having to read them entirely. Konkani is a low-resource language which
has limited language processing tools such as lemmatizers, stop-word lists and/or
subject experts, which are readily available in popular languages like English. There-
fore, we need to develop a language-independent approach to text summarization for
low-resource languages to eliminate the dependency on any such tools.

In this paper, we present an automatic text summarization system for Konkani
language texts based on Latent Semantic Analysis (LSA) using a language-
independent approach [6, 9, 10]. It is an unsupervised algebraic method that finds
unseen semantic structures of words or terms and sentences in a document [11–
15]. LSA uses Singular Value Decomposition (SVD) to identify important concepts
in a document and extracts relevant sentences to form a summary based on these
concepts.
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The major contributions of this study are as follows:

• It is the first attempt at studying the use of unsupervised Latent Semantic Analysis
for extractive ATS of Konkani language folk tales.

• To examine the performance of popular sentence selection approaches in literature
for the text summarization task using LSA and our Konkani dataset.

• To evaluate the summaries generated by the system against human-generated
summaries using ROUGE toolkit.

The paper is organized as follows. The related work pertaining to LSA in text
summarization is given in Sect. 2. The details of the Konkani dataset used for this
experiment can be found in Sect. 3. The details of the methodology used in this
experiment are given in Sect. 4. The four approaches used for sentence selection
are described in Sect. 5. The experimental results and evaluations can be found in
Sect. 6. Finally, the conclusion is given in Sect. 7.

2 Related Work

ATS is a widely researched area and has gained popularity in recent years. Some
semantic-based methods used for text summarization are Latent Semantic Anal-
ysis, Explicit Semantic Analysis (ESA) and Semantic Role Labelling (SRL). LSA
is commonly used semantic-based unsupervised approach used for extractive text
summarization. It depicts semantics of text based on the observation of co-occurrence
of words [9].

In 2001, Gong and Liu proposed the use of a standard IRmethod and LSAmethod
for text summarization [11]. The IRmethod ranks sentences based on their relevance,
and LSA determines the sentences that are semantically relevant. Both the methods
choose highly ranked sentences that are different from one another. Steinberger
and Jezek, in 2004, presented a generic text summarization method using LSA and
evaluated the summaries using two LSA-based evaluation methods [12]. They found
two drawbacks in the approach implemented by Gong and Liu and suggested a
solution, i.e. the extraction of a single sentence score based on LSA along with
variable dimensionality reduction.Murray et al. performed extractive summarization
of multi-party meetings using LSA and used the ICSI Meetings Corpus [13]. They
addressed the concerns of Steinberger and Jezek about the approach proposed by
Gong and Liu and suggested that the best ‘n’ sentences be extracted rather than the
best sentences in every topic. The value of ‘n’ could be established by the singular
values. Their approach showed that dimensionality reduction was not bound to the
length of a summary and multiple sentences from each topic could be selected.
Ozsoy et al. implemented a generic text summarization approach based on LSA for
generating extractive summaries of Turkish text documents [14]. They also proposed
twonovelLSA-based summarizationmethods. TheCrossmethodproposedproduced
better results as compared to the other methods. Another work presented by Ozsoy
et al. describes variousLSA-based text summarizationmethods [15].They implement
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the methods to perform extractive text summarization for Turkish and English texts
and evaluated the performance of these methods.

In 2015, LSA-based approach was used for extractive text summarization of
Kannada text documents [16]. Singular Value Decomposition (SVD) was used to
determine sentence vector dimensions and aid in generating summaries. A hybrid
technique for text summarization based on LSA and random indexing-based summa-
rization method, which implicitly uses graph-based ranking approach, was presented
in [17]. Sellers analysed the text summarization techniques, LSA and TextRank
and evaluated the output. The evaluation showed that LSA produced better quality
summaries as compared to TextRank [18].

Cagliero et al. usedLSA for summarizingmultilingual documents; the techniques,
based on LSA and frequent itemset mining, are found to be the most effective for
multilingual summarization [19]. They proposed a technique using the best features
of both the approaches to overcome their individual shortcomings. Another approach
for text summarization was presented in [20], using LSA in combination with diver-
sity constraint using query-based ranking. They used Latent Semantic Indexing (LSI)
for sentence selection and ranking. They computed the diversity between the selected
sentences, presuming that maximum diversity in sentences is an indicator of good
quality summary. Bilel et al. presented a new Automatic Arabic Text Summariza-
tion (AATS) systemwhichworks by guessing important keywords and constructing a
document summary [21]. Theworkpresented in [22] demonstrates extractive summa-
rization of text documents with LSA topic modelling and ‘Term-Frequency Inverse
Document Frequency’ (TFIDF) keywords extractor for every sentence in a docu-
ment. They also used ‘Bidirectional Encoder Representations from Transformers’
(BERT) model for sentence encoding for the retrieval of positional embeddings of
topic word vectors.

To summarize, LSA is an effective language-independent text summarization
approach that has been effectively used to summarize texts in English, Turkish,
Arabic and Kannada [6, 9, 10]. The work done so far has used documents from
different genres such as news, Wikipedia, meetings and scientific articles. We extend
this approach to the genre of literature using folk tales in Konkani and examine the
use of LSA in a low-resource language for automatic text summarization.

3 Dataset

The dataset used for this experiment was constructed by the authors of this paper
using 5 unique Konkani books on folk tales written by various Konkani authors.
Folk tales have a prime significance in local cultures as these stories have a moral
or good teaching that is passed to future generations through the medium of stories.
The dataset is composed of 71 stories written in Devanagari script. It belongs to the
genre of literature, and there was no such dataset available at the time this work was
in progress.
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The books were collected, and the contents were converted to a digital form for
further processing. The dataset has a total of 9849 sentences with each story having
an average of 138 sentences and 1155 words. The longest story in the dataset has
2852 words, and the shortest story has 520 words. For each of the 71 stories, two
independent language experts generated 300-word ‘gold-standard’ abstracts which
were used for evaluating the extractive summaries generated by the system. The
threshold of 300 words was established on consulting the language experts and also
considering the length of the shortest story, i.e. 520 words. The detailed process of
dataset construction is available in [23].

4 LSA for Automatic Text Summarization

Latent Semantic Analysis (LSA) is an algebraic technique that tries to identify latent
or hidden semantic structure from an input document which can extract important
sentences to form a summary. LSA is completely unsupervised and does not rely on
any training data, thus making LSA an unsupervised semantic-based extractive text
summarization approach. The input documents are comprised of sentences, and these
sentences are made up of words or terms. The LSA approach uses SVD to determine
the relationship between sentences and the terms in an input document. It does this
by modelling the input document as a Term-Document Matrix, following which
concepts are derived from this matrix using SVD. Using these derived concepts,
important sentences are selected from the input document to form a summary [9–
15]. The summarization process can be expressed in the following four detailed steps
and is illustrated in Fig. 1.

4.1 Pre-processing

Every input document goes through a phase called ‘tokenization’, where the text
document is broken down into smaller units or sentences. The sentences are cleaned
of any punctuation, although punctuations are retained in the final output summary.

4.2 Term-Document Matrix Formation

The input document is represented as a Term-Document Matrix, where the columns
are the sentences of the input document and rows are terms (words) present in
the document. The cell values used for the matrix depend on the approach used
to represent these values.

We examined two approaches to populate the cell values; they are ‘Term-
Frequency Representation’ and ‘Binary Representation’. In the Term-Frequency
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Fig. 1 Summarization process using LSA

Representation, the cells contain the frequency of occurrence of the term in the
sentence. Binary Representation marks a term that occurs in a sentence as ‘1’ and a
term that does not occur as a ‘0’. Both approaches produce sparse matrices of order
m × n, where ‘m’ is the number of terms and ‘n’ is the number of sentences in the
matrix [11, 12].

4.3 Apply SVD to Term-Document Matrix

In this step, SVD is applied depending on the Term-Document Matrix formation
approach selected in the previous step. SVD is an unsupervised algebraic approach
that models the relationship between the terms present in the document and the
sentences. Given a matrix D as input, it produces three new matrices as output
[11–13]. This is expressed mathematically in Eq. (1).

D = USV T (1)
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Fig. 2 Importance of each concept

where D is an input Term-Document Matrix (m× n), Matrix U is terms× extracted
concepts (m× n) and is a column-orthonormalmatrix,Matrix S represents the scaling
values as a diagonal descendingmatrix (n× n), andMatrixV is sentences× extracted
concepts (n × n) and is an orthonormal matrix. SVD takes the number of concepts
to be extracted as an input hyperparameter [24]. We set this value to the total number
of sentences in a document. Matrix S represents sigma values which highlight the
importance of each of the concepts. The first concept is the most important, and as
we increase the number of concepts, their importance will be lesser. Some selection
approaches, such as Steinberger and Jezek [12], reduce the number of dimensions or
concepts before sentence selection. The plot of sigma values versus the number of
concepts for a document with 85 sentences is shown in Fig. 2.

4.4 Sentence Selection Approaches for Summary Formation

Once SVD has been calculated on the Term-Document Matrix, we use the results to
select important sentences for generating the summary. We use four approaches for
sentence selection. The details of these approaches are presented in Sect. 5.
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5 Sentence Selection Approaches

Sentence selection is performed using the results of Singular Value Decomposition.
In this section, we give a detailed description of the four sentence selection methods
used in our experiment.

5.1 Gong and Liu [11]

We implement the sentence selection algorithm used by Gong and Liu [11]. The
input document is represented in matrix form, and the SVD values are calculated.
Thereafter, thematrix with the extracted concepts x sentences is used for the selection
of relevant sentences. InmatrixVT , the rows represent concepts ordered from highest
relevance to the lowest relevance and the columns represent sentences. The matrix
values represent the relationship between the concepts and the sentences. A higher
value of an element in the matrix indicates that a sentence has a better relation to the
concept. According to Gong and Liu’s algorithm, one sentence is selected from the
most crucial concept and the next sentence is selected from the second most crucial
concept. The process is repeated in this manner until a desired number of sentences
are gathered.

This method has some drawbacks mentioned as follows: (i) If the desired number
of sentences to be collected is too high, then sentences with not so relevant concepts
get selected and (ii) only one sentence is selected from each concept; some very
critical concepts may have multiple relevant sentences which could be skipped from
selection.

5.2 Steinberger and Jezek [12]

In Steinberger and Jezek approach, the length of each sentence vector in matrix V is
computed [12]. The values of the matrix S that are greater than or equal to a threshold
value are considered for further computations. This step also reduces the dimensions
of the matrix V. The threshold is computed by dividing the highest sigma value
by 2. The square of each sigma value is multiplied with each of the corresponding
squared values from the ‘concept’ column; this is done to favour important concepts.
Thereafter, the length of each sentence is computed by summing the values across
the concepts for that sentence and computing the square root of that sum. Sentence
lengths are used as a saliency score, and the sentences which have the highest scores
are then selected to generate the summary. This approach overcomes the drawbacks of
the Gong and Liu approach; the sentences associated with all the important concepts
are selected, and it also permits the selection of multiple sentences from an important
concept.
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5.3 Murray et al. [13]

Murray et al. improved on Gong and Liu’s approach for sentence selection [13]. The
algorithm, thus used, could select more than one sentence from the relevant concepts
of a document, positioned in the first row of the VT matrix. Multiple sentences
related to a very important concept can be selected even if their value in the matrix
is not the highest. The number of sentences to be selected is determined by the S
matrix. This value is computed by obtaining the percentage of a related singular
value corresponding to a concept with the sum of all the singular values for every
concept.

5.4 Cross Method, Ozsoy et al. [15]

Ozsoy et al. extended the sentence selection approach used by Steinberger and Jezek
[12] and devised the Cross method [14]. This method introduces a pre-processing
step before the sentence selection step to eliminate the overall impact of the sentences
related to a concept, but not the core sentences of the concept. The average sentence
score is computed for each concept and represented by the rows of the VT matrix.
Thereafter, the values of the matrix elements less than or equal to this score are set
to zero. This step ensures that the sentences which are more related to a concept
are retained and the ones lesser related are eliminated. Thereafter, the total length of
every sentence vector, given by the columns of matrix VT , is computed by adding the
concept values for that sentence. The number of concepts to be used is provided by
the user. In the absence of this input, all the extracted concepts are applied. Thereafter,
the longest sentence vectors are selected to form the output summary.

6 Experimental Evaluation

We have implemented language-independent automatic text summarization systems
for generating extractive summaries of Konkani texts using LSA. The implemented
systems produced extractive summaries for each of the 71 folk tales of the Konkani
dataset, and these summaries were compared against the ‘gold-standard’ human-
generated summaries. The output summaries were considered being good if the word
composition of the system-generated summaries closely matched that of the human-
generated summaries. ROUGE toolkit was used to evaluate the system-generated
summaries using ROUGE-1, ROUGE-2 and ROUGE-L measures [25]. ROUGE
uses N-gram statistics and works well with human evaluations.

ROUGE accounts for overlap of unigrams, bigrams and ‘Longest Common
Subsequence’ (LCS) in the human-generated summaries and the system-generated
summaries. ROUGE-1 gives an account of unigrams, ROUGE-2 gives an account of
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Table 1 ROUGE-1 values System name Precision Recall F-Score

LSA-Frequency-Gong 0.31952 0.31987 0.31967

LSA-Frequency-Steinberger 0.31545 0.31555 0.31548

LSA-Frequency-Murray 0.31705 0.31696 0.31698

LSA-Frequency-Cross 0.32574 0.32489 0.32529

LSA-Binary-Gong 0.31927 0.31956 0.31940

LSA-Binary-Steinberger 0.31725 0.31732 0.31726

LSA-Binary-Murray 0.32039 0.32050 0.32042

LSA-Binary-Cross 0.32828 0.32748 0.32786

Table 2 ROUGE-2 values System name Precision Recall F-Score

LSA-Frequency-Gong 0.08039 0.08048 0.08042

LSA-Frequency-Steinberger 0.08140 0.08141 0.08140

LSA-Frequency-Murray 0.08050 0.08048 0.08049

LSA-Frequency-Cross 0.07530 0.07516 0.07523

LSA-Binary-Gong 0.07970 0.07978 0.07974

LSA-Binary-Steinberger 0.07991 0.07990 0.07990

LSA-Binary-Murray 0.08117 0.08121 0.08118

LSA-Binary-Cross 0.07542 0.07529 0.07535

bigrams, and ROUGE-L accounts for LCS scores. These measures help in analysing
the fluency of the system-generated summary with increasing text granularity. The
values obtained for ROUGE-1, ROUGE-2 and ROUGE-L are presented in Tables 1,
2 and 3, respectively. It can be noted that the values of ROUGE-1 are greater than
that of ROUGE-2 by observing Tables 1 and 2; this is because an identical term can
be present in both the metrics but it may not be true conversely. We also notice the
values of ROUGE-L are more than the values of ROUGE-2, since ROUGE-L keeps
track of the words appearing in order in a sentence but not necessarily appearing

Table 3 ROUGE-LCS
values

System name Precision Recall F-Score

LSA-Frequency-Gong 0.31218 0.31252 0.31233

LSA-Frequency-Steinberger 0.30760 0.30769 0.30762

LSA-Frequency-Murray 0.30962 0.30954 0.30956

LSA-Frequency-Cross 0.32072 0.31988 0.32028

LSA-Binary-Gong 0.31130 0.31159 0.31143

LSA-Binary-Steinberger 0.30903 0.30911 0.30905

LSA-Binary-Murray 0.31286 0.31298 0.31290

LSA-Binary-Cross 0.32263 0.32185 0.32222
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consecutively. Thus, ROUGE-L includes the longest common n-grams appearing in
sequence. The systems with the highest scores are highlighted in bold text in the
tables.

‘Precision’ and ‘Recall’ provide the measures of the overlap between the system-
generated summaries and the human-generated summaries. ‘Precision’ scores are
indicative of the extent to which the contents of the system-generated summary
are relevant. ‘Recall’ scores are indicative of the extent to which the contents of the
human-generated ‘gold-standard’ summaries are represented in the system-generated
summaries. ‘F-Score’ combines the Precision and Recall scores and gives a single
score. The scores obtained are in the range of 0 to 1. A score of ‘0’ indicated that
there is no overlap between the system-generated summary and human-generated
reference summary, whereas a score of ‘1’ suggests that there is a very strong overlap
of content between the two summaries.

From the results depicted in the tables, we observe that when frequency mode
was used to construct the Term-Document Matrix, the Cross method outperformed
the other methods in ROUGE-1 and ROUGE-LCS metrics and this is consistent
with what has been reported by Ozsoy et al. [15]; it must be noted that this is to be
expected as ROUGE-1 and ROUGE-LCS metrics are highly correlated. However,
for the ROUGE-2 metric, Steinberger’s approach scored the highest, indicating that
the sentences chosen had higher number of bigram overlap. When binary mode was
used for Term-Document Matrix construction, we again observe that for ROUGE-
1 and ROUGE-LCS, Cross method outperformed the other methods but lost out
to Murray’s approach in the ROUGE-2 metric. When considering all the metrics
and Term-Document Matrix construction modes, Cross method achieved the highest
score in a number ofmetrics. LSA-based techniques are completely unsupervised and
do not make use of any language-dependent resources, but can produce promising
summaries.

7 Conclusion

In this paper, we implemented a language-independent automatic text summarization
system for generating extractive summaries of Konkani texts using LSA. LSA, being
unsupervised, does not require any training data. LSA makes use of SVD to derive
latent concepts of importance from a document the results of which are used for
sentence selection to perform extractive text summarization. We examined well-
known sentence selection approaches in literature, namelyGong andLiu, Steinberger
and Jezek, Murray et al. and Ozsoy et al., on our dataset comprising of folk tales in
Konkani. From the evaluations conducted using the metrics in the ROUGE toolkit,
the results show that the Cross method, proposed by Ozsoy et al., performed the best
in ROUGE-1 and ROUGE-LCS metrics except for ROUGE-2 metric. Unsupervised
language-independent models, such as LSA, can be extended to other low-resource
languages such as Konkani, with limited language processing tools and stop-word
list, and yet produce promising summaries.
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Supervised Automatic Text
Summarization of Konkani Texts Using
Linear Regression-Based Feature
Weighing and Language-Independent
Features

Jovi D’Silva and Uzzal Sharma

Abstract Automatic summarization of text documents is a widely researched
domain in natural language processing. A lot of research is carried out on the most
commonly spoken languages in the world. Automatic text summarization needs to
be explored to include some of the less popular languages in the world to help
sustain such languages and promote their use. A language-independent summariza-
tion system that can be effortlessly extended to other such languages, which could
have a limited number of resources to carry out such research is required. In this paper,
we examine the efficiency of supervised linear regression models for the performing
single document extractive automatic text summarization on Konkani language folk-
tales dataset. We use 13 language-independent features and linear regression models
to learn feature weights. These weights are then used to calculate a sentence’s score;
top ranking sentences are then chosen for summary generation. We employ a k-
fold evaluation strategy to evaluate the system-generated summary against a human-
generated summary using ROUGE evaluation toolkit. Additionally, we also evaluate
the use of L1 and L2 regularization on the summarization task. The work represents
early attempts in automatic text summarization pertaining to Konkani language, and
the dataset employed in these experiments is unique and devised particularly to facil-
itate research in this domain. The language-independent features used can be readily
extended to other low-resource languages. The systems implemented in this work
performed better as compared to an unsupervised system based on k-means approach
and also beat the baseline systems.
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1 Introduction

Automatic summary generation has gained tremendous significance over a period of
years, mainly because of the enormous amount of information available on the Web
today [1]. It is crucial to provide users with a gist of the document so that one can
determine if they need to invest their time reading an entire article or not. Text summa-
rization condenses the contents of a long text document into a concise outline that
preserves the meaning of the original document [2, 3]. The field of text summariza-
tion has gained immense popularity in Natural Language Processing (NLP). Hence,
when the summarization of texts is done automatically by a computer system, it
is termed as ‘Automatic Text Summarization’ (ATS). The summaries produced by
ATS systems can be categorized as abstractive summaries or extractive summaries.
Abstractive summaries are those, wherein the summary is generated by capturing
the meaning of the information conveyed in the text document and then generating
a summary that may be reworded by the summarizer. Extractive summaries are the
ones that are generated by picking up relevant sentences or phrases in their original
form the source document to generate the summary [4, 5].

There is a growing need to explore the field of ATS to include the less-popular
languages in ATS. Languages that are spoken by most of the global population, like
English, have been the primary candidates for such research. However, the Internet
houses articles, books, and other work in many other languages too. Therefore, there
is a need for automatic text summarization tools that can effortlessly summarize
documentswritten in other, less popular languages, aswell. Themethods that are used
to implement such text summarization tools can be classified as language dependent
or language-independent methods [6]. Language-dependent methods rely on tools
related to the language, like lexicons of words for stop-word elimination, language-
specific dictionary for lemmatization, and so on [7]. A language-independent system
does not depend on any such language-specific tools or knowledge [7].

In this paper, we propose a language-independent method using supervised
machine learning approach for generating extractive text summaries by using linear
regression and language-independent features. The method was used to experi-
ment on a dataset of Konkani language documents, specifically designed for ATS
research [8]. An attempt was made to extend the domain of ATS to a low-resource
language, Konkani, which is a language spoken by a minority population of India. A
language with a limited data, tools, language experts, and/or speakers is considered
as a low-resource language. This was the primary motivation when using language-
independent features for the experiment. Konkani fits this criterion since it has not
been a preferred language for research in NLP.

Konkani language is spoken along the Konkan coast, that lies on the west coast
of India and is spoken by only 2.2 million people in India as per the census of
India data of 2011 [9], which amounts to just about 0.19% of the total population
of the country. These numbers have rapidly declined over the previous decade and
continue to decline. Hence, it is very crucial, given the current status of this language,
to help its digital growth by providing readers with digital versions of Konkani texts
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and encouraging more people to read and contribute their literary knowledge of the
language. Konkani ATS tool could help in boosting the digital growth of the language
by summarizing text documents to its readers. Konkani is one of the oldest languages
of the country, with the earliest scriptures dating back to 1187 A.D. [10]. This paper
illustrates some of the initial attempts at including a low-resource language Konkani
into the field of ATS.

The proposed technique uses linear regression algorithms, ordinary least squares,
ridge regression, and Least Absolute Shrinkage and Selection Operator (LASSO)
regression, for determining a sentence score and producing a summary of top ranking
sentences. We use 13 language-independent features to represent the sentences of a
text document. Traditionally, linear regression algorithms function by evaluating the
values of multiple independent variables and then predicting the value of a depen-
dent variable. The linear regression algorithms learn a set of coefficients to make a
prediction as a weighted sum. In this experiment, we use these coefficients as feature
weights. These feature weights are then used for calculation of ranking scores of
sentences. The sentences are then selected to form a summary based on these ranks.

The major contributions of this study are as follows:

• It is the first attempt at studying the use of supervised linear regression algorithms
for sentence scoring-based extractive ATS of Konkani language folktales.

• To examine the use of language-independent features for a low-resource language,
Konkani.

• To examine the effects of L1 and L2 regularization on the text summarization task
using regression.

• To compare and evaluate, ordinary least squares, ridge regression, andLeastAbso-
lute Shrinkage, and Selection Operator (LASSO) regression for text summariza-
tion.

• Toevaluate the summaries generatedby the systemagainst the leadbaseline,modi-
fied Luhn’s heuristic baseline, and human-generated summaries using ROUGE
toolkit.

The paper is organized as follows; the related work is given in Sect. 2. Section 3
highlights the dataset details. Section 4 gives the idea of the overall approach followed
for summarization. Section 5 gives the details of the algorithms. Section 6 describes
the choice of regressands. Section 7 outlines the features used for feature extraction.
Section 8 recounts the methodology. Section 9 presents the results and discussion
followed by the conclusion in Sect. 10.

2 Related Work

In the year 2009, Ulrich et al. proposed aMachine Learning (ML) approach based on
regression for the summarization of emails. They showed that classifiers, based on
regression, yielded better output compared to binary classifier [11]. Esther Hannah
et al. presented an automatic text summarizer designed to produce summaries
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like humans. They generated a model that approximated a relation by utilizing
multivariate statistical technique [12].

Xie and Liu illustrated an innovative approach to provide extractive summaries
of lengthy meetings with supervised learning technique using regression [13]. Gupta
and Lehal proposed an approach for the summarization of Punjabi language news
articles by applyingmathematical regression. It aided in the estimationof “text feature
weights.” They considered statistical and linguistic features while determining the
relevance of a sentence [14].

Aristoteles et al. proposed using binary regression techniques to perform text
feature weighting on Indonesian text [15]. Kumar et al. presented a technique for
extractive summary generation using regression. They used ten distinct features, and
weights were assigned to features using “weight learningmethod” [16]. Dlikman and
Last explored and evaluated the performances of severalMLalgorithmswhen applied
to perform extractive text summarization. They introduced an innovative technique
based on a “similarity score” between a prospective sentence and the “benchmark
summaries” [17, 18].

Oliveira et al. illustrated a novel regression-based methodology using “Integer
linear programming (ILP)” for the summarization of single document. This proposal
is based on the premise that “no single summarization technique can achieve high
performance for all input articles.” This new regression-based technique uses ILP
for the generation of multiple probable summaries for every document. There-
after, a regression method was applied to choose the summary that was the most
“informative” of the lot [19].

Zopf et al. underlined that sentence regression technique determines the signifi-
cance of every sentencewith the help of “learned utility scores.”Thereafter, the scores
were used to pick sentences from the original document under a greedy selection
strategy. They proposed that learning the prediction of “ROUGE precision scores”
led to getting enhanced output [20]. Malallah and Ali built a mathematical model for
weight estimation between independent and dependent variables by utilizing linear
regression technique for multi-document summarization task. They used TAC 2011
dataset comprising English language documents and the results were evaluated using
ROUGE [21].

Rezaei et al. applied supervised machine learning algorithms, like regression and
classification, to extractive summarization of Persian news documents. They depicted
the sentences of a document as feature vectors and assigned ranks to the sentences
by considering the overlap with the “golden summaries” written by humans. The
algorithms then learned the prediction of these ranks that were to be assigned to
sentences of any document provided as input [22]. Cagliero and Quatra used regres-
sion for extracting highlights from scientific papers. The regression-based model
trained on various features that described similarity between highlights and candi-
date sentences. The model predicted the similarity between the highlights and the
sentences in the paper to be annotated [23].

El-Kassas et al. highlighted and compared various ATS methods. They noted that
simple regression-based machine learning models achieve better results compared
to other models used for summarization [24, 25].
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To summarize, extractive summarization has been effectively used for text summa-
rization. Linear regression-based methods have also been used for text summa-
rization based on feature weighing [12]. Most research has been done on popular
languages such as English. We use folktales written in Konkani for our experiment,
and Konkani being a low-resource language, tools and datasets were not easily avail-
able. A ML system based on unsupervised k-means clustering algorithm using the
same Konkani dataset has been presented in [26]. Another approach using super-
vised ML technique for extractive ATS using linear and nonlinear classification
algorithms is presented in [27]. There is a need to expand the research to other
such low-resource languages. Thus, we propose the use of language-independent
features, and we employ linear regression algorithms for feature weighing-based
sentence scoring. Further, we examine the impact of L1 and L2 regularization on
the text summarization task. The summaries thus generated are evaluated against
human-generated summaries.

3 Dataset

The dataset employed for this research using regression methods was specifically
compiled to carry out research pertaining toATS inKonkani literature [8]. The dataset
comprises Konkani language folktales compiled from five unique books written by
various authors. Folktales are short stories that have cultural significancewith a lesson
or a moral and were traditionally passed on verbally from a generation to another.
“Konkani” is the primary language spoken along the Konkan Coast of India and
has not been a popular language of choice for research in ATS. The motivation for
producing a dataset from scratch was that there was no existing dataset in Konkani
language literature at the time this studywas undertaken.Hence, the dataset is unique,
and the stories in this dataset are compiled fromfive rare books that were also difficult
to procure. It includes 71 stories that are written in Devanagari script [8]. The dataset
comprises 9849 sentences, and every story has an average of 138 sentences and 1155
words. The longest story in the dataset comprises 2852 words, and the shortest story
comprises 520 words.

Two Konkani language experts manually generated “gold-standard” summaries
for each of the 71 stories in the dataset, which were used for evaluation of the quality
of the system-generated summaries. Apart from this, a new benchmarkwas presented
comprising extractive summaries of 300 words composed using the sentences manu-
ally marked as relevant to include in an extractive summary by the same language
experts. Every sentence in the documents was annotated by the language experts.
This labeled data were used for training theML algorithms. The summaries produced
by the system and the human-annotated benchmark are extractive; these were then
evaluated against the pair of “gold-standard” summaries to verify how closely they
matched. The word limit of 300 words for summary length was chosen in consul-
tation with the language experts, as it would fill up a page. Also, the length of the
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shortest story is 520 words; keeping this mind, 300 words limit seems apt for the
summary length. The details of the dataset construction can be found in [8].

4 Approach

Weuse a supervisedML approach, wherewe use linear regression algorithms to learn
feature weights given the feature vectors and regressands in the training instances.
The algorithms used, especially with regularized algorithms, are affected by the scale
of the features. Thus, before the training, all the features are scaled between 0 and
1. The regressands used are “1.0” and “0.0,” which indicate if a sentence is to be
included in the system-generated summary by marking each sentence with “1.0” and
“0.0” if it is not to be included in the summary.

We make use of three linear regression algorithms: ordinary least squares, ridge
regression, and LASSO regression. Linear regression algorithms use feature weights,
also known as coefficients, to make a prediction as a weighted sum. Regularization
is a means of placing a penalty on complex models. In terms of linear regression,
it shrinks the coefficients or feature weights. Ordinary least squares algorithm does
not perform any form regularization, but ridge regression performs L2 regularization
which only shrinks feature weights and prevents over-fitting. LASSO performs L1
regularizationwhich not only shrinks the featureweights but also can perform feature
selection by setting some feature weights to exact zero, effectively negating their
presence. The feature weights learnt by each of the three algorithms are then used
to calculate a sentence score; the top scoring sentences are then selected to form the
final summary.

Linear regression algorithms based on ML have shown to achieve better results
compared to other models for summarization tasks [24]. Also, linear regression
algorithms are easier to train, show better performance when generalizing new and
unseen data and are not prone to over-fitting.

5 Regression Models for Text Summarization

Scikit Learn, a ML library, was used for implementing the algorithms [28]. Tradi-
tionally, in linear regression technique, the values of multiple independent variables
are used for the estimation of the value of a dependent variable. These regression
algorithms learn a set of coefficients to make predictions as a weighted sum. In this
experiment, we use these coefficients as feature weights.

Our dataset contains 13 language-independent features. The model learns the
weights of these 13 features. The weights indicate the relevance of each feature. The
weighted sum of features is used as a sentence score, with the top sentences being
selected to form the summary.
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The three linear regression algorithms used for the experiments are ordinary
least squares, ridge regression, and least absolute shrinkage and selection operator
(LASSO) regression.

5.1 Ordinary Least Squares

This method constructs a model for the prediction of unknown variables that mini-
mizes the sum of the squared errors between the predicted value and the observed
values. Ordinary least squares algorithm does not perform any form of regularization.
Mathematically, it is illustrated by Eq. (1).

L = min
w

‖Xw − y‖ 2
2

(1)

where X is training data, y is regressands,w = (w1, . . . , wp) are the coefficients, and
L is the objective function to minimize.

5.2 Ridge Regression

Ridge regression solves some of ordinary least squares’ issues by placing a penalty
on the coefficients’ size [28]. The equation is given by Eq. (2).

L = min
w

‖Xw − y‖2
2

+ α‖w‖2
2

(2)

where α ≥ 0 is the complexity parameter that regulates the degree of “shrinkage,” the
larger the “α” value, greater is the shrinkage. Ridge regression uses L2 regularization
which is given by α‖w‖22. In Scitkit Learn, we set the “α” hyperparameter to 0.08
[28].

5.3 LASSO Regression

LASSO regression, unlike ridge regression, does not take the square of the coeffi-
cients. It uses L1 regularization which can result in zero coefficients. So, LASSO not
only puts a penalty on the coefficients but also aids in selecting important features.
Mathematically, it can be represented by Eq. (3).
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L = min
w

‖Xw − y‖2
2

+ α‖w‖1 (3)

where “α” is a constant, and α‖w‖1 represents L1 regularization. In Scikit Learn,
this is set as a hyperparameter with the value 0.001 [28].

For text summarization, the linear regression model helps in selecting impor-
tant sentences by assigning each sentence a score. These scores are calculated by a
weighted sum using each sentence’s feature vector and the feature weights which
are learnt by the linear regression algorithm. They can perform feature weighing
or finding the importance of features, where the importance of a particular feature
increases with its weight.

6 Choice of Regressands

These are the target values to be predicted by the system. They are continuous values
in case of regression models although in our case we do not use the regressand. It is,
however, crucial for building regressionmodels, and it is the choice of the regressands
which has to be predicted by themodels.Most of the recent work attempted to predict
ROUGE recall scores of individual sentences and some others suggested the use of
“Cosine scores” that range between 0.0 and 1.0 [13, 17, 20, 21]. The regressand
value is set to “1” or “0” depending on whether the sentence is present in the manual
summary or not [12]. In our case, we use the values 1.0 or 0.0, which are assigned
by subject experts based on if the sentences are significant or not with respect to
inclusion in the system summary [12, 16].

7 Feature Extraction

Weused of 13 features to represent the sentences. These featureswere also used in the
supervisedML learning approach presented in [27]. The features chosen are language
independent and are structure based or vector based. The features are language inde-
pendent since they do not use any language-dependent resources nor do they use any
language-specific knowledge but use statistics [29]. These statistics are calculated
by considering characters, words, sentences in a document and can be calculated
for a document in any language, i.e., counting the number of sentences or words or
characters in a document for any language.

The following are some notations used in the equations stated below; “T” repre-
sents a source document. “P” is a sentence from a document. The position of sentence
“P” in document “T” is denoted by “n.” The number of times a term “m” appears
in a document is given by “tf (m).” The number of sentences in a document “T” is
depicted by “s,” and “w” represents the total number of words in a sentence, and “c”
is the number of characters in a sentence.
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• LOC_S: Given by Eq. (4), it measures the position of a sentence to the start of a
document [30].

LOC_S = 1

n
(4)

• LOC_E: The position of a sentence with respect to the end of a document,
illustrated as “n” [31], given by Eq. (5)

LOC_E = n (5)

• LOC_B: This measure, illustrated by Eq. (6), gives the position of a sentence
with respect to the borders of a source document [32].

LOC_B = max

(
1

n
,

1

s − n + 1

)
(6)

• COUNT_W: It is the count of all the words in a sentence [33], as depicted in
Eq. (7).

COUNT_W = w (7)

• COUNT_CH: The count of the characters that appear in a sentence [33] is given
by Eq. (8).

COUNT_CH = c (8)

• TF: This measure, denoted by Eq. (9), is obtained by averaging all the “Term
frequencies” of every term in a sentence [34].

TF =
∑

m∈P t f (m)

w
(9)

• TFISF: It is illustrated by Eq. (10) [35],

TFISF =
∑
m∈P

t f (m) × isf(m) (10)

where inverse sentence frequency (ISF), isf(m) is depicted by Eq. (11),

isf(m) = 1 − log(s(m))

log(s)
(11)

where s(m) is the number of sentences that have the term “m” appearing in them.
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• HEADING_O: It represents the similarity of sentence “P” with the document
heading “H” given by Eq. (12), [30]

sim(P, H) = |P ∩ H |
min{|P|, |H |} (12)

• HEADING_J: It is called as “Jaccard Similarity” calculated for a sentence with
respect to the document heading, given by Eq. (13) [30].

sim(P, H) = |P ∩ H |
|P ∪ H | (13)

• HEADING_C: Given by Eq. (14) is the “Cosine similarity” of sentence “P” with
reference to the heading of the document [30].

sim(P, H) = P · H
|P||H | (14)

• T_COMP_O: Eq. (15) denotes the overlap of the similarity of a sentence “P”
with the source document’s complement [36].

sim(P, T − P) = |P ∩ (T − P)|
min{|P|, |T − P|} (15)

• T_COMP_J: Eq. (16) represents the “Jaccard Similarity” of a sentence “P” with
the complement of the source document. [36]

sim(P, T − P) = |P ∩ (T − P)|
|P ∪ (T − P)| (16)

• T_COMP_C: Illustrated by Eq. (17) is the “Cosine Similarity” of sentence “P”
computed with reference to the source document’s complement [36].

sim(P, T − P) = P · (T − P)

|P||T − P| (17)

8 Proposed Methodology

This section describes the supervised ATS methodology used for the summarization
of Konkani texts using regression in a step-by-step manner. The steps involved in the
process are illustrated using a block diagram, shown in Fig. 1.
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Fig. 1 Supervised ATS methodology block diagram

8.1 Preprocessing

Each sentence is put on a new line. The punctuations are removed from every
single sentence from all the documents. These would, however, be preserved in the
output summary. The words are separated from the sentences, and then, the cleaned
sentences, along with their words, are used for generating feature vectors.

8.2 Feature Vector Generation

Each sentence is translated into a “feature vector.” The sentences in each story are
depicted as feature vectors together with their corresponding “regressand” that is set
to “1.0” when a sentence is to be included in the output summary or set to “0.0”
when a sentence is not to be incorporated in the final summary. Each of the features
are then scaled between 0 and 1 which brings all the features on a common scale.

8.3 Regression Feature Weighing

The dataset is composed of 71 folk tales and was divided into five folds. In every
fold created, 80% of the documents in each fold were used for training and the rest
20% were used for testing. It was not possible to get 5 equal folds as the dataset
has 71 stories. Therefore, the first four folds comprised 14 stories and the fifth fold
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comprised 15 stories for testing. Hence, every document in the dataset gets to be a
part of the training set aswell as the testing set. During the processing of each fold, the
linear regression algorithms were trained to learn the feature weights with the help of
the linear regression model. This model estimates the value of a dependent variable
when a set of independent variables are supplied to it [12, 21]. The linear regression
system receives the dependent and the independent vectors as input; thereafter, a
result of a constant weighted value is obtained [12]. Mathematically, the model can
be depicted as shown in Eq. (18). The coefficient values learned by the algorithms
are used to predict a dependent variable “y.” But, we used these coefficient values
learnt in the training phase as feature weights to be used in the sentence ranking
phase to generate sentence ranking scores.

y = W0 + W1x1 + W2x2 + · · · + Wnxn + ε (18)

where
“y” is the dependent variable.
“W0” is the intercept value.
W1,W2, . . . ,Wn are the feature weights or coefficients values.
x1, x2, . . . , xn are the independent variables.
“ε” is the error term.

8.4 Sentence Selection

During the testing phase of the folds, the sentence scores for each of the sentences
are calculated, and then, the sentences are ranked in decreasing order of their scores.
Using the feature weights learnt, the sentence scores are computed using Eq. (19).

⎛
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In Eq. (19),
“R” represents ranking score of each of the m sentences.
“F” is the feature matrix, where each matrix row represents the features of each

sentence in a document present in the testing set.
“W” represents the values of weights learnt from the previous step.
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8.5 Summary Generation

The sentences of a document are ranked according to their score, and only, the
top-ranked sentences are included in the output summary. An upper limit of 300
words is applied to restrict the output summary length. This threshold value is set to
300 words for the summary evaluations since the human-generated summaries are
also of 300 words length. Every story in the dataset is summarized by two Konkani
language experts. These human-generated summaries are compared using ROUGE
toolkit with the system-generated summaries to check for overlap of content.

9 Results and Discussions

Wehave implemented a system for generating extractive summaries of Konkani folk-
tales using supervisedML approaches using linear regression. The dataset comprises
71Konkani language textswritten inDevanagari script and the summarization system
produced extractive summaries for each of the documents. The evaluation of these
system-generated summaries was accomplished with the help of ROUGE toolkit
[37].

ROUGE toolkit functions very well with human estimates and uses N-gram statis-
tics. The system-generated extractive summaries of 300words and the corresponding
pair of abstractive summaries created by human summarizers are compared with one
another to gauge the quality of the system’s output [33]. The reason is that the output
produced by ATS system needs to closely match the “gold-standard” summaries
that humans can generate. If the composition of the words in the system-generated
summary is comparable to the human-generated “gold-standard,” then it signifies a
rather fluent output.

ROUGEmetric helps in estimating the overlap of “uni-grams,” given by ROUGE-
1 scores, “bi-grams” given by ROUGE-2, and “Longest Common Subsequence
(LCS)” given by ROUGE-L, between the system-generated and human-generated
summaries. The specifics of these metrics are described by Lin [37]. ROUGE-1
“uni-gram” scores are given in Table 1. ROUGE-2 “bi-gram” values are shown in
Table 2, and ROUGE-L (LCS) points are illustrated in Table 3. The idea of using
these metrics is to measure the fluency of the system-generated summaries across
different granularities of text. It can be observed from Tables 1 and 2 that ROUGE-
1 scores are greater than ROUGE-2 scores; this is because that there could be an
identical term in both these ROUGEmetrics; however, the converse may not be true.
But, ROUGE-L scores are higher than ROUGE-2 scores since ROUGE-L tracks
terms appearing in the sentence in order but not necessarily consecutive. Therefore,
ROUGE-L integrates longest common n-grams occurring in a sequence.

The performance of the systems implemented based on linear regression in this
paper was evaluated against the performance of a k-means clustering-based system
with 3 clusters using the same Konkani dataset [26]. It was also compared with
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Table 1 ROUGE-1 uni-gram scores

System ROUGE-1 (uni-gram)

Precision Recall F-Score

Ordinary least squares regression 0.32652 0.32594 0.32621

Ridge regression 0.32598 0.32657 0.32625

LASSO regression 0.32769 0.32774 0.32769

K-means clustering with three clusters 0.31408 0.31373 0.31388

Lead baseline 0.30147 0.30165 0.30154

Modified Luhn’s heuristic baseline 0.31421 0.31349 0.31383

Human-annotated benchmark 0.35844 0.35460 0.35608

Table 2 ROUGE-2 bi-gram scores

System ROUGE-2 (bi-gram)

Precision Recall F-Score

Ordinary least squares regression 0.08450 0.08463 0.08455

Ridge regression 0.08474 0.08489 0.08481

LASSO regression 0.08737 0.08737 0.08736

K-means clustering with three clusters 0.07942 0.07927 0.07934

Lead baseline 0.08097 0.08103 0.08099

Modified Luhn’s heuristic baseline 0.07889 0.07876 0.07882

Human-annotated benchmark 0.11088 0.10908 0.10977

Table 3 ROUGE-L LCS scores

System ROUGE-L (LCS)

Precision Recall F-Score

Ordinary least squares regression 0.31836 0.31892 0.31862

Ridge regression 0.31851 0.31909 0.31878

LASSO regression 0.31943 0.31948 0.31943

K-means clustering with three clusters 0.30680 0.30644 0.30659

Lead baseline 0.29642 0.29659 0.29648

Modified Luhn’s heuristic baseline 0.30822 0.30753 0.30786

Human-annotated benchmark 0.35228 0.34847 0.34994

lead baseline and modified Luhn’s heuristic baseline. A lead baseline summary is
generated with the first 300words of a text document. It was used in document under-
standing conference (DUC). It is a simple baseline yet challenging for text summa-
rizers to outperform [38]. Luhn’s heuristic is the earliest statistical method for extrac-
tive text summarization [39]. The modified Lunh’s heurtistic baseline used Luhn’s
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heuristic method, with YAKE selecting 30 relevant keywords [40]. Sentence scores
were computed with the square of the number of keywords divided by the window
size. “Window size” is the maximum distance between any two keywords [39]. The
highest scoring sentences were then selected to generate 300 words summary.

“Precision” and “Recall” recount the overlap between the system-generated output
and the human-generated summaries. “Precision” attempts to identify if the content
produced by the system summary is relevant. “Recall” helps in identifying if the
contents of human-generated summaries have been captured by the system-generated
summaries. “F-score” integrates the precision and recall scores into a single score.
All the scores are represented as overlap percentage. We also introduce a human-
annotated benchmark to compare the systems, which comprises sentence marked by
language experts as significant to be a part of a 300-word summary. The system-
generated summaries and the human-annotated summaries are compared and eval-
uated with the “gold-standard” summaries. The values of ROUGE-1, ROUGE-
2, and ROUGE-L are between 0 and 1; a value 0 implies no overlap between
system-generated summary and human-generated summary, whereas 1 implies a
powerful match between the two. The comparative charts showing the precision,
recall, and F-score values for ordinary least squares regression, ridge regression,
LASSO regression, k-means clustering with three clusters, lead baseline, modified
Luhn’s heuristic baseline, and human-annotated benchmark are depicted in Figs. 2,
3, and 4, respectively.

We observed that linear regression-based models could beat the baseline systems;
however, they could not beat the human-annotated benchmark. The linear regression-
based models could select important sentences in the document using language-
independent features, making the approach easily extendable to other low-resource
languages. We also noted that ridge regression could improve on the performance

Fig. 2 Comparative chart for precision
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Fig. 3 Comparative chart for recall

Fig. 4 Comparative chart for F-score

of sentence selection when compared to ordinary least squares. The sentence selec-
tion depends on the feature weights learned during the training stage. Unlike ordi-
nary least squares, ridge regression shrinks the values of the feature weights using
L2 regularization. This makes the model computationally faster and also reduces
the likelihood of over-fitting and allows for a better model fit. LASSO uses L1
regularization which improves on ridge regression as it not only shrinks feature
weights but also turns off features that will not be important. This has translated
to an even better model fit and, hence, sentence selection. When comparing the
systems to the unsupervised ML system, based on k-means method, tested on the
same dataset, we see that, being a supervised approach, it can perform better [26].
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Using linear regression-based feature weighing along with language-independent
features is effective in selecting important sentences from the input document and
thus producing an extractive summary.

10 Conclusion

We analyzed the use of supervised linear regression models for the generation of
extractive single document summaries in Konkani language. Most of the research
in ATS is done on popularly spoken languages in the world, like English. There is
a need to extend this research to other less popular languages spoken in the world.
Furthermore, the most common genre of the datasets used for such research is news
articles, blogs, and reviews. The dataset used in this work belongs to the genre
of literature and comprises Konkani language folktales. Folktales have a special
significance in the local culture, as the traditions and rituals of a community are
passed on to future generations through these stories having a teaching or a moral.

We made use of language-independent features to represent the sentences in
the document and used a k-fold evaluation strategy using the ROUGE evaluation
toolkit to evaluate the system-generated summaries against the human-generated
summaries. The linear regression models are effective at learning feature weights to
be used in calculating sentence ranking scores. From our experiments, we observed
that our summarization systems, based on linear regression algorithms and language-
independent features, could produce acceptable summaries despite not being able to
beat our human-annotated extractive benchmark.However, the systems could beat the
baselines. In particular, we also observed that using L1 regularization produced better
results than L2 regularization and no regularization. Additionally, the language-
independent features used can be effortlessly extended to other languages, including
low-resource languages, like Konkani, and yet produce promising summaries.

Themajor limitation ofworkingwith a low-resource language, such asKonkani, is
the lack of task-specific resources and data. Also, language preprocessing tools such
as lemmatizers are not available. Another challenge is the requirement of a human-
annotated corpus, for training the ML algorithms, along with human-generated
abstracts for evaluation of system-generated summaries.

In future work, the expansion of the size of the dataset can be considered.
Other unsupervised approaches, like graph based, semantic based, can be consid-
ered for extractive ATS. Also, supervised approaches, including deep learning, can
also be explored. Further, we can also consider creating an ensemble of extractive
summarizers, which could outperform an individual system.
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Computation Offloading Scheme
Classification Using Cloud-Edge
Computing for Internet of Vehicles (IoV)

Kumar Gourav and Amanpreet Kaur

Abstract In recent years, there is development in the field of computing devices;
Internet of Things (IoT) becomes the latest trend. IoT comprises ubiquitous things
that are associated with day-to-day life of individuals like smartphones, smart TV,
laptops, and now vehicles too. Internet of Vehicles (IoV) has become the latest area
of research used to develop applications in the field of traffic management and road
safety. A collaborative approach of cloud and edge computing is termed cloud-edge
computing. To manage the enormous amount of IoT devices and the coordination
among IoT, the cloud and edge concept of computation offloading is required. In the
process of computation offloading, tasks are computationally offloaded to the cloud
data center that enhances the resource utilization of the cloud server and minimizes
the energy utilization for the tasks. This paper represents the literature review related
to various computational offloading schemes in cloud-edge computing proposed as
part of the study. The resources comprise of related book chapters and research
papers from different publishers of international and national reputes. The study is
carried out with the analysis of various computation offloading schemes in cloud-
edge computing for the Internet of Vehicles. In addition, computing technologies
like cloud computing, edge computing, and computation offloading for the Internet
of Vehicles (IoV) were also discussed.
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1 Introduction

As there is an increase in the urban population and rapid development of cities over
the past few years, the transport segment becomes an important aspect of modern
civilization. Due to this rapid development in the field of transportation, vehicles
have emerged as an essential commodity in the life of individual well-being [1]. As
per the research conducted by World Economic Forum [2], the number of globally
registered vehicles is more than 1.5 billion and this figure is projected to be double
in the coming years. As there is a tremendous rise in the expansion of vehicles, it
is challenging to accomplish with the conventional transportation framework due to
this, and the possibility of accidents increases that threatens people’s safety. To deal
with such a situation, a significant and emergent paradigm of the Internet of Things
(IoT) and the Internet of Vehicles (IoV) has developed as a new area for the growth
and development in the range of industrial operations in smart and urban cities traffic
management system [3]. The development in the field of wireless technologies and
IoT puts us accelerative and is dependent upon these smart devices like smartphones
and smart vehicles that can implement several powerful and innovative applications
Raza et al. [4]. IoV means that vehicles observe the status information inside the
vehicle through sensors and actuators and then generate all the dynamic information
related to vehicles within the local platform through the infinite communication
network and use it effectively Si-Feng et al. [5]. The Internet of Vehicles not only
transmits communication wirelessly between vehicles, road figures, and data related
to pedestrians but also intelligently recognizes traffic control and vehicles control
and manages network and lively information service [6]. A huge amount of data is
generated by this novel technology.

Cloud computing is used to manage such situations by providing on-demand
resources features to the users. Clouds are also used to store data, process data, and
analyze data for IoV. During the last few years, this cloud computing becomes the
fastest developed technology used for consistent data centers that are spread on huge
areas and also associated tomake reliable services [7].Meanwhile, some applications
related to vehicular networking have been positioned to the cloud to offer related
services to the users. The number of vehicles and mobile terminals increases rapidly
that causing the load to the cloud andmaking it heavier. Apart from cloud computing,
data centers are also comparatively far from the end-users causing high processing
latency and becoming a serious issue for the latency-sensitive applications in the
IoV. This issue of cloud computing has led edge computing to come into existence
Tang et al. [8]. Data is usually created at the edge of the network. So it is reasonable
to process the data nearer to the location instead of moving it far away to the cloud.
By using Edge Computing, end-users preprocess their tasks by offloading them for
implementation to the edge computing devices (ECDs). While computing the tasks
using edge computing, resources that are nearer to the terminal cause a huge number
of offloading requests. Edge computing should not alone replace cloud computing
but both these computing technologies should complement each other to encounter
the offloading requests and makes the computing tasks better.
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Computation offloading is the technology used to assign a considerable amount of
computation to a computation node with adequate resources for treating and recov-
ering the computing results from the computation node. Edge computing is consid-
ered one of the critical technologies; computation offloading is mainly distributed
into resource allocation and offloading decisions. According to Li et al. [9] paid
emphasis on when to offload tasks, howmany tasks will offload, and where to offload
tasks from the viewpoint of the offloading decision problem, and decision problem
is accomplished when transmission delay and energy utilization for terminals are
caused by offloading the tasks.

This paper reviews the computing technologies with computation offloading
strategies, processing steps, and offloading techniques which were also discussed.
The study also reviews the different computation offloading schemes proposed
by different researchers as part of their study for the Internet of Vehicles (IoV).
The rest of this paper is organized as follows: Sect. 2 discussed the background
of computing technologies, computation offloading, and the Internet of Vehicles.
Section 3 discusses the related work and literature review about various computation
offloading schemes. At last, Sect. 4 concludes the study.

2 Literature Review

With the expansion of vehicles increasing over the previous years, problems related
to traffic arise frequently [10]. Further, the Internet of Vehicles seems to become
the solution to these rapidly increased problems. As IoV has gained momentum
these days, various changes get experienced in this field. Zhang [11] explained in
his study that the growth in the field of wireless technologies and its applications
and interconnected smart vehicles are considered as the future trend and become an
automotive revolution. Several related works are to be carried out in vehicular cloud
networks. In the study of Zhang et al. [12], the Internet of Vehicles is considered as
a complex system as it demands feedback and real-time information handling but
conventional cloud platforms cannot be appropriate for these situations. Gao et al.
[13] in their study stated that cloud platforms cannot encounter the prerequisite for
computing knowledge and low latencies. Therefore,Wang [14] used edge computing
(EC) and Cheang [15] used mobile edge computing (MEC) technologies that are the
appropriate solution to the environment of the Internet of Vehicles and growing
rapidly. This technology can provide stable transmission and a faster data processing
rate. It also can offer additional storage for vehicles and computing resources to the
end-users when comparedwith traditional cloud computing [16–18].Wang et al. [19]
used mobile edge computing in IoV because it minimizes the distance between the
vehicle and the server and offers effective data processing. According to researcher
[20], computation offloading is used to free the complex loads from the servers by
using available resources. In mobile edge computing, offloading was proposed to
shift the heavy jobs to edge computing devices (ECDs) for implementing the results
with minimum energy consumption and minimum latencies and also improves the
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quality of computing knowledge. Author [21] examined in his study that the devices
used in edge computing for computation offloading are part of energy utilization.

Number of studies have been conducted in the field of multi-objective optimiza-
tion for offloading computing the responsibilities in edge computing on Internet of
Vehicle. It is still a problem and yet to be resolved by taking into account energy
utilization and time in load balancing. To address these challenges, many offloading
methods and algorithms are proposed by many researchers.

2.1 State of the Art-Related Research

In this section, a set of several computation offloading papers related to the Internet
of Vehicles that are published in various reputed journals in the period between 2017
and 2021 will be reviewed below.

Xu et al. [22] suggested a method for computational offloading empowered with
cloud-edge computing for the Internet of Vehicles termed as multi-objective compu-
tation offloading (MCO) method. Researchers considered cloud-edge computing for
the Internet of Vehicles due to the limited and inadequate number of resources in
the edge computing devices that are unable to deal with the huge amount of data. To
process these tasks, cloud was used. Hence, a hybrid computing concept was used
in the Internet of Vehicles that increases the well-being of traffic and accessibility
for the users but it is unsatisfactory while managing high energy consumption and
extended execution time. To overcome these problems, the author proposes MCO
method that stresses enhancing the load balancing rate, execution time for tasks
cloud-edge computing process, and energy utilization of edge computing devices
making the information reliable on the Internet of Vehicles. In related work, the
researcher carries out in his study that for the better allocation and coordination of
resources among edge servers and cloud servers that improved performance of tasks
in edge computing devices, computation offloading methods are proposed.

Further in his study, the researcher designed a route locating algorithm for the
vehicle-to-vehicle transmission to get the path of the vehicle from the origin, i.e., from
where the task was originated to the goal vehicle where the tasks get offloaded. To
accomplish the multi-objective development of decreasing the time for computation
of the tasks and utilization of energy when load balancing was taken into consider-
ation, Non-dominated Sorting Genetic Algorithm III (NSGA-III) was implemented.
To estimate the efficiency of the purposed MCO, the author employed Multiple
Criteria Decision-Making (MCDM) and Simple Additive Weighting (SAW) and
some experimental evaluations were implemented by using CloudSim simulator.

Researcher [23] concentrated on the saving of energy in edge computing and
framed an algorithm to enhance the communication control of applications offloading
among Road Side Units and vehicles.

Dai et al. [24] projected a combined problem based on balancing load and
offloading to escalate the efficacy of the vehicular edge computing system. To design
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it perfectly, both transmission time and the computation time were taken into consid-
eration. The primary objective to formulate this problem was to deal with the chal-
lenges like selecting the accurate vehicular edge computing server for balancing
the load and offloading and obtaining the best offloading solution to enhance the
system performance. These challenges are overcome by developing the joint optimal
VEC server selection and offloading (JSCO) algorithm with minimum complexity
that mutually enhances decision of selection, ratio offloading, and computation of
resources. To authenticate the efficiency of JSCO benchmark schemes like Selec-
tion Optimization scheme (SO), Computation Offloading scheme (CO) and The
Brute Force Scheme (BFS) was used. It depicts the performance of the algorithm
suggested that perfectly works for balancing the load and enhances the performance
of the system.

Wan et al. [25] proposed a framework for edge computing to offload the Internet
of Vehicles named COV. To select the appropriate destination edge nodes, problem
by using multi-objective optimization technique was formulated particularly to
lessen the offloading interruption, the cost for offloading, and enhancing the load
balance at a similar period. Strength Pareto Evolutionary Algorithm 2 (SPEA2) was
selected to resolve the above-mentioned problem and to choose the desired goal
edge nodes because of its parallel processing mechanism, high performance, simple
and universal, good robustness, and global optimization in multi-objective develop-
ment problems. To find the suitable and efficient computation offloading strategy,
the author adopted Technique for Order Preference by Similarity to an Ideal Solu-
tion (TOPSIS) and Multi-Criteria Decision-Making (MCDM). To validate the effi-
cacy and efficiency, some comparative methods were implemented by the CloudSim
framework.

Xu et al. [26] proposed ECO as an edge computing computation offloading tech-
nique to examine the privacy conflicts related to the computing responsibilities that
are transferred to the edge computing devices and computation offloading problem
for IoV. Vehicle-to-vehicle (V2V) communication was designed that was based on
a pathfinding algorithm to obtain the path from where the task was originated,
i.e., source vehicle to where the task was offloaded, i.e., destination vehicle. To
achieve multi-objective optimization, to minimize the task accomplishment time, to
curtail the energy utilization of edge computing devices, and to guard against privacy
conflicts for computing tasks, Non-dominated Sorting Genetic Algorithm II (NSGA-
II) was utilized. Fitness function was used to evaluate the outcomes generated by
genetic algorithms. This fitness function contains minimum task accomplish time
and minimum energy utilization that displays the conduct of the proposed method
and then balances the load for the resources. Consecutive preliminary assessments
authenticate the capability and validity of ECO, and some comparativemethods were
implemented by the CloudSim framework.

Zhang [27] projected a mobile edge cloud-based framework for vehicular
networks related to computational offloading that shows the computational efficiency
of the transfer structures of vehicle-to-interface and vehicle-to-vehicle methods of
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communication. Furthermore, a relegation scheme on, effective predictive combi-
nation mode was proposed that considered the mobility of the vehicles and time
consumption of the execution of responsibilities.

Xu et al. [28] suggested a method for computation offloading in his study named
Vehicle to Everything Communication (V2X-COM) that was based on V2X commu-
nication in edge computing for finding offloading routes related to computing
tasks that are offloaded among the goal vehicle and the destination vehicle. To
create balanced offloading strategies like developing resource implementation of
edge computing devices (ECDs) and reducing the latency, Non-dominated Sorting
Genetic Algorithm (NSGA-III) was used. To verify the efficiency of V2X-COM and
to discover the ideal offloading approach, Simple Additive Weighting (SAW) and
Multiple Criteria Decision-Making (MCDM) were executed with some comparative
methods by using the CloudSim simulator.

Zhao et al. [29] formulated a combined offloading problem for vehicular
networks that is dependent on the commonly used technologies cloud computing and
mobile edge computing. The formulated problem escalates the structure efficacy by
improving the computation resource allocation and computation offloading decisions
mutually. Collaborative ComputationOffloading andResourceAllocationOptimiza-
tion (CCORAO) pattern was recommended to divide the issue into two sub-issues of
resource allocation that was completed by utilizing the Lagrange multiplier method
and computation offloading decision-making by taking the offloading results by using
the game-theoretic approach. Distributed Computation Offloading and Resource
Allocation algorithm (DCORA) was also developed that can reduce the structural
complexity without affecting its execution. The results generated by the simulator
depict that the suggested algorithm can efficiently improve the system efficacy and
computation time, particularly for the situation in which the mobile edge computing
servers could not satisfy the requirements because of inadequate computation basics.
The study also reveals that the computing resources of mobile edge computing
servers decrease as there is an increase in the amount of computation-intensive
responsibilities or the expenditure for the computation resources.

Liwang et al. [30] projected an architecture by combining the cloud-enabled
Internet of Vehicles with a satellite network that offers resource management and
seamless coverage. A problem using incentive mechanism for resourceful computa-
tion offloading in which vehicles were displayed under cost and delay constraints. To
findoptimal solutions,MarkovChainMonteCarlo (MCMC) andMetropolis criterion
algorithms were used that were based on simulated annealing heuristic algorithm.

In 2019, Li [31] shows in his study a computational offloading approach used in
self-organizing vehicle networks and elevates the traditional computing offloading
approach. The researcher proposed a partial flooding algorithm that was based on a
vehicle computing environment but there was no infrastructure associated with it but
it was the complete evaluation method for computing power and system reliability.
For better performance of partial flooding algorithm, nodes were selected in the
vehicle-to-vehicle communication that can moderate task accomplish interval, boost
the reliability of system user involvement, and also reduce the influence of vehicle
flexibility on offloading. The findings of the study show that the partial flooding
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algorithm not only improves the offloading conduct of the entire system but also
improves the utilization of computing resources.

According to Lin in 2019 [32], computation offloading was related to edge
computing and becomes distributed computing model. This computing model was
the significant trend of computation offloading to edge computing that will distribute
network traffic and reduce latency. Further, the study also reviews the features of edge
computing with challenges related to offloading estimation related to task alloca-
tion, segregation of applications, distributed execution, and managing resources, and
recent efforts are examined to deal with these challenges and elucidate their solutions
by exploring some latent technologies like blockchain, serverless computing, NFaaS,
and combined domain-specific programming models. The researcher illustrated
some distinctive application scenarios like vehicle communication, smart things,
cloud gaming, etc. that visualizes the benefits of edge computing and computation
offloading.

In 2020, Hou [33] proposed an architecture named Edge Computing-enabled
Software-Defined Internet of Vehicles (EC-SDIoV) that provides low latency
computing services through Software-defined Networking (SDN) by using nodes
of mobile edge computing and nodes of static edge computing. In this study, the
researcher focusedon the reliability of computationoffloadingbyconsidering the task
allocation partial offloading and reprocessing mechanism mutually. Fault-tolerant
Particle SwarmOptimization algorithm (FPSO-MR) a heuristic algorithm is intended
for boosting the consistency latency resources. To authenticate the proposed archi-
tecture, simulation outcomes confirmed that the model is proficient for decreasing
the latency and improving the consistency.

Xu et al. [34] developed an offloading method titled ACOM (Adaptive Compu-
tation Offloading Method) for edge computing in the Internet of Connected Vehi-
cles (IoCV) to decrease the transmission interval and to increase the utilization of
resources. There is a joint utilization ofMacroBase Stations (MABSs) andRoad Side
Units (RSUs) in IoCV for managing the vehicular tasks. To generate available strate-
gies algorithm based on decomposition, Multi-Objective Evolutionary (MOEA/D)
was selected, and by using the utility valuation techniques, optimal strategy was
also obtained. Further, the comparative analysis and experimental evaluation results
validate the ACOM.

Researchers in 2020 [35] construct the model of task offloading for multi-server,
multi-user vehicle edge computing situations and also define the offloading efficacy
of the vehicles. Further, the researcher formulates an assimilated problem based on
integer nonlinear programming combined with the task scheduling and offloading
decision problems tomaximize system offloading effectiveness. To generate the ideal
solution and to minimize the time complexity, author projected a compound opti-
mization algorithmnamed JointOffloadingDecision andTask SchedulingAlgorithm
(JODTS) that is the combination of Partheno Genetic Algorithm (PGA) and a set of
experiential rules. Various simulation outcomes show that the projected algorithm
efficiently improves the offloading utility of the vehicle edge computing situations
and is appropriate for task offloading in different situations.
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Wang et al. [36] highlighted the association among multiple mobile edge
computing servers and proposed a smart management system for vehicles that offers
mobility-aware, computation-intensive, and minimum latency services. To decrease
the delay and to explain the optimization issue related to the allocation of resources
in various kinds of Internet of Vehicles tasks, researcher formulated the problem for
optimization as Markov decision in which the space for state, action, and reward
function was defined. Further, he designed a smart and extensible resource distribu-
tion algorithm through deep Q-learning to process the data with high dimensions.
Simulation outcomes demonstrate that the suggested algorithm can attain improved
performance related to time efficiency and load balance and interrupt the prospect
that specifies the possibility and effectivity of the proposed system.

In 2020, Chen [37] suggested a scheme for task offloading based on vehicle-to-
vehicle (V2V) transmission by analyzing the various useless properties of assem-
bled vehicles and decreasing the processing time. Further, the researcher formulated
the execution of tasks as a Min–Max problem where a single task and many other
supportive offloading patterns were used to optimize the total task execution time. To
determine the finest task allocation system and to reduce the processing time, Max–
Min Fairness scheme along with Particle Swarm Optimization (PSO) algorithm is
utilized. To generate vehicle track files, IDM_IMmodel served by VanetMobiSim is
to be adopted. Simulation outputs determine the efficiency of the suggested scheme.

Wang et al. [38] recommended the online offloading scheduling and resource
allocation (OOSRA) procedure that increases the real-time presentation of vehicle
edge computing systems. Further, the study contributes in three ways. Firstly, an
online computation offloading scheduling algorithm is modeled that is dependent
on the dynamic Cournot game model that is online and requires a small amount
of communication overhead. Secondly, an online resource allocation algorithm is
to be designed by using the first fit algorithm to decrease the total time and to
reduce energy utilization. To validate the proposed algorithm Veins framework that
is the combination of network and traffic simulator (Simulation of Urban Mobility
(SUMO) considered as simulator for traffic and OMNetCC considered as network
simulator) and also extended as the simulation engine for Vehicle Edge Computing
(VEC) system.

Ning et al. [39] presented a scheme MEC-enabled Energy-Efficient Scheduling
(MEES) to satisfy latency constraints of tasks and to reduce the energy utiliza-
tion for MEC-enabled roadside units. It also includes energy consumption estima-
tion, processes of delay estimation, result feeding back, and task scheduling and
processing. Monte Carlo simulations were used to generate the input randomly and
then obtain the statistical value as output. To validate the efficiency of MEES, All
Task Admission Algorithm (ATAA) and GMCF were considered. The findings of
this study show its efficiency related to latency, energy efficiency, and task blocking
possibility. It also shows the aspects of high-efficient offloading solutions and energy
management of RSUs. Moreover, the researcher also considered some research chal-
lenges and problems related to the characteristics for managing the energy resources
of Road Side Units and adequate scheduled offloading.
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Garg in 2019 [40] proposed a framework with smart security for Vehicular Ad
hoc Networks (VANETs) to intensify the abilities of transmission and computa-
tion which was the combination of edge computing nodes and computation tech-
nology. V2V and V2E scenarios of transmission in VANETs are used to identify the
outbreaks that occur during concurrent information produced by the system. This
was completed by using the probabilistic data structure approach quotient filter. To
simulate the proposed framework, MATLAB is used where the three-layer arrange-
ment was considered in which the first layer specifies the quantity of nodes in the
system, the second layer contains information related to edge nodes, and the last layer
is expressed as the cloud storage and the ultimate center for data. The findings of the
study were to outperform the vehicular model which provides the energy-efficient
secure structure with the least interruption.

Raza et al. [4] in his article discussed the architecture of vehicular edge computing
(VEC). This architecture was developed to maintain the real-time information distri-
bution and high level of scalability and mobility. VEC model was suitable for the
vehicles that reduce latency for facilities thatwere capable of takingdecisions for real-
time situations. This proposed model improves the performance when related with
the conventional systemby supporting intelligent vehicular computing and producing
the optimal utilization of the available alternatives. Furthermore, the researcher also
considered all the technical problems related to VEC architecture and go through
with its appropriate and latest solutions.

In 2021, Li et al. [9] proposed a computation offloading approach by using cloud-
edge computing technology collectively to encounter the offloading specifications
and to maximize resources utilization. An algorithm constructed on semidefinite
programming was also proposed to resolve the optimization problem. This proposed
algorithm offloads the tasks to the edge server that is adjacent to the base station,
then to the neighboring sever, and at last to the cloud center. By performing a set of
experiments, the algorithm significantly improves the turnaround time, maximizes
the server utilization, and reduces energy utilization.

The study by Long et al. in 2020 [67] proposed a scheme based on computa-
tional offloading overmobile vehicles termedCOTV in IoT-edge-cloud network. This
schemewas used to reduce the energy utilization and delay in communication among
the sensing gadgets. Three-layered system architecture was projected for COTV
scheme that consists of device layer/vehicle layer, mobile edge computing layer, and
center cloud layer. This said architecture processes the collection, transmission, and
execution of tasks. Energy utilization and latency were the offloading metrics that
were treated in the proposed COTV scheme. To make verdicts, platform based on the
technique of deep reinforcement learning was used. By performing a considerable
set of experiments, COTV successively decreases the delay and improves the system
performance.

Table 1 lists the various proposed computation offloading schemes in the literature
using cloud-edge computing for the Internet of Vehicles (IoV).
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Table 1 Computation offloading schemes using cloud-edge computing for IoV

References Methodology/technique
used

Parameters used Findings

[22] Multi-objective
computation offloading
method (MOC)

V2V Communication,
NSGA-III, SAW,
MDCM and CloudSim
simulator

Cloud-edge
computing-enabled
computation offloading
method is proposed that
highlights on improving
load balancing rate, the
execution time for tasks in
IoV-CEC, and energy
consumption of ECDs

[24] Joint optimal VEC Server
Selection and Offloading
(JSCO) Algorithm

Vehicular edge
computing

JSCO algorithm is
proposed to deal with
challenges like selecting
the edge server for
balancing the load and
offloading and obtaining
the best offloading
solution to increase the
performance of the
system. Partial offloading
was preferred over binary
offloading

[25] Computation Offloading
method for IoV (COV)

SPEA2, TOPSIS,
MCDM, and CloudSim
simulator

The multi-objective
optimization problem is
used to select the
appropriate destination
edge node through which
the offloading strategies
are to be formulated that
reduces the vehicle
offloading delay,
offloading cost, and load
balance of edge nodes

[26] Edge computing
computation offloading
(ECO)

V2V, NSGA-II, and
CloudSim simulator

The multi-objective
optimization technique is
used for offloading
computing to reduce the
implementation time and
energy consumption for
edge computing devices
that also satisfy the
security constraint of the
computing tasks and load
balancing for the
resources

(continued)
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Table 1 (continued)

References Methodology/technique
used

Parameters used Findings

[28] Vehicle to Everything
Computation Offloading
Method (V2X-COM)

V2X, NSGA-III, SAW,
MCDM, and CloudSim
simulator

The computation
offloading method is used
to reduce the latency and
improve resource
utilization in the Internet
of Vehicles

[29] Collaborative
Computation Offloading
and Resource Allocation
Optimization (CCORAO)

Lagrange multiplier
method, game-theoretic
approach, and DCORA

The proposed algorithm
can efficiently improve
the system utility and
computation time,
particularly for the
situation where the mobile
edge computing servers
were unable to meet
demands due to
inadequate computation
resources

[30] Cloud-enabled framework
with satellite network for
Internet of Vehicles

Markov Chain Monte
Carlo (MCMC),
Metropolis criterion
algorithm and simulated
annealing algorithm

A computation offloading
model for vehicles is
developed to deal with
delay and cost constraints
where the end-users can
either considerably
decrease the application
completion time by
offloading or control
monetary costs

[31] Computational Offloading
approach used for
self-organizing vehicle
network

V2V, partial flooding
algorithm

The proposed algorithm
successfully progresses
the offloading
performance of the whole
system by completing the
delay-sensitive tasks,
improving the utilization
of resources, and
balancing the performance
among available systems
and resources

(continued)
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Table 1 (continued)

References Methodology/technique
used

Parameters used Findings

[32] Review article Edge computing Edge computing can be
treated as a distributed
computing model related
to computation offloading.
It also studies the
attributes of edge
computing with
challenges related to
computation offloading,
and recent efforts are
examined to deal with
these challenges and
elucidate their solutions

[33] Edge Computing-enabled
Software-Defined Internet
of Vehicles (EC-SDIoV)

SDN, FPSO-MR Computation offloading
strategy collectively with
the task allocation, partial
offloading, and
reprocessing mechanism
is used to improve the
reliability of
latency-sensitive
applications

[34] Adaptive Computation
Offloading Method
(ACOM)

MABSs, RSUs, and
MOEA/D

The goal of the proposed
model is to decrease the
transmission delay and
increase resource
utilization

[35] Joint Offloading Decision
and Task Scheduling
Algorithm (JODTS)

PGA (Partheno Genetic
Algorithm) and heuristic
rules

Vehicle edge computing is
considered where the
numerous adjacent mobile
edge computing servers
provide computation
offloading services for
passing vehicles, and
every server serves
multiple vehicles at a
time. Task offloading
algorithm is used for
making decisions and
executing the tasks

[36] Intelligent management
vehicular system

Markov decision,
flexible resource
allocation algorithm
through deep Q-learning

There is a high rate of
latency, maximum
execution time, and high
expenses by using the
infrastructure or RSUs

(continued)
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Table 1 (continued)

References Methodology/technique
used

Parameters used Findings

[37] Task offloading scheme
based on V2V
communication and
Min–Max problem

Max–Min Fairness
scheme, PSO Algorithm,
IDM_IM model and
VanetMobiSim

A task scheduling scheme
is used where one task
vehicle and several
service vehicles mutually
implement the
vehicle-carried tasks. The
task vehicle collectively
reviews the computing
control and enhances the
service time for all
vehicles and reduces the
task implementation time

[38] Online offloading
scheduling and resource
allocation algorithm
(OOSRA)

Cournot game model,
first fit algorithm, Veins
framework, SUMO, and
OMNetCC

Three-layered vehicle
edge computing
architecture using online
offloading scheduling and
resource allocation
algorithm is implemented
that progresses the
performance of the system
and increases the real-time
performance of vehicle
edge computing system

[39] MEC-enabled
Energy-Efficient
Scheduling (MEES)

Monte Carlo simulations,
ATAA and GMCF

The proposed scheme is
used to satisfy the latency
constraints of tasks and to
minimize the energy
consumption and task
blocking possibility for
MEC-enabled RSUs
(Road Side Units). It also
includes energy
consumption estimation,
processes of delay
estimation, result feeding
back, and task scheduling
and processing

[40] Smart security framework
for VANETs (Vehicular
Ad hoc Networks)

V2V, V2E, quotient
filter, and MATLAB

The research shows the
vehicular model that
provides the
energy-efficient secure
system with minimum
delay

(continued)
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Table 1 (continued)

References Methodology/technique
used

Parameters used Findings

[4] Survey Article Vehicular edge
computing (VEC)

VEC model was suitable
for vehicles that reduce
latency for services that
were capable of real-time
decision-making. It also
improves the
computational
performance of the system
by supporting smart
vehicular computing and
by making the optimal
utilization of the available
alternatives

[67] Computational offloading
over mobile vehicles in
IoT-edge-cloud network
(COTV)

Deep reinforcement
learning

Energy utilization and
latency were the
offloading metrics that
were treated in the
proposed scheme. COTV
successively decreases the
delay and improves the
system performance

[9] Computation offloading
approach using
cloud-edge network

Semidefinite
programming

This proposed algorithm
offloads the tasks to the
edge server, improves the
turnaround time,
maximizes the server
utilization, and reduces
the energy utilization

3 Background

3.1 Cloud Computing

Cloud computing is a flourishing computing system in which multiple devices are
accessible that can be offloaded and accumulated at cloud data centers. It is the
collaboration of various consistent systems that work together to form a single inte-
grated computing resource Arunarani et al. [41]. It is service-oriented computing
that offers various kinds of services. This computing technology provides multiple
benefits to the end-users like flexibility, mobility of data, prevention of data, security,
and software update at very nominal cost. The cloud computing system is divided
into two parts: Front-end is the client who accesses the services, and the back-end
is the cloud server from where the services are accessed. Both of these ends are
connected through the Internet. There is an on-demand facility providing access
to the resources only to the authorized cloud service providers. These days cloud
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services are extensively used to serve clients, and this service is generally provided
by cloud administrators or cloud service providers by giving access to a pool of
collective services that are accessible on-demand [42]. This invention is responsible
of providing many benefits like minimizing time consumption, reducing the cost,
and storage capacity. Most of the applications are working on the virtual platforms,
and these resources are distributed among these virtual machines Arunarani et al.
[41].

Cloud services are classified into three categories, that is Software as a Service
(SaaS) inwhich the facility providermakes available to access various software appli-
cations on the Internet, Platform as a Service (PaaS) inwhich the platform is provided
that helps the users to access the services without any installation of software, and
Infrastructure as a Service (IaaS) in which the physical resources are being shared by
virtualization technology for implementing the services for end-users. There are four
types of clouds available each of which is liable on the nature of its usage. Cloud
types include private cloud that is used by a single individual and intended with
extraordinary privacy and high configurability. Community clouds are used by the
set of individuals that have infrastructure which is shared between multiple groups.
Public clouds are the generic model of clouds where the set of services are provided
by the cloud service providers. These clouds are very economical, easy to handle,
and become more common when compared to private clouds. Google is the most
prominent example of a public cloud. Lastly, a hybrid cloud is a combination of either
of three types of clouds Yousefpour et al. [43]. The tremendous growth in the IoT
devices and an enormous quantity of information created at the edge of the network
cause low bandwidth, latency, and inefficient resources. The cloud computing model
was unable to handle all these issues.

3.2 Edge Computing

Due to the lack of availability of permanent resources by the cloud platforms, there
are certain issues to deal with such a huge amount of data that causes transmission
delay and uncertainty of connection in various domains; IoV is one of them. To deal
with such issues, edge computing becomes the new paradigm. Edge computing is
the distributed computing technology that deals with the applications and also with
the data facilities at the edge of the network. It is also known as the advanced version
of cloud computing Li et al. [44]. Researchers [45] explain in their study that this
technology is combined with IoT and then enhances the computation capability and
storage of data stored on networks by providing low latency and ongoing access to
the system. In edge computing, all the data on the edge server is processed and set
at the edge of the Internet. Shi [46] defines that edge computing is the technology
that permits computation to be accomplished at the edge of the system. Edge is
characterized as the resource path among cloud data centers and the source of the
data. To use the resources of cloud computation and storage of information on the
cloud nearer to the devices on the network edge and users is the major concern of
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edge computing. Researchers [47] highlight in their study that the edge computing
model is used to reduce the latency between cloud and devices and getting services
closer to the users allows accessing the resources of the cloud efficiently. So that the
devices express as the data producers as well as data consumers in edge computing
technology. In this technology, data that is processed at the edge of the system
is referred to as the part of the core system where the linked nodes produce data
directly. These nodes are equipped with the various platforms of edge computing
that consists of storage, system information, computation, and additional functions
that can offload the load of the network. There are various schemes like mobile
edge computing (MEC), cloudlets, and fog computing that are available [46] and
implemented under the principle of edge computing but they all work on different
mechanisms [48]. In brief, edge computing is defined as the figuring model that
permits processing and storage of information at the edge and decentralization of
intelligent facilities of the cloud at the source of data. It also gathers and processes the
data but does not emphasize the storing of data, whereas cloud computing emphasizes
the data storage on the cloud servers.

3.2.1 Architecture of Edge Computing

As studied, the servers of edge computing are nearer to the end-users than the cloud
server but still, it provides better service to the end-users. The architecture of edge
computing as shown in Fig. 1 comprises three layers/parts: front-end, i.e., edge device
layer; near-end, i.e., edge server layer; and far-end, i.e., cloud server layer. In edge
device layer, end devices can interact and operate physically to accomplish tasks

Fig. 1 Architecture of edge computing
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like controlling, sensing, and actuating for the users. These devices are organized by
microcontrollers with low-level software programmed in them and also with device
hardware that is known as firmware that includes the coding of tasks. Here, the
devices transferred the requirements to the servers. Edge server layer consists of
several sublayers of different edge servers. The server that is at the lowest level has
access points and wireless base stations that are used to receive the data from edge
devices and send them back control flows by using various wireless interfaces. Then,
the data is transferred to the upper sublayers by the base stations or the access points
for the computation of tasks. These servers deal with the core computing functions
like computation, task offloading, data analytics, authorization, authentication, and
storage of data for edge computing. In cloud server layer, cloud servers are used for
data storage. These servers and data centers contain a group of powerful machines.
The cloud servers are liable for authentication and authorization, integration and
computation of various tasks offloaded fromedge servers, and data centers for loading
of the huge amount of data produced by edge devices and servers.

3.3 Cloud-Edge Computing

Cloud-edge computing is the hybrid prototype of computing in which the develop-
ment in the services and resources related to the Internet of Things combines the
framework of cloud and edge computing. Like cloud computing, edge computing
also has small data centers that are known as cloudlets that have an adequate number
of access points, resources, and base stations at the edge of the network. These
small data centers link the devices through LAN, and the end-users can transfer their
information-related responsibilities to edge computing devices to get high band-
width and minimum latency. In edge computing, users can easily access the devices
because of the extensive distribution of these devices. But these edge computing
devices have limited resources that may be inadequate to process the enormous flow
of data. To deal with such problems, clouds are used to compute the tasks that have
huge resource requirements Wang et al. [19].

Hence, the concept of cloud-edge computing came into existence. This framework
is the combination of cloud data centers that is also known as cloud plane and edge
micro-data centers that is also known as edge plane Jiang et al. [49]. To process the
long-term or large-scale global data, cloud planes are used, and to process the short-
term or small-scale local data, edge planes are used [50]. Both the cloud data center
and edge micro-data centers are the combination of physical devices and a certain
number of virtual machines to process the information that is collected by edge
devices. By sending some or all of the information nearer to the end-user or the data
collection point, cloud-edge computing can alleviate the properties of extensively
distributed locations by reducing the effect of latency on the applications. The cloud-
edge computing model can fulfill the necessities for the implementation of tasks in
specified intervals and utilization of energy resources for the offloaded devices. It
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also permits the users to transfer their assignments to edge computing devices for
better implementation.

3.4 Computation Offloading

Computation offloading is the technique to execute tasks on the remote server that can
reduce its execution time and energy utilization that improve the performance of the
system [51]. It divides the high energy utilization IoT applications and channelizes
the tasks to make efficient use of cloud resources. Applications are divided according
to their assistance from resource expansion in three groups: communication-intensive
group inwhich the applications are considered by cloudlets that implements a service
model as the network, data-intensive group augments the applications generated
by the communication-intensive group, and computation-intensive group augments
the applications by using computational offloading [52]. Computation offloading is
the significant pattern in cloud-edge computing and rapidly grown as computing
power over the systems. The process of computation offloading is to influence the
remote servers to enhance the computing ability for smart devices. This model has
progressed in the previous years with the growth of different computing skills.
Firstly, it was used in mobile cloud computing but now it is integrated with edge
computing and mobile edge computing. In this technique, the device transfers a
certain amount of data from its computing environment to the server. This offloading
procedure includes offloading decisions, dividing the applications, and shared task
execution. The computation offloading method also provides requisite computing
resources along with various tasks for IoV. The computation offloading mechanism
is a significant aspect of the field of vehicular edge computing. By using this tech-
nique, the vehicles select their optimal node that satisfies low cost, low latency, and
high energy efficiency. Themulti-objective computation offloading (MCO) approach
is generally used as part of computational offloading for complex tasks that consist
of time-constrained functions and simultaneous assignments.

Many researchers used themulti-objective computation offloadingmethod in their
study for various purposes. Some utilized this method for balancing load rate, to
decrease the time for execution andminimize the energyutilization.Many researchers
proposed computation offloading and multi-objective computational offloading with
computational offloading algorithms in their study to use the various aspects of
this mechanism. Tseng et al. [53] concentrated on the best way to decrease the
offloading and implementation time and to utilize the resources provided by cloud-
edge computing. The researcher suggested optimization procedures that understand
the multi-objective optimization for efficient energy utilization and time utilization.
Peng et al. [54] discussed in their study the optimization of time and energy utiliza-
tion for workflow operations in mobile cloud computing. Further, the researcher
proposed a method for multi-objective optimization that is based on the whale opti-
mization method. Xu et al. [55] proposed the information security and offloading
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utility problem. Further, the researcher designed a multi-objective offloading tech-
nique by usingNon-dominated SortingGenetic Algorithm III (NSGA-III) and appre-
hended the optimization for time utilization of time and resources in mobile edge
computing. To compare the results produced by the various proposed multi objective
computation offloading methods, comparative methods like first fit and next fit were
used. There are various offloading strategies, steps involved in offloading process,
and techniques used in offloading which are discussed below:

3.4.1 Offloading Strategies

In the process of computation offloading, reallocation of massively high computa-
tional modules of an application to the remote server or to the other device mini-
mizes the delay in the process of execution and increases the availability of remote
resources to all. There are several options for offloading process where IoT devices
must contemplate the concerns from various features like when to offload the task,
what to offload the task, where to offload the task, and how to offload the task from
the end-user’s device to the remote server to decrease the latency, energy utilization,
time consumption, and bandwidth.

3.4.2 Steps Involved in Offloading Process

The computation offloading process plays an important role in the integration of
IoT devices with cloud-edge applications. The following are the three steps that are
involved in the offloading process. Figure 2 depicts the flowchart of the offloading
process.

• The application partitioning approach plays a major role in computation
offloading. In this step, the application is divided into two components, i.e.,
off loadable and non-off loadable to select which component is to retain with
the IoT device and which component is to be offloaded to the remote server
to preserve energy and fulfill the task delay. Here, automatic partitioning is the
better option when compared with manual partitioning program design because
it is very difficult to generalize all the applications. Different partitioning levels
affect the number of complications that include compatibility, transfer state, object
individuality, performance, and task uploading [56]. Partitioning is of two types:
statistically partitioning in which the demanding portions of computation load are
divided despite its running state and change in the environmental conditions and
dynamic partitioning, the task that is to be offloaded is decided during the runtime
process, and it may change according to its current state and environment.

• The preparation step follows all the necessary sets of tasks that an off loadable
component is required in IoT applications. Set of tasks like server selection,
transfer and installation of code, and execution of tasks of IoT applications.
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Fig. 2 Offloading process flowchart

• Offloading decision is known as the decision point where it is decided what
computation components are to be uploaded to the server for offloading process
depending upon the network and running state. The quality of service (QOS) of the
process is affected by the precision of its decision-making algorithm. Offloading
decision outcomes are local execution where the whole computation is preserved
on the local device. The process of offloading data to the remote server and to the
other devices have not been accomplished. Partial offloading where the computa-
tion has been partitioned into off loadable and non-off loadable components were
also used. One component is processed locally at the IoT device, whereas the other
component is offloaded to the cloud or any other gateway and full offloadingwhere
the whole computation is offloaded and processed by the remote server.

3.4.3 Offloading Techniques

Offloading techniques are categorized as follows:
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• Data Offloading: This offloading technique is a frequently used offloading tech-
nique inwhich data is further divided into four classes, i.e., data offloading through
opportunistic mobile networks, small cell networks, throughWi-Fi networks, and
heterogeneous networks. In most IoT devices, the data that is analyzed is only
offloaded to the remote server.

• Method Code Offloading: In this offloading technique, only the compiler code
must be evaluated to identify the relevant code segments for offloading. This
technique minimizes network congestion. MAUI and ThinkAir are prominent
examples of code offloading [57].

• Virtual Machine Offloading: In this offloading technique, the whole operating
system with all its running applications is copied to the remote server. It confirms
that the running environment is exactly similar to the IoT devices. CloneCloud is
commonly used to create a clone of the operating system and its applications to
the cloud server, and the offloading is executed using process migration [57].

3.5 Internet of Vehicles (IoV)

Internet of Vehicles is one of the significant aspects of the Internet of Things that
creates a worldwide structure for associating the number of smart vehicles and allows
these vehicles to interact with one other. IoV is defined as the load on the vehicle
electronic sensing devices that is calculated by using the wireless technologies like
information network platform that is used for the abstraction and active utilization of
the static as well as dynamic information of the vehicle, information technology, and
the various functional specifications related to the vehicles state and service. Smart
vehicles show features like social driving, safety driving, self-driving, mobile appli-
cations, and electric vehicles [58]. It is the developed cyber-physical structure that
is formed by the combination of Vehicle Ad hoc Networks (VANETs), mobile cloud
computing, and IoT [59]. In IoV, actuators and sensors that are associated with vehi-
cles can interactwithRoadSideUnits (RSUs) [60] and alsowith additional road users
like cyclists and foot-travelers that share and collect information from roads and their
surroundings and then make a smart vehicle network that improves the well-being of
the traffic [61]. This smart network consists speed of the vehicle, the position of the
vehicle route, and other information about the vehicle. The interaction among vehi-
cles has been done through the Internet where all the information is transferred to the
central processing unit by using the various components like sensors, infrastructure,
Road SideUnits (RSU),Global Positioning System (GPS), Radio Frequency Identifi-
cation (RIFD), image processing through cameras, and other devices, through which
the vehicles can complete its environment by collecting the information related to its
state. Internet of Vehicles is the global network that empowered vehicles with Wire-
less Access Technology (WAT) and the Internet through which the various networks
infrastructures are used for vehicular communication in IoV. These network infras-
tructures include vehicle to vehicle (V2V), vehicle to Roadside unit (V2R), vehicle to
sensors (V2S), vehicle to infrastructure (V2I), vehicle to personal devices (V2P), and
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vehicle to everything (V2X). Each network of vehicular communication is enabled
with different WAT that includes IEEE WAVE, Wi-Fi, 4G/LTE, MOST/Wi-Fi, and
CarPaly/NCF. These architectures include the communication devices associated
with vehicles and Road Side Unit.

3.5.1 Architecture of Internet of Vehicles

Internet of Vehicles is considered as the network of connected vehicles that facili-
tates the communication among vehicles, which includes V2X communication; X
may be any vehicle, RSU, infrastructure, personal devices, sensors, and humans. It
offers assistance like comfort, convenience, safety, and efficiency to the end-users.
IoV system comprises of three parts: terminal of the vehicle, platform that processes
the cloud, and the data analysis platform. To connect vehicles with vehicles, vehicles
with roads and vehicles with people different technical resources are used. Cloud
computing is also used as an information service to complete a huge amount of
business applications. The layout of the layered architecture for the global network
comprises other different networks for the recognition and combination of compo-
nents of various networks having the same functions as an individual layer. To do this
task, many researchers propose layered architectures. Kaiwartya et al. [62] proposed
five-layered architecture in their study that includes perception layer, coordination
layer, artificial intelligence layer, application layer, and business layer. Gandotra
et al. [63] proposed three-layer architecture in their study where the device-to-device
communication is done. Researcher [64] also proposed seven-layer architecture that
offers an association among different components of the network and transmission
of data in IoV. Authors [65, 66] proposed three-layer architecture that includes the
perception, network, and application layer. Long et al. [67] proposed three-layered
architecture in their study that consists of the device layerwhich is the combination of
sensing devices andmobile vehicles, mobile edge computing layer (MEC), and cloud
center layer. In this architecture, devices transfer the tasks related to themoving vehi-
cles to the MEC servers. The equivalent study of these IoV architectures is subject
to the number of layers. But the core architecture of IoV involves the following three
layers, namely perception, network, and application layer as mentioned by [65, 66]
in their study. The responsibilities and functionalities of each layer are described as
follows:

In the architecture of IoV, perception layer is the first layer. It is also recognized
as the lowest layer in the architecture. It is associated with the various types of actu-
ators and sensors that are linked with smartphones, RSUs, vehicles, and other types
of equipment in the network. To collect the information related to the vehicle like
speed, direction, position, acceleration, and condition of the engine related to envi-
ronments like weather conditions and on-road vehicle density and other information
related to devices is the main responsibility of this layer. For the safe and secure data
transmission and transformation to the next level perception layer was used and it
also have Radio Frequency Identification (RIFD) and perceptions related to satellite
positioning. In the architecture of the IoV, network layer is the second layer that is
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also recognized as the communication layer or coordination layer. It firstly commu-
nicates all the data that is collected through sensors in the first layer and transfers the
information for processing. At this level, coordination among networks like WLAN,
Wi-Fi, GSM, G5, WAVE, 4G/LTE, Bluetooth, and satellite networks is to be repre-
sented. To process the various structures of data that are received from networks and
to assemble them to form a combined structure that is handled and recognized at
every network is the main concern of this layer. In the architecture of the IoV, appli-
cation layer is the third layer. It is also known as the core layer of the architecture.
It is characterized by smart applications, traffic security, efficacy, and infotainment
that is based on multimedia. It provides smart services to the users by creating the
business cloud by using cloud computing and distributed service centers. The major
role of the application layer is to integrate and process the information collected
through sensors in the perception layer and then provide information services and
applications like the condition of traffic, weather, navigation, etc. to the users.

4 Conclusion

In this paper, an overview of various computation offloading schemes in cloud-edge
computing for the Internet ofVehicles is highlighted. To dealwith the large number of
IoT devices, computation offloading is used, and it offloads the sensitive tasks compu-
tationally to remote clouds and improves the resource utilization also decreasing
the energy consumption. The aim of the study is to review the various computa-
tional offloading schemes that were designed for Internet of Vehicles by different
researchers as the part of their study. The review includes articles published in various
journals and conference proceedings from 2017 to 2021. Further, it is noted that
various offloading schemes are discussed according to the technique used by high-
lighting the performance metrics of computation offloading in their research work.
It has been perceived that cloud computing and edge computing were not consid-
ered as the better approach for computation offloading in IoV because that causes
various issues like latency, low bandwidth, high energy utilization, load balancing,
etc. Hence, due to this reason a hybrid computing technology, cloud-edge computing
is considered as the part of the study. This paper also provides an overview of the
computing technologies like cloud computing, edge computing, and the hybridiza-
tion of these technologies. Internet of Vehicles with its proposed architectures by
various researchers is also part of the study.

In the future, a computation offloading scheme in cloud-edge computing is to be
designed for load balancing, enhancing resource utilization, and minimizing energy
consumption. There is an unlimited perspective in the field of the Internet of Vehi-
cles (IoV) because it the fastest growing technology in the family of Internet of
Things. Simulation techniques would be used to measure and compare the various
computation offloading metrics.
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A Review on Machine Learning-Based
Patient Scanning, Visualization,
and Monitoring

Ahmed Al Ahdal and Priyanka Chawla

Abstract One of the most important topics for society is human health care; to
find the appropriate diagnose or correct diseases, detection is the primary key to
get appropriate care; traditional technique is facing many challenges from delay or
unnecessary treatment to incorrect diagnoses which lead to a diagnostic error that
can effect on the treatment progress, increasing the bill, and give more time to the
disease to spread or affect and harm the patient body. Those such errors could be
avoided and minimized by using machine learning algorithms. In recent years, many
significant efforts have indeed been developed to increase computer-aided diagnosis
detection applications, which is a rapidly increasing area of research, and machine
learning algorithms are particularly significant in CAD, which is used to detect
patterns from medical data sources and making nontrivial predictions could assist
the doctor and clinical in making decisions on time. This paper will discuss different
ML algorithms that are used in diagnosing different diseases. Therefore, in this paper
two major diseases have been chosen like cancer and heart disease, and the use of
several ML algorithms applied their performance and accuracy.

Keywords Machine learning technique · Diagnostic system · Human diseases ·
Machine learning

1 Introduction

In the past, humans discoveredmany diseases, either simple or infectious, and treated
them in simple traditional ways such as using plants, leaves, and roots or by cauter-
ization. As time passed, some treatments appeared using new methods such as oint-
ments, and with the emergence of chemistry and several scientists specialized in this
study, they discovered many treatments for incurable or infectious diseases, and they
were able to treat those disease such as smallpox disease. As the world and planet
have changed drastically over the past few decades due to factors such as the high
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consumption of natural resources, rises in gases, emissions from factories and auto-
mobiles, wars and the remnants of those conflicts in which various types of chemical
or biological weapons were used, the amount of toxins in food, the expansion of
the ozone hole in the atmosphere layers, and the ability of harmful radiation from
space to penetrate the atmosphere layers and reach the Earth. This has a direct impact
on human health and living environment. All of these and other factors contributed
primarily to the change in the shape of human genetic genes, which resulted in the
emergence of many diseases that did not exist previously and are very difficult to
treat using traditional methods or tools and technology available several years ago.
There are still numerous illnesses that are difficult to diagnose or treat, such as cancer,
which causes over 200 different types of fatalities in individuals of all ages each year
and over 10 million deaths annually, or heart disease, which causes 17.9 million
deaths annually [1].

1.1 Motivation

For the reasons stated in the introduction part, traditional methods and techniques
are incapable of detecting or treating current diseases; as a result, it is critical to
transition toAI andML technology because of its ability to deal withmassive amount
of data and its ability to observe beyond the capacity of human brain and predict the
result with accurate score, and AI is a tool that mimics actions of human brain
performance on a daily basis but much more intelligently that has the huge ability
for storing information, classifying, observing, and predicting with high accuracy
like problem solving, pattern spotting, and knowledge acquisitions. Motivated by
this potential, this study emphasizes that AI andML technology can offer significant
tools and make a huge difference in the treatment of human disease. Consequently,
unfortunately only a few researchers are working on it.

1.2 Contribution

• If a comprehensive analysis was carried out to investigate in-depth various
existing machine learning algorithm, techniques and methods predicated on
human diseases scanning, visualizing, and monitoring of patients

• Various machine learning approaches and methodologies have been compared
and classified based on their characteristics, performance, and accuracy.

• Existing studies have been reviewed as well as addressed, and future research
directions in the areas of AI and ML in health care have been highlighted.
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1.3 Organization

Theworkpresented in this paper is organized as follows: Sect. 2 discusses background
theory which presents brief review about machine learning algorithm; Table 1 shows
comparison of all machine learning types with brief definitions and example, the
ML model, and working; Sect. 3 discusses machine learning in health care; Sect. 4
highlights related research on cancer and heart disease, alongwith a comparison table
for the various machine learning approaches employed; Sect. 5 presents research
methods that discussed research question, source information, and search criteria;
and finally conclusion is given in Sect. 6.

2 Background Theory

Machine learning algorithm is an area in AI that makes it possible for computers
to learn from their previous experiences. In order to identify previous undiscovered
patterns and relationships between different features in the dataset. ML focuses on
using data and algorithm to mimic the way of human learning. Mishra and Shukla
[2] Machine learning is considered as the backbone of big data and data science,
there are many applications and technologies that have been successfully applied in
different field from pattern recognition, competitional biology, and computer vision
to medical field, and there are many machine learning application in health care
from disease detection and diagnosis such as QuantX which is a machine learning
algorithmand artificial intelligence tool to address the patients’ needs and help patient
administrator by providing information that helps in making diagnosis with accurate
result faster than the traditional technique. References [3, 4] suggest necessary steps
to prevent diseases. To solve problems with medical imaging, customised medicine,
smart health records, and disease prediction, machine learning is utilised in drug
production and discovery. It uses data science to observe and build biological models.
Massive amounts of data are applied to by artificial neural networks (ANN), which
then use the data’s creation to create predictions. Here are a few ML applications in
the medical sector [5]. Machine learning has been widely divided into various form
as shown in Fig. 1.

Machine learning types such as supervised learning, unsupervised learning, semi-
supervised learning, reinforcement learning, and deep learning has been covered in
detail in Table 1, which includes definitions, types, working examples, and sample
graphs.

As shown in Fig. 2, machine learning works by feeding the model training data
made up of input features (predictor) and outputs (target). The model then learns
how to map input to output and generalises to work even on unseen data.

As in Fig. 2, the following steps are included in the machine learning process:
Data Collection—Gathering information from different perspectives is the very

first stage in the machine learning model [6].
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Machine 
Learning

Semi 
Supervised 

Learning

Supervisor 
Learning

Deep LearningUn-superviser 
Learning

Renforcement 
Learning

Fig. 1 Machine learning types

Data Preparation—After the data has been gathered, it is recognized, sorted,
and classed before it can be analyzed. The data preprocessing strategies used
are determined by the type of actions required by the machine learning model.

Training—This step includes allowing the algorithm to self-learn from analyzed
data. Training techniques are applied based on the application’s different parameters
and desired outcomes [7].

Evaluation—The machine learning program is verified in this stage to measure
its achievement, discover errors, and recommend improvements [8].

Making adjustments—Developing machine learning techniques is a never-ending
task. The algorithms and the machine learning application model must be quite well
as parameters were tested and analytical techniques grow [9].

3 Machine Learning in Health Care

It is quite tough to build up in an exactmanner a big data report and clinical diagnostic
of the patient’s cure and treatment; otherwise, it will be impacted due to inadequate
storage or management. This amount of data needs special means or tools to extract
and process efficiently, by using one of the machine learning applications such as



A Review on Machine Learning-Based Patient … 491

Ta
bl
e
1

M
ac
hi
ne

le
ar
ni
ng

ty
pe
s

1.
Is

su
bs

et
of

m
ac

hi
ne

le
ar

ni
ng

in
sp

ire
d

by
hu

m
an

br
ai

n
2.

B
as

ed
on

ar
tif

ic
ia

l
ne

ur
al

ne
tw

or
ks

3.
H

av
e

th
e

ab
ili

ty
to

tra
in

it
se

lf
an

d
pe

rf
or

m
hi

gh
ac

cu
ra

cy
4.

U
se

se
ve

ra
l

la
ye

r
of

ne
ur

al
ne

tw
or

k,
la

rg
am

ou
t

of
da

ta
an

d
m

or
e

tim
e

of
tra

in
in

g
Ty

pe
s:

1.
G

en
er

at
iv

e
m

od
el

s
2.

H
yb

rid
ar

ch
ite

ct
ur

e
3.

D
is

cr
im

in
at

iv
e

m
od

el
Ex

am
pl

e:
1.

D
ee

p
ne

ur
al

ne
tw

or
ks

(d
nn

)
2.

C
on

vo
lu

tio
na

l
N

N
(C

N
N

)
3.

D
ee

p
Q

ne
tw

or
k

4.
R

ec
ur

re
nt

N
N

(R
N

N
)

D
ee

p 
le

ar
ni

ng

1.
In

pu
t

or
ou

tp
ut

se
t

ar
e

no
t

pr
ov

id
ed

on
ly

ag
en

t
in

tra
ct

in
g

w
ith

en
vi

ro
nm

en
t

2.
It

ha
s

to
ex

pl
or

e
an

d
te

st
al

l
ve

rio
us

po
ss

ib
ili

tie
s

un
til

it
fin

ds
th

e
rig

ht
an

sw
er

3.
R

ew
ar

d
ba

se
d

le
ar

nn
g.

4.
M

ax
im

iz
e

th
e

re
w

ar
d.

Ty
pe

s:
1.

Q
 le

ar
ni

ng
2.

TD
 le

ar
ni

ng
3.

G
ra

di
en

t d
es

ce
n

A
ge

nt

A
ct

io
n 

   
   

   
   

   
   

 R
ew

ar
d

En
vi

ro
nm

en
t 

R
en

fo
rc

em
en

t l
ea

rn
in

g

1.
Is

cl
as

so
fs

up
er

vi
se

d
2.

U
se

d
un

la
be

le
d

da
ta

fo
r

tra
in

in
g

3.
C

om
bi

ne
tio

n
be

tw
ee

n
m

in
im

um
am

ou
nt

of
la

be
le

d
da

ta
w

ith
hu

ge
am

ou
nt

of
un

la
be

le
d

da
ta

4.
C

om
bi

ni
et

io
n

of
su

pe
rv

is
ed

an
d

un
su

pe
rv

is
ed

le
ar

ni
ng

Ty
pe

s:
1.

C
la

ss
ifi

ca
tio

n
2.

C
la

st
er

in
g

Ex
am

pl
e:

A
.S

el
f t

ra
in

in
g

B
.M

ix
tu

re
 m

od
el

s
C

.S
em

e 
su

er
vi

se
d 

SV
M

La
be

le
d

ou
t

U
nl

ab
el

ed

Se
m

i s
up

er
vi

de
 le

ar
ni

ng

1-
un

la
be

lle
d

da
ta

is
pr

ov
id

ed
2.

N
ot

tra
in

da
ta

an
d

tra
rg

et
ar

e
no

tp
ro

vi
de

d
3.

N
o

pr
io

rk
no

w
le

dg
e

4-
us

in
g

D
L

to
id

en
tif

y
pa

tte
rn

in
da

ta
an

d
fin

d
th

e
si

m
ili

rit
es

be
tw

ee
n

in
pu

t
da

ta
an

d
ba

se
on

th
os

e
si

m
ili

rit
ie

s
cl

as
si

fy
th

e
da

ta
Ty

pe
s:

1.
C

la
st

er
in

g
M

ak
es

cl
us

te
r

or
gr

ou
pi

ng
ba

se
d

on
si

m
ila

rit
y

2.
A

ss
oc

ia
tio

n
Id

en
tif

y
se

qu
en

ce
s

3.
D

im
en

si
on

al
ity

re
du

ct
io

n
W

id
en

vi
ro

nm
en

te
r

de
pe

nd
en

ci
es

Ex
am

pl
e:

A
.K

m
ea

ns
B

.P
C

A
D

.S
V

D
U

nl
ab

el
ed

   
   

   
   

  o
ut

pu
t

U
ns

up
er

vi
se

d 
le

ar
ni

ng

1.
La

be
lle

d
da

ta
is

pr
ov

id
ed

2.
D

at
a

w
ith

cl
ea

rly
ou

tp
ut

is
gi

ve
n

3.
D

ire
ct

fe
ed

ba
ck

is
gi

ve
n

4.
A

lg
or

ith
m

tra
in

s
to

im
pr

ov
e

ou
tc

om
e

ov
er

tim
e

Ty
pe

s:
1.

C
la

ss
ifi

ca
tio

n
To

pr
ed

ic
t

di
st

ric
t

va
lu

e
(T

R
U

E
,F

A
LS

E)
(1

,0
)

2.
R

eg
er

ss
io

n
To

pr
ed

ic
t

co
nt

in
ou

se
va

lu
e

(p
ric

e)
Ex

am
pl

e:
A

-N
N

(N
ea

rs
tN

ei
gh

bo
r)

B
.N

B
(N

ai
ve

B
ay

es
)

C
.D

T
(D

ec
is

io
n

Tr
ee

)
D

.
SV

M
(S

up
po

rt
V

ec
to

r
M

ac
hi

ne
)

E.
LR

(L
in

ea
rR

eg
er

ss
io

n)
F.

N
ns

(N
ea

ur
al

N
et

w
or

k)
Tr

ai
ni

ng
La

be
le

d 
   

   
   

   
   

  o
ut

pu
t

Su
pe

rv
is

ed
 le

ar
ni

ng



492 A. Al Ahdal and P. Chawla

Training dtata

Train the ML 
ALgorithms

Model input data

New Input Data Ml Algorithm Prediction

Success 
Model

Fig. 2 Machine learning model working

classifier which can divide the data according to their attributes, and this can be used
in medical data analysis or disease detection [10].

MLwas initially created to analyse medical data sets; over the past few years, ML
technologies have made significant progress in the field of disease diagnosis; several
reports and records from various modern hospitals demonstrate the effectiveness of
ML technologies’ output; ML has long way from the past which offered speech
recognitions, self-driving cars, and efficient web search to today; ML is present
everywhere, and one can use it many times a day; in medical field, it is used in
various disciplines such as drug discovery, helps in complex surgeries to assisting
surgeons, and provides electronic health record (HER) which is alternate opinion for
prediction [11].

4 Related Work

To gain a better understanding of what has been accomplished as well as the difficul-
ties that ML and AI have encountered in order to detect and diagnose diseases, we
compared our findings to all prior research, compared them to each other, and then
we analysed the findings.

4.1 Cancer Disease

According to doctors and clinicians, there is no cure for cancer yet but there is a
treatment that may be able to cure some people for some cancer, some types of
cancer grow slowly, others spread very quickly, every kind of cancer is different,
and there is no one size or one symptom. Early detection of cancer increases the
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patient’s chances of survival significantly, according to all researchers and oncolo-
gists, and there are no better treatment alternatives for either preventing themetastasis
or completely removing the tumor [12].New technologies, particularly artificial intel-
ligence, machine learning, and deep learning, should be employed as a diagnostic
tool. As a diagnostic tool, very complex software’s diagnostic abilities have been
tested and compared to traditional diagnostic tools and expertise and shown to be
extremely useful in disease diagnosis and prognosis, and the below is the latest paper
in field of machine learning in cancer [13].

The proposed methodology eliminates the likelihood of errors in the manual
approach by using DL approaches, notably CNNs, according to Kumar et al. [14]
while detecting Blood cancer with a score of 97.2% accuracy. The algorithm, which
had been engaged on images of cellular, firstly preprocesses the images and takes
the best attributes.

Naqi et al. [15], DL and score accuracy for lung cancer was 96.9%. This study
seeks to offer a thorough detection mechanism and categorization to aid clinicians in
their diagnosis because the system has a difficulty producing false-positive results.

Senturk et al. [16], in breast cancer using SVM and score 96.40% accuracy, find
the most efficient techniques on early detection of breast cancer. A comprehensive
review of breast cancer diagnosis in patients is provided [17]. Table 2 shows different
research papers in last 10 years which is used in various cancer detection or diagnoses
using different machine learning algorithms.

Figure 3 shows each paper related to different type of cancer up to 2020, and
different ML techniques are used with the author name, year of publication, and how
much accuracy is given as we see in this Fig. 3. There is a bright future for detecting

Table 2 Machine learning technique in cancer diseases

Author Disease Methods Year Accuracy

Horie et al. Esophageal cancer CNN 2019 98%

Ganggayah et al. Breast cancer RF 2019 82.7%

Kumar et al. Blood cancer CNN 2020 97.2%

Naqi et al. Lung cancer DL 2020 96.9%

Cinarer et al. Brain tumor KNN, RF, SVM and LDA 2019 90% SVM

Table 3 Machine learning technique in heart diseases

Author Disease Methods Year Accuracy (%)

Shan Xu et al. Heart disease SVM 2017 98.9

Kamran Farooq et al. Heart disease DT 2014 78.4604

Otoom et al. Heat disease SVM 2015 88.3

Syed Muhammad et al. Heat disease SVM 2017 91.30

MeghaShahi et al. Heat disease SVM 2017 85
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Fig. 3 Summary of ML technique for cancer disease detection

cancer which is the main factor for curing; if the cancer gets detected in early stage,
there is a big chance that it will be cured with proper medications.

4.2 Heart Disease

Heart disease is one of the leading causes of the death in theworld, roughly one person
lost his or her life per minute due to heart diseases. The main challenge is predicting
the disease in its early stages, which is why the majority of studies and research on
health care focus on machine learning, which has the ability to detect with accurate
results. The table below demonstrates how machine learning algorithms have been
used most frequently for heart disease with their accuracy. The following is latest
work related to heart disease using machine learning algorithm.

Senthil Kumar et al. [17] improved prediction of cardiovascular disease using
composite machine learning techniques that includes a methodology which seeks to
find significant implication through applying machine learning, leading to enhanced
accuracy within prediction of cardiovascular illness.

Vembandasamy et al. [18] work was performed by using Naïve Bayes algorithm
which is a powerful independence assumption, the data was obtained from diabetic
research institute, and it consists of 500 patients’ record. Naïve Bayes algorithm
offers 86.919% of accuracy. Table 3 shows different ML technique in heart disease.

As we see in Table 3, the most of machine learning algorithm has been used for
heart disease with their author, year, and accuracy. There are many other studies, but
our aim was for latest paper from last 10 years [19]. The main idea after reviewing
the above tables and the purpose of all articles was to compare the accuracy and
F-measure scores of classification methods such as Decision Tree, Random Forest,
Logistic Regression, and Naive Bayes, and to effectively predict if the patient suffers
from heart disease or not having any heart-related illness.
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Table 4 List of keywords Keywords Synonyms

SVM Support vector machine

NB Naïve Bayes

DL Deep learning

5 Research Methods

5.1 Research Questions

This objective of the paper is to highlight the most cutting-edge developments in
machine learning algorithms that answer the following research questions: 1—What
is machine learning and its facets? What is the need of machine learning in medical
field?

2— What are the characteristics of machine learning algorithms? 3—What are
the different approach and techniques used in machine learning algorithms in health
care? 4—What are the limitations and benefits of machine learning algorithms in
medical field?

5.2 Source of Information

The collection and selection of paper processed and done in the way which meets
a predefined criterion; research paper was published by IEEE, Elsevier, Nature,
and ACM. The databases covered are IEEE–Springer–Nature (https://www.nature.
com/)—MEDLINE (PubMed)—ScienceDirect4.3.

5.3 Search Criteria

As search terms, a collection of key words and phrases has been defined based on
the research questions. Because machine learning research is still in its early stages,
no particular year scope was included in the search. Table 4 also includes a list of
the keywords that were used.

6 Conclusion

Traditionally, cancer detection and treatment have been determined based on the
expertise of a pathologist; those clinicians are already working in the health sector

https://www.nature.com/
https://www.nature.com/
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for more than fifteen years and have examined variety of patients having comparable
symptoms, yet their precision is still not 100% with the growth of artificial intelli-
gence and machine learning. The detection of certain tumours has been facilitated by
artificial intelligence andmachine learning technologies. Various reports and records
from different modern hospitals indicate the efficiency of ML technologies’ result.
Many applications use artificial intelligence to detect cancer diseases, but there are
no conclusive results for eliminating this disease due to its evolution and different
types. The same thing for predicting and detecting heart-related disease using ML
and AI is generally quite significant based on the above work, and it is possible to
conclude that machine learning algorithms have a large potential for predicting and
diagnosing cancer and cardiovascular illnesses or any heart-related diseases.
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Natural Language-Based Naive Bayes
Classifier Model for Sentence
Classification

Amita Yadav, Sonia Rathee, Shalu, and Sherin Zafar

Abstract The classification of text is one of the basic tasks of natural language
processing with wide-ranging applications. This is essentially a process of assigning
markers or categories to the text based on its content. The paper aims to use an
improved Naive Bayes classifier to identify the fact-worthy sentence. In this paper,
authors have implemented an improved Naive Bayes classifier through which we
classify the sentences. This proposed method has been tested with the claim buster
dataset contains 23,533 sentenceswhere each sentence belongs to either of these three
classes, i.e., non-factual statement, unimportant factual statement, and check-worthy
factual statement.

Keywords Text classification · Naïve Bayes ·Machine learning algorithm ·
Sentence detection

1 Introduction

Text classification is a technique useful in the detection of spam, data mining, senti-
ment analysis. Text classification is a method to add tags to the texts with the appli-
cable predefined category in dataset. In this paper, we implemented an improved
Naive Bayes classifier through which we classify the sentences. So, we used a text
classification mechanism to implement an improved Naive Bayes algorithm. Before
applying any machine learning model on text data, feature plays an important role in
it. And for the text dataset, the feature is also a text which is present in the dataset. As
we know that Naive Bayes classifier assumes that features are independent of each
other. And that is one of the worst assumptions or demerits of Naive Bayes for highly
correlated features. The proposed work also came up with the solution of zero handle
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Fig. 1 Flow diagram

probability problems which were generally observed in Naive Bayes classifier when
a testing data are different from training data; then, it gives zero probability to testing
data and no class is assigned to testing data. So, here, we used Laplace correction to
assign the class to testing data. The working process is given in Fig. 1.

For any text classification, following step is utilized as:

• Data Collection: The first step is selecting a dataset and defining the cate-
gories in which data will be divided. The approach used a claim buster dataset
which is publicly available. This dataset contains the claims from US Presi-
dential Debate. This dataset contains around 25 thousand sentences, and each
sentence is assignedoneof the three categories, i.e., unimportant factual statement,
non-factual statement, and check worthy factual statement.

• Preprocessing: Preprocessing of data is the process of extraction of useful or
desired information from raw data in the dataset. For text processing, that includes
stemming, text cleaning, stop words removal, and lemmatization. Stop words are
the words having grammatical importance but do not add any significant meaning
in terms of categorization. (e.g., “that,” “the,” “an,” “was,” “an,” “and”). They
are not used in decision-making because they are generally equally distributed
in documents of various categories. The method of removing stop words is very
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straightforward; the words present in documents are scanned and compared with
the list of stop words and then remove those words present in the stop list.

• Feature Selection: The main idea of feature selection is removing redundant data
from documents by preserving the information of the document. Feature selection
helps in the easy interpretation ofmodels and reduces the time required for training
of dataset. Thepurpose of feature selection is to take those features from the dataset
which can define your model perfectly and efficiently.

• Handle Zero Probability: The effectiveness of a Naive Bayes classifier gets
decreased if the dataset has a significant variation with the attributed distribution.

One example is the condition where the value of the categorical attribute is not
found in the dataset, and the result is the model incompetent to make a forecast
because of allocation of 0 probability. For the improvement, the model needs to
get reformed and get the recent computation of probability after examining and
manipulating these cases. In the research paper, further, Sect. 2 defines literature
review. Further, Sect. 3 discussesmethodology specifying the process ofNaïveBayes
classifiers. Sections 4 and 5 present simulation and result analysis. The research
paper lastly discusses the conclusion and future scope under Sect. 5. References and
the resources utilized during the research paper construction are enlisted under title
references.

2 Literature Review

Naive Bayes algorithm have been presented where zero conditional probability
problem arises and ways to solve it are some problems of this algorithm. Class
conditional probability estimation is a major problem in Naive Bayes model and
the general way for that is kernel density estimation as discussed in [1, 2]. Rish
[3] explains Naive Bayes which is simply Bayesian classifier with belief of indepen-
dency among features is competitivewith state-of-the-arts classifiers likeC4.5, and its
performance is affected by data characteristics which are our broad aim. Ikonomakis
and Kotsiantis discussed that even for a specified classified method, it is observed
that classification performances of the corpuses of the classifiers are different based
on different training text. This implies that in sometimes, classifier performance is
pertinent to its training corpus, and classifiers of good performance can be derived
fromhigh-quality training corpuses [5]. Stephens et al. describe that for sturdy perfor-
mance over a wide spectrum of query Naive Bayes approximation is commonly used
[4]. Nakov [6] was intended about predicting claims in a political debate that should
be a priority for fact-checking. A worth-based ranking list for fact-checking was
produced. Approaches explored: KNN, SVMs, random forests, and re-current and
multi-layer neural networks. The dataset is extremely small in size. It is confined to
the political area alone. Adding annotations from different sources and expanding the
corpus could yield better results. Kamran Kowsari, et al. targeted to check the polit-
ical area and consequently verify factual claims. Accord between various sources
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was less so diligent task is needed to get the better of prejudice in the categoriza-
tion of claims, so the corpus requires to incorporate more debates, interviews to be
expanded [7]. Li et al. work to recognize the crucial claims by juxtaposing the output
with CNN and Politifact. Final affirmation is yet required by humans because wholly
preprogrammed ways for fact-checking still be inadequate in respect of quality [8].
Patil et al. discussed that for increasing the precisions of any text-based machine
learning algorithms, preprocessing techniques form a huge contribution. TF–IDF
and bag-of-words model are commonly used feature extraction technique for down-
scaling the irrelevant features, and highlighting the prominent features TF-IDF is
by far the perfect choice [9]. Document classification is a notable and well-studied
domain of pattern recognition with an assortment of new era applications. In this
paper, the achievement of the algorithm is checked using numerous classifiers by
putting forward a term frequency with stemmer-based attribute extraction algorithm,
and it is seen that the proposed technique outperforms other techniques discussed in
[10].

3 Proposed Work

3.1 Data Set Description

The dataset comprises of 23,533 sentences, and every statement is classified into—
Check-worthy factual claim, non-factual claim, and unimportant factual claim. We
present a dataset of claims from all US presidential debate (1960–2016). The
data are developed using the statements provided by presidential members during
past presidential debates. The dataset includes three CSV files: grouthtruth.csv: It
contains testing sentenceswhose labels were settled upon by three specialists, crowd-
sourced.csv: It comprises sentences that were labeled by top-quality members and
allsentences.csv: It contains not only labeled sentences but all presidential debate
sentences. The data of both the ground-truth and crowd-sourced files are involved
in a similar list of attributes, listed below:—Sentence Id—a unique integral identi-
fier to distinguish sentences in the dataset. Text—a sentence that was delivered by
a debate member. Speaker—name of the person who was delivering the sentence
provided in the text. Speaker Title—speaker’s designation at the time of debate.
Speaker Party—the political affiliation of speaker. File Id—debate record identifier.
Length—he number of words in the sentences provided for the text. Line Number—
an integral identifier to signify the order of the sentences in text column according to
the debate transcript. Sentiment—sentiment represented a score, which ranges from
−1 to+1.−1 represents the most negative sentiment, while+1 represents the most
positive sentiment. Verdict—labels have been assigned to the classes: For CFS, it is
assigned 1; for UFS, it is assigned 0, and for NFS, it is −1.
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Fig. 2 Claim distribution for party type

3.2 Data Visualization

Given the amount of information gathered by data analysis in today’s world, we
need to have a way to paint a picture of that data to interpret it. Data visualization
gives us a clear picture of what information means by providing visual context with
maps or graphs. To understand the behavior (or pattern) of data, we need to first
visualizeit. The dataset contains the sentences, spoken during 33 US presidential
debates from 1960 to 2016. There was a total of 69 presidential members in the
general election debates. These candidates were the part of three different political
parties: Republican, Democrat, and Independent Party. The division of these was
such that 33 out of 69 was from Republic Party, 32 was from Democrat Party, and
rest were from independent candidates. Figure 2 will represent the distribution of
claims over the speaker party type.

Figure 3 will be representing the distribution of claims over speaker’s designation,
while Fig. 4 represents the claim distribution over speakers in the elections.

3.3 Data Cleaning and Feature Selection

You cannot directly apply the raw text to any machine learning model. First, you
need to clean up your text, which means dividing it into words and dealing with
punctuation and case. We used different techniques to clean the text present in the
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Fig. 3 Claim distribution over speaker title

dataset. We used the count vectorizer tool to remove stop words (i.e., is, am, the)
from our document. The method of removing stop word is very straightforward; the
words present in documents are scanned and compared with list of a stop words and
then remove those words present in stop list. Stemming is a process where various
forms of a word mapped to a single word. Any stemming algorithm will convert
different forms of tokenized word into a root word.

3.4 Improvement on Naive Bayes Classifier

In Naive Bayes, the probability of each feature is calculated independently from the
training dataset. The reason to call it Naive because it is based on the assumption
that each feature is independent of each other. We can use a variety of algorithms
to explore the combination of probabilities of various features together and evaluate
their performance at predicting the output variable. After combining features with
each other and removing unnecessary features, we have a new set of efficient features.
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Fig. 4 Claim distribution over speaker

3.5 Naive Bayes Classifier

Naive Bayes is a statistical ranking technique based on the Bayes theorem. It is one
of useful supervised learning algorithm. Naive Bayes is “naıve" because it makes the
assumption that features are independent from each other. This is Naive because it
almost never true. Naive Bayes is a highly intuitive classification algorithm. It asks
the question, “In view of these features, does this measure fall into class A or B?” to
all data points and answers by taking the proportion of all preceding measurements
with the same characteristics belonging to class A multiplied by the proportion of all
measurements of class A. If this number is higher than the corresponding calculation
for class B, then we can say that the measure belongs to class A (Fig. 5).
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Fig. 5 Frequency of word corresponding to each class

4 Results Simulation

Naïve Bayes classifiers are a popular choice for classification problem because it is
easy to write; classifier model take less time to build, and the model can be changed
using new instruction datawithout having to rebuild themodel andmanymore. In this
paper, we developed the new version of Naïve Bayes classifier without making any
assumptions about the independence of the features. A major step in this algorithm
is to add edges between the characteristics that capture correlation between them.
We have presented the result with Claim Buster dataset which is available aai.org
platform.Weappliedourmethod to real-world text classificationproblemand showed
that it worked better if we have smaller data corresponding to one or more classes.
After, implementing Naive Bayes as mentioned in the paper, we are able to achieve
a significant result which is totally able to classify classes to much more extend.
From the above classification metric, we can easily see in Table 1 that after doing
all the modification in Naive Bayes classifier, we are able to achieve the precision
of about 93%. We also calculate the precision of our dataset with various algorithms
like Naive Bayes, random forest classifier, and support vector machine which are
present in sklearn library and compare it with our improved Naive Bayes classifier.
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Table 1 Precision values for different classifiers

CLASS Improved NBC NBC RFC SVM

NFS 0.93 0.799 0.722 0.873

UFS 0.52 0 0.358 0.43

CFS 0.81 0.805 0.701 0.724

Fig. 6 Precision between different models

As we have seen previously to calculate the probability, we would have to make
a lot of multiplication (as many times as the words in paragraph). And the problem
is that all the probability numbers will be under one, and in general, it will be very
small. As everyone knows, the product of two small numbers 0 < a, b < 1 will end
up being a smaller number (Fig. 6).

5 Conclusion and Future Scope

Herein, we have implemented an improvedNaive Bayes classifier to classify text into
their categories. We show that, essentially, the dependence distribution, i.e., how the
local dependence of a node distributes in each class, evenly or unevenly and how
the local dependencies of all nodes work together, consistently (supporting a certain
classification) or inconsistently (canceling each other out), plays a crucial role. Our
technique of classifying text, hence classify new samples, with the help of the pattern
learned by it in the training dataset. The objective is to show you improved the Naive
Bayes classifier. We worked on the assumption made by the Naïve Bayes classifier,
zero-handled probability, or fast calculating the testing data with accurate probability



508 A. Yadav et al.

function. So, by using the improved Naive Bayes classifier, our paper is now able
to classify the sentences whether it is checked worthyfactual statement, non-factual
statement, and unimportant factual statement.
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AMachine Learning Framework for
Document Classification by Topic
Recognition Using Latent Dirichlet
Allocation and Domain Knowledge

B. Lavanya and U. Vageeswari

Abstract The quantity of unstructured text data in digital archive is continually
expanding due to the exponential growth of information technology, so the tasks of
analysing, organizing, classifying, and summarizing text have become a big chal-
lenge. Since the manual classification of text documents requires a lot of human
resources, finance, and time, automatic text classification is obligatory. LatentDirich-
let allocation (LDA) is an unsupervised machine learning algorithm often used in
topic modelling. The output of the topic modelling algorithm can be used logically
to classify documents. The LDA model is plagued with domain-specific terms. A
novel latent Dirichlet allocation (LDA) with domain knowledge framework for doc-
ument classification was introduced. The experiment was carried out using a dataset
with five different categories of data. The experiments showed that LDAwith domain
knowledge gives better results than standard LDA and LDA using the TF-IDFmodel.
Precision, Recall, F1-score, accuracy, and Purity were all improved using the pro-
posed framework.

1 Introduction

The quantity of unstructured text data in digital archive is continually expanding
due to the exponential growth of information technology, so the tasks of analysing,
organizing, classifying, and summarizing text [1] have become a big challenge. Text
mining is the task of extracting needful information from the unstructured text. The
process of structuring the input text, identifying patterns within the structured data,
and finally evaluating and interpreting the output is all covered by text mining. Text
categorization, text clustering, and document classification are all common text min-
ing tasks. Among the techniques used include summarization, keyword extraction,
sentiment analysis, entity-relation modelling, concept/entity extraction, and so on.
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Because manual text categorization consumes a significant amount of resources,
money, and time, automatic text categorization is required. Text categorization uses
machine learning or other technologies to categorize documents automatically. Text
classification [2] can be performed in any of the following levels:

Document level: The entire document is treated as a single unit in the classification
model.
Paragraph level: Each paragraph in a text is treated as a distinct unit in the
classification model.
Sentence level: The classification model treats each sentence in a paragraph as an
independent entity.
Sub-sentence level: The classification model treats a sentence’s sub-expression
as a single unit.

Topic models (TM) are generative models used in machine learning and natu-
ral language processing. They provide a probabilistic framework [3]. The output of
the topic modelling framework can be used in many areas of NLP and information
retrieval for classification or clustering of text, dimensionality reduction, and recom-
mendation systems. Supervised, unsupervised, and semi-supervised TMmethods are
the three types of TMmethods. It can use structured or unstructured data. Some of the
application domains of TM are health care, agriculture, education, social-network
opinion analysis [4], finance, recommendation system, manufacturing, bioinformat-
ics, and etc. There are many topic modelling methods that are commonly used in
text mining, namely latent Dirichlet allocation (LDA) [5], latent semantic analysis
(LSA) [6], non-negative matrix factorization (NMF) [7], principal component anal-
ysis (PCA) [8], and random projection (RP) [9]. Among these LDA is mostly used
TM method [10].

LDA is an unsupervised machine learning algorithm often used in topic mod-
elling. LDA output can be used logically to classify the documents according to the
topic it belongs to [11]. The LDAmodel, on the other hand, is plagued with domain-
specific terms. Words that are unique to a domain are given extra weight in the word
list for all topics. This must be addressed, and domain-specific terms that contribute
more to the total word list must be identified.

A machine learning framework for document classification by topic recognition
using latent Dirichlet allocation and domain knowledge was introduced. The frame-
work finds domain-specific keywords that contribute the most to the word list for all
topics, eliminates them from the LDA dictionary, and distributes their weight among
other words in the topic. Results are compared with standard LDA and LDA with
TF-IDF models. The proposed framework outperforms the current models in terms
of outcomes.
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2 Related Work

The latentDirichlet allocationmethod is combinedwith the knowledge gathered from
word embeddings in this hybrid technique [12]. Word2Vec extends the meaning of
words in topics. The latent Dirichlet allocation is used initially in the hybrid approach
(LDA). The algorithm’s second phase incorporates the Word2Vec-acquired model
words. The goal is to expand each topic by using terms that are comparable to the
most typical words for that topic. The hybrid method was evaluated on four datasets
and found to be superior on three of them.

The LDA approach for topic text categorization adds a topic-category distribution
variable to LDA and creates the most pertaining category [13]. Documents in the
model are divided into categories, with each category having its own collection of
“themes”. Each document is created in the category to which it is most likely to
belong by identifying the category to which it is most related. It eliminates incorrect
topic-word assignment by restricting the generating scope through the topic-category
distribution parameter.

An enhanced short text classification approach was proposed based on the LDA
topic model as well as the K-nearest neighbour algorithm [14]. The probabilistic
themes that are generated help to make the texts better semantically coherent while
lowering the text’s sparsity. It also provides a new topic similarity metric based on
the specific topic matrix and the relationship between two short texts’ discriminative
words. A small text dataset for experiment validation is built by browsing the Sina
News portal for entries. A probabilistic topic model-based solution was presented,
as well as a new method for assessing short text similarity.

By considering the document as a collection of word embeddings and subjects
as multivariate Gaussian distributions in the input space, a novel approach for topic
modelling is presented [15]. It looks at several collapsed Gibbs sampling approaches
and develops scalable algorithms that improve the naïve implementation asymptoti-
cally.

3 Methods

3.1 Text Preprocessing

For each datamining activity, preprocessing is the initial step. It is a very vital step for
text mining since the text is unstructured in nature. The basic preprocessing steps for
text are normalization, tokenization, stemming, and lemmatization. Normalization
is the process of converting the text in uniform format by removing punctuation,
removing unwanted tags, and extracting text from XML and HTML files. Splitting
the text into smaller parts is known as tokenization. Tokens are words. Converting
the word into its non-changing stemword is stemming (e.g. processing into process).
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Finding the rootword is lemmatization (e.g. better into good).Choosing the necessary
preprocessing step depends on the application and algorithm.

3.2 Text Vectorization

Text vectorization is the process that converts text into numerical form. There are var-
ious vectorizationmethods for text. Bag of words (BoW) term frequency, binary term
frequency, normalized term frequency, and normalized TF-IDF are the most often
utilized vectorization approaches [16]. Binary term frequency identifies whether a
term is present (1) or absent (0) in a document. Bag of words (BoW) term frequency
detects the frequency of terms in the document. Normalized term frequency finds
the document’s normalized BoW term frequency. Term frequency-inverse document
frequency (TF-IDF) is used to identify normalised TF-IDF in documents. Among
these BoW and TF-IDF are most widely used for the LDA algorithms.

3.3 BoW

Bag of words representation is the primary technique suggested by information
retrieval scientists to represent text corpora; it is a simple method for converting
unstructured text to structured data word by word. The grammar and sequence of
occurrence of the term in the corpus are ignored by the BoWmodel. It just looks at a
few instances of the term in the corpus. The BoWmodel has a sparse representation.

3.4 Term frequency-inverse document frequency (TF-IDF)

TF: Term frequency is a statistic that measures how frequently a term appears in
a piece of writing. It is standardized by dividing the total number of words in a
document by the number of terms in the document. Equation1 shows how to calculate
the TF Value.

tf(t, d) = ft,d/w (1)

IDF: Inverse document frequency (IDF) is a statistic for assessing the significance
of a sentence. It scales up the unusual words, while scaling down the frequent ones
by computing the logarithm of the number of documents in the corpus divided by
the number of documents where the given word appears. IDF value calculation is
shown in Eq.2.

idf (t) = log(N/(d f + 1)) (2)



A Machine Learning Framework for Document Classification … 513

TF-IDF: stands for term frequency-inverse document frequency. It is a numerical
statistic that measures the significance of a word in a collection or corpus of doc-
uments. The significance of a word increases in proportion to how many times it
appears in the text, but this is counterbalanced by the term’s frequency in the corpus
[17]. Equation3 is used to calculate the TF-IDF value.

tfidf(t, d, D) = tf(t, d) ∗ idf(t, D) (3)

3.5 LDA

Latent Dirichlet allocation is an unsupervised algorithm that assigns each document
a value for each defined topic. Latent means have hidden. Dirichlet is a type of
probability distribution which is first introduced by Blei et al. [5]. Each document
is treated as a collection of topics, and each topic is treated as a collection of words
using LDA. For the LDA model, the input is a vectorized document. Figure1 shows
the plate notation of the LDA topic model

The boxes are “plates” that represent replicates, or things that repeat themselves.
The outer plate shows articles, while the inner plate indicates the document’s repeated
word locations, each of which is linked to a certain topic and choice of words.

M denotes the number of documents
Ni is number of words in a given document (document i has Ni words)
α is the parameter of the Dirichlet prior on the per-document topic distributions
β is the parameter of the Dirichlet prior on the per-topic-word distribution
K denotes number of topics
θi is the topic distribution for document i
φk is the word distribution for topic k
zi j is the topic for the jth word in document i
Wi j is the specific word.

According to LDA, each document may be characterized as a probability distri-
bution over latent themes, with a common Dirichlet prior across all texts. Each latent
topic is modelled as a probabilistic distribution across words in the LDAmodel, with

Fig. 1 LDA plate notation
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topic-word distributions sharing a commonDirichlet prior. LDAmodels D according
to the following generating process given a corpus D consisting of M documents,
each document d comprising Nd words ( d ∈ 1, ..., M).

(a) From a Dirichlet distribution with parameter, choose a multinomial distribution
t for topic t (t ∈ 1, ..., T ).

(b) From a Dirichlet distribution with parameter, select a multinomial distribution d
for document d (d ∈ 1, ..., M).

(c) In document d, for a word wn (n ∈ 1, ..., Nd ),

i From θd , choose a topic zn .
ii From ϕzn choose a wordwn . Words in documents are merely seen variables

in the above generating process, whereas other variables (θ and ϕ ) and hyper
parameters (α and β) are latent variables. W is the only observable variables,
and the other variables are latent variables. The probability of observed data D
for a corpus is calculated and derived using Eq.4.

p(D|α, β) =
M∏

d=1

∫
p(θd |α)

(
Nd∏

n=1

∑

zdn

p(zdn|θd)p(wdn|zdn), β
)
dθd (4)

The parameters of the topic Dirichlet prior α have been defined, as well as the
distribution of words over topics, which has been drawn from the Dirichlet distribu-
tion β. The number of topics is T, the number of documents isM, and the vocabulary
size is N. For corpus-level topic distributions, the Dirichlet-multinomial pair (α, θ )
is used. For topic-word distributions, the Dirichlet-multinomial pair (β, ϕ) is given.
The variable θd is variable at the document level, sampled once per document. The
variables zdn and wdn are word-level variables that are sampled once for each word
in each text document.

4 LDA with domain knowledge

The LDA with domain knowledge framework removes the domain-specific words
which influence the LDA model more than other topic words. The general stopword
removal will not remove domain-specific words. And more importantly, all domain-
specific words should not be removed, only the words that occur in all topics should
be ignored in topic identification. The weightage of the domain-specific word is now
shared among other words. The output of the model is a fuzzy set. The topic with
high weightage is considered as the topic of the document.

Figure2 shows the LDA with domain knowledge framework. The corpus is pre-
processed as the initial step. Lower case conversion, tokenization, stopword removal,
stemming, and lemmatization are the preprocessing steps for this framework. The
text should then be converted to vectors. BoWmethod text vectorization is done. The



A Machine Learning Framework for Document Classification … 515

Fig. 2 LDA with domain knowledge

data is then divided into train and test groups. Train data was used to construct the
LDAmodel. The suggested technique is used to check the top nwords on each subject
word list for domain-specific keywords. Apply the model to forecast test data topics
if no domain-specific keywords exist. Before re-building the LDA model, remove
any domain-specific words from the LDA lexicon. This approach detects and elimi-
nates domain-specific words from the LDA lexicon that have a substantial influence
on topic allocation.

The algorithm demonstrates how to locate domain-specific terms. The algorithm
receives a collection of topic-word lists from the LDAmodel as input. The algorithm
looks for terms that exist in all of the subject word lists and contribute more to the
overall probability of the topic. The loop iterates through all topic-word lists and
finds the domain-specific words that contribute much in weightage.
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Algorithm 1: DST:Domain-specific Terms
Input: TWL
/* TWL - Topics_Word_list */
Output: DSW
/* DSW - Domain_Specific_Word */

1 Function Find_domain_specific_word(TWL)
2 T OL ← TWL[0]

// TOL - Topicoverlap
3 DSW ← ∅
4 foreach WL in TWL do
5 DSW ← WL ∩ T OL
6 T OL ← DSW

7 return DSW

5 Experimental Results

5.1 Data Set

We chose BBCNews dataset for our experiment, which comprises five areas of data:
sport, technology, business, politics, and entertainment. Figure3 shows document
distribution among topics. It has 2225 news documents. The count of documents in
each category is tabulated in Table 1.

Fig. 3 Document
distribution among topics
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Table 1 Count of documents in each topic

Category Number of documents

Business 510

Entertainment 386

Politics 417

Sport 511

Technology 401

5.2 Result Discussion

We compared our framework with standard LDA and LDA with TF-IDF as the text
vectorization method. A word’s relevance to a document in a corpus or collection is
represented by the TF-IDF. Table2 shows the top five words in all topics from the
standard LDAModel in the BBC News dataset. The bold words are domain-specific
words which influence the model more and gives prejudiced result, and it is found
by the algorithm. Table3 shows the top five words in all topics from the LDA with
domain knowledge model BBC News dataset.

Table4 shows the topic-word list weightage in the standard LDA Model. Table5
shows the topic-word list weightage in LDA with Domain Knowledge model. The
topic-word list plays a vital role in topicmodelling. Figure4 shows theword count and
wordweightage in eachmodel for the top 5words in each topic. Each keyword’sword
counts and weights are shown on the same graph. The chart shows the improvement
in weight allocation for keywords than domain-specific words.

Table 2 Top five topic words in standard LDA

Topic 0 Topic 1 Topic 2 Topic 3 Topic 4

Say Say Say Game Say

Govern Year Year Say Company

Labour People Best England Year

Elect Mobile Play Play Firm

Year Service Film Year Sale

Bold words are domain specific words

Table 3 Top five topic word in LDA with domain knowledge

Topic 0 Topic 1 Topic 2 Topic 3 Topic 4

Labour Company Govern Play Film

Elect Market Country Time People

Party Rise People Player Music

People Firm World England Best

Blair Bank Nation Go Mobile
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Table 4 Standard LDA topic-word weightage

Topic 0 0.027 * “Say” + 0.008 * “People” + 0.008 * “Govern” + 0.005 * “Minist” + 0.005 *
“Elect”

Topic 1 0.017 * “Say” + 0.009 * “Game” + 0.007 * “Year” + 0.007 * “Music” + 0.006 *
“People”

Topic 2 0.012 * “Film” + 0.010 * “Say” + 0.010 * “Year” + 0.009 * “Best” + 0.007 * “Play”

Topic 3 0.017 * “Say” + 0.006 * “Club” + 0.006 * “Game” + 0.006 * “Play” + 0.005 * “Time”

Topic 4 0.022 * “Say” + 0.013 * “Year” + 0.008 * “Market” + 0.006 * “Rise” + 0.005 *
“Price”

Table 5 LDA with domain knowledge topic-word weightage

Topic 0 0.008 * “Play” + 0.007 * “England” + 0.006 * “Time” + 0.005 * “Best” + 0.005 *
“Player”

Topic 1 0.006 * “Rise” + 0.006 * “Market” + 0.006 * “World” + 0.005 * “Month” + 0.005 *
“Price”

Topic 2 0.008 * “Govern” + 0.008 * “People” + 0.007 * “Elect” + 0.007 * “Labour” + 0.007
* “Party”

Topic 3 0.014 * “Film” + 0.006 * “People” + 0.006 * “Music” + 0.005 * “Best” + 0.005 *
“Star”

Topic 4 0.007 * “Company” + 0.007 * “Firm” + 0.006 * “Phone” + 0.006 * “Mobile” + 0.005
* “People”

The LDA with domain knowledge model is assessed by precision, recall, and
F1-score. Values for accuracy and purity are computed and reported. All models’
accuracy, F1-score, precision, recall, and purity value are included in Table6. The
experiments showed that LDA with domain knowledge gives better results than
standard LDA and LDA using the TF-IDF model. The LDAwith domain knowledge
framework increased precision by 18%, recall by 20%, F1-score by 21%, accuracy
by 19%, and purity by 14%.

6 Conclusion and Future Work

In-text mining, topicmodels play a significant role. There aremany text classification
models in computer science. We have chosen LDA since it is a probability-based
method. LDA requires a number of topics(K) as one of the inputs. The proposed
LDAwith domain knowledge framework gives better results than standard LDA and
LDA using TF-IDF by removing domain-specific words. Here, in this experiment
from the top five words, the dominant words among topics are removed. Depending
on the amount of the sample and the range of topics, it may be altered to the ten
leading or more M words. The LDA with domain knowledge framework increased
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Fig. 4 Word count and word importance in three models

Table 6 Precision, recall, F1-score values, accuracy, and purity

Model Precision Recall F1-score Accuracy Purity

Standard LDA 0.53199 0.51173 0.49935 0.52816 0.57746

LDA with TF-IDF 0.53362 0.53755 0.44874 0.53755 0.53755

LDA and domain
knowledge

0.71162 0.71596 0.70610 0.71596 0.71596

The numbers specified in bold are result from proposed method, that achieved better result than the
existing methods
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precision by 18%, recall by 20%, F1-score by 21%, accuracy by 19%, and purity by
14%. It can be further improved by introducing wordnet as one of the components.
Part of speech (PoS) can also be included as one of the components in future work.
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Secure AI-Based Flying Ad Hoc
Networks: Trusted Communication

Sadoon Hussein, Abida Thasin, Ahmed Sami, and A. Sabitha Banu

Abstract Unmanned aerial vehicles are real-time applications for flying networks
which encourage multi-UAV structures. A multi-UAV system has a corporate
behavior and can finish a mission efficiently. Coverage issues between ground
stations and aerial vehicles are easily solved using FANETs. Because of the dynamic
nature of flying vehicles, there are several security concerns. Routing protocols
can upgrade and secure communication channels in flying networks. In order to
increase the lifeline of aerial networks, a qualified routing research study is also
carried out. According to simulation findings, zone routing protocol has maintained
to secure communication channels and promises higher security without incurring
computational expense.

Keywords FANETS · UAV · DSR & ML

1 Introduction

Flying ad hoc networks is having collection of UAVs. Where, the use of aerial vehi-
cles in today’s society has changed people’s lives, especially after COVID-19. Flying
vehicles operate in a self-organized network environment. However, in the field
of aerial networks, a new dimension known as data networking has emerged. The
proposed systemmonitors based on trust to maintain data security inside the network
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in order to avoid the ström of data packets. Cloud-based aerial networks have been
considered the main technology behind content-centric networking and named data
networking for flying vehicles [1]. The need for effective and secure communication
routing techniques has grown in response to the dynamic mobility of flying vehicles.
Routing protocols create optimal path from source to destination; therefore, main-
taining routing table’s table-driven algorithms can be utilized. However, for opti-
mization, Hopfield neural networks are merged with the traditional routing method
called dynamic source routing. Continuous Hopfield neural networks is compared
with traditional scheme DSR in terms of average end-to-end delay, throughput, and
packet delivery ratio. The novel CHNN-DSR is artificial intelligence-based routing
approach which shows better results in contrast with DSR [2].

As in aerial networks, the major issue is energy efficiency/power which has direct
effect on the performance of flying vehicles. For this purpose, I Khan et al. introduced
a hybrid protocol with a basic principle of ant colony optimization while state-of-
the-art parameter is initiated and merged with the technique due to that algorithm
is named E-AntHocNet [3]. In between the aerial networks and base station, wire-
less communication technology is utilized to enhance the capabilities of UAV-based
networks. To improve the communication, wireless channels must be upgraded with
the artificial intelligence subject called decision tree. Researchers have proposed a
novel technique to find out the actual location, optimize receive signal strength, and
estimate distance from one node to another. While the experimentation is performed
in two scenarios which include 2D and 3D [4]. The study of artificial intelligence-
based routing techniques has improved flying networks. In addition, routing plays
important role in connecting one node with another. Also UAV’s are used to over-
come on delay factor in flying vehicles [5]. Reinforce-based learning using routing
techniques is deployed in the area of Internet of flying Vehicles which improves
packet drop rate, bandwidth utilization, network throughput, and end-to-end delay.
Random way point mobility pattern is used in the study to enhance the pauses/delay
in communication. Also this research study have a detailed analysis on wireless
communication technologies [6].

In the last few decades, sports and health industries have become advanced in
terms of technology. The status of athletes can be monitored using aerial vehicles to
give accurate information which will reduce injuries in players. For better communi-
cation in flying networks, artificial intelligence-based routing scheme is introduced
called AntHocNet which helps in decision-making. Boundless area mobility model
is incorporated to evaluate network performancewith differentmetrics [7]. Important
challenge for Internet of Networks are security threats. As the IoT-based networks
face a lot of vulnerabilities through these loop holes intruder use different attacks
like denial of service and ping of death. So to enhance the security and detect attacks
easily, a novel IDS is designed which use to consider the probability of missed detec-
tion. In addition, a threshold is incorporated to minimize false alarm and a decision
rule which depends on the number of over length data packets [8]. Wang et al.,
on the other hand, addressed four major features of 6G networks: intelligent edge
computing, artificial intelligence, radio communication, and 3D intercoms, all of
which provide solutions to privacy and security challenges [9]. As the automobile
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industry progresses technologically, the Internet of Vehicles will communicate with
the surrounding devices on the ground. As a result, machine learning is one of the
most effective tools for resolving decision-making in communication channels [10].
Due to the ever changing structure of aerial networks, the ability to establish line of
sight using next generation wireless communication. AI merger with flying vehicles
characterize and enhance battery timing,memory consumption, and solve congestion
issues to secure communication in UAV networks [11].

2 Literature Survey

Artificial intelligence-enabled aerial networks are a new paradigm to improve the
dynamics of flying vehicles. While deploying multiple UAV’s, which will collect
information from the positioned sensor nodes. Moreover, AI technology will boost
swarm UAVs to find out optimal solution. This paper focus to design resource distri-
bution in aerial vehicles which utilize artificial intelligence to enhance performance
and upgrade adaptability [12]. In flying vehicles, searching possible routes is a major
problem. For this purpose, genetic algorithm-based routing protocol is formulated
which helps to optimize routes, throughput,minimize delay, and stabilize the network
[13]. In multi-UAV structure, reliable communication needs protocols which must
efficient, scalable, and accurately adapt the dynamic nature of aerial networks [14].
Due to the dynamic pattern of aerial vehicles from ground, the Internet of Every-
thing will play a better part to collect data from the environment. Masood Ahmad
et al. proposed a protocol which is having the attributes of onlooker bees and IoE
are placed using Poisson distribution to increase the delivery ratio and life-time.
Also unmanned aerial vehicles are integrated with IoE to reduce end-to-end delay
in the network [15]. To overcome on the insatiability of UAV ad hoc networks,
a novel protocol is designed to establish better communication links in between
network. However, EV-AODV prolongs network lifetime and gives higher packet
delivery ratio which easily stabilizes the communication in flying ad hoc networks
[16]. Some authors contributed in ad hoc networks for better communication. Where
Table 1 describes information regarding protocols and aerial ad hoc networks. Also
security-based routing protocols are shown in Fig. 1 which can be used to secure
flying networks.

3 Proposed Algorithm

Zone routing protocol (ZRP) is utilized as proposed solution which is a hybrid
approach. ZRP is having the features of both reactive and proactive behavior. In
this algorithm, the deployed flying vehicles are divided in zones which must have
clust head.
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Table 1 Ad hoc networks and routing protocols

Refs no./author Ad hoc network/drone Protocol information

Sang [17] FANET Ground control system-based routing (GCS)

Ibrahim [18] UAV OLSR routing protocol

Mairaj [19] Mobile ad hoc network UAVNet

Kumar [20] Aerial Neuro-fuzzy interference system

Shivahare [21] MANET Proactive (table driven) Reactive (on
demand)(DSDV, DSR, and AODV)

Hu [22] Ariadne Dynamic source routing protocol

Doshi [23] Wireless ad hoc networks Dynamic source routing

Condomines [24] UAV networks Intrusion detection system (IDS),

Bautista [25] FANET’s SrFTime and CRP

Sanzgiri [26] Ad hoc network ARAN

Darabkh [27] UAV-to-UAV Multidata rate mobility aware (MDRMA)

Iordanakis [28] MANET ARPAM

Khan [29] FANETs Topology-based routing

Mariyappan [30] FANETS AODV

Chaba [31] MANETs Ad hoc on demand distance vector (AODV) and
dynamic source routing (DSR)

Fig. 1 Secure routing protocol
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During inter-communication between network, as the intruder attack on some
nodes which can affect the data packets while sending from source to destination.
Apart from that type of artificial intelligence technique, ant colony optimization is
utilized as AntHocNet in the network structure. Basically, the basic principle of
AntHocNet is based on searching and finding food from nest to target which is
inspired by biological evolution. However, zone routing protocol (ZRP) has shown
better simulations results in terms of artificial intelligence-based AntHocNet.

4 Simulation Results

The experimentation is performed in network simulator-2. The basic topology
consists of aerial vehicleswhich is trying to collect data from the ground sensor nodes
and sends it to base station. For efficient communication, routing protocols which
includeAOMDV,DSDV,DSR,M-DART,ZRP, andAI-basedAntHocNet is deployed
in flying networks. Parameters like network throughput, network utilization, and
packet delivery are used to evaluate network performance. Figure 1 shows to repre-
sent the behavior of routing techniques to secure communication. For this purpose,
zone routing protocol and artificial intelligence-based AntHocNet give better results
in comparison with other contemporary routing schemes. Table 2 utilizes the numer-
ical representation of Fig. 1, Also Fig. 2 is the basic working model for zone routing
protocol (ZRP) having different zones.

Table 3 describes network utilization process which is basically the proportion
of the current system to give high rise to the amount of traffic that can be used.
According to the mentioned numerical analysis in Table 3, zone routing protocol
shows optimal results.

The most interesting metric is used to evaluate the performance of each routing
protocol. Through this technique, the spoofed or attacked aerial vehicles in the
network can be handled easily. Figure 3 illustrates that M-DART and AI-based
AntHocNet show less packet delivery ratio.While zone routing protocol is considered
better technique among the others.

Table 2 Throughput analysis

Throughput analysis AntHocNet AOMDV DSDV DSR M-DART ZRP

Minimum 24 98.8125 24 56 24 78.03125

Maximum 650.81257 701 742.25 712 226.875 659.125

Average 356.54868 598.4889 649.439 501.8935 83.20062 512.02

Standard deviation 160.34404 97.83563 82.2995 180.1105 41.40626 72.3446
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Fig. 2 Network throughput

Table 3 Network bandwidth/utilization analysis

Network utilization
analysis

AntHocNet AOMDV DSDV DSR M-DART ZRP

Minimum 720 1084.609 1028.625 1485.234 720 720

Maximum 8737.734 3492.766 3095.578 4772.984 3027.359 1320

Average 8737.734 3492.766 3095.578 4772.984 3027.359 1320

Standard deviation 698.7145 282.4205 261.3973 465.7308 334.9496 129.4262

Fig. 3 Packet deliver
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5 Conclusion & Future Challenges

AI-based routing protocol called AntHocNet works better in the pattern of aerial
networks. The merger of AI with flying ad hoc networks will enhance to improve
network lifetime. In the proposed technique, zone routing protocol, the concept of
intruder is shown which directly attacked some flying nodes. As due to the flying
nature of aerial vehicles, the installation of different routing algorithms in topology is
used to secure communication. Zone routing protocol and AI-based AntHocNet have
shown optimal results of metrics which include packet delivery, network utilization,
throughput, and quality of experience. However, trying to secure more the commu-
nication channels in flying networks where machine learning, neural networks, and
optimization techniques can used for future practices.
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Biological Sequence Classification Using
Deep Learning Architectures

Arrun Sivasubramanian, V. R. Prashanth, S. Sachin Kumar,
and K. P. Soman

Abstract Finding similar biological sequences to categorize into respective fami-
lies is an important task. The present works attempt to use machine learning-based
approaches to find the family of a given sequence. The first task in this direction
is to convert the sequences to vector representations and then train a model using a
suitable machine learning architecture. The second task is to find which family the
sequence belongs to. In this work, deep learning-based architectures are proposed to
do the task. A comparative study on how effective various deep learning architectures
for this problem is also discussed in this work.

Keywords Bio sequence · Perceptron · CNN · BiLSTM · GRU · SARS ·
SARS-CoV-2 ·MERS

1 Introduction

The coronaviridae family belongs to the class of virus species that contain a single-
stranded RNA. They can be further classified into four groups, i.e., α, β, γ, and
δ coronavirus. Among these, the Middle East Respiratory Syndrome (MERS), the
Severe Acute Respiratory Syndrome (SARS), and SARS-CoV-2 belong to the β

coronaviridae family, but their subgenus are different: MERS and SARS under
Merbecovirus and SARS-CoV-2 under Sarbecovirus subgenus. Thus, though these
viruses are closely co-related, they differ in many aspects that include their effects
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on mankind when he/she is infected and the course for which medical treatment is
required.

DNA sequences consist of four major bases. In RNA, Uracil replaces Thymine.
Adenine pairs with Thymine and Guanine pairs with Cytosine using 2 and 3 weak
hydrogen bonds, respectively. With the increasing power of computation in modern
devices and advancements in deep learning, several attempts have been made to
decipher the structural features seen in the genome of several disease-causing viruses.
Typical sequence classification techniques rely on finding the common subsequences
that predominantly occur in the species and trying to find out the properties that they
possess. Needleman–Wunsch algorithm and Smith Waterman algorithm are some
of the best dynamic programming approaches to find overlaps between nucleotide
subsequences [1]. In this paper, we focus on finding one of the best methods to
classify sequences of MERS, SARS, and SARS-CoV-2 using architectures among
multilayer perceptron, convolutional neural nets, bidirectional long short memory,
and gated recurrent unit, that help to identify essential characteristics and to classify
the sequences [2, 3]. Section 2 deals with the related works done so far to classify
sequences within the same family. Section 3 elaborates the methodology followed in
our work and Sect. 4 describes the approach we propose, using the abovementioned
architectures. Section 5 discusses the obtained results with a visual representation
using ROC-AUC Curves and analysis of the sequences, while Sect. 6 discusses the
appropriate model that can be used depending on the availability of resources and
circumstances. Toward the end, at Sect. 7, we elaborate the future works that can be
carried out and also give an overall gist of the paper.

2 Related Work

The efforts to represent nucleotides in genomes in decipherable ways is a quintessen-
tial task. The techniques include similarity in subsequences and probabilistic
approaches [4, 5]. Our initial thought was, to express each nucleotide base as encod-
ings, that will yield a n-digit binary number [5] using Ex-OR operation for capturing
the patterns in various subsequences. Despite being a simple task, it could not capture
patterns of forthcoming subsequences. Sequence classification of the coronaviridae
family using support vector machines was done in [6] and certain other machine
learning techniques to classify the sequences were done in [7] to get good results,
but deep learning can capture non-linear relationships between subsequences more
accurately. CNN-based hybrid models were explored in [8] to classify genomes of
different families, but classifying subsequences of the same family is a challenging
task. The second approach was to perform one-hot encoding of individual bases or
the frequency information of k-mers or n-grams [9]. This approach has drawbacks,
owing to its incapacity to capture the similarity relationships between n-grams. The
BoW approach, as written in [10], does not consider the original index of k-mers in
the subsequences. In [11], an approach of denoting sequences using the nucleotides
and projecting them onto the Fermat spiral has been mentioned, but there will be
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many points in our case to project and obtain a good relation between nucleotides.
With progress in the domain of Natural Language Processing, many discovered the
co-relation between unigrams in nucleotide sequences with tokens in subsequences.
This prompted the beginning of word embedding approaches for subsequence repre-
sentations, purely performed based onmapping of nucleotides to numbers. However,
the task implies that the quantitative magnitude of one nucleotide will be more than
the other, which may bias the model and may not present the structural meaning.
Yet, it simplifies the problem manifold and deep learning also helps in efficient
classification of the sequences which are reflected in our results.

3 Methodology

In this section, we elaborately describe the functionality of each architecture used in
the work. The different architectures we use are multilayer perceptron, convolutional
neural network (CNN), bidirectional long short-term memory (BiLSTM) network,
and gated recurrent unit (GRU). In these architectures too, the input can be of two
different types. In case of MLP’s, the input is either in the form of a vector of single
nucleotides from the nucleotide sequences or in the form of k-mers that we obtain by
splicing the same. The detailed architecture used and the obtained results have been
discussed in subsequent sections. Perceptrons are used for supervised learning for
classification in which an input (represented as a vector) belongs to a specific class.
In general, perceptron consists of four parts: The input values, weights and bias,
cumulative sum, and an activation function which calculates and scales the output
in a linear or non-linear fashion. In this work, we use multilayer perceptron to make
the architecture accommodate more non-linear relations easily.

CNNs belong to the sub-section of deep neural networks which classify and
recognize certain characteristics from images and are used for examining and identi-
fication. It mainly denotes the mathematical function “convolution” which is a linear
operation where a function is multiplied with a kernel to result in a third function
that describes how the shape of one function is changed by another function. Though
CNN are used in many applications, in this work, we use it for genome classification.
Bidirectional long short-term memory (BiLSTM) is an architecture which is built
by just combining two independent Recurrent Neural Nets (RNNs) together which
makes this network to have forward as well as backward info about the sequence at
every instant. GRUs are considered as a variation of the popular LSTM as both are
of similar designs and produce equally good results in some cases.

4 Proposed Approach and Architectures

The dataset contains 2524 sequences grouped into 3 classes: MERS, SARS, and
SARS-CoV-2, and Table 1 shows the distribution of data. As evident, we have to
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Table 1 Number of
subsequences under each
species

Family name Number of subsequences in dataset

MERS 804

SARS 1691

SARS-CoV-2 29

Fig. 1 Multilayer
perceptron-proposed
architecture

deal with a class imbalance problem and still be able to accurately classify a given
subsequence into the correct group.

Since deep learning architectures also deal with numbers, we need to convert each
nucleotide into a corresponding vector. Another ideal thing to be done is to find the n-
grams of the sequence and vectorize the n-grams using algorithms such as FastText,
Word2Vec, and GloVe. However, in the work, the classification model was built by
converting each sequence into a number using a dictionary. This dictionary consists
of all nucleotide bases present in the sequence and the values in chronological order
as present in the universal IUPAC code for nucleotides.

After converting all the sequences into vectors using the value for every corre-
sponding key, the sequences were normalized by padding each sequence with the
difference between it and the longest sequence. Subsequently, it was given to the
architecture for classification with the corresponding class labels. We propose two
types of input characteristics: One based on passing each normalized value of each
nucleotide base as a value to each node, and the other one by normalizing the values
of k-mers that can be spliced from each sequence. This yields us the single base
(SB) and the k-mer models. We have also proposed four architectures based on
multilayered perceptron, CNN model, the BiLSTM model, and the GRU model for
classification. A pictorial representation for these is shown in Figs. 1, 2, and 3, and
the total trainable parameters in each is mentioned in Table 2.

5 Results and Discussion

Though the activation function in each model varies, the overall architecture of a
model remains the same in our case. The different activation functionswe use in these
models are relu, sigmoid, tanh, elu, and selu. There are no activation functions used
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Fig. 2 Convolutional neural
network-proposed
architecture

Fig. 3 BiLSTM-proposed architecture (left: 2 layers; right: 3 layers)

Table 2 Total Trainable
parameters in each
architecture

Architecture Total trainable parameters

MLP-SB 4,165,635

MLP k-mer 117,731

CNN k-mer 5,769,283

GRU k-mer 532,611

2 Layer BiLSTM 569,315

3 Layer BiLSTM 963,555

for the BiLSTM and GRU architectures. After using these architectures, the results
we get can be summarized in Table 3. To find the relation between true-positive and
false-positive rate, we can use ROC-AUC curves. For a multiclass ROC-AUC curve,
we can consider each class as unique and group all other classes temporarily into
another class to evaluate the ROC_AUC curve. Thus, the results we obtain for each
architecture after building the model are shown in Fig. 4.
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Table 3 Summary of results of all architectures used

Model Activation Train accuracy Test accuracy Precision Recall F1-score

MLP-SB relu 99.85 94.65 96.67 95.58 96.07

sigmoid 99.21 93.47 94.95 95.33 95.13

Cross-validated
score

tanh 91.53 86.34 89.75 91.76 90.26

= elu 99.75 94.06 95.31 95.92 95.59

94.44
(±0.79)

selu 99.85 94.06 95.61 95.45 95.53

ROC_AUC_SCORE = 0.9801954

Model Activation Train accuracy Test accuracy Precision Recall F1-score

MLP-k-mer relu 96.28 91.96 94.1 92.66 93.3

sigmoid 85.73 84.27 87.99 87.21 87.57

Cross-validated
score

tanh 86.33 85.1 91.24 85.38 87.08

= Elu 67.4 67.59 22.53 33.33 26.89

91.76
(±0.6)

selu 66.93 67.59 22.53 33.33 26.89

ROC_AUC_SCORE = 0.92975949

Model Activation Train accuracy Test accuracy Precision Recall F1-score

CNN-k-mer relu 96.44 92.56 96.11 93.09 94.27

sigmoid 66.93 66.03 22.01 33.33 26.51

Cross-validated
score

tanh 67.63 66.03 22.01 33.33 26.51

= elu 97.5 92.68 95.87 93.09 94.2

91.76
(±0.6)

selu 97.09 93.88 92.63 94.48 93.33

ROC_AUC_SCORE = 0.950430981

Model Train accuracy Test accuracy Precision Recall F1-score ROC_AUC
score

2 Layer
BiLSTM

68.2 66.51 22.17 33.33 26.63 0.5501

3 Layer
BiLSTM

66.75 66.51 22.01 33.33 26.63 0.5501

GRU 66.29 68.43 22.81 33.33 27.09 0.4997

6 Appropriate Architecture to Be Used

From these results, we can clearly decipher that the MLP-SB model clearly gives
us better results in most cases while the architecture is a bit heavy with several
trainable parameters. While the k-mer model was clearly made with the intention of
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Fig. 4 ROC-AUC curves for MLP-SB architecture {The best results out of all models}

finding a relation between sequences present as a group, the model gives an accuracy
slightly lesser than the SB model, but it has significantly lesser training parame-
ters (proportional to the k value we choose to splice the genome). This essentially
yields a trade-off: A better accuracy at the cost of more trainable parameters. The
CNN architecture has a few 2D convolution layers to relate the k-mers present in
the sequence, but present at a distance from the actual k-mer. This adjustment is
purely to reduce the model size at the cost of depth of the architecture and find
the relationship between non-adjacent k-mers in a sequence. It does ensure that a
few activations such as relu, selu, and tanh give respectable results at the end. The
BiLSTM architecture does not give very good as expected as the number of layers
considered are mush lesser. Intuitively speaking too, the model does not explic-
itly need to remember certain sequences for classification purposes while training.
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However, in future works, the number of hidden layers may be increased, keeping
in mind the computational costs, to get good desirable results. So, if the accuracy
of BiLSTM can be improved, then GRU’s can serve as a good alternative to the
BiLSTM architecture with lesser trainable parameters and increased precision.

7 Conclusion and Future Work

Though our approach is quite elegant and simple, there is always a way to improve.
Future works can include other approaches which improvise the use of Natural
Language processing techniques. In [2] and [3], various combinations of subse-
quence values of k-mers and size of word embeddings which were non-overlapping
nonrepetitive k-mer generation was used to derive good results on MERS and SARS
sequences. We can find other systematic approach for sequence representation of
MERS, SARS, and SARS-CoV-2 using FastText and Global Vectors (GloVe) [12,
13]-based n-gram embeddings which aims to capture the features of genomes and
give significant embeddings. The Word2Vec and Spike2Vec algorithm for creating
sequence embeddings are described in [14] and [15]. The suggested ANN-based
architecture, called ProtVec, considers a n-dimensional vector representation of the
sequence. Authors of [14] and [15] use a near approach to create dna2vec and
seq2vec representations, respectively, for sequence embeddings. In order to classify
the promoter in a DNA, [16] considered a way of using a mix of continuous FastText
n-grams and thus use the embeddings for classification by passing them to aConvolu-
tional Neural Network (CNN) model. This work done can also be extended by using
compression techniques on the sequenceswithout losing the structural integrity of the
actual sequence. Thus, the process will become more simplified and less utilization
of time and resources.
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The Architectural Design of Smart
Embedded Blind Stick by Using IOT

Mayank Gupta, Sweta Jain, and S. K. Saritha

Abstract It is well known that visually disabled people often find it difficult to inter-
act with their nearby environment. In this paper, we propose a design and show the
real-time implementation of the smart embedded blind stick. The main components
of the Smart Blind Stick comprise Arduino Uno, Ultrasonic Sensor, IR sensor, GPS
sensor, and Buzzer. Here, the ultrasonic sensor and IR sensor are used for obstacle
detection in the path of blind person, buzzer is used to make the person alert and
GPS sensor is used to track the blind person if she or he lost their path. Arduino
microcontroller will be used to control the whole scenario, where the smart stick is
a closed-loop system to monitor the nearby environment continuously, and send us
the output, by comparing the input result in the form of a buzzer sound.

Keywords IOT ·Microcontroller · Blind stick · Sensor · Visual impairment ·
Arduino Uno · Obstacle · Ultrasonic sensor · ETA

1 Introduction

According to the statistical reports, there are 285 million visually impaired people
worldwide, of whom 39million people completely blind, and 246million having low
vision, and there is chance that the number of blindpeople around theworldwill rise to
double in upcoming years [1]. Visual impairment or blindness refers to the individual
losing the function of vision, which occurs when part of the eye or the brain that pro-
cess images become diseased or damaged. When a person has a vision condition that
cannot be corrected by glasses or contact lenses, this is referred to as visual impair-
ment. The Iris of the human eye controls the amount of light that passes through the
pupil. It also has a cornea that focuses light and a retina that converts light into nerve
signals, that generate an image when delivered to the brain. When the retina or the
optic nerve transmits damaged light signals to the brain, vision becomes impossible.
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While interacting with the real world, the blind person needs the support of either
a second person or tools to assist him. For a longer period of time, the conventional
navigation systems such as white cans and guide dogs trained by guides or volunteers
were used. Day by day, people have begun to use it for building assistive gadgets
as technology changes. In addition, such gadgets are built to assist persons with
disabilities in their daily lives. And in the recent years, researcher have developed
many technologies to take care of the versatility of blind people. The travel aids
are typically used to address the mobility of visually impaired persons, with the
conventional write-can being themost refreshed and still themost popular. Electronic
Travel Aids (ETAs) comprise electronic gadgets, sensors, and signal processors [2–
8]. An ETA uses mainly two input components, sensor inputs and camera inputs.
Here, sensors are used to take the input in waves or signal form to find out the
obstacle, distance of the object, speed of the object, and existence of the object.

With the support of other new technologies such as wireless sensor networks, data
analytics, cloud computing,machine learning, and so on, the Internet of Things (IOT)
brings revolution by automating the manual process. Frommedical to education, and
agriculture to industry, the Internet of Things is transforming every aspect of life [9].
By collecting and delivering data via wireless sensor networks, sensors serve as
the foundation for smart automation. The Internet of Things (IoT) is an excellent
technology for solving the concerns that visually impaired persons face. This is what
the Smart Embedded Stick proposes to do.

In this paper, the IOT device is being connected with ultrasonic sensor, IR sensor,
buzzer, and GPS sensor. The stick analyzes the surrounding area with the help of
these sensors, discovers any obstructions in the route, and informs the blind person
with a buzzer sound. Apart from this, we have also attached GPS sensor to the blind
stick to find out the blind person if she/he gets lost.

2 Components

In the proposed work, following components have been used:

(a) Arduino Uno R3 (ATmega328p)
(b) Ultrasonic Sensor
(c) IR sensor
(d) GPS sensor
(e) Buzzer
(f) battery
(g) wires
(h) Led sensor
(i) Stick

Component description:

(a) Arduino Uno R3 (ATmega328p) Arduino Uno R3 is a open-source microcon-
troller board based on the ATmega328 chip. This microcontroller has 6 analog
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I/P pins, 14 digital I/O pins, onboard 16MHz ceramic resonator, port for USB
connection, onboard DC power jack, an ICSP header, and a microcontroller
reset button. In order to use the board, simply connect to the computer with a
USB cable, or power it with a DC adapter and later by the battery. The pro-
gramming can be done in the Arduino IDE. The Arduino UNO can be powered
either by USB or by an external power supply, and the power source is chosen
automatically. Arduino Uno microcontroller is shown in Fig. 1.

(b) HC-SR04 Ultrasonic Sensor Sensor can be used to accurately detect objects
ranging from very short range (2 cm) to long range (4 m). It can be easily
interfaced to any microcontroller. The sensor has two parts, transmitter and
receiver. The transmitter sends eight square wave pulses at 40 kHz, and the
receiver automatically detects whether the signal is received. A high-level pulse
is sent on the echo pin if a signal is returned. The time the signal takes to go
from first initiating to the return of the echo is the length of this pulse. As shown
in Fig. 2.
VCC is powered by 5V, while GND is linked to the Arduino’s GND pin or
to common ground. TRIG and ECHO generate digital signals and are attached
to Arduino’s digital pins. The distance between the object and the sensor is
determined by the time difference between transmitting and receiving the signal.
The object’s distance from the sensor can be estimated as follows (Fig. 3):

d = (v × t)/2 (1)

Here, d = distance, v = velocity, and t = time
(c) IR Sensor sensor module adapts to the ambient light. It is made up of two

primary parts: a pair of infrared transmitters and receiver tubes. When an IR
emitting tube emits a specific frequency, it comes into contact with a reflecting
surface. As illustrated in Fig. 5, the IR reflects it back to the receiver tube. The
green LED lights up after a comparator circuit is evaluated, and the signal output
will output digital signal via the potentiometer knob to modify the monitoring
distance . With a working voltage of 3.3–5 V, and the effective range is 2–10cm
(Fig. 4).

(d) GPS sensor this proposed work we aim to find out the coordinates of a blind
person usingGPS so that if a person lost their path sowe can find her/him byGPS
module. We are integrating an Arduino Uno and a GPS module in this project.
The GPS module uses the signals received from the satellite to determine the
location (latitude and longitude). Serial communication is used by Arduino to
read data from the GPS module (UART) (Figs. 6 and 7).

(e) Buzzer sensor and IR sensor periodically provide frequency signals. Signals are
reflected back to the source when they contact an obstruction. These signals are
received by the sensor’s receiver [10]. The sensor sends a signal to the buzzer
when items in the range are detected. The magnetic field is attracted by the
magnetic flush disk in the buzzer. The oscillation signal generates a changing
magnetic field that vibrates at the same frequency as the disk signal when it
passes through the coil.
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Fig. 1 The Arduino Uno R3 microcontroller board

Fig. 2 An ultrasonic sensor

3 Methodology

Following are the key points for the proposed methodology (Fig. 8):

i. Ultrasonic sensor and IR sensor attached to the stick in order to sense the object.
ii. GPS sensor module attached in order to find out the location of blind person.
iii. Calculate the distance of any object from the HCSR-04 and IR sensor using the

PIC micro controller.
iv. To find out the location by retrieving the longitude and latitude fromGPSmodule

using the PIC micro controller.
v. C programming language.
vi. If the stick finds the obstacle on the way, alerts the blind person by buzzer sound.
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Fig. 3 Working of an ultrasonic sensor

Fig. 4 IR sensor

Fig. 5 IR sensor working

A closed-loop system is the smart blind stick (shown in Figs. 9 and 10). The
system directs the blind person’s movement based on the output of the ultrasonic
and infrared sensors, and the difference of which is called as the error signal, on the
basis of which the Arduino generates the control commands, which are then fed into
the program section, that in turn signals if the buzzer should be sound or not.



544 M. Gupta et al.

Fig. 6 GPS sensor

Fig. 7 Buzzer

Fig. 8 Block diagram of proposed work
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Fig. 9 Blind stick’s final prototype

Fig. 10 System from
different angle

The buzzer sound and the ultrasonic sensor output are compared, thus deciding
the movement of the person. This entire process runs on a loop. For the proposed
system, we will be using the Arduino IDE, with additions of special methods and
functions. And the smart stick is transformed into an embedded smart stick using
this closed-loop control method.
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Fig. 11 Flowchart of smart
embedded blind stick

3.1 Flow Chart
i. The blind stick is triggered with numerous sensors and a microcontroller when

the system is turned on.
ii. When the user moves the blind stick, the sensors connected to it begin sensing

the surrounding environment and transmitting the information to the microcon-
troller.

iii. If case of object detection, it computes the obstacle distance and matches it with
database, or else it continues to look for obstacles.

iv. The buzzer is sounded in case of obstacle detection, else continue searching.
v. The similar controlling and sensing power is applicable for all the object detec-

tion sensors. The difference is only in buzzer sounds (Fig. 11).
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Fig. 12 Circuit Simulation

4 Experimental Setup

We provided a step-by-step approach for connecting all of the hardware components
in this part. One Arduino UNO board, an ultrasonic sensor, an IR sensor, a GPS
sensor, a buzzer pair, a led, a breadboard, a USB cable, a battery, and connection
wires are the components utilized.

The step-by-step process of hardware connections are as follows:

(1) As indicated in circuit Fig. 12, place all of the components on the breadboard.
(2) Construct a common bus A common bus positive BUS +ve and a ground GND

BUS.
(3) Connect the Arduino GND to the bus GND and the Arduino 5 V to the bus +ve.
(4) Connect the buzzer pos to Bus +ve and the buzzer neg to Arduino 11.
(5) The ultrasonic sensors’ gnd should be connected to Bus GND, and their vcc

to Bus +ve. Connect Arduino 7 and Arduino 8 to the echo and trig of the first
ultrasonic sensor.

(6) Between the LED anode terminal and Arduino 13, connect the resistor.
(7) Connect LED gnd to Bus gnd anode to resistor side.
(8) Connect the IR sensor’s gnd to Bus GND and the IR sensor’s vcc to Bus +ve.
(9) Connect the IR sensor output to the Arduino 12.

(10) Connect the USB connection to the computer and use the Arduino IDE to upload
the code to the board.

(11) Test the functioning and, if necessary, troubleshoot.
(12) Remove the USB cable and plug in the battery for power.
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Fig. 13 Timing diagram

Fig. 14 Time of flight versus measured distance

5 Result and Discussion

Ultrasonic sensors, infrared sensors, PIC microcontrollers, and GPS sensors are all
evaluated separately and together. Because ultrasonic and infrared sensors function
on the concept of echo, evaluating their reflection on various obstacles is crucial
(Figs. 13 and 14).

A pulse of ultrasonic sensor is about to sent 10 Ã^Â¼s to trigger the module.
After which, the module automatically sends 8 cycles of 40KHz. The module is
about to be triggered by a 10 Ã^Â¼s pulse from an ultrasonic sensor. After that, the
module delivers eight cycles of 40KHz ultrasound signal and detects the echo. After
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Fig. 15 Analog voltage versus distance of IR sensor

Fig. 16 Position of blind person

colliding with a barrier, the signal bounces back and is caught by the receiver. As a
result, the obstacle’s distance from the sensor may be easily determined.

Time of flight (TOF) is used by ultrasonic distance sensors to identify obstacles;
the output is a digital pulse with a duration equal to the time it takes for the sound
to reach the target and return. Several tests were conducted on various obstacles at
various distances, and the graph below shows the relationship between distance and
sensor output (the average of TOF).

We put the ultrasonic sensor to the test in real time and compared the results to
simulated calculations. Table 1 shows a comparison of the ultrasonic sensor analog
signal value between the observed and calculated values, allowing us to spot errors.
Same as we have performed test on IR sensor at different distance to observe the
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Table 1 Result of ultrasonic sensor comparison

Range (cm) Calculated analog
value (mV)

Measured analog
value (mV)

Error

0 0 0 0

5 25 24.1 0.9 mV

20 100 98.6 1.4 mV

40 200 194.3 5.7 mV

50 250 244.15 5.85 mV

Fig. 17 Performance and
accuracy of blind stick

analysis in between IR sensor voltage and distance to reflected object, which is shown
Fig. 15.

In case of any emergency, if user lost their path, we have implemented GPS
sensor with Wi-Fi module Node MCU esp32 and tested well. To handle this, there
is an Android application called Blynk to retrieve the position of blind person as
shown in Fig. 16. To test the performance of the stick in the real world, two trained
and two untrained blind people, with a few obstacles, were used, where two of them
are aware with the blind stick and two are not.

A blind person was asked to walk through various obstacles in the testing area.
The individual’s walking speed ismonitored. As shown in Fig. 17, the time it takes for
trained and untrained people to successfully walk through the obstacles is calculated.
The average speed of trained users was 0.75m/s, while that of untrained users was
0.45m/s, according to our calculations. In comparison, sighted people’s travel speed
is (1.4m/s). The results show that using the blind stick to train the user improves his
walking speed as well as his confidence in avoiding obstacles.
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6 Conclusion

Proposed system is novel approach for visually impaired people for providing nav-
igation in both indoor and outdoor environment. This prototype is simple to use,
inexpensive, comprehensible, and very cost effective. Thus, every people can effort
it. When the smart blind stick detects an obstacles in the route of the concerned
person, it sounds a buzzer to notify them. In addition, the installed system identifies
any obstruction within a 2-m range. And throughout our study, we have focused on
one issue, vision impairment. We performed this low-cost project to come up with a
solution. We hope that this project will expand across society, transforming disabled
people into capable people. This is our hope, to use this stick as a smart eye for those
with vision problems [11, 12].
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Optimizing CNN Architecture Using
Genetic Algorithm for Classification
of Traffic Signs in Real Time

Ruchika Malhotra, Saanidhi, and Dev Gupta

Abstract With the notion of smart cities transforming cities into digital societies
and making people’s lives easier in every way, Intelligent Transportation Systems
have become an integral element among all. The Intelligent Transportation System
(ITS) attempts to improve traffic efficiency by reducing congestion and ensuring the
safety and comfort of commuters in real time. Traffic sign detection and recognition
is one of the multifaceted conjunctive fields of research in ITS. In this paper, we
address the issue of the TSR (traffic sign recognition) problem, i.e., classification of
traffic signs along the roadside which plays a crucial role in developing advanced
driver assistance and autonomous driving systems. CNN’s network design has a huge
impact on its performance and convergence.As a result,weuse theGeneticAlgorithm
(GA) to automate the task of selecting a high-performance CNN (Convolutional
Neural Network) Architecture for the GTSRB (German Traffic Sign Recognition
Benchmark) dataset. The model is optimized through GA using multiple network
configurations in the search space. Our model takes into account the limitations of
the dataset, and we use certain data augmentation approaches to address the issues.
We were able to attain an average accuracy of 98.2% which demonstrates the state-
of-the-art performance on the publicly available dataset.

Keywords Convolutional neural network · Genetic algorithm · Multiclass
classification · Deep learning · Model optimization
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1 Introduction

Advanced driver assistance systems are designed to enhance car components
to improve safety and driving performance. Road sensors, in-vehicle navigation
services, electronic message signs, traffic management, and monitoring, and so on
are examples of these systems. One such feature is traffic sign detection and recog-
nition to make specific judgements to avert the potential risks. The feature must be
robust to a variety of real-life situations such as low illumination, obstructions, or
the sign being far away.

With the advancement of image processing techniques, a variety of deep learning-
based technologies have recently been applied to a range of recognition tasks. The
major objective is to devise a way for picking the optimal configuration for each layer
of a deep learningmodel. GA is useful for issues that require sophisticated algorithms
to solve since it seeks the optimal solution by simulating the natural evolution process.
When compared to state-of-the-art classification networks, the algorithm-configured
network structure performed similarly. In this paper, we show that our version of
CNN determined by GA from the exhaustive search space consisting of network
configurations performs exceptionally well on the given input dataset.

The article is organized as follows: Section 2 summarizes the related work that
has already been done on this subject. Section 3 contains the specifics of the model
structure suggested in this study, as well as other pertinent information. The evalu-
ation metrics, experimental findings, and task discussions are presented in Sect. 4.
Section 5 brings the paper to a conclusion.

2 Literature Review

On the themes of TSR and TSD (Traffic SignDetection), there is amassive amount of
literature, and numerous research papers available. These papers use ConvNet-based
approaches to solve the task.

The paper [1] uses a Deep Neural Network which comprises Convolutional layers
and Spatial Transformer Networks. It performs a comprehensive analysis of different
adaptive and non-adaptive stochastic gradient descent optimization algorithms such
as SGD, SGD Nesterov, RMSprop, and Adam, along with multiple combinations of
Spatial Transformers on the GTSRB dataset and achieves the top-ranked accuracy of
99.71%. Another article [2] suggested a unique technique of Separating-Illumination
Network (Sill-Net)-based CNN. This method comprises three major steps starting
with the segmentation of the illumination features and semantic features of the image
using the disentanglement method. A repository is created by combining the lighting
features. The repository is then imported into the support samples, resulting in an
improved training set that is subsequently utilized to train a recognition model. This
modelwas then evaluatedon avariety of classification task datasets includingGTSRB
and TT100K, generalized few shot benchmarks miniImageNet, CUB, CIFAR-FS,
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and three other logo datasets. In most situations, it outperformed other state-of-the-
art techniques by a significant margin. The paper [3] used the GTSRB dataset for
training and the Indian dataset for testing to detect the images of Indian Traffic signs
on the road usingCNN.For traffic sign detection, their approach incorporated transfer
learning from trainedmodels—YOLOv3-v4 andBLOBdetection. For classification,
they used themost efficient filter after testing the CNNmodels with filters of different
dimensions. They achieved a high training accuracy of 98.850% and testing accuracy
of 86.880%. The authors offer the Genetic CNN technique in [4] to automatically
design architecture to effectively deal with the image classification purposes. The
proposed algorithm was validated on CIFAR10 and CIFAR100 benchmark datasets
where CIFAR100 was used to show superiority of their algorithm as others do not
perform their experiments on it due to its large number of classes. The proposed
algorithm outperforms the accuracy of existing automatic CNN by giving 96.78%
on CIFAR10 and 79.47% on CIFAR100.

3 Proposed Work

3.1 Data Exploration and Description

The GTSRB [5] used in this paper is one of the widespread datasets randomly
obtained from the camera in a real-time scenario and was first presented at the
International Joint Conference on Neural Networks (IJCNN) in 2011. The dataset
consists of 51,839 images of German traffic signs divided into 43 categories. Figure 1
represents the data distribution—the training set comprises 34,799 images (67.1%),
validation set has 12,630 images (24.4%) and test set includes 4410 images (8.5%).

3.2 Data Preprocessing

The dataset poses 2 major difficulties in classification—low resolution with poor
contrast and uneven class distribution. The low contrast images could be iden-
tified using the inbuilt functionality provided by OpenCV [6]. According to the
is_low_contrast function, an image is a low contrast image if the range of brightness
in the image’s histogram plot is concentrated only over a certain region and spans
less than a fraction of the full range.

The class label skewness hampers the overall classification accuracy, labeling
accurately for the category which contains more data and identifying inaccurately
for the underrepresented classes. The abovementioned issues in the dataset could be
resolved by applying various techniques elaborated in this section.
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Fig. 1 Depicts the distribution of images across each unique class and suggest that the data is
divided in extremely irregular fashion

Data Augmentation

Data augmentation is a technique used for image expansion to improve the model
generalization ability. In this method, training data is converted into small batches
which are subjected to a randomselection algorithmused for choosing a data augmen-
tation technique fromapool. This step is performed to enhance the learning capability
of the network and improve the accuracy of identifying the target object. It introduces
a low information distortion level; therefore, the class labels will remain the same.
The image preprocessing is done using the OpenCV, a real-time optimized Computer
vision library tool and hardware (Fig. 2).

Local Histogram Equalization—This method is used to enhance an image with
low contrast by spreading out the most frequent intensity values in an image.

Random Cropping and Filling—It is a technique wherein we create a modified
subset of an original image. The desired output area of the image is set, then the
random output coordinates are determined, and the crop is performed.

Bilateral Filtering—A bilateral filter is for reducing noise, smoothing out the
image, without distorting the edges. It displaces the intensity of each pixel with a
weighted mean of intensity values from the neighboring pixels.

Color Transformation—It is concernedwith processing the components of a color
image within the framework of a single-color model.

Rotation—This technique is performed to rotate the training images by a minute
angle, 10°, in our case to improve the classification ability of the network.
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Fig. 2 Data augmentation

Resolving unequal class distribution

To fix the unequal class distribution challenge, the number of instances per category
is made to be equal to a random number which is determined by examining the
dataset. According to Fig. 1, Class 2 has a maximum number of instances, i.e., 2010
instances. Hence, the random number chosen can be 4000 which is approximately
double of 2010.

3.3 Hyperparameters

Optimization Algorithm and Activation function comprise the core components of
the network architecture of CNN. The hyperparameters directly control the behavior
of the algorithm, increment the convergence speed of the network, and enhance the
performance of the model by averting overfitting. The activation function is a non-
linear modification that is applied to the input before transferring it to the next layer
of neurons or converting it to output. Rectifier Linear Unit (ReLU) [7] is one of the
most widely used activation functions. It is defined as:

R(z) = max(0, z) (1)

Another activation function is Softmax which is often regarded as a combination
of multiple sigmoids. It is represented by:
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σ(�z)i = ezi
∑K

j=1 e
z j

(2)

It is used for multiclass classification [8] problems to determine the probability
of the test data belonging to each class at the end of the network. An optimization
algorithm is a process that compares several solutions iteratively until an optimum
or suitable one is discovered.

3.4 Model Architecture

Outstanding Network Architecture is necessary for a deep learning model to outper-
form other state-of-the-art DNNs. The Network Architecture Search process is auto-
mated using Machine Learning techniques. Genetic CNN is one such method that
selects CNN configurations using the GA. The link between the convolutional layers
of the initial pool of candidates is encoded in this method. Furthermore, the algo-
rithm selects CNN candidates with the network’s best fitness score performance.
Through crossover, the chosen ones produce offspring, and mutation is then applied
to a random selection of candidates. To find an effective network architecture struc-
ture for a given input, we employ network configurations as the search space in
this paper, keeping the other hyperparameters constant due to high computational
overhead costs (Fig. 3).

The connections between convolutional layers are encoded using a binary repre-
sentation method. The network structures are divided into stages, with convolution
layers between the input and the pooling layer at each stage. The layers within a

Fig. 3 Block diagram depicting the process of our algorithm
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Fig. 4 Illustrates the structure with one stage having three nodes within the stage (Ks = 3). The
number of bits required to encode the structure = 3

stage are termed nodes. To ensure that fixed-length binary strings are encoded, this
approach is used to establish a family of networks.

A network is composed of S stages, s = 1, 2,…, S, and the sth stage contains Ks

nodes, denoted by vs, ks, ks = 1, 2, …, Ks. The nodes within each stage are ordered,
and only forward connections are permitted. The connections are converted into
binary numbers, encoding the summation of preceding input nodes for each node. A
bar is used to separate the stages, while a hyphen is used to divide the nodes in the
binary string. The number of bits required to encode the inter-node connections of a
network with S stages, where each stage has ks nodes is determined by the formula
(Fig. 4):

number of bits =
∑

S

1

2
Ks(Ks − 1) (3)

3.5 Process

The initialization step generates a population of CNN models in encoded, binary
format by randomly creating a set of candidates. Each candidate in the population is
referred to as a chromosome, abbreviated as s. The next step evaluates the accuracy of
categorization of the decoded chromosome with each of the supplied populations of
network architectures. These accuracies are then utilized to determine the algorithm’s
fitness. The fitness score is an objective function responsible for determining the
survival of each chromosome. For our algorithm, an optimal fitness score is chosen,
and the process is repeated until aCNNmodel reaches the score. If no network config-
uration achieves the ideal fitness score, the algorithm follows the below-mentioned
steps as shown in Fig. 3. In Rank-based selection system, the chromosomes with
better classification accuracies will survive this stage to guarantee that the algorithm
converges quickly. During Uniform Crossover, the individuals who survived the
previous stage develop the next generation of individuals. Using a random variable,
a random pair of parents is chosen to produce offspring. The mutation process for
an individual chromosome consists of flipping each bit independently with a certain
probability to sustain the good properties of surviving individuals.
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Table 1 Results of genetic CNN, showing accuracy of the generated networks

Number of
generations

Maximum accuracy % Minimum accuracy % Average Best network
architecture

50 98.8 97.6 98.2 1–01 |
1–11-011–0111 |
1–11

Fig. 5 Depicts the final network architecture

4 Results and Discussion

In our paper, we formulated a neural network with S = 3 and nodes (K1, K2, K3) =
3, 4, 3. The total number of bits required to encode the network could be calculated
using the equation. The total length of chromosome = 12.

Other parameters like the number of individuals N and number of generations
were set to 10 and 30, respectively. To determine the network’s accuracy, the selected
chromosome was decoded into the network and trained for 50 epochs. The fitness
value for the selection process was assumed to be equal to the accuracy value. The
evaluationmetric chosen to assessmodel performancewas accuracy (Table 1; Fig. 5).

It comprises 11 convolutional layers divided into 3 stages and 3 max-pooling
layers. A dropout layer is introduced at the end of the pooling layer and after a fully
connected layer. We have used the softmax activation function for the output layer
since it is a multiclass classification problem. We used GPU for faster processing of
the model.

The proposed CNN model architecture which is chosen as a result of selection
through GA after 50 generations were able to achieve high accuracy of 98.2% which
is comparable to other state-of-the-art architectures.

5 Future Work and Conclusion

In this paper, we developed a CNN architecture using the optimization capability of
the GA for a given dataset. We attained an average accuracy of 98.2%with a network
consisting of only 12 weighted layers. In the future, we hope to modify our algorithm
to operate with a variety of input datasets. We can also incorporate hyperparameters
like activation function and optimization algorithm in the search space for genetic
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algorithms to further enhance the model’s performance. Some other preprocessing
techniques could also be used to improve on the raw dataset end. We can also try
comparing performances with other models like ResNet [9] and VGGNet [10].
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Analysis of Student Satisfaction
on Virtual Learning Platforms During
COVID-19

K. Abirami and G. Radhika

Abstract As a result of the global spread of COVID-19, e-Learning has recently
experienced extraordinary growth. Many educational sectors have made the transi-
tion from traditional classroom learning to virtual learning via various online plat-
forms. In this epidemic, virtual learning has enabled all schools and universities to
continue to provide education. This rapidly growing alternativemodality necessitates
the provision of robust and high-quality education. It is also important to figure out
whether online learning satisfies the needs of pupils. Even if learning has become
easier, many people still confront difficulties, poor connectivity and e-platform. This
study aims to identify the students’ satisfaction by conducting a survey and analyzing
it by means of data analysis and data visualization.

Keywords Google cloud platform · Sentiment analysis · Visualization ·
WordCloud

1 Introduction

Most educational institutions throughout the world have been shuttered since about
March 2020 to slow the spread of the COVID-19 epidemic. The lockdown due to
the pandemic in India has brought an interruption in the education of students. The
offlinemode of education has been flipped, and the virtualmode of learning is the new
trend. Online learning provides an efficient way of teaching. The potential benefits of
implementing a Virtual Learning Environment have been recognized by educational
institutions. This is because the Internet creates, fosters, delivers, and facilitates
learning, anytime and anywhere. E-learning is also made easier and more inter-
esting. It also gives more individualized, comprehensive, dynamic learning content
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in real-time, aiding in the development of knowledge. The coronavirus (COVID-
19) pandemic threw this situation into disarray and forced e-learning to take center
stage. Face-to-face lectures were replaced with either online lectures or other mate-
rials. Students began to communicate via digital channels to complete group tasks and
even socialize [1]. To achieve this objective, student satisfaction, instructor support,
student interaction and collaboration, and course materials were key factors to be
assessed. The online mode of education, being new to everyone, has its own merits
and demerits. This research will gather feedback from students in high schools and
colleges about their virtual learning experiences when, because of educational insti-
tution closures, an unprecedented quantity of learning began to take place online.
The fundamental research topic of this study is to examine e-learners’ perceptions of
quality issues in the entire e-learning process. Further, data analysis will be made to
assess the satisfaction of students in online educational platforms. Finally, some inno-
vative solutions and recommendations are provided to make virtual learning student
friendly. We propose to analyze the Student Satisfaction with Online Education Plat-
forms in India during the COVID-19 pandemic. It has caused a sudden shift in the
teaching and learning process in schools and colleges. When schools and colleges
all around the world had to be shut due the outbreak of COVID-19 pandemic, online
learning became an urgent necessity to ensure that the students had a continuity in
their education. Though online learning serves as a great tool in personalized and
visual learning experience, there are quite a lot of challenges associated with it.
Our study focuses on analyzing various concerns of students in the virtual learning
process and aims to provide a solution.

2 Related Works

Analysis of User Satisfaction with Online Education Platforms in China during the
COVID-19 Pandemic has been presented in [2]. This paper talks about a survey
conducted on impacts of virtual learning and how they have extracted the factors
influencing satisfaction and established a scientific and effective satisfaction index
system. Also, the data obtained from an offline questionnaire were examined and
analyzed, and a structural equation model was built for quantitative analysis of the
relationship between various indicators.

E-Learning: Survey on Students’ Opinions [3]. This paper thus concentrates on
the survey from which reliable data is obtained regarding the student’s opinion of
e-learning, what their real predispositions for e-learning are, what form of course
materials they expect, which type of questions they find most useful for knowledge
assessment, the way course materials are presented, types of questions for knowl-
edge assessment, etc. Then, an analysis is carried out and results are presented and
analyzed.

A survey of sentiment analysis in social media. Sentiment Analysis of Twitter
Data: A Survey of Techniques [4]. The users post their tweets in Twitter. These
tweets are extracted in the form of unstructured data. The unstructured dataset is
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converted into structured form and then extracts features from structured review.
The features of the words are selected and then classification technique is applied on
extracted features to classify them into its sentiment polarity that is namely either
positive or negative [5, 6]. Online social networks are to share content withmaximum
users. This enormous sharing of information can lead to malicious users leverage the
privacy of an individual.

An attempt has been made in this paper to improve privacy preservation by calcu-
lating the reliability of a user and can entrust on his/her peer using the content
sharing, machine learning, and tone analysis [7]. This paper elaborates a Smart
Cloud E-Learning System with Social Networking based on architecture level of
social networking and e-learning cloud system to support e-learning interactions
in world-wide environments [8, 9]. Here, a survey is conducted and a comparative
analysis of existing techniques for opinionmining likemachine learning and lexicon-
based approaches is done. Also, general challenges and applications of Sentiment
Analysis onTwitter is discussed. In our proposedwork,we have focused on analyzing
the concerns of students and providing a solution for them. The fundamental research
topic of this study is to examine e-learners’ perceptions of quality issues in the entire
e-learning process. We also made various data analyses, Sentiment analysis visual-
izations using different Python libraries. We have also produced a simple solution
of chrome extension to disable unwanted access. Twitter tweets regarding e-learning
during COVID are extracted using Tweepy and analysis will be done using Python’s
TextBlob library [10]. In this paper, they have taken different datasets from Facebook
and twitter and have analyzed it with various sentiment analysis techniques based on
modularity.

Jupyter Notebook—For performing various analysis and visualizations, Python
libraries—To analyze and visualize the data.

Google Cloud Platform—For performing analysis on the data.

3 System Requirement Analysis

• Data Collection
• Static Data Analysis and Visualization
• Sentiment Analysis in Python and Google Cloud Platform
• Sentiment Analysis on Twitter Data in Python (Streaming Data)
• Recommendations and Solution Implementation.

3.1 Proposed Methodology

Module details of the system.
We split the module into six sub-parts as mentioned in Fig. 1.
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Fig. 1 Architecture diagram

• Data Collection: Data collection from the survey conducted via Google forms a
Twitter Static Data

• Analysis and Visualization: Exploratory Data Analysis and Data Visualization
using different Python libraries like NumPy, Pandas, Matplotlib, etc.

• Sentiment Analysis in Python and Google Cloud Platform (Static Data): Here, we
have made use of Natural Language Processing libraries (TextBlob, WordCloud)
in Python framework Jupyter Notebook to do a detailed sentiment analysis on the
overall experience of users in online learning.

• SentimentAnalysis onTwitterData in Python (StreamingData):Here, a sentiment
analysis is made on all the tweets regarding online learning during this pandemic
using a NLP library called Tweepy.

• Recommendations and Solution Implementation: A simple solution of a chrome
extension is designed to disable access to all other unwanted web sites during
online classes.

First, a list of questionnaires is formulated and then a google form is created. Then,
a survey is conducted via Google Forms to collect the responses from students. The
survey data collected is then cleaned to remove noisy data. Then, various types of
analysis are done on it to get some valuable insight from the survey. Then, data is
visualized in the form of bar charts and various plots. Then depending upon the
analysis carried out, various recommendations are given and some solutions are
provided to improve student experience in online learning. Then, streaming tweets
from Twitter about e-learning in COVID-19 is collected and then analyzed.
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4 Implementation and Testing

4.1 Data Collection

The questions are populated regarding the pros and cons of e-learning, and a survey is
conducted using Google Forms. After the survey is taken by parents and students, the
required data is collected. The form data is then exported to .csv format for analysis.

The link for the Google Form survey conducted is:
docs.google.com/forms/d/1IK9UTzmzVBpmpEmsjJrRfNxaJSbO6HSpIXgz7jg
UJI/edit?usp=sharing.
The link for the dataset is:
docs.google.com/spreadsheets/d/1HbS1LPVWaVBuVYz3u7JynLUSxfXYo
RiTsUxcOPFxbgY/edit?usp=sharing.

4.2 Data Cleaning and Feature Extraction

This type of analysis is done by using Natural Language Processing (NLP) API in
Google Cloud Platform. This API reveals the structure and meaning of text which
is mainly used to extract information about people, places events in text documents,
blogs, etc., analyze the sentiment of the text, and parse intent from customer conver-
sions in messages followed by (1) data encoding is done to convert the categor-
ical values to numerical for easier analysis using techniques like one hot encoding
and label encoding. (2) We have visualized the data to get some insights regarding
it using various python visualization libraries like seaborn, Matplotlib. Visualiza-
tion is done using various types of plots like histogram, pie charts, and boxplots.
Sentiment Analysis is done starting with Tokenization: When analyzed textual data,
tokenization is a very crucial step. By evaluating the sequence of words, tokeniza-
tion aids in interpreting the meaning of the text. Basically, tokenization can either be
word tokenization or sentence tokenization. In our application, we have used word
tokenization (breaking of a sentence into words). Tokenization can be done using
a variety of methods and libraries. Some of the libraries that can be utilized to do
the work include NLTK, Gensim, and Keras. Tokenization is handled using NLTK
(The Natural Language Toolkit) in our application. Here, NLKT is chosen because
it provides the fastest and most accurate syntactic analysis over any other Natural
Language Processing library released till date. Stop words (words in the text that
add no meaning to the sentence and whose removal will not impact the p) should
be removed after tokenization. Stemming: In our sentiment analysis application, we
want all the tenses of a word to be treated the same because the sentiment of the
word does not differ in different tenses of the same word. We want the program to
recognize that the words “ask” and “asked” are just different tenses of the same verb.
Words like “learn,” “learned,” and “learning” should be treated as the same. In short,
all tenses of the word should be reduced to its root word. This is achieved by using
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a technique called stemming [11]. The idea here is to reduce different forms of a
word to a core root. Words that are derived from one another, especially if they have
the same basic meaning, can be mapped to a single word or symbol. Also, in the
context of machine learning-based NLP, stemming makes your training data simpler
by reducing the number of words to a large extent. This makes the analysis much
easier. This makes stemming a very important process in the context of text analysis.
This reduces the complexity of text analysis to a great extent and makes the process
of text analysis much easier, simpler, and less complex for data analysts. Finding
Polarity and Visualization using WordCloud library:

In sentiment analysis, polarity refers to recognizing positive, neutral, and negative
sentiment orientation in written or spoken language. The most important part of
sentiment analysis is to examine a body of text to comprehend the context and
opinions expressed therein. Because computers can only read numerical data, we can
use polarity to quantify positive and negative emotions. From the sign of calculated
polarity score, the overall sentiment is inferred as positive, neutral, and negative from
the user reviews.

WordCloud library in Python is a visual representation of text data. From this
visual representation, we can quick valuable insights about whether a majority of
users have given positive or negative reviews. The importance of each word is shown
by font size or color in this visualization, which consists of words that are usually
single words. From this visualization, we got valuable insights about the overall user
reviews.

4.3 Advanced Analysis in GCP

This type of analysis is done by using Natural Language Processing (NLP) API in
Google Cloud Platform. This API reveals the structure and meaning of text which is
used to extract information about text documents, blogs, places, people and events,
etc., and analyze the sentiment of the text and parse intent from customer conversions
in messages. Some of the few challenges encountered during analysis of static data
are

• Data collected may sometimes become bad data which means data that is out-of-
date, incomplete, or incorrect in some capacity. So, implementing amore dynamic
approach to data collection and data maintenance will significantly improve the
quality of your data.

• Also, dynamic data is more readily available and easily accessible as it is readily
available on the Internet in various social media platforms like Facebook, Twitter,
LinkedIn, and Instagram where people usually raise their views, opinions, and
concerns. So, such social media platforms can be readily used to get access to
streaming data on the Internet. We can be guaranteed that data in such platforms
will never go outdated because most social media platforms give access only to
recent data during data mining. They do not allow access to incredibly old data.
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4.4 Twitter Analysis

Here, we will be collecting tweets from Twitter in order to analyze the experience of
students in virtual learning platforms. Twitter API is used to collect data fromTwitter.
Here, we have used TextBlob which is a Natural Language Processing library for
Python. We have analyzed the tweets of individual tweets in terms of polarity. Also,
a small visualization using histogram is done. Steps followed for analysis:

• Setting up the environment: Initially, a twitter developer account is created to get
access to all Twitter data. Then, an application is created in the developer account
and the secret keys (consumer keys and access token keys) are generated which
has to be used in our project to get access to all individual tweets.

• Importing the necessary libraries: Then, all the necessary python libraries like
Tweepy, NLTK, textBlob, Pandas, and NumPy are imported which are used in
various stages of the analysis. NLTK can be used for various text-processing
applications like sentiment analysis. TextBlob is a Python library which is built
upon NLTK. It is used in a variety of applications like art-of-speech tagging, noun
phrase extraction, sentiment analysis, classification, translation, and more.

• Searching the requirement tweets using Twitter API: Now using the secret keys
generated, we have searched for tweets. For this, a special method called Cursor()
is used. In this method, we give parameters such as the search item, the start date
of the search, and the language of the tweets. Also, twitter allows access to only
recent tweets. It does not allow access to very old tweets.

• Data Cleaning on Tweets: In every data analysis application, the data must be
clean for efficient analysis of data. So, initially, all the noisy data present in the
Twitter dataset has to be processed and removed. So, data cleaning plays a very
important role in any data analysis application. Then, data cleaning is performed
on these tweets extracted. In this process, all numbers, very small words with just
one or two characters and all the URLs are removed because all the things do not
contribute much to the analysis of data.

• SentimentAnalysis onTweets: Then, the Pythonpackage textBlob is used to calcu-
late the polarity values of individual tweets on the efficiency of virtual learning
platforms. We have created textBlob objects which assign polarity values to the
tweets. Then, the polarity values of tweets are identified by using the attribute
polarity of textBlobobject [12]. The sentiment property returns a tuple of the
form-Sentiment (polarity, subjectivity). The polarity values tell us the sentiment
score of the particular text. The polarity score is a float within the range [−1.0,
1.0]. The value of 1.0 indicates positive sentiment, a value near to−1.0 indicates
negative sentiment, and a value near to 0.0 indicate neutral sentiment. The subjec-
tivity score is a measure of subjectiveness. The subjectivity is a float within the
range [0.0, 1.0] where 0.0 is very objective and is very subjective.

• Sentiment Analysis using Histogram: Finally, a small visualization using a
histogram is done to find out the majority of sentiments in user reviews. This
is done by using a Python library called Matplotlib. It is an open source alterna-
tive for MATPLAB for plotting graphs. This library is mainly used to create static
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and interactive plots and visualizations. From this histogram visual, a majority
of tweets was found to have a sentiment score of near to 0.0. So, from this it
is understood that most of the users had a neutral experience in virtual learning
platforms. Thus, graphs like histogram give a quick visualization of the overall
reviews given by the users. From the Python data analysis done for the data which
was collected from the survey, it was inferred that most of the students found
social networking sites and other entertainment sites on the Internet to be very
distracting during their online classes. So, in order to provide a simple solution to
this, a small chrome extension called “Simple Toggle Sites” was built in order to
restrict access to such sites. 1. A chrome extension called “Simple Toggle Sites”
was created. When this extension is activated, it would block certain web sites
whose sole purpose is for entertainment. This is done in order to avoid any distrac-
tions the students may face during online classes. Technologies used for creation
are HTML and CSS-Front-end and Javascript for Back-end. Using Javascript, the
web sites mentioned in the list will be blocked when the toggle is activated. This
is done by creating a listener before every web request, and it will check whether
that web site is in the list of webpages mentioned in the list.

5 Results and Discussion

See Table 1.
Using the WordCloud package, we will be able to generate an image that gives

us the most representative words in a chosen set of reviews. Some popular words
that can be observed above include “fine,” “great,” “good,” and “learn.” These words
mostly give positive meaning [13, 14] (Tables 2 and 3; Figs. 2, 3, 4, and 5).

Table 1 Analysis of positive
sentiments using python

Awesome learning Positive

Great to access learning stuff Positive

Awesome platform Positive

Excellent way to teaching and understanding Positive

Table 2 Analysis of negative
sentiments using python

Too boring and distracting Negative

Worst and too distracted Negative

Too hectic and boring Negative

Too bad experience Negative

Worst Negative
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Table 3 Sentiment analysis

S. No. Polarity Tweet

0 0.000000 RT Bell Foundation Are you for ways to..

1 0.216667 Texas schools urge quick legislative actions so..

2 −0.300000 The COVID19 pandemic reshaped the education la..

3 0.000000 A virtual COVID19 Response Town Hall Monday 52..

4 −0.062500 This is my 3rd year teaching and i am still le..

5 0.000000 We are back to school virtually tomorrow we ar..

6 0.000000 Virtual learning lab COVID19 vaccine in the Wor..

7 0.450000 BT Brizard JC the Centre for inclusive innovation..

8 0.268182 RT ADHR Journal Two new ADHR Journal articles a…

9 0.268182 Two new ADHR journal articles are available Onl..

10 0.033333 12 The impact of COVID19 Promoted virtual remote..

Fig. 2 Result from sentiment analysis (GCP)
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Fig. 3 Twitter data analysis

Fig. 4 Result from sentiment analysis (GCP)
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Fig. 5 Sentiment analysis
from tweets

6 Conclusion and Future Enhancement

Thus, in this studywe have accurately analyzed various concerns faced by students in
online learning platforms. Also, we provide certain recommendations and solutions
to enhance the overall learning experience of the students. In the future, we can
get data from various social networking sites like Facebook and LinkedIn so that
we can get reviews from many users. Also, we can derive data about the number
of likes, retweets, and comments, etc., and analyze that. These will significantly
increase the efficiency of analysis and will enable us to accurately analyze the data
and provide better solutions and recommendations. We can also combine Adaptive
Neural Network for the target-dependent Twitter sentiment classification in future
[15, 16].
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Analysis of Browsing Activity of Portable
Opera Browser in Windows 10 Pro
System in VMware Workstation Using
Digital Forensics Software

Arjun Chetry and Uzzal Sharma

Abstract For human beings, irrespective of their profession, Internet connectivity
became a necessity for survival in this digital age, but at the same time, privacy
is becoming a growing concern for every Internet user. With rapid growing trends
of personalized Internet activity, digital profiling is becoming a new normal, and
all Internet servers are compiling users’ activities to provide better suggestions or
recommendations. So, to avoid compilation of such activities, users are using facili-
ties like portable browsers, private browsers, and tor browsers to remain anonymous.
When similar facilities are used by criminals, then it is becoming a challenge for
law enforcement agencies to investigate cases. Therefore, in this paper, we intend to
analyze the portable browser in windows 10 pro in virtual machine for exploring the
possible artifacts retrieval using digital forensics software. During analysis, it was
found that various types of artifacts were available about the browsing activity from
virtual machine hard drive and from RAM dump.

Keywords Digital evidence · Live forensics ·Memory forensics · Portable
browser · Volatility framework · FTK · Opera browser

1 Introduction

Digital profiling in Internet for better personalized service is becoming new normal.
However, from the point of view of personal privacy, users are avoiding such moni-
toring of Internet activities by using portable browser or private mode [1]. It is perti-
nent to mention that even the criminals prefer to use such mode of mode browsers
to avoid tracking their Internet activities or to make themselves anonymous. Modern
day browsers are having private browsing mode to protect user’s privacy, but cyber-
criminals are using these facilities to remain anonymous while executing various
types of crimes [2]. Therefore, it is vital for law enforcement agencies to find out
various artifacts available in the system,whenever there is any crime committed using
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such private browsing mode. In this paper, it is intended to perform forensics anal-
ysis of system to check whether portable modern browsers are collecting or saving
any types of data or not. So, simulation scenario is designed using virtual machine,
and some activities are performed in portable browsers in private mode followed
by forensics analysis to retrieve evidences related to these activities as performed
similarly for portable browsers in [3, 4].

2 Modern Day Browsers and Anonymity Techniques

With time, many browsers are launched in the Internet for privacy of Internet users,
and most of them are available to execute in portable mode. Some of the example of
portable modern day browsers are as under:

i. Opera portable browser
ii. Falkon portable Web browser
iii. Google Chrome portable (Freeware)
iv. Mozilla Firefox, portable edition
v. Iron portable—advanced Web browser.

Out of these browsers,Opera portable browser is selected for this paper purpose,
and forensics analysis is performed tounderstand the recoverable artifacts fromOpera
portable browser.

3 Experimental Setup for Simulation

It is observed that many techniques are used by cyber-criminals to avoid leaving any
evidences in the system. So, to create the simulation environment, virtual machine
setup is used, and forensically, clean media is engaged for IR tools and system.
Criminal may use USB stick or memory card to store the portable browsers and run
the application in portable mode, so the similar setup is used for this experiment [5].
To collect the evidences, forensically, clean USB storage device is used, and VMDK
file, RAM dump, and related evidences were collected for the analysis as discussed
below.

i. Windows 10 Pro Setup:
Windows 10 pro is set up on VMware workstation 16 as shown in Fig. 1.
This system is a fresh system and not having any previous residual data in
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this system. Therefore, it is presumed that the initial registry is fresh, and no
previous browsing history is available in this system.

ii. Preparation of USB drive with portable Web browsers:
Many platforms or modern-day browsers available for downloading of portable
browsers. For this experiment, portableApps Web site [6] is accessed for down-
loading of portable browsers, and accordingly, it is installed on forensically
clean USB drive as shown in Fig. 2.

iii. Criminal activity performed on System:

Suppose the system was used by anonymous user to perform criminal activities
using portable opera browser and, for example, the accused was accessing various
Web sites in the Internet like : www.ahmia.fi, www.google.com,www.facebook.com,
www.gmail.com, www.cybernews.com, www.youtube.com, and many more. Using
NirSoft tools [7], activity performed in the system is recorded as shown in Figs. 3
and 4.

iv. Digital Forensics Tools on USB Drive:

Fig. 1 Windows 10 pro on VMware workstation

Fig. 2 Portable browsers installation on USB drive

http://www.ahmia.fi
http://www.google.com
http://www.facebook.com
http://www.gmail.com
http://www.cybernews.com
http://www.youtube.com
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Fig. 3 Details of last activity performed in the system

Fig. 4 Details of USB connected in the system

It is pertinent to mention that privacy is important for every Internet user, but at the
same time, if device is used by anonymous criminal for committing crime, then it
is important to know what are artifacts are possible to retrieve from such system
and RAM during investigation. Therefore, in this paper, we intend to find out the
different types of artifacts from system drive, from RAM of system and from USB
drive. Details of tools engaged during experiment are as under:

Stages Steps performed

Ftk Imager Ftk Imager was used for capturing the RAM data
as well as to image the storage drive of this system
into external hard disk drive for analysis

Regshot Registry tool was engaged to compare the registry
artifacts involved before and after executing the
portable browser in the system

Magnet Axiom Forensics Software and
Autopsy forensics tool

Magnet Axiom forensics software and autopsy
forensics tool were used for analysis of digital
evidence to find out all relevant artifacts

(continued)
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Fig. 5 Imaging of RAM and pagefile.sys

(continued)

Stages Steps performed

Volatility framework Command line volatility tool was used for
analysis of memory artifacts from captured
memory of this system to list the live process
details and other related evidences

4 Acquisition of Digital Evidence

Regshot software is used to capture the registry of the system as registry stores all the
artifacts of windows system [8]. Thereafter, volatile data from RAM were collected
using Ftk Imager tool for analyzing the live data of RAM as shown in Fig. 5.

Similarly, Ftk Imager was used for imaging of storage media, VMDK file of
virtual machine and saved in USB hard disk drive.

5 Digital Forensics Analysis and Results

During analysis of VMDK file, Magnet Axiom software was used, and various arti-
facts related to Internet activity performed in this system are retrieved as shown in
figure. This shows the instance of opera.exe was running in this system from IR tools
folder of pendrive (Figs. 6, 7, 8, 9 and 10).

During analysis, it was also found that there are URLs list available in system for
Web sites visited from this system.Also, it is found that the SMTP.Gmail.comURL is
available during analysis of vmdkfile as one test emailwas sent fromportable browser
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Fig. 6 Details of opera process execution—from VMDK file

Fig. 7 Opera portable browser executed from USB drive—from VMDK file

Fig. 8 Various URLs accessed in this system—from VMDK file

Fig. 9 PortableApps information—retrieved from VMDK file
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Fig. 10 Gmail SMTP protocol information—retrieved from VMDK file

during simulation. Also, Magnet Axiom shows the statistics of various artifacts links
available during analysis. All downloaded files were stored in USB drive during
simulation exercise and during analysis; all those downloaded links and storage
location are available on VMDK file (Figs. 11 and 12).

From the results of analysis of VMDK file of virtual machine installed with
windows 10 pro, it is summarized that there are multiple files or information like
Web site visited, downloaded, email accessed, and opera processes are possible
to retrieve from VMDK file of the system. This shows that the information about
portable browser and related information is recoverable from the system [9]. Even

Fig. 11 Multiple information about Web activity—from VMDK file

Fig. 12 Downloaded and saved file information—retrieved from VMDK file
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Fig. 13 Process list of opera portable browser—from RAM dump

with the help of RAM dump analysis [10], many information about the running
processes in the system and the list of opera running process is found as shown in
Fig. 13. Therefore, it is possible for law enforcement agencies or investigator to
retrieve artifacts which may help investigator in proving the case to the court of law.

6 Conclusion and Future Work

As mentioned above, various types of information are available in system drive and
in RAM dump about the activities performed by accused using portable browser.
Therefore, it is concluded that the portable browsers are leaving various types of
information in the system which may be used by investigator during investigation.
In future work, further analysis may be performed for multiple portable browsers to
find out the list of evidences possible to retrieve from portable browsers, especially
if it executed in private mode.
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Breast Cancer Diagnosis Using
Histopathology and Convolution Neural
Network CNN Method

Mazhar B. Tayel, Mohamed-Amr A. Mokhtar, and Ahmed F. Kishk

Abstract High-performance computer tools have been more widely available, and
deep learning systems that utilize deep neural networks have become increasingly
common in many fields. Deep learning approaches based on convolution neural
networks (CNN) have becomemorewidespread as high-performance computer facil-
ities have grown. An overview of the growth of deep learning models and a concise
explanation of various learning approaches, such as supervised learning, trains the
neural network using labeled data. Solid experiments are required in medical image
analysis studies to prove the efficacy of proposed approaches. Many architectures,
such as Pre-trained Networks and Convolution Neural Networks CNN, are employed
to achieve breast cancer diagnosis. Various classification measures may be utilized,
making comparison of the methodologies challenging. Medical screening methods
have grown increasingly important in the detection and treatment of diseases. Early
identification of breast cancer is regarded to be a crucial element in loweringwomen’s
mortality rates. Several different breast screeningmodalities are being investigated to
improve breast cancer diagnosis. Histopathology is used in a current cancer detection
and localizationmethod that uses artificial intelligence to screen for breast cancer and
identify the existence of tumors in the breast. This study focused on an experimental
dataset that employed convolution neural network (CNN) techniques to detect and
localize breast tumors (i.e., pre-trained CNN). CNNs are a powerful tool for solving
real-world problems, and neural networks with learning algorithms are a promising
new technology.

Keywords Breast tumor (BT) · Convolution neural network (CNN) ·
Histopathology · Deep learning (DL) · Artificial neural network (ANN)
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1 Introduction

Breast tumor (BT) is a major public health issue in the modern world. Breast
tumors (BT) are harmful to women and can be fatal if not treated early. Mammog-
raphy,Computer-AidedDetection (CAD),Ultrasound Imaging,MagneticResonance
Imaging (MRI), Positron Emission Tomography (PET), Optical Imaging and Spec-
troscopy (OIS), Thermography, Electrical Impedance Imaging, Electronic Palpation,
and Electrical Potential Measurements are all examples of breast cancer screening
methods. It is a necessary aspect of the diagnosis, treatment, and prognosis for most
breast diseases.Due to the increasinggrowth in breast cancer, tools such as breast self-
examination (BSE), imaging, surgery, chemotherapy, radiation treatment, palliative
care, and cancer education are all used for early cancer diagnosis and management.
Biopsy, on the contrary, is the only means to know for sure if cancer is present. Fine
needle aspiration, core needle biopsy, vacuum-assisted, and open biopsy are the most
common surgical biopsy procedures (SOB). The method entails collecting cells or
tissue samples, which are then fixed across a glass microscope slide for staining
and microscopic analysis [1]. The most typical treatment for breast cancer is surgical
removal of the breasts, followed by chemotherapy and radiation therapy. Tumor size,
lymph node status, histological type, histological grade, hormone receptor presence
or absence, and patient age all play a role in chemotherapy and radiation therapy for
breast cancer [2]. The database is made up of clinically realistic microscopic images
of breast tumor tissue taken from 82 patients using various magnification factors (40)
as given in [1]. Microscopic biopsy images of benign and malignant breast cancers
are available in this database. Breast tissue biopsy slides stained with hematoxylin
and eosin are used to create samples case of study. Pathologists from the P&D Lab
collect the samples via surgical (open) biopsy (SOB), prepare them for histolog-
ical analysis, and label them. The preparation of the procedure includes steps and
the acquisition system; also, the format and dimension of the captures images are
mentioned in [1]. The database is in dimension of 700 × 460 pixels, and hence, the
dimension of the image is then adjusted to be entered to different CNN architecture
for the purpose of performance comparison. The database consists of the following
cases as given in Table 1. Also, database in the reference [1] is given in portable
network graphic (PNG) format which have a size on disk 1.08 GB before using data
augmentation which is too large, hence changing the format of the database to be
small size on disk using Joint Photographic Experts Group (JPG) format to compress
the database to 152 MB after using data augmentation see Table 2.

A critical step in evaluating a breast cancer is testing a piece of the cancer
removed during the biopsy (or surgery) to discover whether it possesses estrogen
and progesterone receptors [3].

Breast lesions are classified as follows [3]:

(a) Benign adenosis: A benign adenosis is a gland sickness or abnormal change.
Breast adenosis is a benign condition in which the lobules of the breast are
larger than they should be as shown in Fig. 1a.
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Table 1 Benign and malignant classes’ number of cases after data augmentation on original
database

Benign Number of
cases before
data
augmentation

Number of
cases after
data
augmentation

Malignant Number of
cases before
data
augmentation

Number of
cases after
data
augmentation

Adenosis 114 684 Ductal
carcinoma

864 5184

Fibroadenoma 253 1518 Lobular
carcinoma

156 936

Phyllodes
tumor

109 654 Mucinous
carcinoma

205 1230

Tubular
adenoma

149 894 Papillary
carcinoma

145 870

(b) Ductal carcinoma (malignant): The cancer has spread outside of the breast duct
to normal tissue [4] as shown in Fig. 1b.

(c) Fibroadenoma (Benign): Fibroadenoma is a benign tumormade up of glandular
and stromal (connective) tissue. Because fibroadenomas grow during puberty,
they are most found in young women, but they can afflict women of any age.
Fibroadenomas can also affect men; however, they are uncommon as shown in
Fig. 1c.

(d) Lobular carcinoma (malignant): Lobular carcinoma is a rare condition inwhich
abnormal cells form in the breast milk glands (lobules) [5] as shown in Fig. 1d.

(e) Mucinous carcinoma (malignant): Mucinous carcinoma is a kind of breast
cancer marked by the presence of extracellular mucin and is associated with a
better prognosis than any other type of invasive breast carcinoma [6] as shown
in Fig. 1e.

(f) Papillary carcinoma (malignant) is an epithelial tumor with follicular cell
differentiation and a distinctive set of nuclear features that can affect any part
of the ductal tree [7] as shown in Fig. 1f.

(g) Phyllodes tumor (Benign): Phyllodes tumors are fibroepithelial lesions that are
uncommon. Correct surgical planning and avoidance of reoperation are made
possible by accurate preoperative pathology diagnosis [8] as shown in Fig. 1g.

(h) Tubular adenoma (Benign): Tubular adenomas (Benign) are rare benign breast
tumors with a restricted mass, robust lobular proliferation, and closely packed
small channels with inadequate supporting stroma [9] as shown in Fig. 1h.

2 Types of Breast Cancer

Tumors are masses of aberrant tissues that are classified as either non-cancerous
(‘benign’) or cancerous (‘malignant’). Shape, size, stiffness, and viscosity are all
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Fig. 1 a Adenosis benign, b Ductal carcinoma malignant, c Fibroadenoma benign case, d Lobular
carcinomamalignant, eMucinous carcinomamalignant, f Papillary carcinomamalignant, gTubular
adenoma benign, h Phyllodes tumor benign [1]

indicators that can help distinguish between benign and malignant tumors as shown
in Table 3.

3 Proposed Methodologies

Histopathology database is gathered and classified into two classes each of four
groups: adenosis (Benign), ductal carcinoma (Malignant), fibroadenoma (Benign),
lobular carcinoma (Malignant), mucinous carcinoma (Malignant), papillary carci-
noma (Malignant), phyllodes tumor (Benign), and phyllodes with magnification
factors 40 × [1]. Where the total number of benign databases is 625 images, the
total number of malignant images is 1370 of dimension 700 × 460 × 3, see Table



590 M. B. Tayel et al.

Table 3 Distinction between a benign and a malignant tumor

Benign tumors Malignant tumors

Do not expand into nearby tissue Invade the surrounding tissue

They usually do not come back once they have
been removed. Magnetic induction

Can reappear after being taken away

It is not possible for it to spread to other sites
in the body

It has the potential to spread to other places of
the body

If removed, it is unlikely to reoccur or require
additional treatment such as radiation or
chemotherapy

Surgery, radiation, chemotherapy, and
immunotherapy drugs may be required as part
of an aggressive treatment plan

1. The suggested method makes use of a total of 11,970 histopathology database
after data augmentation methods are used such as image cropping, adding different
type of noise to images. The histopathology database is then split into two classes,
benign and malignant, each with a different percentage of data. In our example, the
data is split into 70% training and 30% validation, totaling 8379 training data and
3591 validation data. The block diagram shown in Fig. 2 represents the steps used
for training the given data. The proposed methodology is used with four different
CNN architectures to get compare their performance on the given diagnosis cases.
The four architectures used are AlexNet, SqueezeNet, GoogLeNet, and ResNet18
with input images dimension 227*227*3 for first two CNN and 224*224*3 for the
second twoCNN.Hence, the c dimension of the given database in [1] is to be changed
to required CNN architecture input dimension as shown in flowchart of Fig. 3. To
determine the best number of Mini-Batch Gradient Descent, size is by applying the
proposed Eq. (1). The maximum number of epochs in the training progress is given
by Eq. (2). The number of iterations per epoch is equal to the number of batches and
the validation frequency given by Eq. (4).

min − batch gradient descentm = √
Nm = √

N (1)

hence m = √
8379 = 96

where N is the total number of training data.

Max epochs E = 2n (2)

where

Fig. 2 The proposed training and testing of the histopathology database are depicted in a block
diagram
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Fig. 3 Flowchart of RGB
image (L_ (old value) × W_
(old value) × 3) resize to
RGB image (L_ (new value)
× W_ (new value) × 3)
application system tab
algorithm

n = log
√
N (3)

n = log(96) = 1.9 ≈ 2

E = 22 = 4 epochs.

Number of batches (NE) = number of iterations (NI) = validation frequency (VF)
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= total number of training data

min i batchs ize
= N

m
= 8379

96
= 87 (4)

3.1 CNN AlexNet Training Progress Labeled Histopathology
Data

In this instance, the data is trained using AlexNet, which is 8 layers deep, with an
input layer with a dimension of 227 × 227 × 3. Training is done using labeled data
then selecting the percentage of training and validation which are 70% and 30%,
respectively, see Fig. 4. The training and feature results are shown in Table 4 where
the trained AlexNet model has a 97.33% accuracy, and the elapsed time, number
of epochs, total number of iterations, iteration per epoch, validation frequency, and
mini-batch size are the features measured. The AlexNet training performance is

Fig. 4 Flowchart of training
CNN algorithm

Table 4 Using a
histopathology database,
AlexNet training accuracy,
and training features were
determined

Quantity Value

Accuracy 97.33%

Elapsed time 73 m 2 s
1 h 13 m 2 s

Epochs 4

Iteration 348

Iteration per epoch 87

Validation frequency 87

Mini-batch size 96
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Fig.5 Using 8 histopathological labeled data, the trained AlexNet model’s accuracy

Fig. 6 For trained AlexNet with 8 labeled histopathological data, loss versus iteration

represented by the accuracy vs the number of epochs in the shown Fig. 5. The
difference between the AlexNet CNN models predicted value, and the true value
is defined as loss and is shown in Fig. 6. The trained AlexNet confusion matrix
with histopathological data is shown in Fig. 7 which is used to measure the model
efficiency.

3.2 CNN SqueezeNet Training Progress Labeled
Histopathological Data

In this procedure, the data is trained using SqueezeNet, which is 18 layers deep, as
well as an input layer with a size of 227 × 227 × 3, which contains the training
results and features as shown in Table 5. The accuracy versus number of epochs
is represented by the SqueezeNet training performance as shown in Fig. 8. The
difference between the predicted value by the SqueezeNet CNN model and the true
value is termed as loss and is shown in Fig. 9.With histopathological data, the trained
SqueezeNet confusion matrix is shown in Fig. 10.



594 M. B. Tayel et al.

Fig. 7 CNN AlexNet confusion matrix for 30% validation histopathological data

Table 5 Using a
histopathology database,
SqueezeNet training
accuracy, and training
features were determined

Quantity Value

Accuracy 93.73%

Elapsed time 124 m 20 s
2 h 4 m 20 s

Epochs 4

Iteration 348

Iteration per epoch 87

Validation frequency 87

Mini-batch size 96

Fig. 8 Using 8 histopathological labeled data, the trained SqueezeNet model’s accuracy
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Fig. 9 For trained SqueezeNet with 8 labeled histopathological data

Fig. 10 CNN SqueezeNet confusion matrix for 30% validation histopathological data

3.3 CNN GoogLeNet Training Progress Labeled
Histopathological Data

In this procedure, the data is trained using GoogLeNet, which is 22 layers deep, as
well as an input layer with a size of 224 × 224 × 3, which contains the training
results and features as shown in Table 6. The accuracy versus number of epochs
is represented by the GoogLeNet training performance is shown in Fig. 11. The
difference between the predicted value by the GoogLeNet CNN model, and the true
value is termed as loss and is shown in Fig. 12. With histopathological data, the
trained GoogLeNet confusion matrix is shown in Fig. 13.
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Table 6 Using a
histopathology database,
GoogLeNet training accuracy,
and training features were
determined

Quantity Value

Accuracy 96.18%

Elapsed time 209 m 23 s
3 h 29 m 23 s

Epochs 4

Iteration 348

Iteration per epoch 87

Validation frequency 87

Mini-batch size 96

Fig. 11 Using 8 histopathological labeled data, the trained GoogLeNet model’s accuracy

Fig. 12 For trained GoogLeNet with 8 labeled histopathological data, loss versus iteration

3.4 CNN ResNet18 Training Progress Labeled
Histopathological Data

In this procedure, the data is trained using ResNet18, which is 18 layers deep, as well
as an input layer with a size of 224× 224× 3, which contains the training results and
features as shown in Table 7. The accuracy versus number of epochs is represented
by the ResNet18 training performance as shown in Fig. 14. The difference between
the predicted value by the ResNet18 CNNmodel, and the true value is termed as loss
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Fig. 13 CNN GoogLeNet confusion matrix for 30% validation histopathological data

Table 7 Using a
histopathology database,
ResNet18 training accuracy,
and training features were
determined

Quantity Value

Accuracy 97.24%

Elapsed time 228 m 18 s
3 h 48 m 18 s

Epochs 4

Iteration 348

Iteration per epoch 87

Validation frequency 87

Mini-batch size 96

Fig. 14 Using 8 histopathological labeled data, the trained ResNet18 model’s accuracy
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Fig. 15 For trained ResNet18 with 8 labeled histopathological data, loss versus iteration

Fig. 16 CNN ResNet18 confusion matrix for 30% validation histopathological data

and is shown in Fig. 15.With histopathological data, the trained ResNet18 confusion
matrix is shown in Fig. 16.

4 Result of Training Pre-trained AlexNet, SqueezeNet,
GoogLeNet, and ResNet18 CNN Using Histopathological
Data

The results of computing the confusion matrix with AlexNet, SqueezeNet,
GoogLeNet, and ResNet18 CNN are given in Table 8. AlexNet for histopatho-
logical database gives a high accuracy of 99.33%, sensitivity of 96.61%, speci-
ficity of 99.49%, precision of 96.61%, error rate of 0.67%, and F-score of 96.61%.
SqueezeNet gives a high accuracy of 99.29%, sensitivity of 97.91%, specificity of
99.57%,precisionof 97.91%, error rate of 0.71%, andF-score of 97.91%.GoogLeNet
gives a high accuracy of 99.56%, sensitivity of 98.08%, specificity of 99.68%, preci-
sion of 98.08%, error rate of 0.44%, and F-score of 98.08%. ResNet18 gives a
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Table 8 Results of calculated CNN statistics for histopathology database of testing cases of study

CNN model
CNN measure

Accuracy Recall or Sensitivity Specificity Precision Error rate F-score

SqueezeNet 0.9929 0.9791 0.9957 0.9791 0.0071 0.9791

AlexNet 0.9933 0.9661 0.9949 0.9661 0.0067 0.9661

GoogLeNet 0.9956 0.9808 0.9968 0.9808 0.0044 0.9808

ResNet18 0.9969 0.9880 0.9979 0.9880 0.0031 0.9880

high accuracy of 99.69%, sensitivity of 98.80%, specificity of 99.79%, precision of
99.80%, error rate of 0.31%, and F-score of 99.80%. From comparing the testing
results of the four CNN architecture, the system with the proposed minimum batch
size andmaximumnumber of epochs results in high accuracy for allCNNarchitecture
in the given application cases of study.

5 Conclusion

Breast tumor diagnosis using histopathology database the proposed CNN training
method utilizing histopathology image data is one of the most effective technique
used in breast tumor diagnosis. Different CNN architecture is used such as AlexNet,
SqueezeNet, GoogLeNet, and ResNet18 are four pre-trained CNN architectures that
have been utilized with 8 labeled data to diagnose breast cancer with great accuracy
during training and testing. Data augmentation methods such as image cropping and
adding noise to the given database to increase the number of training database images
are introduced in the study, as given in Table 8. Hence, the two models can be used
with histopathology data for diagnosis tumor in breast where both models give very
high accuracy as shown in Table 8.
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A Vertical Handover Approach Using
GTMA in Wireless Networks

Gaganpreet Kaur, Raman Kumar Goyal, and Rajesh Mehta

Abstract The smooth transfer of user services from an existing network to a new
network in vertical handover for providing better quality of experience (QoE) to
the users is a challenging task in the field of mobility management. To achieve
that level of the QoE, the subscribers of heterogeneous networks may be forced
to change the access network or the network operator. For better user experience,
network parameters like throughput, packet loss rate (PLR), cost, jitter, and delay,
etc., are considered in vertical handover decisions. In this paper, a graph theory
and matrix approach (GTMA) based on a multi-attribute decision-making (MADM)
mechanism is proposed for the ranking of the candidate networks to handle the
issues in vertical handover. The numerical analysis of the proposed approach is
performed using conversational traffic in heterogeneous networks. The proposed
approach is compared with gray rational analysis (GRA), and the comparative results
have revealed that proposed approach is superior to GRA.

Keywords GTMA · QoE · Vertical handover ·Mobility management ·MADM

1 Introduction

Wireless networks as well as mobile terminals are developing rapidly in order to
connect to the best network for achieving goodQoEwithminimumdelay, jitter, PLR,
cost, and maximum throughput. Due to the rapid development in digital communi-
cation technology, mobility has been increased in the application scenarios, which
leads to various issues such as handover failures and unnecessary handovers. To
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avoid the mobility issues and to ensure the better QoE for the users, the handover
should be triggered at the appropriate time, and the networkwith the highest quality of
service (QoS) should be selected for handover. Traditional handover techniques relied
solely on received signal received power (RSRP) or received signal strength indicator
(RSSI) for the decision of handover triggering and target network selection. Interfer-
ence can easily disrupt this type of handover process, which results in unnecessary
handovers. So, a handover decision should be made on the basis of multiple proper-
ties of the networks, which can be envisioned as aMADM problem [1–3]. MADM is
a mathematical tool that can be utilized for decision-making on the basis of multiple
attributes. Thus, the MADM can be used for selecting the most appropriate network
from the available networks in relation to multiple attributes [2]. To handle and opti-
mize the vertical handover problem, different kinds ofMADM techniques [1–4] have
been proposed by various researchers in the literature. Zhong et al. [1] presented a
cross-layer framework for network selection on the basis of cognitive cycle and a
MADM method (combination of analytic hierarchy process (AHP) and Technique
for Order of Preference by Similarity to Ideal Solution (TOPSIS)). This method
has reduced the number of handovers and ranking abnormality rate as compared to
traditional methods. Liu et al. [2] described a QoS-aware handover approach that
incorporates the benefits of both TOPSIS as well as fuzzy logic. The fuzzy logic is
utilized to diminish the effect of uncertain weight values. The algorithm triggers the
handover on the basis of the closeness coefficient of the TOPSIS. Mansouri et al.
[3] described a handover method which integrates fuzzy logic and TOPSIS. In this
method, FANP is utilized for assigningweights to the network attributes. The authors
have compared the performance with the traditional handover methods. Labhy et al.
[4] presented a hybrid handover technique which is combination of the TOPSIS
method and utility function. The performance of each alternative network according
to the different network traffic classes is calculated using TOPSISmethod. The utility
function is utilized for selecting the best access network by taking into account the
preferences of users according to the type of service they are using. Cicioglu [5]
has proposed entropy-based simple additive weighting decision-making method for
selection of small cells in 5G. This is a centralized and proactive technique. The deci-
sions are taken by centralized controller. This method selects the most appropriate
cell and allocates it to relevant the mobile nodes on the basis of three factors such as
bandwidth, signal interference to noise ratio, and user density. Subramani et al. [6]
have introduced a two-stage fuzzy logic-based vertical handover technique. Stage
1 involves performing a fuzzy logic-based handover requirement analysis based on
data rate, received signal strength, and latency. This stage reduces the unnecessary
handovers. In stage 2, the target access network is ranked and selected using fuzzy-
AHP and fuzzy-TOPSIS. Alhabo et al. [7] have proposed GRA-based handover tech-
nique. In this paper, AHP is utilized for obtaining weights of the handover metrics.
The main contributions of the paper are listed below:

• MADM algorithm, referred as GTMA, is proposed for ranking the candidate
networks.
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• The GTMA is applied using numerical simulation for ranking the wireless
networks in heterogeneous environment for conversational traffic.

• The proposed technique is compared with GRA based on ranking abnormality.

The rest of the paper is organized as: the details of the proposed GTMA ranking
technique are provided in Sect. 2. The proposed approach is compared with GRA [7]
in Sect. 3. Finally, the conclusion of the work presented as well as research directions
are described.

2 Proposed Approach

Graph theory is systematical and logical representation applied in numerous types
of systems for modeling and analyzing [8]. The matrix approach is beneficial for
analyzing the graph models in order to derive the system function and index needed
to achieve the objectives [8, 9]. The detailed flow chart of the proposed approach is
shown in Fig. 1.

Construct decision matrix using alternative networks and their attributes 

Normalize the decision matrix using linear normalization technique 

Construct a pair-wise relative comparison matrix 

Compute the performance attribute matrix corresponding to each 
alternative by placing the normalized values of attributes corresponding to 

that particular alternative at the diagonal of the pair-wise relative comparison 
matrix

Evaluate the score of each alternative called permanent function 

Rank the alternative networks based on the calculated score 

Start

Stop

Fig. 1 Flow chart of the proposed approach



604 G. Kaur et al.

Table 1 Range of the network parameters corresponding to each network

Delay (ms) Jitter (ms) Throughput (Gbps) Price (1–10) PLR (%)

UMTS 20–40 5–10 0.0001- 0.002 1–6 0.0025–0.009

LTE-A 10–30 3–10 0.1–0.3 4–7 0.0010–0.0015

5G 1–20 1–8 0.1–1 8–10 0.0010–0.0014

WLAN 100–150 10–20 0.001–0.011 1–6 0.0020–0.008

Table 2 Decision matrix between the available networks and their attributes

UMTS LTE-A 5G WLAN

Delay (ms) 25.71678 11.51709 7.598124 108.1091

Jitter (ms) 8.786001 3.377651 4.981766 17.94285

Throughput (Gbps) 0.001532 0.20616 0.522452 0.004112

Price (1–10) 2.902229 5.558334 8.023804 3.642666

PLR (%) 0.006191 0.001467 0.001135 0.002994

The numerical analysis of proposed approach is performed using a heteroge-
neous wireless network which includes wireless local area network (WLAN), long-
term evolution-advanced (LTE-A), Universal Mobile Telecommunications System
(UMTS), and fifth generation (5G) networks. Initially, the mobile terminal was
connected to LTE-A network. In this paper, PLR, throughput, jitter, price, and delay
are considered as handover decision criteria.A case of conversational traffic is consid-
ered in the numerical analysis [1]. The range of attribute values corresponding to each
network is provided in Table 1 [10–15].The stepwise explanation of the proposed
approach is as:

Step 1: Construction of Decision Matrix

Mobile terminal generates a decision matrix between the available networks and
their parameters at a given decision point is shown in Table 2.

Step 2: Normalization of the Decision Matrix

The different network attributes have different dimensions. This arises the need of
normalizing the decisionmatrix in such away that all the attributeswill have values in
the uniform range. By considering the impact of the different attributes on the target
network, the attributes are categorized as: favorable attributes and non-favorable
attributes.

The favorable attributes are those for which the higher values are preferred, exam-
ples of such attributes are throughput, bandwidth, signal strength, etc. To normalize
the decision matrix of Step1, linear normalization technique is used. The favorable
and non-favorable attributes are normalized using Eqs. (1) and (2), respectively, [1,
3, 4, 8, 9].
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Table 3 Normalized decision matrix corresponding to Table 2

UMTS LTE-A 5G WLAN

Delay (ms) 0.295454 0.659726 1 0.070282

Jitter (ms) 0.384436 1 0.678003 0.18825

Throughput (ms) 0.002932 0.3946 1 0.007871

Price (ms) 1 0.52214 0.361702 0.796732

PLR (%) 0.183311 0.773582 1 0.379055

nd favorable = di j
maxi

(
di j

) (1)

ndnon - favorable = mini (di j)
di j

(2)

Here, nd favorable corresponds to the normalized values of the favorable attributes,
and ndnon - favorable represents the normalized values of non-favorable attributes.

Here, the attributes delay, price, jitter, and PLR are non-favorable attributes,
whereas throughput is a favorable attribute. The decision matrix after normalization
is tabulated in Table 3.

Step 3: Construction of Pair-wise Comparison Matrix

The pair-wise comparison matrix is constructed between attributes of the networks.
For the construction of pair-wise comparison matrix, following steps are followed:

I. Graphical representation

The interrelationship of attributes is represented by graph. Each node in graph
represents the attribute considered for network selection and their relative impor-
tance is represented by the edges between them. The number of nodes in the
graph is equal to the number of network selection attributes taken into consid-
eration. A directed edge from node ‘u’ to node ‘v’ (eduv) denotes the relative
importance of a node u over another node v in the network selection. If there are
four attributes (N1, N2, N3, and N4) and all of these are interdependent, then
their graphical representation is shown in Fig. 2 [8, 9].

II. Matrix representation

Fig. 2 Graphical
representation of attributes
and their interrelationship
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Matrix is a way to represent the one-to-one relationship among the network
selection attributes shown in Fig. 2. If puv denotes the relative importance, uth
attribute is having over the vth attribute, then Eq. (3) is used to evaluate the
relative importance, and vth attribute is having over the uth attribute.

pvu = 1− puv (3)

The relative importance among the two attributes (puv) is given values on the
scale of 0–1 and is shown in Table 4. The relative importance among the network
attributes depends upon type of network application. The conversational traffic is
more concerned with delay and jitter. The preferences of the users and price and user
preferences are also considered. The pair-wise comparison matrix of the network
attributes for conversational traffic [12, 13] is as shown in Table 5.

Step 4: Computing Performance Attribute Matrix (PAM)

The performance attribute matrix is computed for each alternative by placing the
normalized values of the attributes corresponding to that specific alternative at the
diagonal of the relative comparison matrix. The performance attribute matrix corre-
sponding to each alternative for conversational type network traffic is shown in
Tables 6, 7, 8, and 9.

Table 4 Relative importance of the decision attributes [8, 9]

Class description puv pvu = 1− puv

Two attributes are equally
important

0.500 0.5

One attribute is slightly more
important than other

0.590 0.410

One attribute is more important
over than other

0.665 0.335

One attribute is highly important
than other

0.745 0.255

One attribute is extremely more
important than other

0.865 0.135

For median values 0.545, 0.627, 0.705, 0.805 0.455, 0.373, 0.295, 0.195

Table 5 Pair-wise comparison matrix for conversational traffic

Delay Jitter Throughput Price PLR

Delay - 0.5 0.59 0.627 0.745

Jitter 0.5 - 0.545 0.59 0.705

Throughput 0.41 0.455 - 0.373 0.545

Price 0.373 0.41 0.627 - 0.665

PLR 0.255 0.295 0.455 0.335 -
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Table 6 Performance attribute matrix for UMTS

Delay Jitter Throughput Price PLR

Delay 0.295454 0.5 0.59 0.627 0.745

Jitter 0.5 0.384436 0.545 0.59 0.705

Throughput 0.41 0.455 0.002932 0.373 0.545

Price 0.373 0.41 0.627 1 0.665

PLR 0.255 0.295 0.455 0.335 0.183311

Table 7 Performance attribute matrix for LTE-A

Delay Jitter Throughput Price PLR

Delay 0.659726 0.5 0.59 0.627 0.745

Jitter 0.5 1 0.545 0.59 0.705

Throughput 0.41 0.455 0.3946 0.373 0.545

Price 0.373 0.41 0.627 0.52214 0.665

PLR 0.255 0.295 0.455 0.335 0.773582

Table 8 Performance attribute matrix for 5G

Delay Jitter Throughput Price PLR

Delay 1 0.5 0.59 0.627 0.745

Jitter 0.5 0.678003 0.545 0.59 0.705

Throughput 0.41 0.455 1 0.373 0.545

Price 0.373 0.41 0.627 0.361702 0.665

PLR 0.255 0.295 0.455 0.335 1

Table 9 Performance attribute matrix for WLAN

Delay Jitter Throughput Price PLR

Delay 0.070282 0.5 0.59 0.627 0.745

Jitter 0.5 0.188245 0.545 0.59 0.705

Throughput 0.41 0.455 0.007871 0.373 0.545

Price 0.373 0.41 0.627 0.796732 0.665

PLR 0.255 0.295 0.455 0.335 0.379055

Step 5: Evaluate the Permanent Function

The score of each alternative also called as permanent function is computed similarly
as determinant of matrix is calculated, provided all minus (−) signs are replaced with
plus (+) signs in the determinant equation [5, 6]. The permanent function of Tables 6,
7, 8, and 9 is presented in Table 10.
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Table 10 Permanent
functions and ranking of
candidate networks

Candidate networks Permanent function Rank

UMTS 2.818192 3

LTE-A 3.76233 2

5G 4.083524 1

WLAN 1.5119 4

Step 6: Ranking of the Alternatives

The ranking of alternatives is done using their permanent function. The alternatives
are listed in the descending order of their permanent function. The alternative at the
top of the list, i.e., the alternative with the maximum value of permanent function
is given rank one, as this alternative is considered as the best option. Similarly, the
alternativewith least value of permanent function is given the last rank and considered
as the worst option. It is observed from Table 10, 5G is the best alternative (rank
1) and WLAN is the worst alternative (rank 4) in the above scenario according to
ranking provided by GTMA (proposed approach).

3 Comparison of Proposed Approach (GTMA) with GRA

In this section, for comparison of proposed approach, GRA is applied on the above
presented scenario, and the ranking obtained by GRA [7] and GTMA is presented
in Table 11.

Ranking of candidate networks and ranking abnormality is two factors which are
considered for comparison purpose. According to the ranking given by proposed
approach 5G is assigned rank 1, whereas GRA has given rank 1 to LTE-A. Ranking
abnormality is the state when the ranking of the available networks is changed after
eliminating the lowest ranked network [1]. IfWLANnetwork is removed, the ranking
provided by proposed approach and GRA is presented in Table 11 and Fig. 3. It is
inferred from Fig. 3 that after removal of WLAN network, the ranks of the available
networks get changed in case of GRA, where as in case of proposed approach,
the ranks of the available networks remain stable. Thus, GRA suffers from ranking

Table 11 Ranking provided by proposed approach (GTMA) and GRA

Ranking by GTMA Ranking by GRA

With WLAN Without WLAN With WLAN Without WLAN

UMTS 3 3 3 3

LTE-A 2 2 1 2

5G 1 1 2 1

WLAN 4 4



A Vertical Handover Approach Using GTMA in Wireless Networks 609

0

2

4 Ranking
by
GTMA
with
WLAN

Ranking
by
GTMA
without
WLAN

0

2

4

Ranking by
GRA with
WLAN

Ranking by
GRA
without
WLAN

)b()a(

Fig. 3 Ranking with WLAN and without WLAN by a proposed approach and b GRA

abnormality, whereas the proposed approach has overcome the issue of ranking
abnormality.

4 Conclusion

In this paper, a GTMA method is utilized for the ranking of the candidate networks.
This proposed approach will reduce the number of unnecessary handovers; enhance
the handover stability, user experience, utilization of resources, and QoS. This tech-
nique will provide ubiquitous connectivity which enables the users to stay connected
to the Internet even when they are moving from one place to another. During their
movement, the switching amongwireless technologieswill be seamless, i.e., the users
will not experience any kind of disruption in their call or data session when it will
be transferred from one base station to another. The numerical analysis is performed
using heterogeneous wireless network consisting ofWLAN, LTE-A, UMTS, and 5G
networks. The comparative results revealed that the proposed approach outperforms
the GRA by selecting the appropriate network along with reduction in the ranking
abnormality. A single decision point analysis of proposed approach is performed in
this paper. In the future, more decision points will be considered for detailed analysis
of GTMA, and number of handovers will be computed along with issues of handover
triggering.
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5. Cicioğlu M (2021) Multi-criteria handover management using entropy-based SAWmethod for
SDN-based 5G small cells. Wireless Netw 27(4):2947–2959

6. SubramaniM,KumaraveluVB,MurugadassA (2021) Fuzzy logic-based handover requirement
analysis and access network selection for device-to-device communication. J Circuits Syst
Comput 30(1)

7. AlhaboM,ZhangL,NawazN (2019)GRA-based handover for dense small cells heterogeneous
networks. IET Commun 13(13):1928–1935

8. Geetha NK, Sekar P (2017) Graph theory matrix approach—a qualitative decisionmaking tool.
Mater Today Proc 4(8):7741–7749

9. Venkata Rao R (2006) A material selection model using graph theory and matrix approach.
Mater Sci Eng A 431:248–255

10. Chattate I et al (2018) A fuzzy-AHP based approach for enhancing network selection in
heterogeneous networks using battery energy criterion. Int J Eng Technol 7(4):118–123

11. Rahman MT, Chowdhury MZ, Jang YM (2016) Radio access network selection mecha-
nism based on hierarchical modelling and game theory. In: 2016 international conference
on information and communication technology convergence (ICTC), pp 126–131. IEEE

12. LinaZ,QiZ (2014)Multiple attribute network selection algorithmbased onAHPand synergetic
theory for heterogeneous wireless networks. J Electron 31(1):29–40

13. Zheng S, Qi Z (2012) Network selection based on multiple attribute decision making and
group decision making for heterogeneous wireless networks. J China Univ Posts Telecommun
19(5):92–114

14. Lahby M, Cherkaoui L, Adib A (2013) An enhanced-TOPSIS based network selection
technique for next generation wireless networks. In: ICT 2013, pp 1–5. IEEE

15. Mouâd M, Cherkaoui L (2017) The use of MADM methods in the vertical handover deci-
sion making context. In 2017 international conference on wireless networks and mobile
communications (WINCOM), pp 1–6, IEEE



Copy-Move Forgery Detection Using
K-Means and Hu’s Invariant Moments

N. B. S. P. S. Harshith, D. Sindhuja, Ch. Raghava Reddy, A. Deepthi,
and G. GopaKumar

Abstract Image forensics is one of themost active research domains. As technology
is advancing, we can add or take out crucial features from a picture without any
trail of tampering. Therefore, its authenticity is called into question especially when
images have impressive power. Copy-move is a kind of forgery, where portions of
a picture are transformed and inserted into the same picture. Copy-move forgery
detection is one such research domain that has put forward various methods to find
out copy-move forgery. Many techniques based on image processing and machine
learning have been put forward to detect the forgery. Since the duplicated parts
are from the same image, many of the features will be similar to the rest of the
image making it difficult to detect forgery using the latest methods. In this work, we
propose to use SIFT keypoint-based forgery detection with clustering for quickly
identifying copy-move forgeries in highly textured regions. As the SIFT keypoints
are difficult to detect in smooth regions, we propose to use Hu’s invariant-based
block-based forgery detection strategy to detect the missing cases. We show that
the joint approach outperforms the method reported by Li et al. (IEEE Trans Inf
Forensics Secur 10:507–518, 2015) on the popular copy-move forgery detection
dataset MICC-600.
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(a) Original cats image (b) Forged cats image 

Fig. 1 Cats image before and after forgery

1 Introduction

Images are how we see the world today. Anything we do is captured through images.
They aremore thanwhat capturemoments are in our lives. They are used in investiga-
tions as pieces of evidence and used professionally to showcase photographic talent.
But as the technology grows and the Internet advances, the ability to get access
to editing software like Photoshop or online tools becomes easy. This has resulted
in easier ways for image tampering. These alterations can be used to beautify and
increase the visual effects but are also used to tamper the evidence in court, media,
etc., which cannot be detected with the naked eye. These days, image tampering
is widely seen as a threat to the authenticity of images. To reduce this evidence
tampering, image forensics is taking appropriate measures to detect forged images
in an efficient way.

The most common categories of image forgeries are splicing and copy-move
forgeries. Copy-move is a special method, where a part or segment of an image is
copied and inserted into the same image in a different area. By this, we can conceal
or duplicate part of an image leading to image tampering.

As shown in Fig. 1, the copied region shares the characteristics like the color,
texture and noise of the original image, it is hard to detect the forged part(s).
Tampering with evidence and hiding facts rapidly increase for spreading false news.
Traditional methods to detect copy-move forgery are categorized into keypoint and
block-based methods. While block-based methods result in high accuracy, they are
computationally expensive. Keypoint-based methods have less time complexity but
often compromise the accuracy. Taking these into consideration, we put forward a
combined method for copy-move forgery detection.

2 Related Works

Within the past few years, different methods were developed to detect a forgery in
images. There are many ways to forge an image but we focus on copy-move forgery.
The traditional non-deep learning-based image forgery detectionmethods are broadly
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grouped into the block and keypoint-based methods. The keypoint-based methods
identify keypoints and derive features at these keypoints for detecting forgery. In
block-based methods, arbitrary/fixed shaped/sized blocks are extracted, and their
features are utilized to identify forgery.

Keypoint-based methods identify copy-move forgery by keypoint comparisons.
As exhaustive pixel or block-based comparison is not happening in keypoint-based,
these methods are less expensive than block-based methods. Fast copy-move forgery
detection using scale-invariant feature transform (SIFT [1]) keypoints was put
forward by Gouda [2]. SIFT features are scale, rotation and brightness invariant
and clustered using fuzzy c-means (FCM). Li et al. [3] proposed a method to detect
forgery using segmentation with CMFD and keypoints for extracting features from
the segments and further used refined transform matrix via EM-based algorithm to
eliminate false alarm patches.

In block-based methods, there are different ways to detect image forgery in which
an image is split into overlapping or non-overlapping blocks. Bashar and Noda [4]
proposed an algorithm to detect duplicated regions in natural images using block-
based methods. Here, wavelet transform and KPCA [4] with RBF kernel is used to
detect features per block of the image. Jan and Tariq [5] put forward a method that
uses K-means clustering and hybrid transform. DWT reduces image size and DCT
diminishes feature dimensions. Blocks are grouped using K-means clustering, and
feature matching is done to detect forgery.

As noted earlier, using keypoints detection is fast and robust to different trans-
formations of copy-moved areas. However, these methods offer less accuracy when
compared to the computationally intensive block-based methods. We put forward a
hybrid algorithm where keypoint-based detection is employed to detect easy cases
and use block-based methods to ensure that the image is free from forgery. We
propose to use color-based clustering [6] with SIFT [2]-based keypoints to iden-
tify the copy-move forgery. These are very good feature points that are invariant to
rotation, illumination and scaling. Though the SIFT-based forgery detection could
quickly identify copy-move forgery in many cases, the method fails to identify for
regions such as smooth regions, where it is hard to detect keypoints. To tackle such
cases, we need a block-based feature set. Hu’s invariant moments is one of the best
feature sets for object comparison and is invariant to a set of geometric transforma-
tions including translation, rotation and scaling. We propose to use these feature sets
for identifying copy-move forgeries in the next level for the cases where SIFT-based
forgery detection failed. We show that the proposed combined approach outper-
forms the result reported by Li et al. [3] on the popular copy-move forgery dataset
MICC-600 [7] on a number of metrics including precision, F-score and accuracy
Table 4.
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3 Proposed Solution

In this section, we discussed the suggested framework in depth. Themain steps of the
proposedmethod are clustering, keypoint extraction,matching and forgery detection.

Figure 2 gives an overview of the framework, where SIFT keypoint-based
detection on clusters identified by K-means is used to identify the easy cases of
forgery. If failed, the image is processed using the block-based method with Hu’s
invariant moments to ensure that the image is really free from forgery. The following
subsections explain this process-flow in detail.

Fig. 2 Flowchart for the
proposed algorithm
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3.1 Keypoint-Based Forgery Detection for Easy Cases

The input image is clustered based on the color feature using K-means [6] clus-
tering. This will cause similar color sections of both the copy-moved region and its
source region to fall in the same cluster. We compare the SIFT keypoints with every
other keypoints falling in the same cluster and look for potential matches. Given
the capacity of SIFT to uniquely identify a keypoint [2], a good number of matched
keypoints indicates that an image is forged. If the image is not identified as a forged
one, it is passed to the block-based forgery detection phase.

3.2 Block-Based Forgery Detection for Difficult Cases

As discussed earlier, if the keypoint detection-based method identifies that the image
is authentic, a block-based method is then employed to double check this. The image
is split into 4 × 4 overlapping blocks and each block is compared with every other
block usingHu’s invariantmoments [8].We calculate theHu’smoments up to seventh
order. These features are invariant to rotation, scaling and translation. The seventh
Hu’s moment just shifts the sign for the reflection transformation. Hence these are
excellent features to identify forgery under different geometric transformations.

4 Result and Analysis

In this section, we discuss the results obtained by the proposed algorithm.We test the
efficacy of the keypoint-based track and the combined approach using theMICC-600
dataset [7]. The results are then compared with the results reported in [3] and show
that the suggested approach outperforms the procedure by Li et al. [3] on a number
of metrics including precision, accuracy, false positive rate (FPR) and false negative
rate (FNR).

The dataset used in this study is the popular copy-move forgery detection dataset
MICC-600 [7]. This dataset has sizes of the images varying between 800× 532 and
3888 × 2592 pixels and the size of the tampered region also vary across images.
There are 440 original images and 160 forged images in the dataset.

4.1 Performance of Keypoint Based Algorithm

Initially, the images in the dataset are sent to the keypoint-based detection module
for detection. Here, the images are clustered based on the color information of the
pixels. The number of clusters is decided as seven using the Elbow method [1].
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Table 1 Confusion matrix of
keypoint-based results

Confusion matrix Actual (forged) Actual (original)

Detected (forged) 121 47

Detected (original) 39 393

Table 2 Results obtained
using keypoint-based
algorithm

Accuracy Precision Recall

Keypoint-based track (%) 85.66 72.02 75.62

The clustering helps to fall the same colored regions in the same clusters. We
extract SIFT keypoints in parallel and SIFT descriptors for each region falling in
the same clusters are compared. The primary check for forgery detection is done
by using SIFT keypoints. The Euclidean distance measure is used to match SIFT
keypoints. The regions are identified as forged if the keypoints matched between the
blocks are more than the adaptive threshold calculated as mentioned in [9].

Table 1 summarizes the detection accuracy of the keypoint-based detection track.
The accuracy, precision and recall of the keypoint-based algorithm are recorded in
Table 2. There are 39 images wrongly identified as pristine, while 47 are wrongly
identified as forged. An example image where the keypoint-based track could easily
detect the forgery is given in Fig. 3. As expected, note that many keypoints are
matched for the copy-moved regions. However, the keypoint-based track failed for
the image shown in Fig. 4 as the forgery was introduced to a less textured region,

(a) Forged Image (b) Copy Area in Box (c) Matched KPs 

Fig. 3 Example image for successful forgery detection by keypoint-based track

(a) Original Image (b)Forged Smooth Image (c) Copy Area in Box

Fig. 4 Example image for failed forgery detection by keypoint-based track
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Table 3 Confusion matrix of obtained results

Confusion matrix Actual (forged) Actual (original)

Detected (forged) 143 51

Detected (original) 17 389

Table 4 Comparison of results between paper [4] and our paper

Accuracy Precision Recall FNR FPR

Li et al. [4] (%) 86.60 69.80 88.10 11.90 13.80

Proposed Alg (%) 88.67 73.71 89.37 19.30 10.45

where we were hardly able to detect sufficient SIFT keypoints for comparison.

4.2 Performance of Block-Based Algorithm

As discussed in earlier sections, if the image is identified as pristine in the keypoint-
based forgery detection phase, it is passed through the block-based strategy [10–12]
to double-checkwhether it is free from forgery.Wedivide the image into 4× 4 blocks,
and Hu’s invariant moments are extracted for each block. The log-polar transform
of the features is computed, summed up and compared using the Euclidean distance
to decide the block has undergone copy-move forgery. The block size (4 × 4) is
empirically found, and the threshold on Hu’s moments is taken from [8].

After testing with the proposed algorithm, we found that 389 original images were
properly identified as unforged, and 51 images were identified to be forged. Out of
the 160 forged images, we detected 143 as forged images and 17 as original images
as shown in Table 3 giving an accuracy of 88.67%.

We have also compared the result with the results reported in [3]. They segmented
the image into semantic-independent patches. Thus, the copy-move forgery can be
resolved by partially matching those patches. It can be seen from Table 4 that our
proposed strategy outperformed [3] in several evaluation metrics such as precision
and recall. The reason why we have a higher accuracy is that we are following a two-
layer forgery detectionmethod in which we split an image into 128 blocks of size 4×
4 andmatching blocks. Hence, small forged regionswere also being detected through
Hu’s invariant moment with fewer false positives. However, if the copy-moved area
is tiny, the method may fail. One image for which the method failed is shown in
Fig. 5.
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(a) Original Image (b) Copy Area in Box (c) Forged Image

Fig. 5 Forgery image not identified by our algorithm

5 Conclusion

This paper has explored a hybrid approach to detect copy-move forgery that used both
keypoint and block-based methods [13–15]. The proposed approach used clustering
and SIFT keypoints-based forgery detection followed by Hu’s invariant-based block
comparison. The SIFT keypoints-based comparison could quickly identify forgery
especially in highly textured regions, where the Hu’s moments could easily work
for smooth regions. Also, we have employed clustering which helped to reduce the
number of comparisons required in the keypoint-based track. We showed that the
proposedmethod outperformed themethod in [3] on theMICC-600 dataset (Table 1).
Further, this method can be improved by using a 2X2 block in block-based method.
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Urban Sound Classification Using
Adaboost

Anam Bansal and Naresh Kumar Garg

Abstract Classifying environmental sounds such as gunshots and dog barking are
gaining popularity. Environmental sound classification(ESC) helps in developing
context-aware applications such as security systems and criminal investigation sys-
tems. Research in speech and music has been done but environmental sounds are
different because of their unstructured nature and attracts extensive attention in the
field of research. Researchers have explored various preprocessing techniques, fea-
ture extraction and feature selection methods, and classification algorithms for ESC.
In this paper, the ensemble technique—Adaboost algorithm— is applied to classify
environmental sounds. The accuracy of different base estimators is evaluated on the
publicly available dataset UrbanSound8K, and the highest accuracy is obtained in the
case of the base estimator as random forest. The results of the Adaboost algorithm
are also compared with the benchmark results reported using other machine learn-
ing classification algorithms such as support vector machines(SVM), IBK5, random
forest 500, J48, and ZeroR.

1 Introduction

One of the challenging issues in context-aware systems is to detect the type of sounds
produced in the environment. ESC is the trending area of research. Audios have
become prevalent and are preferred over videos and text. Audios have helped in
several applications in everyday lives such as gunshot detection, wildlife monitoring,
and architectural design of concert halls. Audio scene recognition(ASR) and audio
event recognition(AER) are upcoming areas of research. Classifying the environment
surrounding certain sounds such as offices, parks, and busses areASR, and classifying
and recognizing certain temporal sound events are AER. ESC is classifying the
sounds and environment hence comes under ASR.

Classifying the sounds in the environment-like glass breaking, gunshots, and dog
barking can help applications such as audio surveillance [9] and home automation
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[46]. Smart homes can be designed to assist elderly people staying at home [36]. ESC
can help in the development of robotic navigation systems [3]. Monitoring wildlife
such as bats [23], frogs [8], and birds [44] sound classification is applications of
ESC.

Environmental sounds are complex to be processed as these are different as com-
pared to speech and music. Environmental sounds do not have a particular structure
and have a low signal-to-noise ratio [26]. Researchers have also used video cam-
eras for environmental sound recognition(ESR) but microphones have advantages as
compared to video cameras as the former are omnidirectional and are not affected
by occlusion [4].

Different aspects of ESC are explored in past studies. The most recent studies
focus on ESC using spectrogram along with data augmentation [26] and transfer
learning [21]. The phases involved in ESC are data collection, preprocessing, feature
extraction and feature selection, and classification of the data (Fig. 1). The data is
either self-collected or standard dataset is used. The data need to be preprocessed
to remove the noise artifacts. Further, the sound-relevant features are extracted and
important features which help in classification are selected. Lastly, the algorithms
for classification are applied to classify the sounds.

The main contributions of this paper are:

1. Determining the efficacy of ensemble model Adaboost for ESC.
2. Testing various hyperparameters of Adaboost for ESC.
3. Comparing the accuracy of various base estimators used in Adaboost.

The remaining paper is structured as follows: In Sect. 2, a survey related to ESC
is demonstrated. In Sect. 3, the methodology and system overview of the applied
approach are described. In Sect. 4, various experiments and their results are listed.
In Sect. 5, the conclusion and future work are described.

2 Literature Review

Many researchers have worked toward the environmental sound classification.
Most of the researchers have used publicly available datasets for environmental

sound classification. The datasets that have been used in various studies and are pub-
licly available inESC-10 [29], ESC-50 [29], andUrbanSound8k [34]. ESC-10 dataset
consists of 400 recordings of 10 classes (dog bark, rain, sea waves, baby cry, clock
tick, person sneeze, helicopter, chainsaw, rooster, and fire crackling). Each class has
40 recordings and each recording is of 5 s. ESC-50 dataset comprises 2000 record-
ings from 50 different classes. 50 classes are placed in 5 major groups— animals,
natural soundscapes and water sounds, human non-speech sounds, interior/domestic
sounds, and exterior/urban noises. Each class has 40 recordings of 5 s each. ESC-
10 is a subset of ESC-50. UrbanSound8k dataset consists of 8732 labeled sound
recordings from 10 classes—air conditioner, car horn, children playing, dog bark,
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Fig. 1 Stages of
environmental sound
classification

drilling, engine idling, gunshot, jackhammer, siren, and street music. The duration of
each recording is less than 4s. These sounds from the free sound repository [13] are
filtered and labeled manually to generate the UrbanSound8k dataset for ESR. There
are diverse self-collected datasets that have been used for one-time research.

The dataset that is acquired is not amenable to being used immediately. It needs
to be preprocessed to remove the noise or reduce the dimensions. Amplitude-based
silence detection technique [27], dimensionality reduction [31, 49], and other pre-
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processing techniques [51, 54] are used in past studies for environmental sound
classification to enhance the signals.

Audio features can be broadly categorized into cepstral features, spectral features,
temporal features, and image-based features. Various researchers used different kinds
of features in their works or a combination of different categories of features. Tempo-
ral features are the time domain features directly extracted from audio signals such as
zero crossing rate [11], autocorrelation [47], and linear predictive coefficients [41].
Spectral features are obtained by exposing temporal features to some transformations
such as discrete chiplet transform, discrete curvelet transform, and discrete Hilbert
transform along with fast Fourier transforms [16]. Various other spectral features
such as spectral flatness [11], spectral dynamic Features [18], spectral contrast [15],
and MPEG-7 audio feature sets [50] [27] are used for ESC. Cepstral features con-
sist of mel-frequency cepstral coefficients(MFCCs) [11, 15, 27, 37, 38, 54] which
are extensively used in ESC. Variation of MFCCs called independent component
analysis transformed MFCCs is also used in one of the past studies [51]. Certain
image-based features are used by researchers, and considerable accuracy is obtained
as compared to other features. Spectrogram and cross recurrence plots are used [6,
54]. Log mel spectrogram(LMS) performs better as compared to MFCCs [2, 19].
In a study [10], LMS is combined with log gammatone features to achieve good
accuracy of 83.3%. There are certain other domain features used in ESC like haar-
like sound features inspired by haar-like filtering in the case of 2D face detection
[53],constant-Q transform (CQT) features [24], pitch range(PR)-based feature set
[45], and gammatone wavelet features [48]. Handcrafted features are combined with
deep features for ESC, and an accuracy of 96.16% is obtained [22].

Not all the extracted features are important for ESC. So, a set of features need to
be selected so that they can be computationally less complex [20]. The feature sets
that do not contribute to classification are correlated and can be discarded. Different
feature sets are prepared and used for ESC [7]. The principal component analysis
is one of the techniques that can be used for feature selection in ESC [30]. Feature
vector sets are used instead of feature sets for ESC [30].

A variety of classifiers are used by researchers for ESC. The main categories
of classifiers for ESC are traditional machine learning classifiers and deep learning
classifiers. Various machine learning classifiers for ESC are compared in the past
[17, 39]. Support vector machine (SVM) [42, 56], K-nearest neighbor (KNN) [11],
Gaussian mixture model(GMM) [5, 25], hidden Markov model (HMM) [7], and
artificial neural network(ANN) [7] are few machine learning classifiers used for
ESC. Both one-class SVM [30] and multiclass SVM [51] are used for ESC. Kernels
of SVM can be varied to attain good accuracy is ESC [45]. KNN varies the value of
k to get considerable accuracy [7]. HMM attains higher accuracy and consumes less
power as compared to other machine learning classifiers [53].

Deep neural networks (DNNs) are also used in ESC. Various DNNs used are con-
volutional neural networks (CNNs) [14, 55], convolutional recurrent neural networks
(CRNNs) [35], deep belief neural networks (DBNNs) [15], tensor deep stacking neu-
ral networks (TDSNNs) [19], and image recognition networks [6, 52]. The first-ever



Urban Sound Classification Using Adaboost 625

use of CNN in ESC was done by Piczak [28]. The hyperparameters of CNN are var-
ied to get considerable accuracy for ESC. Experiments are performed with various
activation functions (ReLu, PReLu, SoftPlus, LeakyReLu, and ELU) [56]. The num-
ber of layers of CNN is varied to find the effect of changing the number of layers. In
a study [12], very deep CNN with 34 weight layers gave around 15% more accuracy
than two-layered CNN. CNN can be sequential, parallel, and end-to-end [1], and
parallel CNN gives the best accuracy [24]. CNNs give great accuracy improvement
when it works with augmented data [33].

Certain other classifiers such as self-organizing maps [40]and Bayesian belief
networks [43] are studied by researchers for ESR.

3 Methodology

3.1 Dataset

The experiments are conducted on UrbanSound8K dataset which is available pub-
licly. It contains 8732 sound recordings labeled into ten classes. The class labels and
corresponding number of recordings for each class are shown in Table 1.

3.2 System Overview

Feature Extraction: Features are characteristics of the sounds that classify envi-
ronmental sounds. 40 mel-frequency cepstral coefficients (MFCCs) are extracted for
each audio file. The extracted features are split into train and test sets.

Table 1 Details of dataset

Class name Number of recordings Class label

Air conditioner 1000 0

Car horn 429 1

Children playing 1000 2

Dog bark 1000 3

Drilling 1000 4

Engine idling 1000 5

Gunshot 374 6

Jackhammer 1000 7

Siren 929 8

Street music 1000 9
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Classification: Adaboost algorithm is used for classification. It is a boosting tech-
nique that uses decision trees for modeling. In Adaboost, sequence of models is cre-
ated, and each model corrects the errors from the last model. Weights are assigned
to the incorrectly predicted observations, and these values are predicted correctly by
the succeeding model.

Parameters used in the algorithm:

• base_estimators: The machine earning algorithm used to fit into a random subset
of the dataset. By default, decision tree is used as the base estimator

• n_estimators: The number of base estimators is specified by this parameter. There
is always trade off. The value for this parameter needs to be set accordingly. The
higher value will increase the running time, and the lower value may not lead to
good accuracy. The default value is 50.

• learning_rate: The contribution of the base estimators in the final combination is
controlled by the learning rate. The default value is 1.

• max_depth: This parameter describes the maximum depth of each base estimator.
• random_state: This parameter is an integer value. It defines the random data split.
• n_jobs: This parameter specifies the number of processors that can be used by
algorithm. This value is set to −1 so that maximum processors are used.

In this paper, experiments are performed by tuning the parameters such as
base_estimators, n_estimators, and learning_rate. The results are compared with
the results of machine learning algorithms (Support Vector Machines(SVM), IBK5,
RandomForest500, J48, and ZeroR) used in benchmark research [34].

4 Experimental Setup and Results

The dataset is split into a training size of 0.7 and a test set size of 0.3. The random state
is fixed to 96. By default, a decision tree is used as base estimators. The n_estimator
has a default value of 10, and the learning rate has a default value of 1.

4.1 Tuning the Parameters

Experiments performed for tuning various parameters are described below:

• Base Estimator: The experiments are performed with three machine learning
algorithms—decision tree(default), random forest, support vector classifier. Ran-
dom forest classifier provides an accuracy of 88.44%with other parameters having
default values. Support vector classifier(SVC) offers an accuracy of 30.8%, and the
default decision tree model provides an accuracy of 45.76%. Figure2 depicts the
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Fig. 2 Effect of base
estimators

Fig. 3 Effect of base
estimators

effect of different base estimators. Since decision tree classifier is the default clas-
sifier, so all the remaining experiments are performed keeping the base estimator
as the decision tree.

• Number of Estimators: Experiments are performed with number of estima-
tors as 20(42.71%), 50(45.76%), 80(45.38%), 110(44.35%), 150(41.87%), and
200(40.73%). So an adequate number of estimators need to be selected to achieve
desirable accuracy. The effect of the number of estimators is shown in Fig. 3.

• LearningRate: Learning rate is varied—0.01(30.72%), 0.1(43.47%),0.5(49.42%),
0.75(48.36%),0.99(45.01%), and1(45.76%). So, adequate learning rate in this case
is 0.5. Figure4 demonstrates the effect of learning rate on accuracy.

4.2 Comparison with Results of Benchmark Research

Table2 shows the comparison of the Adaboost algorithm with the machine learning
algorithms used in benchmark research. Also refer to Fig. 5.
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Fig. 4 Effect of learning
rate

Table 2 Comparison of accuracy with benchmark research

Algorithm Accuracy (%)

SVM [34] 68

IBK5 [34] 55

RandomForest500 [34] 66

J48 [34] 48

ZeroR [34] 10

Adaboost 88.44

Fig. 5 Comparison with
benchmark classification
results

5 Conclusion

In this paper, ensemble boosting technique—Adaboost— is used for classifying the
environmental sounds. UrbanSound8k dataset is used, and sounds are classified into
ten categories. Few parameters are tuned for the dataset. Experiments are performed
for various base estimators, learning rate, and a number of estimators. It has been
found that random forest gives the highest accuracy (88.44%) as compared to a
decision tree (45.76%) and support vector classifier (30.8%). The learning rate of
0.5 and 50 estimators provides accurate results. Further, the other parameters can be
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tuned [32] and performance can be improved. Although, a plethora of researches has
been done using deep learning models for ESC, transfer learning can be employed
in the future with better accuracy.
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Blockchain-Based Intelligent Agreement
for Healthcare System: A Review

Anu Raj, Shiva Prakash, Jyoti Srivastva, and Rajkumar Gaur

Abstract A Blockchain-based smart contract is widely used in every domain for
secure data exchange and data storage. The latest technology operates automatically,
controls, or documents legally relevant events and actions according to the agree-
ments described in the contract agreement. TheBlockchain in health care can be visu-
alized in managing electronic medical record (EMR) data, preservation of healthcare
data, personal health record data control, point-of-care genomics supervision, com-
puterized health reports data control, etc., by using IoT devices for data collections.
This paper presents a brief overview of the well-known existing researches based on
Blockchain-enabled intelligent contracts in the healthcare system. The paper focuses
on existing research, methodologies, and future trends and comparative analysis of
smart contracts (intelligent agreement) methods . This paper points out challenges
and open problems that require discussion in the future considerations. Moreover,
help new researchers to understand the upcoming trends in Blockchain-based intel-
ligent agreements in the healthcare scheme.

Keywords Blockchain · Healthcare system · Personal health records · Internet of
things · Intelligent agreements

1 Introduction

Nowadays, Blockchain is widely used in every domain for secure data exchange as
well as data storage. It is a technology that has an immutable ledger for storing data
and tracking assets, etc. It strengthens the e-health applications securities, monitoring
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devices security, recording and exchanging e-media records, medical trial data, and
remote health monitoring records [1, 12]. It provides a secure platform to every
domain to secure data exchange and its management using smart contracts. It has an
extensive utilization area, such as business services, pharmaceutical services, forecast
markets, and the Internet of Things (IoT). Particular utilization of this technology in
the field of the medical care system is essentially based on the intelligent agreement,
which depends on the clinical work supervision and is restrained by the framework.
Enhancement of utilization is the way to framework updating [3]. With the use of
Blockchain, the issues of the lack of interoperability among various medical services
providers can be tackled, bringing down task expenses and coordination efforts. Also,
patients’ health records integrity is guaranteed and permits them to possess their
private health records [6, 7]. The collaboration network connected by Blockchain
mayperforman essential role in value creation, exchanging, and sharing data between
the medical services community. This technology is one of the newest innovations
to clarify security, assurance, and clarity in the medical sector.

Protection, separation, and scalability of health records storage and sharing are
necessary for investigation in healthcare and clinical centers. The health center’s
health inquiries about the patient’s fitness depend on their scientific data [17]. First
of all, data collected by wearable devices is first sent to the cloud over the Internet for
processes [18]. The Blockchain constancies for healthcare data direction design to
utilities for sufferers, specialists, and healthcare history access institutes inpatient and
control, requests and cash management, IoMT security management, and analysis
of data affirmation and replacement for clearness of financial audit [25]. For specific
purposes, consecutive updates and encoded, decentralized blockchain histories are
made to recognize, monitor, and handle clinical records [23]. Blockchain investigates
the healthcare domain [16]. This deliberate review combines research that introduces
a new healthcare solution and methodology, which resolves preservation and secrecy
concerns. It builds trust between patients and healthcare providers.

This article constructs as follows: Sect. 2 represents a brief description of related
work. The blockchain-based intelligent contracts for the healthcare system and com-
pares the existing research method involved in blockchain. Section3 presents the
detail about the operational process of smart contracts, platform, and future trends
of the smart contract. Section4 describes the open issues and research challenges.
Lastly, Sect. 5 concludes the paper.

2 Literature Review

This section presents a brief overview of well-known pieces of knowledge that
have considered blockchain-enabled intelligent agreements in the healthcare sys-
tem. Some of them are as follows:

Gordon and Catalini describe healthcare blockchain technology [8]. They ended
their analysis onhow this technology can allowpatient-centric healthcare data sharing
over the institution-centric direction. Asma Khatoon introduced multiple workflows
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in the healthcare system using blockchain technology for better data management
[11]. Tim K. Mackey et al. explained blockchain approaches that reacted to the latest
difficulties encountered in the medical sector associated with other economic sectors
[13]. So, this reason, assuring that a health blockchain is ’fit-for-purpose’ central.
These medical care centers share the multidisciplinary procedures construction and
deployment. This proposed application of the Blockchain presents reliable manage-
ment and research of crucial healthcare data. However, blockchains are computation-
ally significant, require particular bandwidth, and more computational power-saving
[4]. So, the proposed four blockchain-based intelligent contracts for user affirmation,
entrance authorization, fault disclosure, and access cancelation. In this design, iden-
tifying with the block area of the ledger and a massive quantity of patient records,
the EMRs are managed in the cloud after transfer encrypted through cryptographic
techniques like ECC and EdDSA. At the same time, their identical hashes are orga-
nized into the Blockchain. Wang et al. [19] presented a comprehensive overview of
Blockchain-powered intelligent contracts. Pradhan et al.[22] introduced a solidity-
based innovative agreement that treated up an Ethereum pragmatic machine to pro-
mote responsible analysis and store events from the sensors. Fatma Ellouze1 et al.
performed a scientific analysis of present solutions by implementing blockchain
technology on IoMT [15]. In the distributed problems concern the application of
Blockchain over IoMT and also specified techniques. Shafaq Naheed Khan et al.
performed a complete survey of blockchain-enabled innovative recognition from
mechanical and acceptance points [5]. Griggs et al. [10] introduced the applicability
of blockchain-based intelligent agreements to promote reliable review and limita-
tion of pharmaceutical sensors. This innovative compressed method would improve
real-time patient monitoring and medical interferences. It transfers information to
victims and medical experts while managing a reliable record of receiving these
actions. Manaf Zghaibeh et al. performed Smart-Health, a blockchain-based health
authority scheme [9]. It separates multi-layered Blockchain mixed with a multi-
layer address method that determines the prerogatives and recognition of things in
the scheme. Ashutosh Sharma et al. presented the concept of Blockchain and intel-
ligent agreements and their applications on the Internet of Medical Things (IoMT)
and the e-healthcare sectors [20, 24].

2.1 Comparison and Analysis

In this section, there is a brief comparison of various research methods involved in
blockchain, their objective, description, and their corresponding authors, which are
as follows:

Researchers have advised in literature reviews to report on the current problems.
The main work of similar analysis techniques of blockchain is listed in Table1. It
shows the comparison among well-known existing technologies in the healthcare
system. The above table finds that most of the authors tried to resolve the security
issues of the healthcare system and patients’ data management. In this study, we
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Table 1 Comparison of existing blockchain-based researches
Authors and years Research method Objective Description

Maslove et al. [14] Proof-of-concept Clinical trials data
management

The proposed method
improved the integrity of
data obtained during
clinical examination,
serving researchers,
controls, and drug
corporations identical

Chen et al. [2] System design Secure medical data storage
and service framework

A storage design was
intended to maintain
personal medical data
based on blockchain and
cloud warehouse without
third parties

Zhang et al. [26] Framework construction Development of balanced
scorecard evaluation
framework

A structure was intended to
evaluate the appearance of
blockchain ambitions in
implementing value-based
holistically

Shuaib et al. [21] Literature review Blockchain potential in
improving secured
digitized medicine

Account tracks record what
activities and alterations are
performed to patient reports
while informing all users
on the system

Khatoon [11] Framework construction Smart contract This work introduced
various workflows
connected with the
healthcare ecosystem using
blockchain techniques for
more reliable data
supervision

Du et al. [3] System design fuzzy set theory to filter
unnecessary attributes

These decision-making
methods are experimental.
This method manages the
various aspects as
characteristics and
interpretive structure
modeling

Saini et al. [19] System design A smart contract-based
access control framework
for cloud smart healthcare
system

To build an access control
structure based on
innovative agreements built
on the top of a shared
ledger (blockchain) system
to defend the distribution of
EMRs, among various
things included in the
original healthcare scheme
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addressed the practical considerations while building a healthcare blockchain and
innovative contract system. Specifically, we compared the technical features of the
blockchain as well as the objective of the research.

3 Intelligent Agreements

An intelligent agreement is defined as a mutual agreement between pair or added
persons or organizations that contain data, processes input variables. It gives outputs
as the pre-determined conditions meet. It supports the pre-determined function that
empowers intelligent contract generation. The operation involved in a blockchain-
based smart contract, platform, and future trends of the intelligent contract are as
follows:

On the basis of the above table, Fig. 1 has been drawn which include the type of
schemes such as system design, proof of concept, literature review, and framework
construction. It shows that most of the work has been done on designing the system
using smart contract to facilitate, execute, and enforce contract between unauthorized
person without the consent of authorized party.

3.1 Operational Techniques of Intelligent Agreements

An intelligent agreement is probably like a company that includes essential variables,
structures, events, and functionalmodifiers, which are required to achieve and control
appropriate actions and events as per the deal cycles. It can also call other intelligent
agreements.

Fig. 1 Graphical representation of comparative study of blockchain-based research
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Fig. 2 Blockchain-based smart contract managing different permissions in healthcare system

Every intelligent contract is incorporated with times and functions. It is usually
stored within a section that could be assigned for all conditions frommanage various
authorizations to access the information, as shown in Fig. 2. It can be viewed that
various partners are joined with this plan and perform various activities. This will
assist make more conventional co-operations with the victims and the healthcare
providers.

The data obtaining permission rule is also joined in the intelligent agreement that
benefits in tracing every performance of the patients by applying the unique IDs
produced during the patients’ registrations.

3.2 Intelligent Agreements Platforms

Intelligent agreements can be created and expanded in various blockchain policies
such as Hyperledger Fabric, Bitcoin, solidity, multichain, etc. High-level program-
ming languages are supported by most of the platforms to develop the smart con-
tract. However, Bitcoin is the primary blockchain platform to handle digital busi-
ness exchanges with a highly restricted computing capacity. NXT is an open-source
blockchain policy that depends totally on a proof-of-stake agreement convention.
Solidity is also a high-level programming language that utilizes to create smart con-
tract and agreement codes. It is compiled in Ethereum virtual machine and expanded
on the blockchain for execution. Ethereum is the most popular platform for inno-
vative agreements. It can be appropriated to produce various types of decentralized
purposes (DApps) in different regions. Hyperledger Fabric trust just a variety of
business-related associations that participate by enrollment service providers. Mul-
tichain is the most accessible blockchain platform in terms of setup. It is designed
to be a permissioned blockchain that is very simple yet powerful to use and inherits
proven features of the famous Bitcoin Blockchain by forking from it.
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3.3 Future Trends

This subsection performs the future trends of the blockchain technologies-based
intelligent contract in the healthcare system. It explains the forthcoming perspective
of the intelligent contract in healthcare operations which are as in Table2 follows.

Table 2 Comparison of existing Blockchain-based researches

S. No. Smart contract methods Description

1 Layer 2 protocol Layer two is an overlay network that rests
on the peak of the underlay blockchain.
The primary objective of the layer two
protocols is to tackle the data sharing
activity and scaling provocations faced by
significant cryptography systems

2 Contract management solutions It is as of now imaginable to utilize
intelligent contracts even without
blockchain. Hence, deal control solutions
can resolve both changeless effects and the
immutable nature of blockchain
technology. It takes care of the agreement’s
life cycle while eliminating limitations on
the existing technology

3 Fabasoft contracts Fabasoft contracts is one of the most
modern intelligent agreement solutions that
are made to utilize cloud-based
programming. It helps clients throughout
the whole agreement life cycle from
cross-organization contract planning,
skillful audit, and permission measures, and
the alteration of stable agreement archives

4 Parallel blockchain The agreement nodes and intelligent
agreements in the blockchain will create
decentralized autonomous corporations and
decentralized autonomous organizations
participating in a distinctive kind of dapp.
Form DAS corresponds to the counterfeit
society ACP. The programmable element
of innovative agreement authorizes the
blockchain to implement various kinds of
innovative plans and situation origin. It
results from the assessment, through which
the optimal determination can be obtained
either semi-automatically or fully
automatically
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4 Research Challenges and Open Issues

Blockchain-based intelligent agreements are an emerging technology but face many
challenges. These challenges are different types as legal issues, reliance on “off-
chain” resources, immutability, dependability, scalability, and agreement mecha-
nism. Some of the listed issues are as follows:

4.1 Legal Issues

The legitimate concern of intelligent agreements is one of the crucial aspects of
intelligent commitment difficulties, which include three-part: (i) every nation has its
laws and guidelines; subsequently, it is convoluted to guarantee consistency will all
guidelines, (ii) law statements or opinions are not quantifiabl, and (iii) legislatures
are strong on a directed and managed utilization of the blockchain change in various
purposes.

4.2 Reliance on “Off-Chain”

Resources-based intelligent agreements require getting data or information from
devices, not the blockchain individual, assumed off-chain devices. For this purpose,
oracles are confided in outsider somebody that recover off-chain data and drive that
data to the blockchain by pre-determined periods.

4.3 Immutability Issue

One more constraint in the blockchain individual that moves intelligent agreements
is the immutable aspect of the blockchain. Once this agreement is created, it cannot
be modified.

4.4 Consensus Mechanism Issue

The agreement system supports determining the security issues and provides the flex-
ibility of decentralization in the blockchain networks system. There are a few existing
agreement protocols, including, proof-of-stake, Proof-of-Authentication Proof-of-
Work. Though the PoW protocol empowers security in the blockchain, it squanders
assets.
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5 Conclusion

In this article, perform a complete review of blockchain-enabled intelligent agree-
ments for the healthcare scheme. This paper contributes a brief overview of the
well-known existing researches based on blockchain-enabled intelligent agreements
in healthcare policy. Comparison is also made of these existing innovative contract-
based researches in the healthcare system. Consequently, blockchain technologies
in healthcare directions involve things and somebody to enhance their experience
with secrecy and authenticity. Also, it explores the latest challenges and open issues
that the intelligent deal and performed its expected trends. The design to conduct
additional analysis on identical blockchain and associated intelligent contract appli-
cations. This research presents informational provisions to involved researchers to
work on blockchain-based smart contracts.
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Comparative Analysis of Breast
and Prostate Cancer Prediction Using
Machine Learning Techniques

Samta Rani, Tanvir Ahmad, and Sarfaraz Masood

Abstract Around the whole world, cancer is themost life-threatening disease. Basi-
cally, cancer can arise in any tissue of the body, and while each variety of cancer has
unique characteristics, the fundamental processes that might cause cancer are highly
common in all disease types. Breast cancer is one of the most ubiquitous types of
cancer in females. Inmales, prostate cancer is themost dangerous during recent years.
This study focuses on breast cancer as well as on prostate cancer in the direction of
their early predictions. For early prediction, eight classificationmodels had been used
such as logistic regression (LR), Naïve Bayes (NB), decision tree (DT), stochastic
gradient descent (SGD), K-nearest neighbors (KNN), decision tree (DT), random
forest (RF), support vector machine (SVM), and artificial neural network (ANN).
This work includes three different datasets for research analysis of breast and prostate
cancer predictions. Two datasets for breast cancer (Coimbra andWisconsin) and one
for prostate cancer are taken from UCI and Kaggle repository, respectively. For
improving the results of prediction, the normalization technique and feature selec-
tionmethod had been used in this paper. Performance in terms of accuracy, precision,
recall, F1-score, and curves of each classifier are analyzed in this study. Most of the
classifiers did well after using the feature selection method (ANOVA). In the case of
Breast Cancer Coimbra, KNN give good results with 80% accuracy in both the cases
with or without using feature selection. Logistic regression with feature selection
doing the best work on Wisconsin Breast Cancer with 99% accuracy. There are four
classifiers (SVM, RF, DT, and SGD) which gives highest accuracy (97%) on prostate
cancer.
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Keywords Breast cancer · Prostate cancer · Feature selection · Normalization ·
Classifications

1 Introduction

Cancer is one of the leading causes of mortality worldwide, based onWHO statistics.
Breast cancer is the secondmost common cancer, after lung cancer, with 2.09million
cases among the predicted 9.6 million cancer fatalities. It is also the fifth most preva-
lent cause of cancer death, accounting for over 627,000 fatalities, or 15%of all cancer
deaths among women. And breast cancer alone accounts for 30% of all new cancer
diagnoses in women [1]. This work examined the breast cancer issue using publicly
available data from the Portuguese city of Coimbra and Wisconsin. There were ten
quantitative predictor factors in this dataset, whichwere anthropometric in nature and
captured through standard blood tests used to determine the presence or absence of
breast cancer. Breast cancer is the most frequent type of cancer in women, affecting
about 2.1 million women each year and contributing to female cancer deaths being
the leading cause of death. Breast cancer claimed the lives of over 627,000 women
in 2018. Early detection is crucial for improving breast cancer and survival chances
[2]. Prostate cancer is one of the most frequent malignancies in American males,
and it has the second highest fatality rate after lung cancer. Now a days, one in every
seven men would be diagnosed with prostate cancer. According to recent figures, the
number of new patients diagnosed with prostate cancer in 2017 was approximately
161,360, with approximately 26,730 deaths [3]. Fortunately, if prostate cancer is
detected early, the mortality rate can be reduced. This paper also includes the study
on prostate cancer whose dataset is taken from Kaggle and analyzes all classification
models on parameters of prostate cancer. This paper is organized as follows: Sect. 1
presents the introduction to the different types of cancer disease. Section 2 presents
the review of various recent literatures for cancer detection. Section 3 describes each
component of the methodology used in this work, which is followed by description
of the datasets. The results obtained after various experiments are presented and
discussed in Sect. 5 followed by the conclusion.

2 Related Work

Rahman et al. [4], the purpose of this research is twofold. The first is to identify
the most relevant breast cancer biomarkers, and second is to improve the current
computer-aided diagnostic (CAD) system for detecting early breast cancer. This
workmade use of a dataset that included nine anthropometrical and clinical variables.
From all the techniques used by author, SVMmodel with radial basis function (RBF)
kernel gives best results with 93.9% accuracy, 95% sensitivity, and 94% specificity.
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Ray et al. [5], in this study, researchers worked on two different datasets. One
dataset is based on diabetic, and another is based on breast cancer. Feature selection
techniques also applied before applying the machine learning models for getting the
reduced feature set to classify between healthy and non-healthy subjects. Feature
set includes the features having majority that is generated by routine pathology
examinations. Author focused on identifying biomarkers that entail pathological
testing and those that do not.

Mushtaq et al. [6], in this research, breast cancer (Wisconsin) dataset was used
for study. Different classification models are applied along with PCA reduction
approach. Performance of different classifiers with variants of PCAs based on linear,
sigmoid, cosine, poly, and radial basis functions is analyzed. Highest 99.20% accu-
racy got from sigmoid-based Naive Bayes. Using KNN, with all different kernels
got accuracies within the range 96.4–97.8%.

Shakeel et al. [7] works on prostate cancer for which author initially collects
information related to prostate cancer from DBCR dataset. After that, using mean
mode process, irrelevant record was removed and collect other important elements
using ant rough set hypothesis. Result is evaluated in the terms of mean square error
rate, hit rate, and accuracy.

3 Proposed Methodology

Figure 1 depicts the workflow of proposed work, highlighting the overall steps taken
in this work, which includes data preprocessing with normalization, feature selection
techniques, training and testing with specified models, evaluation of results, and

Fig. 1 Model for predicting cancer disease
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Table 1 Description of breast and prostate cancer datasets

Dataset name Total number of
Patients

Number of
parameters

Number of
non-cancer
patients

Number of cancer
patients

Breast cancer
coimbra data set
(BCC)

116 10 52 (45%) 64 (55%)

Breast cancer
wisconsin
(diagnostic) data set
(WBC)

569 32 357 (63%) 212 (37%)

Prostate cancer 100 10 38 (38%) 62 (62%)

prediction of breast cancer and prostate cancer. Python 3 was used to carry out this
task.

Dataset

In this paper, three datasets had been used or analyzed for covering the famous
cancer types in both males and females. Two datasets are based on breast cancer
named as Breast Cancer Coimbra dataset and Breast Cancer Wisconsin, both had
been collected from UCI repository. Third dataset had been collected from Kaggle
named as prostate cancer. Table 1 shows the number of records under cancerous and
non-cancerous cases in each dataset.

Coimbra Breast Cancer dataset has clinical parameters like body mass, hormone,
leptin, glucosamine, etc. But another dataset which is also a breast cancer dataset
WBC includes the real-valued parameters for each cell nucleus like texture, radius,
compactness, etc. In this dataset, for each image, mean, standard error, and worst
values were computed. Prostate cancer dataset having ten features like area,
perimeter, radius, identification number, etc. In this paper, label 0 is used for
non-cancer patients and label 1 for cancer patients.

4 Result Analysis

The proposed work considers eight classifiers for the analysis of performance
comparison. Two normalization methods Z-score and min–max are used for data
transformation. But, in this paper, only best results are discussed. Out of Z-score
and min–max, Z-score gives good results. Tables 2, 3, and 4 show the results of
BCC dataset, WBC dataset and prostate cancer dataset, respectively, using all the
machine learning techniques. Every table divided into two parts having results based
on without using ANOVA and with ANOVA.

Table 2 shows the comparison of results using the eight classifiers without feature
selection and with feature selection on Breast Cancer Coimbra dataset. All classifiers
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Table 2 Performance analysis of BCC

Models Without feature selection With feature selection

Precision Recall F1-score Acc
(%)

Precision Recall F1-score Acc
(%)

LR 0 0.64 0.41 0.50 60 0.67 0.71 0.69 69

1 0.58 78 0.67 0.71 0.67 0.69

KNN 0 0.86 0.71 0.77 80 0.75 0.88 0.81 80

1 0.76 0.89 0.82 0.87 0.72 0.79

NB 0 0.55 0.65 0.59 57 0.56 0.82 0.67 60

1 0.60 0.50 0.55 0.70 0.39 0.50

ANN 0 0.55 0.65 0.59 57 0.56 0.82 0.67 60

1 0.60 0.50 0.55 0.70 0.39 0.50

SVM 0 0.75 0.53 0.62 69 0.73 0.65 0.69 71

1 0.65 0.83 0.73 0.70 0.78 0.74

RF 0 0.75 0.53 0.62 69 0.73 0.65 0.69 71

1 0.65 0.83 0.73 0.70 0.78 0.74

DT 0 0.75 0.53 0.62 69 0.73 0.65 0.69 71

1 0.65 0.83 0.73 0.70 0.78 0.74

SGD 0 0.75 0.53 0.62 69 0.73 0.65 0.69 71

1 0.65 0.83 0.73 0.70 0.78 0.74

except the KNN give better results after using ANOVA. KNN classifier gives highest
accuracy which is 80% and it remain same in both cases with or without feature
selection.

Table 3 shows the performance of Wisconsin Breast Cancer dataset using all
models. Logistic regression gives best result with 99% accuracy using ANOVA
feature selection method. Here, only Naïve Bayes, logistic regression, and ANN
classifiers improve their accuracies after using feature selection. Table4 showing
the results of applied classifiers on prostate cancer dataset. Highest accuracy 97%
is computed by five classifiers (NB, SVM, RF, DT, SGD). But the only difference
is that Naïve Bayes gives best result without using feature selection and remaining
classifiers gives their best accuracies after using ANOVA feature selection technique.

Figure 2 showing the learning curves of classifiers who gives highest accuracy
in each dataset. In Fig. 2, curve (a) is showing the performance of KNN on Breast
Cancer Coimbra dataset, curve (b) is showing the learning curve of logistic regression
on Wisconsin Breast Cancer dataset, and curve (c) showing the results of support
vector machine model on prostate cancer.
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Table 3 Performance analysis of WBC

Models Without feature selection With feature selection

Precision Recall F1-score Acc
(%)

Precision Recall F1-score Acc
(%)

LR 0 0.97 0.99 0.98 98 0.99 0.99 0.99 99

1 0.98 0.95 0.97 0.98 0.98 0.98

KNN 0 0.95 0.99 0.97 96 0.96 0.96 0.96 0.95

1 0.98 0.90 0.94 0.94 0.94 0.94

NB 0 0.94 0.92 0.93 91 0.94 0.93 0.93 92

1 0.86 0.90 0.88 0.88 0.90 0.89

ANN 0 0.94 0.92 0.93 91 0.94 0.93 0.93 92

1 0.86 0.90 0.88 0.88 0.90 0.89

SVM 0 0.97 0.99 0.98 98 0.98 0.97 0.98 97

1 0.98 0.95 0.97 0.95 0.97 0.96

RF 0 0.97 0.99 0.98 98 0.98 0.97 0.98 97

1 0.98 0.95 0.97 0.95 0.97 0.96

DT 0 0.97 0.99 0.98 98 0.98 0.97 0.98 97

1 0.98 0.95 0.97 0.95 0.97 0.96

SGD 0 0.97 0.99 0.98 98 0.98 0.97 0.98 97

1 0.98 0.95 0.97 0.95 0.97 0.96

5 Conclusion

This work covers two main cancer types breast cancer (in females) and prostate
cancer (in males) which are most dangerous and increase the mortality rate in whole
world. It is very necessary to predict these diseases in their early stage for better
treatment of patient. For early and correct predictions, all classification models are
analyzed on each dataset. For improving the performance of models, firstly Z-score
normalization method is used and analyze all the measuring parameters such as
precision, recall, F1-score, and accuracy with or without using feature selection
technique. The future anticipates the use of the aforementioned strategies to eliminate
existing shortcomings and improve prediction rates, so giving a way to improve the
survival rate for the well-being of mankind.
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Table 4 Performance analysis of prostate cancer

Models Without feature selection With feature selection

Precision Recall F1-score Acc
(%)

Precision Recall F1-score Acc
(%)

LR 0 0.86 1.00 0.92 97 0.67 1.00 0.80 90

1 1.00 0.96 0.98 1.00 0.89 0.93

KNN 0 0.50 0.67 0.57 80 0.71 0.83 0.77 90

1 0.91 0.83 0.87 0.96 0.92 0.94

NB 0 0.45 0.83 0.59 77 0.45 0.83 0.59 77

1 0.95 0.75 0.84 0.95 0.75 0.84

ANN 0 0.45 0.83 0.59 77 0.45 0.83 0.59 77

1 0.95 0.75 0.84 0.95 0.75 0.84

SVM 0 0.57 0.67 0.62 83 1.00 0.83 0.91 97

1 0.91 0.88 0.89 0.96 1.00 0.98

RF 0 0.57 0.67 0.62 83 1.00 0.83 0.91 97

1 0.91 0.88 0.89 0.96 1.00 0.98

DT 0 0.57 0.67 0.62 83 1.00 0.83 0.91 97

1 0.91 0.88 0.89 0.96 1.00 0.98

SGD 0 0.57 0.67 0.62 83 1.00 0.83 0.91 97

1 0.91 0.88 0.89 0.96 1.00 0.98

(a) Model:KNN,Dataset:BCC (b) Model:LR,Dataset:WBC

(c) Model: SVM, Dataset: Prostate Cancer

Fig. 2 Learning curves of models having best accuracy in every dataset
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Data-Driven Volatile Cryptocurrency
Price Forecasting via Variational Mode
Decomposition and BiLSTM

Rohith Ramakrishnan, Anirudh Vadakedath, Anirudh Bhaskar,
S. Sachin Kumar, and K. P. Soman

Abstract Cryptocurrency is based on blockchain technologywhich is ideally decen-
tralised, referring to no superior authority overlooking it. The community is main-
tained by numerous usermachines forming a “peer-to-peer” network.With the recent
skyrocket of crypto-assets in the financial markets, many view it as the quickest and
riskiest way to earn. Such assets are coined as “Volatile” due to its rapidly fluc-
tuating price, thereby making it extremely hard to forecast its course. The paper at
hand explores a novel technique that establishes a relation between signal processing
and volatile stock forecasting methods via variational mode decomposition (VMD).
Variational mode decomposition aided with BiLSTM neural architecture, a purely
data-driven model, is fine-tuned to forecast the daily or interday prices of Bitcoin
and Ethereum alongside yielded RMSE of 0.0278 for Bitcoin. The results are then
further compared with ARIMA, ARMA and MA to analyse the effect of VMD.

Keywords Variational mode decomposition · VMD · Signal processing ·
Cryptocurrency · Bitcoin · Etherium · Price forecast · BiLSTM · Volatile stocks ·
Time series

1 Introduction

Numerous researches over the years have been articulated to develop efficient models
for forecasting the prices of volatile assets such as Bitcoin(BTC) using several differ-
ent data-driven approaches. In statistics, volatility refers to the amount of dispersion
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of profit for any index. In most cases, the higher the volatility, the riskier the security.
It is often measured as either the standard deviation or the variance between returns
from that same security or market index [1]. One of the major hurdles in developing
a forecasting model is the volatile nature of the assets. Volatility has always been
seen as a system that can never be predicted. The upcoming systems such as cryp-
tocurrency, which have the potential to become institutions for future markets, get
hampered by its high volatility. Volatility has been a huge hurdle due to its nonlinear
nature; i.e. the output is not proportional to the input. The idea of understanding the
paths of nonlinear systems had always been a dream until an approach to compre-
hend systems using data-driven approaches came to light. Traders around the world
run millions of computations which results in many important decisions. Being able
to understand the market sentiment and predict the rise and fall of shares has been
crucial. The recent stardom of cryptocurrencies has drawn the attention of numerous
investors due to its rapid inclination in the past few months alone. Despite its ban in
numerous countries [2], it continues to astonish investors. The cryptocurrency was
originally developed as a decentralised alternative to the existing banking and cur-
rency system. Cryptocurrency evolved with advancements in blockchain technology.
Blockchain and distributed ledgers are rapidly emerging and provoking various sec-
tors in different fields. One such industry is the financial industry, which is utilising
blockchain to revolutionise payment methods [3]. This impact can be illustrated by
the existing payment process. Products paid by credit card are completely settled
after numerous business days. The evolving blockchain can eliminate delays and
make these settlements anonymous [4]. Such captivating features lead to “mooning”
or skyrocketing prices of numerous cryptocurrencies which are now seen as digital
gold. With the scope of attaining easy profits, numerous researchers and people are
looking for ways to predict and forecast the prices of volatile assets to minimise
loss. In this paper, an attempt to make a prognosis or forecast of the inter-day prices
of two reputed cryptocurrencies, Bitcoin (BTC) and Ethereum (ETH), is contem-
plated as signals and decomposed into modes by the application of variational mode
decomposition (VMD) on each of them. Decomposition into modes will help assist
in capturing the volatility and irregularities in the price of each asset and better train
of BiLSTM model to attain finer predictions. Section2 in this paper throws light on
the existing approaches for forecasting prices of numerous assets. Sections3 and 4
give a basic understanding on the theory and the model. Section5 provides informa-
tion on preprocessing of data used along with the metrics used to evaluate the model
and the values obtained followed by conclusion.

2 Literature Review

Volatile markets are a huge risk for traders, and predictive algorithms are of substan-
tial help in predicting stock prices. LSTM neural networks and recurrent reinforce-
ment learning were used by Lu [5, 6] to maximise an objective function through gra-
dient ascent. An agent was chosen, and based on the function value, it would decide
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how it would trade. LSTM was implemented here to sense the market conditions
dynamically since in theory RNN’s can connect previous information to the present
task. Natural gas prices are anothermarket where artificial neural networkswere used
to predict short-term prices [7, 8]. Jin et al. [7] decomposed the spot gas price using
discrete wavelet decomposition and then autoregressive integrated moving average
(ARIMA) followed by ANN are applied to this for forecasting. Dunis et al. [9] used
neural networks to check whether it could predict the EUR/USD exchange rates dur-
ing the financial crisis of 2007–2009. TheForeignExchangemarket is highly volatile,
and a sample period from January 2000 to July 2007 was provided to the neural net-
work to learn from. Kimoto et al. [10] used a data-driven approach and used multiple
factors such as interest rates, vector curves, foreign exchange rates, New York Dow
Jones average, and turnover to predict the selling price. İcan et al. [11, 12] mentions
howANN combined with another MLmodel can yield better results. Chen et al. [13]
used ten-year data ranging from January 1982 to August 1992, using the first 5years
to train the model and the next 5years to evaluate it. This study uses a probabilistic
neural network (PNN), generalisedmethod ofmoments (GMM)with aKalman filter,
and a random walk model to predict the direction of future index returns. Bernal, et
al. [14] compared using echo state network (ESN) and a Kalman filter to predict a
time series. The study used data ranging from 2004 to 2009 to conclude that while an
ESN could capture quick changes in stock price, the Kalman filter could not. Silpa
Balagopal et al. had applied multivariate variational mode decomposition to forecast
prices of numerous stock sectors [15]. Hiransha M et al. proposed a comparison of
multiple deep learning architectures naming a few, multilayer perceptron (MLP),
recurrent neural networks (RNN), long short-term memory (LSTM) and convolu-
tional neural network(CNN) [16, 17]. The stock prices of five different stocks on
the National Stock Exchange (NSE) and New York Stock Exchange (NYSE) were
predicted using these networks, given the price of one company on the NSE. These
results were compared with linear models such as ARIMA, autoregressive moving
average (ARMA), autoregression (AR) and moving average (MA). Deepthi P K et
al. proposed a method to predict stock prices [18] and Dr. Neethu proposed electric
load forecasting [19] using dynamicalmode decomposition (DMD). Each company’s
price was predicted in three ways. Firstly, the organisations belonging to the identi-
cal zones were sampled by which the future price was predicted, while in the other
technique, they took into consideration sampled organisations from all sectors. The
sampling and the prediction window size were kept fixed in all these cases. In the
third approach, sampling was carried out by taking into consideration organisations
from all sectors. Here the window used for sampling was kept constant; however,
until a determined cut-off error was crossed, the predictions were made.

3 Variational Mode Decomposition

The objective of the novel VMD proposed by Konstantin and Zosso [20] is the
successor to the empirical mode decomposition (EMD) and aims at decomposing
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Fig. 1 Architecture of the
proposed BiLSTM

any signal f(t) to a cumulative sum of functions, uniquely called, intrinsic mode
functions [21]. Each mode k must be largely compact around a central pulse k that
is identified throughout the decomposition process [20]. Consider f as a time series
that, according to the restricted optimisation problem, is decomposed into a set of
modes uk centred around pulsation wk .

min{uk },{ωk }
{∑

k

∥∥∥∂t

[(
δ(t) + j

π t

)
∗ uk(t)

]
e− jωk t

∥∥∥2

2

}

s.t.
∑

k uk = f
(1)

where {uk} := {u1, .., uk} and {wk} := {w1, .., wk} are the symbolic representation
for the set of all modes and their associated central frequencies. In this study, the
radiography data obtained from each channel will be considered as a collection of
signals and hence decomposed into modes. The number of modes, as the name
suggests decomposes the given signal into the desired number of modes (K) and α

is the balancing parameter of the data-fidelity constraint.

4 BiLSTMModel

BiLSTM which stands for bidirectional long short-term memory learns long-term
dependencies which are bidirectional between any given data sequence. The pro-
posed architecture consists of BiLSTMs’ and dense layers as shown in Fig. 1. The
architecture was developed to be elementary to showcase the capability of VMD
aided prediction on uncomplicated neural networks.
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Fig. 2 High-level overview
of the proposed system Previous Day’s decomposed price VMD-BiLSTM

Next Day’s Price

Input

Output

5 Proposed Methodology

In the present section, the proposed model applied in the experiments will be elab-
orated. Figure2 shows a high-level overview of the system. The system accepts the
decomposed prices of the previous day, which assists the model in assessing the
closing price of the selected assets. The model tries to learn from the previous days
decomposed price signal to forecast the next day’s price.

5.1 Data Preparation

The dataset utilised for the experiments in this paper consists of BTC and ETH
prices in US dollars (US$). The dataset is inclusive of 2638 observations from 11
April 2014 to 17 June 2021. The dataset includes five attributes closing, highest,
lowest and opening price and volume. The scope of this experiment is restricted to
the analysis and prediction of closing prices. The closing price for both crypto-assets
was broken down into training and testing with the proportion of 9:1, respectively. In
Fig. 3, the blue line indicates the data taken for training, whereas the orange indicates
the testing. Step-1: The decomposed modes can be seen from Fig. 4. The first mode
captures the trend of the signal.

Step-2: The length of eachmodewill be identical to the length of the closing price,
and hence, each day’s closing price is decomposed into 25 values by considering a
window of length 2048

Step-3: The decomposed data will be rearranged in such a way that the previous
day’s decomposed value will point to the current day’s price. Hence, the proposed
model learns to forecast closing price based on the previous day’s decomposed values.

Step-4: The realigned modes will act as the features which will be learned by the
BiLSTM neural net and will forecast the closing price for the upcoming days. In the
current work, BiLSTM net is only used as it captures the features from left-to-right
and right-to-left manner.
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Fig. 3 Train–test split

(a) Bitcoin

(b) Ethereum

5.2 Performance Indicators

Two indicatorswere used to evaluate themodel’s performance: rootmean square error
(2) (RMSE) and mean absolute error (3) (MAE), both of which can be calculated
and described as

RMSE =
√√√√1

n

n∑
i=1

(
Predi - Actuali

σi

)
(2)

mae =
(
1

n

) n∑
i=1

|Predi − Actuali | (3)

in Eqs. (2) and (3), n denotes the length of the observation sequence.
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(a) IMF-1 (b) IMF-2

(c) IMF-3 (d) IMF-4

(e) IMF-5

Fig. 4 Top 5 IMFs obtained via VMD for closing price of BTC

6 Results and Discussion

The first mode, which is obtained via decomposing the BTC closing price, will
capture the general trend of increase in the past couple of months, while rest of the
24 modes capture the “volatile” or variations in the price in the price as seen in Fig. 5.
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Fig. 5 First mode of closing price which captures the general trend

(a) Bitcoin (b) Ethereum

Fig. 6 Hyper-tuning K values for BTC and ETH in obtaining least RMSE and MAE

6.1 Hyper-Tuning K Value

One of the essential parameters for VMD is the K, the number of modes the given
signal is decomposed into. The above-mentioned procedures are evaluated with the
performance metrics for numerous K values as depicted in Fig. 6a for BTC and
Fig. 6b for ETH.

6.2 Forecasted Price

After hyper-tuning, the proposedmethodologywas applied for closing prices of BTC
and ETH. One of the key issues in predicting BTC prices or time series is the random
fluctuation or volatility in certain time periods, to evaluate the models performance
during such months, July 2020 and July 2021 have been chosen.

From Figs. 7 and 8, it can be observed that the proposed approach is able to
forecast matching trend of the original price. The predicted trend is matched with
the original price. The captured trend consists of some spikes and dips which are
marked in dotted circles.

From Fig. 9, its evident the turning points and trends of BTC closing prices are
captured progressively better.
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Fig. 7 Comparison of
forecasted versus actual BTC
price

(a) Test-Window

(b) History

6.3 Correlating with Existing Methods

According to the« literature, forecasting may be done using two approaches: statisti-
cal and artificial intelligence techniques [22]. It is commonly used in the disciplines
of finance and economics [23]. In this section, wewill be comparing the performance
of the proposed VMD-BiLSTM methodology with the existing ARIMA-based pre-
diction. The data was split as mentioned in Sect. 5.1, and its prediction was noted.

To evaluate the performance of VMD-based forecasting, ARIMA [24], ARMA
andMA, the above-mentioned performance metrics were used. The same time frame
was used to forecast prices with methods such as ARIMA, ARMA, and MA and its
performancemetricswere compared to those of our proposedVMD-BiLSTMmethod
and tabulated in Table 1.
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(a) Test-Window

(b) History

Fig. 8 Comparison of forecasted versus actual ETH price

(a) July 2020 (b) July 2021

Fig. 9 Comparison of forecasted versus actual BTC price for the months of July
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Fig. 10 Prediction of closing price via ARIMA

Table 1 Comparing proposed approach with ARIMA, MA, AMRA for BTC

Method MAE RMSE

VMD-BiLSTM 0.0207 0.0278

VMD-LSTM 0.5586 0.6051

ARIMA 0.8079 0.8920

MA 0.5107 0.5107

ARMA 0.4287 0.4926

Figure10 corresponds to the prediction of BTC via ARIMA model which was
trained and tested on the same windows as VMD-BiLSTM model. Muniye et al.
have proposed the LSTM-based prediction model for BTC [25] with RMSE value
of 0.092, our proposed model aided with VMD obtained a RMSE score of 0.027 .

6.4 Limitations

Due to the extensive list of parameters for VMD, each of them must be hyper-tuned
for the finest results. The experiments performed in this paper were iteratively hyper-
tuned, which was computationally expensive.

7 Conclusion

Volatile time series data such as cryptocurrency prices and its forecasting is capturing
the attention nowadays. The present paper proposes a data-driven approach using
VMD and BiLSTM for forecasting the closing price of BTC and ETH. VMD is
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a promising method which captures the trend and variations in its mode and the
previous day mode values are chosen as feature vectors for the BiLSTM net. The
results are compared with ARIMA, ARMA and MA. From the results obtained via
the proposed approach, it can be observed that it is able to capture some of the
trends in the forecast. As future work, it is planned to perform and extensive studies
including the price data of other cryptocurrencies and deep neural nets.
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Artificial Intelligence Techniques
to Restrain Fake Information

Lakshmi Narasimha Gunturu , Kalpana Pamayyagari ,
Girirajasekhar Dornadula , and Raghavendra Naveen Nimbagal

Abstract In the current world, there has been an upsurge in the use of social
networking sites like Facebook, WhatsApp, Twitter, etc. These are considered suit-
able sites for the exchange of messages and sharing pictures and videos. Besides
providing entertainment to the users, sometimes the information circulating on these
platformsmay be fake or misleading. In this chapter, we reviewed the literature on AI
technologies that address the issue of fake news detection, the process of information
flow, different data sets to detect fake news, and future perspectives to improve the
credibility of information.

Keywords Artificial intelligence · Deep learning · Fake information · Future
directions · Global risk · Social media

1 Introduction

Formerly news reports were developed and disseminated through traditional media
like radio, newspapers, magazines, television, etc. Nevertheless, in the current era of
the Internet, we have many networks that enable the generation and ease the expan-
sion of news through social media. Online social media, like Twitter, Facebook and
Instagram, provide a major podium for social interactivity and information trans-
ference far and wide among the users [1]. The breakthrough of technology allows
everyone to build, obtain and unroll news messages rapidly and ubiquitously. Thus,
it is difficult to recognize the genuineness of the open-out information. False infor-
mation has a remarkable impact on individual value [2, 3]. The current chapter focus
on a discussion of data sets that are involved in the detection of fake news and future
perspectives to enhance the credibility of information.
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2 Methodology

An extensive literature survey was performed in databases such as PubMed and
Google Scholar by using keywords such as fake news, artificial intelligence, combat
technologies and social media. All the related articles that fall under the scope of
technology applications to detect fake news are taken into consideration.

3 Process of Information Flow

The customary mass media and journalism are accountable for content creation
and its distribution. However, a prominent shift has occurred through social media
where various parties have been involved in creation and dissemination (Fig. 1). In
creation, an individual or a group can generate fake news for his or her interests
or other third parties. The creation and spread of fake information are persuaded
by various social, political, financial and malicious factors [4]. Dissemination is the
social communicating tool meant for the intentional spread of information which
is accomplished through a conventional methods involving provider and consumer
[5]. Through digital platforms, various social sites such as Twitter, YouTube and
Facebook had established for the propagation of information, collaboration and
socialization.Disseminationof trendingnews, government policies, political debates,
product reviews andpersonal and professional pursuits is feasible through the Internet
community. Thus social networking systems turned out as a podium for the user
population starting from usual chattering to the spread of newsbreak [6].

Fig. 1 Process of information flow
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4 Results and Discussion

Our search identified the following potential algorithms that are reported in the
literature to control the spread of fake news.

4.1 Scientific Content Analysis

The earliest works on assessing the linguistic cues were done by Driscoll. He exam-
ined the written statements of criminal investigators to obtain the information cred-
ibility by use of a new method named scientific content analysis (SCAN) [7]. It
consists of cues concerned with false information detection. This clue includes the
information content, structure and connections within the paragraphs. It also assesses
the memory of an individual, missed information and use of emotional sentences.
Initial examination results of SCAN by Driscoll reported the better results. However,
further studies reported many drawbacks in this analysis of false information by
SCANmethods [8]. The major limitation of this approach was it lacks the supportive
evidence to prove its originality in terms of fake news detection. It also requires the
need for highly skilled professionals to validate the results for originality.

4.2 Linguistic Cue Set

This was proposed by Fuller et al. in an attempt to minimize the involvement of
humans in the detection of fake news by the use of an automated text method.
He integrated many linguistic cue sets with previous existing cue sets [9]. Zhou
et al. cue set were the first one among those, which comprises nearly 14 linguistic
cues for the detection of false information. It included the sensory ratio, spatial–
temporal ration, imaginary ratio and average word length [10]. The second set of
cues had fitted with deceptive features taken from the deceptive theories. Those
deceptive features in this set are word quantity, certainty terms and verb quantity
[11, 12]. The third set of linguistic cues consists of 31 sets of cues that are created
by combining first and second sets with an additional feature of linguistic inquiry
word count. It also possesses lexical diversity passive verbs and modern verbs [13].
To estimate the importance of cue, Fuller et al. used three different classifiers like
logistic regression, neural network and decision trees that provided better output
results. One of the major limitations of this approach is the lack of generalizability
in concepts of language, topics and domains. Ali and Levine et al. concluded that
linguistic cue sets developed for one situation cannot be used as such as for another
situation [14]. For example, a cue set used for accounting purposes cannot be used
for the police enquiry. In further days, handcrafted cue works are proposed for the
detection of fake news. In this process, Rubin et al. analysed several sentences with
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punctuation marks and sentiment of the text [15]. Zhao et al. later identified different
expressions to identify the fake news circulating in social media with hashtags and
posts. Later several linguistic cues are developed are social media platforms such as
Twitter and Wikipedia [16]. The major limitation for this is a comprehensive listing
of regular patterns of hashtags and sentences requires more effort.

4.3 N-gram Approach

This was the most popular approach used in the identification of fake news by
linguistic methods [17, 18]. It consists of “n” adjoining sentences within a text,
accountable for consisting of unigrams, bigrams and trigrams that aremore frequently
used in the text analysis. Mihalcea et al. [17] developed the n-gram for lie detection.
Data sets for this are constructed based on crowdsourcing and the statements include
the people’s beliefs on abortions, the death penalty and personal emotions on family
or friendship. In these conditions, they wanted to estimate the difference in texts and
the accuracy of n-grams towards the detection of truth. Support vector machines and
Naïve Bayes algorithms were used in this approach as input models. Their result
reported it had an accuracy of 70% in reporting the people’s beliefs and 75% accu-
racy in estimating the emotions of subjects. The limiting factor is, this approach is
very simplified and using n-grams alone cannot able to detect the presence of false
information.

4.4 Part Of Speech Tag

Apart from the use of n-gram features, part of speech hashtags are also used in the
detection of fake news. They work by adjoining each word in a sentence according
to their grammatical relations such as nouns, adjectives, etc. They vary according to
conditions such as medical meetings, consultations and ceremonies [19]. Ott et al. in
their study analysed the relation among variations of part of speech in text and truth
veracity. He obtained a better result with n-gram techniques. Despite this, he found
that part of speech tags is sound approach to judge human behaviours [20].When this
approach is used alone, it only provides the grammatical corrections and is weaker
in contrast to word-based approaches like writing styles, which is considered as a
major limiting factor.

4.5 Probabilistic Context-Free Grammar

Further works take into account the deeper features extracted from the probabilistic
context-free grammar tress. This tree has terminal nodes and intermittent nodes.
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Terminal nodes represent words and intermittent nodes denote the syntactic features
[21]. Feng et al. used this approachby analysing the deeper features of the tree towards
truth detection. During this approach, he proposed four variants as four production
rules. The first variant does not possess any terminal nodes and has only production
rules. The second variant consists of all the rules of products extracted from the
given data set. In the third and fourth variant, there are small modifications to fit
the grandparent nodes [22]. In this particular approach, classifier weights along with
syntactic corrections are used in the detection of fake news from true news. Themajor
limiting factor for this approach is it can able to identify only syntactic corrections in
a sentence but is weaker in providing truth regarding sentence-sensitive information.
Due to this reason, its use was limited to identification fake news in longer text or
articles.

4.6 Deep Learning Methods

Deep learning is also called deep machine learning. It utilizes a group of algorithms
whose function is similar to the human brain. It is a part of the machine learning
programme. It has two neurons one to receive the input signal and the other to
give the output. Deep learning methods are used in different areas such as language
processing, speech recognition and fake news identification. This network is consid-
ered a good choice for truth identification in social media and articles. It can extract
and assess information around the world at an enormous rate. Hence, this method is
considered a good tool in the detection of fake news [23]. In this section, we present
an overview of convolutional neural networks (CNN) for the detection of fake news.
CNN mainly works in two phases one is called feature representations and the other
was classification layers as shown in Fig. 2. The first phase of CNN transforms the
targeted information into feature vectors. This vectors developed from the first phase
are used as input by classification layers. CNN models adapt the unique style of
creating a feature for the given input. Convolutional filters are used to identify the
distance between adjacent words.Maxpooling layer avoids overfitting of information
by forming a smaller dimension of information. Here are a few studies that utilized
algorithms for the detection of fake news. Tacchini et al. concluded that the use of
Boolean label crowd (BLC) setting and logistic regression reported an accuracy of
99% for logistic regression and 99.4% for BLC for fake news detection [24]. Prati-
wiet et al. concluded that Naïve Bayes classification reported accuracy of nearly 78%
in fake news detection [25]. Kim et al. deployed a curb algorithm that can effectively
identify fake news [26].

Despite better results, identification of fake news remains a big challenge because
the content is designed in a manner to resemble the truth and to cheat the readers. In
addition, a lackof awareness on fact-checkingmakes the users believe the information
quickly.
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Fig. 2 Information flow by deep learning model

4.7 Machine Learning Methods

Machine learning is a discipline of artificial intelligence that provides the system
ability to innately learn and enhance from the experience without being expli-
cated. Examples of machine learning include supervised machine learning, unsu-
pervised machine learning and semi-supervised algorithms. Supervised algorithms
use labelled information to provide the input, unsupervised machine learning utilizes
unlabelled information for the classification of data and semi-supervised machine
learning is a mixture of both labelled and unlabelled data which falls in between
the supervised and unsupervised algorithm [27]. This section deals with the process
involved in the conversion of fake news into credible information by using machine
learning algorithms. This generally involves stages like pre-processing, feature
extraction, train test split and classifier application. Pre-processing involves in mini-
mization of noise in the text by execution of lemmatization, stemming and removal of
stop words to improve the classifier performance. In the next stage of feature extrac-
tion, relevant and handy data is obtained through online sources and used as an input
for the next stage. In train text, split stage complete data is categorized into two sets
of information as training and testing. Training data is used for learning algorithms;
whereas, testing information is used to enhance the model performance. In the final
stage of machine learning features belonging to similar classes are estimated as fake
information or real information by using the trained data set [28]. The key differ-
ences between machine learning and deep learning algorithms are machine learning
separates information into training data and uses a combination of different models
to detect fake news but in deep learning algorithms, different layers are present which
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Table 1 Machine learning algorithms for fake news detection

Study Objective Methodology Result

Ma et al. [29] Rumour detection in
microblogs

Two text representative
models and a Neuronal
network model

It reported two text
representative model
has the accuracy of
96% in the detection of
rumours when
compared to the
neuronal network
model

Hamidian et al. [30] Rumour detection and
rumour classification

Single step RDC
(SRDC) and two step
RDC (TRDC)

TRDC has attained an
F measure of 82.9%
when compared to
SRDC

Ahmad et al. [31] Online fake news
detection

N-grams and machine
learning model

Accuracy of 92% was
obtained by term
frequency inverse
document frequency

can analyse information differently. Summary of machine learning algorithms used
in real work is mentioned in Table 1.

A study by Ball et al. concluded that the use of logistic regressionmodels was able
to identify the fake news with an accuracy of 71.67% [32]. Fairbank et al. concluded
that the use of logistic regression models outperformed better when compared to
the random forest in the detection of fake news [33]. Agrawal et al. utilized the
support vector machine (SVM) scheme and raking scheme to detect misinformation
and concluded that the SVM model outperformed standalone system classification
[34]. Prasetijo et al. used the SVM along with stochastic gradient descent (SGD) to
detect hoax and concluded that the accuracy of SVM was found to be increased to
4–20% with SGD [35]. Granik et al. utilized the Naïve Bayesian classification and
concluded that it was reported 74% accuracy in the detection of fake news [36].

5 Future Perspectives and Conclusions

In the current chapter, we reviewed the overall AI technology and its applications to
combat fake news. Among them, mostly used algorithms to control the fake news
were machine learning and deep learning models in the current generation. This is
because they are integrated with a varied number of different sets of algorithms that
can work efficiently and able to predict false information correctly. We conclude that
to combat fake news efficiently awareness among the public is also necessary apart
from the technology integration in our routine lives.
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Design of a Chatbot for Four-
to Ten-Year-Old Children Based
on Emotional Intelligence

Swati Rajwal

Abstract The development of emotional intelligence in children begins during the
early years of a child. Although it is the responsibility of parents to help a child in
developing emotional awareness, studies have shown the utility of software systems
in aiding this process. In this paper, the author presents the design of an emotionally
intelligent chatbot for children. The outcomes of an online survey conducted among
the parents reported that 70% of the respondents felt that an emotionally intelligent
interactive chatbot can be useful for children to cope with intense subject matters
related to low grades, no friends, bullies, and others. The study highlights various
features of a chatbot like a user interface, personalization, responsiveness, security,
and human intervention. From the findings, the author has suggested five design
principles along with the detailed architecture of a chatbot framework. The paper
will be useful for future studies that seek to design and develop a highly efficient
emotionally intelligent chatbot for children which is trusted by their parents.

Keywords Chatbot · Natural language processing · Child · Emotional
intelligence · Child–smartphone interaction

1 Introduction

A chatbot is an artificially intelligent software tool that allows the users to communi-
cate and give verbal or textual commands to perform actions like turning off a light,
mathematical computations, order pizza, set reminders, booking a flight, and other
generic activities. While commercial chatbots are highly popular, emotionally intel-
ligent chatbots are equally on the rise in various domains [1]. Emotional intelligence
in chatbots refers to its ability to identify the emotion associated with the user con-
versation and then generate an appropriate reply. In 1966, Weizenbaum developed
a program called ELIZA [2] which was capable of interacting with user via text.
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The conversation with ELIZA was therapeutic in nature [1] and people enjoyed the
conversation. This implies that a well-designed chatbot has the caliber to emotionally
help, or at least assist, people to some extent.

Children as young as two years old are capable of using smartphones [3] and have
access to the Internet. Therefore, it is important to protect the privacy and interests
of a child. This can be achieved, to some extent, with the help of a chatbot. An
emotionally intelligent chatbot can assist a child like a friendly human companion.
An open conversation with a chatbot would allow children to express emotions [4]
and even deal with issues like having no friend, or de-motivation due to low grades
or online bullies [5, 6]. Children can share their stories as many times as they would
want to without any fear. Therefore, utmost care should be given while designing a
chatbot for children.

The rest of the paper is organized as follows: Sect. 2 discusses the literature review.
Section3 presents online survey methodology and results. Section4 provides various
features of an emotionally intelligent chatbot for children. Section5 discusses the
chatbot design principles. Finally, Sect. 6 concludes the paper.

2 Literature Review

Many researchers have reported the design and implementation of chatbots for chil-
dren for various useful applications including but not limited to conversation-based
tutoring [7], copingwith online threats [6] and online abuse [5], privacy identification
[8], behavioral coaching [9], children with autism spectrum disorder [1], increasing
positive attitude [10], and expressing emotions [4].

Ruan et al. [7] created a chatbot to teach English to six-year-old children. Another
chatbot aimed at helping children recognize and express their emotions [4]. For
children with special abilities like autism spectrum disorder (ASD), Li et al. [1]
designed a chatbot using bidirectional long-short term memory (Bi-LSTM) and an
attention mechanism with word embedding. Some researchers combined chatbot
with website to help children report online incidences of abuse [5]. These recent
studies indicate the great potential that a chatbot has in helping children, especially
in times of distress. Table1 summarizes the recent research studies considered for
the literature review.

3 A Survey Among Parents

This section talks about the online survey conducted among parents. Section3.1 talks
about the survey methodology, and Sect. 3.2 analyses the survey results.
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Table 1 Summary of literature review

Reference Contribution

Li et al. [1] Built a Chinese chatbot using deep learning for
children with ASD

Santos et al. [4] Chatbot design to help identify the emotion
associated with the story that the child tells to
the bot

Rita et al. [5] End-to-end chatbot for children to report
cybercrimes with ease

Piccolo et al. [6] Proposed the design requirements of a chatbot
for children to deal with online threats

Ruan et al. [7] Developed a chatbot for Chinese-speaking
children to learn English from reading material

Lin et al. [8] Developed a chatbot-based privacy
identification system for children

Ghandeharioun et al. [10] Reported the design of an emotionally
intelligent chatbot and also indicated that
extroverts liked such a chatbot more than
introverts

Stephens et al. [9] Developed a behavioral counseling chatbot for
adolescents

Mrsic et al. [12] Design of a chatbot for University student
office

3.1 Survey Methodology

A Google Form with 10 short questions was shared among parents of children from
four to ten year age groups. Survey was completely anonymous and the parents
were informed about the anonymity. Participants were asked for their country of
residence, child’s age, whether the child uses any digital gadgets, can the child give
voice commands, does the parent get frustrated if the child asks the same question
over and over again.Questions specially designed to understand sentiments of parents
toward an emotionally intelligent chatbot were also asked—do you feel a child can
get demotivated and why, are there some issues a child may not want to talk about
with parents. Finally, participants were asked for their personal opinions about the
features that an emotionally intelligent chatbot must possess. The survey form was
released on 25th September 2021 and is open to responses for one week.

3.2 Survey Results

The online survey received responses from 13 parents residing in various geograph-
ical locations like India, the USA, and UAE. A surprisingly large number of parents
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(69.2%) think that at times a child can indeed get demotivated. When asked about
the plausible reasons for the lack of motivation among children, 53.8% of the survey
respondents think that having no friends is one of the biggest reasons followed by
low grades and bully at school. Moreover, 69.2% of the respondents are affirmative
that an emotionally intelligent and interactive chatbot can be helpful to a child to
deal with the aforementioned issues. The usability of chatbot is further supported
by the fact that 61.5% of the parents believe there can be some issues a child may
not want to talk with the parents first [6]. Apart from a chatbot being interactive and
fun, about 46.2% of the parents suggested that the chatbot should ‘be realistic and a
little bit of scolding is good.’ Therefore, parents would trust a chatbot that is not just
friendly to the child but also rational and realistic at times.

4 Features of the Chatbot

In light of the literature review and the online survey results, various features of an
emotionally intelligent chatbot for children are shown in Fig. 1.

• User Interface (UI): The 23 usability principles proposed by Tuli et al. [13]
should be considered while planning the UI of a chatbot for children. Addition-
ally, the UI should also include two means of communication. The voice-based
communication is a convenient way of interacting with a chatbot wherein the child
speaks and the sentence will be internally translated into textual form. On the other
hand, text-based communication allows interactions with the chatbot by sending
text messages. Unlike text, voice-based communications can sometimes become
ambiguous for the chatbot to understand resulting in unexpected results. Also note
that the responses ought to be delivered both textually and verbally by the chatbot,
unless specified otherwise.

Fig. 1 Various features of a chatbot for children
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• Emotional Intelligence: It iswell-supported by the survey results thatpersonaliza-
tion and rationality are the two fundamental aspects of an emotionally intelligent
chatbot for children. A chatbot’s ability to comprehend child’s concern, unstruc-
tured at many times, and reply in an exclusive manner is called personalization.
This makes the child feel special and valued. Dissimilar to human companions
who may sometimes become a bad influence on the child, a chatbot should always
talk with a rational mindset. For children’s intellectual growth and according to
the survey results, 46.2% of the parents suggested that they would trust a chatbot
that is not just friendly to their child but also rational and realistic at times.

• Responsive: A child may want to talk to the chatbot at any hour of the day. Thus,
the chatbot should be available all the time and the response time ought to be as
quick as could really be expected. Alongside being profoundly responsive, the
chatbot should have a very little boot time. The Boot time or startup time is the
time taken by the chatbot application to open up and be ready for the child to
operate.

• Security: Chatbot interactions generate a lot of data making it vulnerable to secu-
rity breaches like cookies, user data, and identification [14], and unconsented use of
children’s information.With the right system in place, data security can be enabled
to ensure no user data is compromised at any expense. Apart from data security,
emotional security should also be taken into the chatbot design considerations.
Emotional security guarantees that the chatbot conversations are not threatening
in any sense to the child. This would allow the child to express themselves more
openly.

• Human Intervention: Though researchers have developed chatbots that act like
human companions [1, 6, 7] and therapists [4], it is important to acknowledge that
a chatbot is an artificially programmed software with inevitable limitations. It is
an utmost priority to design a chatbot that is capable of gracefully handling the
unknown conversation without creating absurd responses leading to more compli-
cations. Figure2 shows when human intervention is necessary during the conver-
sation between chatbot and child.

5 Design Principles

To develop an end-to-end emotionally intelligent chatbot, the author proposes five
design principles as discussed below:

• Communication: The chatbot design ought to include verbal and textual means
of communication between the child and chatbot. The system/ gadget integrated
keyboard and microphone will be used for getting the text and verbal messages,
respectively. Unlike humans whomay get frustrated with the same questions being
asked again and again (69.2% of survey respondents felt they do get frustrated
sometimes), the chatbot should be able to respond in a good way and even handle
unstructured messages from the child.
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Fig. 2 Flowchart for handling cases where human intervention is required
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• Knowledge Base (KB): For the chatbot to understand a child, it needs to be trained
upon a dataset or the KB. In the current scenario, a KB consists of various relevant
conversations that a child may have with a chatbot. These conversations can be
categorized into various topics which helps a chatbot to make better decisions. For
instance, a topic of conversation can be ‘having no friends at school.’ Making a
corpus of conversations can be an extensive cycle. But a KB rich in quantity and
quality will definitely help the NLP model to learn from the best. Subsequently,
the chatbot will be able to respond with the most appropriate answer.

• NLPModel: Natural language processing (NLP) deals with analyzing the human
language. NLP gives any software the power to ‘understand’ a human in his/her
language, i.e., the natural language. Therefore, NLP is an inevitable part of a
chatbot design [10] since at every step the chatbot has to understand the context
of the conversation and process the text accordingly to generate an appropriate
response [11, 15]. In a chatbot, an NLP model and KB are equivalent to human
brain and various past experiences, respectively.Apart fromNLP, some researchers
have utilized deep learning-based models to train a chatbot [1].

• Application Programming Interface (API): A model trained on the KB can
be used to do computations like generating an apt reply to a child’s statement.
An API provides a neat and convenient abstraction between the actual chatbot
application and the trained model. The API consumers only use the functionalities
without knowing any implementation. Creating an API will allow the front-end,
i.e., chatbot application, to interact with the backend, i.e., trained custom model,
to get a response to child’s query.

• Chatbot Application: This is the front-end or user-facing part of the chatbot.
The child will directly interact with this without being aware of how the requests
are being served behind the scene. The Chatbot can be a dedicated mobile app,
web-based, or even integrated with social media platforms such as LINE [8],
Twitter, Instagram, and others. Also, a chatbot developer can use already existing
integration systems like Google Dialogflow or design a new one. The functional
requirements for the chatbot should include the ones discussed earlier in Sect. 4.

Figure3 shows interactions among various design components that make a chatbot
system. Integration of voice- and text-based conversation features is made easier
by various toolkits like Google’s DialogFlow and Assistant. Dialogflow provides
a text-based UI, and the same can be integrated with Google Assistant to provide
voice-based conversation. In both the cases, backend, or the brain of the chatbot, is a
trained custom NLP model based on a KB. This brain is responsible for understand-
ing the user statements and generating an appropriate reply. The child initiates the
conversation by saying or typing something. The chatbot receives the input which
is referred to as a request from the child. An API call will be made at the backend
along with the request. Upon receiving the API call with the request, the model,
i.e., brain, processes the request and generates an appropriate response. Thus, all the
design principles combined together make the conversation between the child and
the chatbot feasible.
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Fig. 3 Chatbot design architecture

6 Conclusion

The present study proposed the design of an emotionally intelligent chatbot for four-
to ten-year-old children. The study was conducted based on online survey where
experiences of parents from various geographies were gathered. The content analysis
of responses from an online survey along with the literature review gave the author
an insight into the parent’s expectations from an emotionally intelligent chatbot and
its usability for children. Various features of an emotionally intelligent chatbot for
children were reported in this study. In addition to that, the design principles and their
collaboration for such a chatbot were discussed in detail. This study is useful for a
wide range of researchers who want to design and develop an emotionally intelligent
chatbot that is useful to children as well as trusted by the parents.
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Context-Based Vulnerability Risk
Scoring and Prioritization

Dhruv Prashant Shah, Shreyans Munesh Patel, Jainam Vinay Tailor,
Shubh Rajiv Kumar Bhagat, and Archana Nanade

Abstract Protecting an organization’s intellectual property, financial secrets, and
performance is crucial because it is sensitive data that if compromised could be
catastrophic to the organization in question. As a result of the growing economy,
organizations of scale have a significant portion of their infrastructure over tech-
nology which makes the organization vulnerable. The security teams of such organi-
zations work to patch such vulnerabilities as they come across them but may spend
a significant amount of organization resources fixing vulnerabilities that may not
be exploited. After conducting our own research on the existing methods to priori-
tize vulnerabilities that have a higher probability of being exploited, we found that
machine learning can be used to make the process of vulnerability prioritization effi-
cient. This paper discusses our research on using machine learning for vulnerability
prioritization and the different machine learning algorithms that can be of use for the
same. This paper also discusses our approach on creating a system for vulnerability
prioritization in an organization.

Keywords Vulnerability · CVE · CVSS ·ML · SVM · Random forest

1 Introduction

In terms of computing, security includes both cybersecurity and physical security,
which businesses utilize to prevent illegal access to data centers and other comput-
erized systems. Information security is a subset of cybersecurity that aims to protect
data’s confidentiality, integrity, and availability. Cybersecurity can benefit with risk
management by preventing cyber-attacks, data breaches, and identity theft.
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Machine learning is a branch of artificial intelligence (AI), where the main objec-
tive is to give the computer the ability to learn from a provided set of data. The struc-
ture of the data is understood, after which the data is fit intomodels. Thesemodels can
be successfully utilized by people for any given application where machine learning
is required.

This research will be focusing on harnessing the potential of machine learning
alongside the principles and understanding of cybersecurity, in which a model will
be trained to identify and prioritize the vulnerability having the highest number of
chances of getting exploited.

The contributions of our research are as follows:

• Choosing the most efficient machine learning algorithms over others for purposes
of training provided datasets pertaining to cybersecurity.

• A review of various research papers wherein machine learning and vulnerability
management tools are used in conjunction with each other.

• The elaboration of our proposed system working and how the same would be
beneficial to society.

2 Objectives

With vulnerabilities comes the danger of losing, damaging, or destroying a subject’s
data. Risk is defined as the possibility of losing, damaging, or destroying assets or
data because of a cyber threat. Most organizations today prioritize vulnerabilities
using one of two methods: they use the Common Vulnerability Scoring System
(CVSS) to choose which vulnerabilities to fix first, or they accept the vulnerability
priority offered by their vulnerability assessment tools. Context-based risk scoring
is the key to prioritizing a vulnerability. Context-based risk scoring, the feature that
surrounds the risk scoring for a particular vulnerability established is called context-
based risk scoring / in simple terms the circumstances that form the setting for an
event, statement in terms of which it can be fully understood, along with the risk
scoring what are the other features present with it.

Features such as the description, category, impact of the vulnerability, target, port,
URL location. Organizations ignore the features and mainly prioritize the vulnera-
bility based on risk score, as large the number of vulnerabilities listed is the reason
for it. With the help of machine learning, we can achieve accurate results, keeping
the risk score and features in consideration.

3 Literature Review

Machine learning algorithms have not only proven to be an essential tool in the
field of mathematics and engineering but also in information security as well. In this
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part of the paper, we discuss the various research papers written by researchers and
scholars all around the globe.

In this paper [1], the authors make use of the existing CVE vulnerability descrip-
tions and CVSS ratings from the OSVDB (Open-Source Vulnerability Database),
which were used to implement and evaluate the proposed models. Text mining tools
were used to extract feature vectors after which Random Forest algorithm, SVM,
and fuzzy systems were examined hence forecasting their respective CVSS scores.

In this study [2], the authors provide a score for the severity of vulnerabilities, and
CVSS aids in prioritization. CVSS scores lack information on the potential exploit
victim’s context in their most common application. Researchers and executives in the
industry have long recognized that the degree of vulnerabilities varies substantially
depending on the environment of the firm. The authors tested their method by putting
it to the test on a sample set, consisting of 720 vulnerability notifications from
the NVD and making observations that confirmed integrating context information
significantly improved the vulnerability response prioritizing and selection process.

The authors of the paper [3] describe a machine learning-based technique for
classifying each vulnerability description by kind automatically. We compared our
proposed scheme’s performance to that of existing algorithms, examined misclas-
sification scenarios, and uncovered the potential for a range of human errors. The
authors compared the suggested scheme’s performance to that of other algorithms,
looked at situations of misclassification, discovered the possibility for various human
errors, and attempted to fix them.

In paper [4], the authors illustrate the utility of basic machine learning approaches
in forecasting computer operating system security using data from public reposito-
ries. The Random Forest technique was found to surpass other algorithms in fore-
casting computer operating system vulnerability severity levels based on F-measure,
recall, and precision.

In the paper [5], the authors leverage past vulnerability data to predict the like-
lihood of an exploit and the time frame in which the unknown vulnerabilities may
occur, in this thesis using machine learning algorithms. According to this study,
the most important criteria include common information from external references,
vendor products, and vulnerability descriptions. It was found that 83 percent predic-
tion accuracy for binary classification using multiple distinct machine learning tech-
niques was possible. According to the authors, the relative performance of several of
the algorithms is negligible in terms of criteria like accuracy, precision, and recall.
The authors suggest a linear time support vector machine (SVM) algorithm as the
best classifier for both performance metrics and execution time. The exploit time
frame forecast demonstrates that relying solely on public or published dates to clas-
sify vulnerabilities or exploits is insufficient and concludes that data quality must be
improved to obtain better forecasts.

Because of the scarcity of security specialists, labeling reports with vulnerability
identifiers had been done manually, which has resulted in human-induced errors and
scalability concerns. In this research [6], the authors present a machine learning-
based technique for automatically classifying each vulnerability description by kind.
We compared the performance of our suggested scheme to that of existing algorithms,



688 D. Prashant Shah et al.

looked at situations of misclassification, and discovered the potential for a variety
of human errors. The authors experimentally demonstrated the performance of the
proposed scheme in comparison with other algorithms, analyzed cases of misclas-
sification, revealed the potential for numerous human errors, and tried to correct
them.

This paper [7] introduces the available CVE vulnerability descriptions and their
accompanying CVSS ratings from the OSVDB database which were used for the
implementation and evaluation of the proposed models. To forecast the concerned
CVSS scores, feature vectors were extracted using text mining tools and methodolo-
gies, and then, the SVM and Random Forest algorithms, as well as fuzzy systems,
were evaluated. Even though SVM and Random Forest are the most widely used and
trusted methods for prediction, the findings of this study show that fuzzy systems can
produce equivalent or even better outcomes. Furthermore, the fuzzy-based approach
is significantly easier and faster to construct.

4 Proposed System

The data we are fetching is from a vulnerability management tool which is the
tool which is currently used by and is a proprietary tool of the company we are
collaborating with for the data that they will provide. There are certain data points
that theywould be sending us whichwewould beweighing for importance before the
same is implemented into the algorithm. We are not allowed to disclose the above-
mentioned parameters; however, we are describing the process by which the data
would be used to derive information that allows us to prioritize a vulnerability over
another using the CVSS score as a base (Fig. 1).

These are the steps which we are going to follow.

1. Fetch the data

This stage deals with the collection of input parameters for themodel. A specific
set of parameters are collected from a vulnerability management tool that will
be fed to our machine learning model.

2. Process and evaluate

In this stage, we manually process the data. Dropdown all the null values as
they are of no use to us and just reduce the processing time of the machine.

3. Send processed data to model

In this stage, once the data is processed it is sent to our model with all the
necessary inputs.

4. Run model on the dataset

In this stage, we run the dataset with the shortlisted algorithm which are Naïve
Bayes, Random Forest, SVM, and decision tree and whichever algorithm gives
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Fig. 1 Flow diagram of the proposed system

the best accuracy on training and the testing test would be finalized for all the
future predictions.

5. Report generation

Once the model gives the result will be generated, which will be sent to the
dashboard of the vulnerability management tool so that the analyst can fix the
vulnerability with the highest risk first without wasting any time.

5 Proposed Algorithm

5.1 Architecture Diagram

These are the following steps which we are going to follow to get our desired outputs
(Fig. 2).

1. Input from nessus and qualys

Nessus and Qualys are vulnerability management tools that generate the vulner-
ability report, that includes different features, such as the id, description of the
vulnerability, CVSS score, and CVE, and the report from these tools acts as an
input for our project.
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Fig. 2 Architecture diagram of the proposed system

2. Data processing

The act of performing operations on data particularly by a computer, to extract,
transform, or classify data.

3. Feature engineering and selection

Feature engineering is the process of extracting features from raw data using
domain knowledge. A feature is a quality shared by independent units that can
be used for analysis or prediction.

4. Detection model

Detection is a challenging computer vision task that involves predicting both
where the objects are in the image and what type of objects were detected.

5. Decision-making

Detection is a difficult computer vision problem that entails predicting both
where and what type of items are detected in a picture.

6. Report generation

On the output of the given instance, the project creates a report based on the
inputs received.

5.2 Random Forest

Random Forest is a supervised learning classification technique and is often consid-
ered as an ensemble machine learning method, as it is used for classification, regres-
sion, and probability. Random Forest can find missing values from many datasets,
and it can provide a more accurate value by creating a forest of decision trees during
the learning phase, where the number of trees indicates the robustness of the forest as
well as the accuracy of the algorithm. Random sampling is used to train the character-
istics for sampling nodes, by combining several decisions to form a single decision.
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The algorithm consolidates multiple forests on different subsets of a dataset and aver-
ages the results to enhance the performance of the dataset’s detection accuracy. The
accuracy of the machine can be further improved by combining several classifiers.

Step 1: Select ‘p’ features at random from a total of features, q.
Step 2: Calculate node ‘d’ from the selected ‘p’ features using the best split point.
Step 3: Use the best split and then subdivide the node into daughter nodes.
Step 4: Repeat until the number ‘1’ is reached.
Step 5: Repeating the preceding processes ‘n’ number of times, until a forest of

‘n’ trees is built.
Random Forest has been selected as it comparatively takes less time to train.

5.3 Decision Tree

A classification model is like a tree. It builds a structure of nodes and branches from
the evidence collected during the learning phase of the model for each attribute. The
connection of the nodes and branches is determined by the number of entities in the
dataset. Each attribute has a set number of values used by the forwarding process.
The decision for each transaction is reached by following the rules described on each
node and branch. At last, the class label will be assigned to the records according to
the decision node. This procedure has multiple iterations and will repeat till a class
category is assigned to each transaction. In all, attributes are converted to nodes and
branches and one of them is selected at the decision.

Step 1: Import libraries
Step 2: Import dataset
Step 3: Split the dataset into the training set and test set
Step 4: Train the decision tree regression model on the training set
Step 5: Predict the results
Step 6: Compare the real values with the predicted values
Step 7: Visualizing the decision tree regression results.

5.4 Random Forest Regression

Aggregate of multiple decisions is taken in Random Forest Regression. A complex
problem is solved by combining multiple classifiers, which also helps improve the
machine’s accuracy. Amidst the learning phase, a forest is generated which consists
of multiple trees. This classifier consolidates multiple forests for different subsets
of a dataset and averages out the results to increase the accuracy of the machine’s
detection capabilities.

Step 1: Import libraries
Step 2: Import dataset
Step 3: Split dataset into a training set and test set
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Step 4: Train Random Forest Regression model on the training set
Step 5: Predict results
Step 6: Compare real values with predicted values
Step 7: Visualize Random Forest Results.
Random forest regression was selected from the referenced papers [6], as it

comparatively takes less time to train while providing high accuracy, which increases
the efficiency of the model. Random Forest Regression achieved an accuracy of 81%
[5].

5.5 Support Vector Machine (SVM)

The objective of the SVM algorithm is to find the optimal line or decision boundary
for categorizing n-dimensional space to categorize new data points in the correct
category. The best decision boundary is referred to as a hyperplane.

Step 1: Import Python libraries
Step 2: Display image of each bee type
Step 3: Image manipulation with rgb2gray
Step 4: Histogram of oriented gradient
Step 5: Create image features and flatten them into a single row
Step 6: Loop over images to pre-process
Step 7: Scale feature matrix + PCA
Step 8: Split into train and test sets
Step 9: Train model
Step 10: Score model
Step 11: ROC curve + AUC.
The algorithms that have been discussed above when implemented in the same

way will in theory give us the results that we are aiming to get; however, the actual
implementation of the same will confirm our approach. We plan on implementing
our above discussed approach and creating an implementation paper to document
the same.

6 Social Implication

It is evident that the dependence of corporate work, media applications and miscella-
neous use on technology is spread across a network,which canmake a user vulnerable
to simply existing on such platforms. This makes it imperative that vulnerabilities
be patched on a priority basis. Making sure a vulnerability is worth patching will
help entities host user data to save valuable time and resources on the vulnerabilities
that matter rather than patching vulnerabilities that may not be exploited. In 2019,
Kenna Securities published that out of 18,000 vulnerabilities published only 473
were widely exploited which totals around 2% of the total. So, it is important to
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patch only those vulnerabilities that are most likely to be exploited. This will allow
for a more efficient approach to patches when deployed, thus preventing the system
or entity in question from being compromised.

7 Conclusion and Future Work

This paper identifies the need for a new type of vulnerability analysis, i.e., predict
severity level of software vulnerability based on CVSS and vulnerability description.
This new type of vulnerability analysis can simplify vulnerability management and
prioritization for non-security experts because it requires only the ‘surface-level’
information that describes how a vulnerability works. And in the future, we will
implement the entire proposed system with a real database and would try to get the
same accuracy.
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Abstract The main objective of this research is to analyze and compare the perfor-
mance of machine learning (ML) and deep learning (DL) algorithms in detecting
online hate speech. Therefore, SupportVectorMachine (SVM), RandomForest (RF),
Decision Tree (DT), Logistic Regression (LR), Convolution Neural Network (CNN),
Recurrent Neural Network_Long Short-TermMemory (RNN_LSTM), BERT (Bidi-
rectional Encoder Representations from Transformers), and Distil BERT algorithms
have been explored and analyzed in this research. This research has applied the
dataset on hate speech which was developed by Andry Samoshyn which is publicly
available in Kaggle. ML algorithms and DL algorithms have got good scores in
accuracy. In ML, SVM, RF, and LR have got top accuracy values. In DL algorithms,
RNN_LSTM, Distil BERT, and BERT have performed well in accuracy. Based on
F-measurement, DL classifiers have outperformed ML algorithms. Distil BERT has
obtained the highest F-measurement scores. When we compare the overall perfor-
mances, DL is performed well rather than ML in detecting hate speech. Especially
transformer-basedmodels ofDL aremore efficient than otherDL andMLalgorithms.
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1 Introduction

As digital communication becomes more integrated into our daily lives and the
actual and virtual worlds grow more globalized and varied, new problems such as
researching online hate speech emerge on the scientific and policy agendas. With the
proliferation of networked digital platforms, the collapsing of public, semi-public,
andprivate settings, and the abundanceof data generatedbypublic online discussions,
digital social science methods are rapidly embracing computational approaches [1].

People have become more involved with the widespread of social networks over
the last few decades. People over a large area now can reveal and spread their ideas,
concepts, and opinions immediately via microblogging applications. These types of
expressions allow researchers to investigate how people are feeling about a variety
of events. So that people can speak freely and share their views in many angles.
Internet is one in which it is a reason for the action of harmful and aggressive content,
that is not always safe. Prejudice and aggression were often expressed in online hate
speech. Disparaging someone based on their sexual orientation, race gender, religion,
ethnicity, or nationality is considered hate speech [2].

There are still a lot of unanswered issues about hate speech. For one thing, such
kind of harmful speech is punished or if open speech rights of free speech should
be extended to it is a hotly contested topic [3–5]. Another area of disagreement is
whether repression or measures that target the cause of the issue, such as counter-
speech and education, should be employed as a countermeasure [6]. These concerns,
on the other hand, are irrelevant in the absence of the ability to identify and categorize
hate speech in large quantities.

Speech that is intended to incite hatred is often described as any communication
that minimizes someone or a group of people because of their gender identity, race,
skin color, sexual preference, ethnic origin, national origin, or religious conviction
[7]. Additionally, hate speech may be described as an objectionable way of talking
or writing that employs a perspective regarding a particular target people or target
group to convey anti-social philosophy [8]. According to both experts’ definitions,
such kind of speech is any kind of exchanging or spreading ideas that is insulting,
denigrates, or humiliates others.

Studies on hate speech on social media have been conducted before and have
become fascinating to debate. Related research used English text data to classify
and identify hate speech on Twitter [9]. Although many studies have recently been
conducted on the detection and control of such hate speech, no definitive solution
has yet been reached. To this end, several methods such as ML, DL, and pre-trained
models of artificial intelligence are being studied. Continuing research efforts are
needed, however, as to what mechanisms effectively identify such hate speech. In
that sense, our study aims to find a suitable mechanism by measuring and comparing
the performance of machine learning, ML, and transformational models over to
Twitter dataset. This study covers selected ML, DL, and transformational model
algorithms from the literature review. The literary review reveals that such compar-
ative studies have been carried out to a lesser extent, that only ML and DL have
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been compared, and that transformational models have not yet been included in
such comparisons. This comparative study of ours will play an important role in
identifying and controlling hate speech on social media itself, as previous studies
have evaluated the effectiveness of each individually. Therefore, our paper makes
the following significant contributions:

• Exploring and identifying the most common and suitable algorithms for detecting
hate speech in ML and DL models for this research.

• Calculating the performance of selected algorithms over to the Twitter dataset
based on F1-score, precision, recall, accuracy, confusion matrix, and ROC curve
matrices.

• Comparing the performance of each algorithm.
• Finding and suggesting the most efficient algorithm(s) in detecting online hate

speech.

It has become a necessity nowadays to detect and control hate speech at the
management and social levels. There are various problems in the society due to such
hate speech. It is having a huge impact on everything from personal relationships
to family relationships. Such problems in social systems severely affect many and
hinder multifaceted social progress. That is why the main task of the community is
to manage the hate speech that can be found in the posts placed on social media and
remove the inappropriate speech.

2 Literature Review

Classification algorithms can do the detection after the text has been prepared for
machine use. Classifiers used in ML can be divided into three types: supervised,
semi-supervised, and unsupervised. A vast volume of text must be manually labeled.
Hence, this supervised learning is domain specific. A supervised approach is most
often used to detect hateful language in texts. It is shown that using supervised
classifiers to detect hate speech on Twitter, Burnap, and Williams [10] found that all
classifiers performed the same as each other in terms of accuracy.

According to a study [11], both Facebook and Twitter are used to target people
based on their characteristics. This is due to a lack of consistent enforcement and
regulation. Using the Weka library, this research examines the impact of different
subsets of characteristics on classification. It conducted stemming tests to see how
stemming affected the categorization task. Support Vector Machines (SVM), J48,
which is a supervised technique for building a Decision Tree (DT), Naive Bayes
(NB), and another decision tree algorithm Random Forest were all used to solve the
classification issue, according to the researchers (RF). Finally, this study discovered
that in this setting, the NB and linear SVM models performed much better than the
other models.
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Natural language analysis and ML techniques like Naive Bayes (NB) approach
were used to examine hate speech aimed against African Americans in [12]. Refer-
ence [13] studied howwellML classifiers classified cyberhate utilizing n-gram-based
methods against certain kinds of hate speech. The source [14] classified generic hate
speech using character andword n-grams as characteristics andBLR as the classifica-
tion technique.A fewnotable deep learning neural network techniques for identifying
hate speech in tweets have also been developed that outperform existingmodels [15].
There were three distinct methods utilized in this study, including Convolutional
Neural Network (CNN), Long Short-Term Memory (LSTM), and FastText, all of
which were combined with random or GloVe word embeddings to get the desired
result: CNN, LSTM, and FastText. The authors of Zhang and Luo (2018) [16] were
able to distinguish between social media content that was racist, sexist, or not hostile
depending on whether the material was racist, sexist, or not hostile.

Current researchers have successfully used the CNN model to a variety of text-
related problems, including natural language processing and some more techniques.
References [17–19], spam filtering, and others. Text mining tasks will benefit appre-
ciably from ML models in the future. However, it has additional depth and is more
dependent on artificial neural networks. It attempts to mimic events using layers
of neurons and learns to look for patterns in the input text. ML procedures are not
necessarily preferable to more standard supervised methods. As with any other ML
technique, ML’s performance depends on the algorithm and the number of hidden
layers used.Al-Smadi et al. [23] validated the above premise by comparing the perfor-
mance of RNN and SVM. As a result, they recommended using a different approach
for embedding in future studies. Instead of using a word embedding to implement
features, Pitsilis et al. [24] employed an RNNmodel with word frequency vectoriza-
tion to remove language reliance in terms of embedding approaches for hate speech
identification. For hate speech identification, their approach outperformed existing
state-of-the-art ML methods.

Because of recent advancements in machine learning, better sentence representa-
tions have been developed. The use of RNNs allowed for the modeling of lengthier
text sequences. The complete use and applications of the algorithm of RNNs, such
as LSTMs [25] and GRUs [26], allowed for the improvement of the representa-
tion of long-term dependencies. Because of this, LSTM and CNN-based models
outperformed character- and word-based n-gram models in terms of classification
performance, by a significant margin. [27] Character-based modeling utilizing Char-
CNNs has been used to hate speech classification [28], and it has been shown to be
effective.

Moreover, there is another model that has started to get attention in this field.
There are some pre-trained libraries available to test many datasets. Such pre-trained
model is called transformational models, and there are few research works available
in the field of detecting hate content. We may create robust and semantically rich
embeddings using approaches such as Bidirectional Encoder Representations from
Transformers (BERT) [29], which have been trained on large amounts of data, and
then utilize them for downstream tasks such as hate speech detection. Thewidespread
use of BERT has spurred the development of a few algorithms that are built on the
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BERT [30] architecture. There are numerous of these classifiers, and some of the
most famous include Roberta, Distil BERT [31], and XLNET [32], among others.
BERT is an upgrade on this algorithm that is practiced and instructed using a larger
dataset to improve results, and when compared to the more complex BERT method,
Distil BERT utilizes a smaller dataset and is optimized for better results.

Pretraining using generalized autoregressive techniques aims to recover the orig-
inal data from corrupted input [33]. It may be described as follows: For this reason,
the literature has been reviewed to determine the processes of ML and transforma-
tional models, and suitable algorithms have been chosen for this research. As a result,
the SVM, RF, DT, and LR classifiers have been identified from the ML classifiers.
This study has also investigated and used CNN, RNN LSTM from DL, BERT, and
Distil BERT from DL transformational models.

3 Methodology

Under the methodology section, researchers explain the overall method and dataset
that were used in this research, as well as the collection and structuring of the
experimental dataset and setup, among other things.

3.1 Experimental Dataset

For this study, we used the Hate Speech and Offensive Language dataset, which was
created by Andry Samoshyn and made freely accessible on Kaggle [34]. A dataset
basedonTwitter data is beingused to investigate hate speech identification. It includes
24,783 English text messages from Twitter, each of which has been classified into
one of the three categories listed as neutral, offensive, or hateful.

3.2 Experimental Setup

This study used Python to accomplish the methods that were proposed. The Keras
software program was used to apply the LSTM architecture. A PC runningWindows
10 with an Intel(R) Core (TM) i5-8265U processor operating at 1.60 and 1.8 GHz,
8 GB of RAM, and a 1 TB hard disk drive was used to conduct the tests.
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3.3 Pre-processing

The casual nature of Twitter discussions results in data that is highly unstructured and
includes a large amount of noise, which may reduce the accuracy of the method used
to analyze it. Because of this, it was decided that all Tweets should be pre-processed to
delete less detective features. It is commonly identified that pre-processing increases
the efficiency of classification algorithms [35] while simultaneously reducing the
processing time required to perform the classification. Lowercasing and stemming
were used tominimizeword inflexions, and stopwordswere removed from the labeled
dataset at the time of normalization.

3.4 Proposed Method

The suggested technique for classifyingTwittermessages into three classes is detailed
in this part: “hate speech,” “offensive language,” and “neither hate speech nor offen-
sive language.” In this research, the methodology for categorizing tweets into three
categories is explained in this section. As shown in Fig. 1, the whole study process
was followed. On this diagram, the five key stages in the research method are shown.
The procedures utilized in this study were data collection, pre-processing, training
the models with chosen algorithms, testing the models separately, and evaluating
each model, which are all depicted in the figure.

Fig. 1 Proposed method
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3.5 Evaluation

In the disciplines of datamining and data retrieval, evaluating the accuracy of selected
classifiers is one of the most important phases. Error rate and F-measure are widely
used to determine the accuracy of a classifier’s ability to locate the proper category
or class of unknown cases. The error rate is the instances of the test set that were
erroneously categorized. We will call this set of data “X” and let “m” represent how
many occurrences were misclassified by a classification model C. You can calculate
the accuracy of C in selecting the correct classes of X instances using the following
formula:

Accuracy(C) = m

n
(1)

The error rate approach ignores the cost of inaccurate predictions in ML. For
the most part, F-measure is used to solve this problem. To determine the value of
F-measure, two basic metrics are used: precision and recall. Imagine that some of
the data in the test set belong to a certain class or category S. It assigns a category
label to each test data. There will be four kinds of forecasts for the test set S.

Percentage of accurately forecast data for category S is known as precision.
Percentage of correctly forecast real data for category S is known as recall. It is
possible to calculate the F-measure based on precision and recall (2–4).

Precision = |T P|
|T P| + |FP| (2)

Recall = |T P|
|T P| + |FN | (3)

F - measure = 2· �= Precision.Recall

Precision + Recall
(4)

4 Results and Discussions

4.1 Parameter Evaluation

In this analysis, all algorithmswere tested by using precision, recall, F-measures, and
accuracy. Based on the dataset, hate speech (HS), offensive languages (OL), and no
hate speech (N) classifications were tested. But this research focuses on hate speech
only.

As soon as the top classifiers had been identified, the following stepwas to evaluate
the performance of eachmodel on a set of test data.When comparing the performance
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of differentML algorithms, a wide variety of performancemetrics are utilized.When
dealing with classification problems, the confusion matrix and area under curve
(AUC) are often used. DL systems are also evaluated based on their accuracy, recall,
specificity, and F1-score, among othermetrics. ROC curves are helpful for displaying
the performance of classifiers since they are easy to understand. The connection
between the sensitivity and specificity of a trained classifier is represented by the
receiver operating characteristic curve (ROC curve).

4.2 Estimation of F-Measures

Regardless of class imbalance, the F-measures are regarded as one of the finest
metrics for classification models. The F1-score is a weighted average of the class’s
recall and accuracy. Its best and worst values are 1 and 0. Additionally, it is a measure
that combines accuracy and recall, often known as the conventional F-measure or
balanced F-score. In this research, Distil BERT has got highest F1-score, and it is
outperformed other algorithms (Table 1).

4.3 Comparison of F-Measures and Accuracy Between ML
and DL

According to Fig. 2, ML algorithms have got good accuracy. But DL algorithms have
also got good scores in accuracy. In ML, SVM, RF, and LR have got top accuracy
values. In DL algorithms, RNN_LSTM, Distil BERT, and BERT have performed
well in accuracy. Based on F-measurement, DL algorithms have outperformed ML
algorithms. Distil BERT have obtained highest F-measurement scores. When we
compare the overall performances, DL is performed well rather thanML in detecting
hate speech. Specially, transformer-basedmodels ofDLs aremore efficient than other
DL and ML algorithms.

There were few research works available similar to this context, and the findings
can be compared with such papers. Paul and Bora [37] had conducted a research
on deep learning algorithms in detecting multilingual hate. They have used LSTM
and BiLSTM algorithms and found that the scores calculated for accuracy, precision,
and F1-score suggest that LSTM has performed better than BiLSTM. Aluru et al.
[38] found that the algorithm of mBERT outperformed other selected algorithms.
Another research [39] suggested that CNN model gave the best performance, with
an F1-score. But, in this research, we proposed that BERT and LSTM algorithms can
perform well than CNN models to detect hate contents. Al-Hassan and Al-Dossari
[40] have approached with 4 deep learning models: LTSM, CNN + LTSM, GRU,
and CNN + GRU and concluded that adding a layer of CNN to LTSM enhances
the overall performance of detection. From these comparisons, we can come to a
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Table 1 Measurements of algorithms

Algorithms Parameter evaluation

Precision Recall F-Measure Accuracy

SVM HS 0.68 0.16 0.26

OL 0.93 0.97 0.95 91%

N 0.96 0.91 0.88

RF HS 0.65 0.15 0.24

OL 0.92 0.97 0.94 91%

N 0.84 0.89 0.87

DT HS 0.35 0.29 0.32

OL 0.93 0.94 0.93 89%

N 0.85 0.85 0.85

LR HS 0.62 0.16 0.26

OL 0.91 0.97 0.94 90%

N 0.86 0.83 0.85

CNN HS 0.34 0.15 0.21

OL 0.86 0.95 0.90 83%

N 0.73 0.53 0.61

RNN_LSTM HS 0.41 0.30 0.35

OL 0.92 0.95 0.94 89%

N 0.87 0.84 0.86

BERT HS 0.37 0.38 0.37

OL 0.91 0.94 0.93 88%

N 0.90 0.75 0.82

DISTIL BERT HS 0.38 0.42 0.40

OL 0.93 0.93 0.93 88%

N 0.90 0.75 0.82

decision that DL algorithms are better thanML in detecting hate speech from various
perspectives.

5 Conclusions and Future Research

In this research paper, researchers try to use the selected ML and DL algorithms to
detect online hate speech. This study identified four ML algorithms including SVM,
RF, DT, and LR and four DL algorithms including CNN, RNN_LSTM, BERT, and
Distil BERT based on the literature review. All algorithms have been undergone into
performance analysis using F1-score, precision, recall, accuracy, confusion matric,
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Fig. 2 Comparison of F-measures

and ROC curve metrics to find out their preferences over to the Twitter hate speech
dataset. It is revealed that all algorithms have good accuracy in detecting hate speech.
Specially, SVM and RNN_LSTM have got highest accuracy in ML and DL, respec-
tively. But, Distil BERT has outperformed all other algorithms in detecting hate
speech and it performed well in all metrics. Since it is a pre-trained DL algorithm, its
performances are highly commendable and another pre-trained model called BERT
is also performed well. Therefore, we suggest that pre-trained or transformer-based
DL algorithms will be more efficient in detecting online hate speech. In our future
research works, we will incorporate multilingual datasets to compare the ML and
DL algorithms to get more efficient results and other transformer-based models are
also to be applied further.
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A Survey on Various Approaches
to Examine Cognitive Behavior
and Academic Performance of Learner
in Virtual Learning

Rakshit Khajuria, Ashok Sharma, Anuj Sharma, and Parveen Singh

Abstract A virtual learning environment (VLE) is the type of environment that can
attract more students because it allows them to study anywhere in the world, which
means that the student’s location is no longer a constraint. In addition, VLE facilitates
access to teaching resources, which facilitate the monitoring of teacher activities and
interaction between students and teachers. Therefore, the online environment can
assess the factors that lead to an increase or decrease in the academic performance
of students. Machine Learning approaches are used for the cognitive behavior and
academic performance of students in Virtual Learning. There is still no decision on
the parameters to be adopted for the evaluation of virtual teaching as each student
may submit the same type of assignment and same Practical files, and can have the
same attendance. In such a case, evaluation of a student’s academic performance
became tough. So we need to adopt some LMS which records various actions of
the learners and the teachers like Quiz Submitted On-time/Late, Number of Assign-
ment Submitted On-time/Late, Number of Discussions attended, Number of CA
attended, and Practical Submitted On-time/Late, Internet connectivity, etc. So, there
is a need for a framework that accounts for all of these parameters’ consideration so
that a Predictive model can be designed for Forecasting/estimation performance of
students that are recommended system should be framed for enhancing the academic
performance of the learner.
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1 Introduction

1.1 Cognitive Engagement

It is the process in which knowledge is absorbed by the users. It includes concen-
tration, stimulating curiosity, concentration, and fluency. Cognitive absorption refers
to a state of deep participation, while flow refers to concentrating on one activity
without paying attention to any other. CBT is a psychosocial intervention designed
to improve mental health [1]. CBT focuses on changing cognitive distortions, behav-
iors, and challenges, improves emotional regulation, and develops personal coping
strategies aimed at solving current problems.

Cognitive behavioral theory is a treatmentmethod that teaches us how to recognize
unhelpful or negative thought and behavior patterns. Many specialists believe it is a
form of psychotherapy. It intends to assist us in recognizing and exploring the ways
in which our emotions and thoughts influence your actions. We can start learning to
reframe your ideas in a more positive way as well as helpful ways once you detect
this pattern. We all know that due to the impact of COVID-19 our whole economy
gets disturbed and it also has a great impact on our education system and due towhich
has an adverse effect on students [2]. So in the time of the pandemic, the contribution
of information technology became the backbone for the education system. With the
help of IT solutions, it provides a great platform to connect students and educators
face to face on an onlinemode and themain purpose of online learning is to minimize
the learning gap affected during a pandemic situation in COVID-19 [3].

1.2 Behavior of Students in Online Classroom

Online classes are proving to be quite advantageous to many students. Since the
students are being handed over the materials to study at the comfort of their home,
the productivity level is most likely to rise. Studying at home also means that the
students save up on the time which they used to travel to their school or coaching
institutes. Students can use this time to adjust their extra studying sessions. Another
advantage of online classes is that the students are allowed to have flexibility in their
studies [4]. Some students are also not able to study well in pressurizing situations,
so studying at home provides them with a comfortable environment in which they
can progress well. We can experience these common feelings and thoughts.

1.3 Impact of COVID-19 on Students and Teachers

The education system is highly affected by COVID-19 due to which variations can be
seen in it resulting in jolting teachers in great numbers. This write-up expresses the



A Survey on Various Approaches to Examine Cognitive Behavior … 709

thoughts of teachers bounced back via three need gap analysis, i.e., access, use, and
the breach in teaching skills [5]. Data shows that inconsistency linking private as well
as public institutions is increasing in weight with the movement to e-learning. The
reason is students who are economically challenged and are from far-flung areas are
difficult to reach and employees do not know how to make it up for those students as
well as for those who have been brutally hit hard by the pandemic [6]. The data also
expresses the limitation of not receiving proper online pedagogy training. Ed-Tech
arrived, declaring itself to be a fully fledged remedy to all diseases with even more
devastating upshots for one’s career, classroom work, and subsistence. Nevertheless,
Ed-Tech is inappropriate considering difficult homeschoolers who distribute difficult
communities. This write-up firstly displays the vocal pedagogy of employees hit hard
by the epidemic and then severely inspects whether Ed-Tech plays a crucial role in
filling the online educational void [7].

1.4 LMS (Learning Management Systems)

Learning management systems too have seen rapid growth in user traffic post-
pandemic. Given the immense importance of such systems and their indispensability,
it is pertinent to understand how these tools are helping learners around the world
[8].

LMS is an application used to manage, deliver, track, and report learning
programs. It provides the framework that manages all aspects of the learning
process—it is where you store, deliver, and track your training content. LMS is
a tool that can be used to create, manage, and in addition deliver online courses
as well as programs. It gives a platform for students and instructors to learn and
demonstrate their abilities whenever and wherever they choose. LMS covers most of
the major markets like schools, educational institutions, businesses, health care, etc.
It helps identify communication gaps between instructors and learners by checking
each individual’s progress on tests and assessments. [7]. Such virtual e-learning
systems have become all the more important in today’s digital era. Even before the
onset of the pandemic virtual learning platforms made quality learning accessible
to people bereft of it. LMS has changed the learning outlook of individuals all over
the world. It allows users to choose and learn in the field they want to become good
at, as all information can now be shared around the world. There are various types
of LMS solutions available today with different development and hosting arrange-
ments: Software as a Service: hosted in the cloud, so no equipment to maintain or
upgrade to manage. Self-hosted solution requires you to download and install soft-
ware on your own devices, but offers more control over dashboard customization and
branding. Desktop/mobile apps: Accessible on multiple devices for easier collabo-
ration. Mobile apps are also available [9]. Table 1 provides a summarized view of
the LMS, Open Source/Paid, features, and learning analytics.

The objective of this paper Survey on Various Approaches to examine Cognitive
Behavior and Academic Performance of Learner in Virtual Learning is we have on a
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Table 1 Various LMS used in online learning

S. No. LMS Open
source/paid

Features Learning
analytics

References

1 Moodle Open Source LMS is fully design
and stretchable to
perfectly meet our
needs and integrate
with the solution
like Microsoft
Office 365, Google
Apps, etc.

NO [10]

2 Edmodo LMS Open source Its ease of use and
accessibility are
very suitable for
K12 programs

NO [10]

3 Google
classroom

Open source The platform can
help teachers create
courses, submit
assignments,
communicate with
students, grade
coursework, and
post comments, all
in one place

No [23]

4 Canvas Open source LMS is part of a
digital learning
solution, which
includes a powerful
course builder,
dashboard, testing
engine, etc.

YES [24]

5 Schoology Not open
source

Its strength lies in
its focus on building
and connecting
learning
communities from
students to
managers

NO [23]

6 LearnDash Open source LearnDash is a
powerful plug-in
that allows you to
create, manage,
modify, and publish
courses directly to
the popular content
management system

No [24]
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survey on various virtual learning platforms and Cognitive Behavior and Academic
Performance of students in Virtual learning.

• It presents different LMS used in online learning.
• It provides information about Cognitive Behavior and Academic Performance of

Learner in Virtual Learning.

The paper organized as follow: Sect. 2 present LiteratureReview. Section 3 present
Outcomes of survey conducted. Section 4 presents Machine Learning and Virtual
learning. Section 5 presents Future Scope. And the last section concludes this paper.

1.5 Federated Learning

FederatedLearning allowsmobile phones to develop a shared predictionmodel coop-
eratively while retaining all of the training data on the device, effectively divorcing
machine learning from the requirement to store data in the cloud. Federated Learning
enables smarter models, lower latency, and lower energy use while maintaining
privacy. This approach also has another immediate benefit: in addition to giving
an update to the shared model, the enhanced model on your phone may be used right
away, allowing us to create experiences tailored to our preferences [25] (Fig. 1).

FL differs from distributed ML in that the information sent to the server by
each participant is a trained sub-model rather than the original data. Asynchronous
transmission is also possible with the FL [26].

Classification of Federated Learning

Data is dispersed among the participants in the form of isolated islands in FL, and
each participant can represent its own data with amatrix. FL is now divided into three
categories based on the distribution of data feature space and sample ID space: hori-
zontal federated learning, vertical federated learning, and federated transfer learning
[27] (Figs. 2 and 3).

Fig. 1 Categories of federated learning
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Fig. 2 Classification of federated machine learning

Fig. 3 Classification of federated deep learning

2 Literature Review

The focus of this essay is on students’ cognitive behavior and academic performance
in virtual learningusingDeepLearning andMachineLearning.Wehavegone through
several research papers and the outcome belongswith these results as being presented
in this section.

Engr. Bhutto et al. [1] have worked on Comparison of Sequential Minimal
Optimization Algorithm vs. Logistic Regression for predicting student’s Academic
Performance. They have worked on Kalboard 360 which contains 500 records and
16 distinct attributes. The accuracy achieved is more in sequential minimal opti-
mization, i.e., 79% than the logistic regression, i.e., 73%. Martínez et al. [2] have
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worked onK-means andUnsupervised Clustering approach toMeasure the Influence
of Behavioral and Personality Factors on Academic Performance of Higher Educa-
tion Students. They have worked on a Dataset of 153 college freshman students.
The accuracy of this model is 80%. Alshehhi et al. [3] have worked on Artificial
Intelligence, Online Learning, and Learning Organization for analyses of the impact
of AI in online learning during COVID-19. They have worked on Develop a frame-
work for data collection and analysis during COVID-19 andDatasets fromAcademic
References. The output shows that Artificial Intelligence gives good results. Kokoc
and Altun [4] have worked on a Prescriptive learning approach combined with an
e-learning environment vs. Artificial Neural Network Algorithms for analysis effect
of learners interact with learning dashboards on academic performance. They have
worked on dataset consists of 126 students enrolled for the 12-week course. The
result of the proposed model shows artificial neural network algorithms perform best
in predicting academic performance.

Aydoğdu [5] have worked on Deep Learning and ANN for student’s performance
in online learning toward the end. They have worked on 3518 students of the Univer-
sity. The accuracy of this model is 80.47%. Altuwairq et al. [6] have worked on
Convolution Neural Network and Navies Bayes Classifier for Interaction and pres-
ence in student learning in an online environment. They have worked on a dataset of
12,271 real-world images from Real-world affective faces (RAF) and 35,887 images
of Facial Expression recognition (FER2013). The accuracy of this model is 93%.
Conijnet al. [7] has worked on LMS and Predictive models to analyze student perfor-
mance from learning management system data. They have worked on 17 blended
courses with 4989 students. Finally, the result shows the regression analysis of the
LMS data. They are available every week to determine whether early intervention
is a reasonable possibility. Mubarak et al. [8] have worked on Input–Output Hidden
Markov Model (IOHMM), Logistic Regression, and Machine Learning for students
prediction early dropouts based on their interaction logs in the online learning envi-
ronment. They have worked on the dataset taken from (OULA). The accuracy of this
model is 84%.

Xu et al. [9] have worked on Machine Learning, Neural Network, and Support
Vector Machine for Academic performance prediction related to Internet usage
behavior. They have worked on the Internet usage data of 4000 students. The result of
the proposed model shows that behavior discipline plays important role in academic
success. Redmond et al. [10] have worked on five parameters: Social Commitment,
Cognitive Commitment, Behavioral Commitment, Collaboration Commitment, and
Emotional Commitment for Online Participation in Higher Education. They have
worked on datasets taken from online models. The result along with process was
shared with national as well as international experts in online teaching and learning
experts, and comments were solicited and received. Ali Akber Dewan et al. [11]
have worked on Machine Learning, SVM (Gabor), MLR (CERT), and Boost (BF)
for engagement detection in online learning. They have worked on dataset including
112 individuals where 80 males and 32 females. The accuracy of the propose model
is MLR (CERT)= 0.714, Boost (BF)= 0.728, and SVM (Gabor)= 0.729. And clas-
sifier achieved the correlation of 0.275, 0.329, and 0.306. AliMubarak et al. [12] have
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worked on Deep learning, Support Vector Machine, and Predictive Model (LSTM)
for Predictive learning analytics in MOOCs’ courses videos. They have worked on
a dataset which is taken online from (CAROL). The accuracy of this model is 90%.

Waheed et al. [13] have worked on deep artificial neural networks, SVM, and
Logistics Regression for the Academic performance of students based on VLE
big data. They worked using a dataset collected from OULA that included 32,593
students over the span of nine months in 2014–2015. The accuracy of this model
is 88.5%. Liu et al. [14] have worked on the CNN model, Deep Leaning, and
SVM model for Online Classroom Atmosphere Assessment System for Evaluating
Teaching Quality? They have worked on Taking sample data online. This model
shows a good output. Oreški et al. [15] have worked on Machine Learning, LMS,
and Data Mining for Machine learning approaches on LMS data. They have worked
on data which is taken from the University of Zagberg. The result of the proposed
model shows NN modeling can better classify students than other ML approaches.
GE et al. [16] have worked on Machine Learning and EDM for predicting students’
academic performance. They have worked on data samples were collected from the
Computer Science Department University of Nigeria which consists of 103 first-year
students. The accuracy of this model is 92%.

Jiang et al. [17] have worked on Deep Neural Network and Betty brain using
Feature Engineering for identity which is better sensor-free affect detection. They
have worked on the dataset of 6th class students of an urban public school. The result
shows the accuracy of both the proposed models is the same. Zhang et al. [17] have
worked on Edge detection, LGCP feature extraction, AWLGCP and FSR method,
CLBR-SRC, Gabor SVM, and Active Shape model-SVM for learning trends of
University Students during the COVID-19 pandemic. They haveworked on aDataset
containing 49,920 labeled images of 47 individuals. The accuracy of this model is
94%. Li et al. [18] have worked on supervised ML algorithms, Cognitive engage-
ment, and Facial behaviors for The Art of Staying Engaged in Problem-Solving:
Automated Detection of Cognitive Engagement and they have worked on Dataset
consists of 61 students. The results revealed that engaged and less engaged states
were detected in 82 and 85 segments, respectively. Everaert et al. [19] have worked
on Deep Learning and Surface Learning for The relationship between motivation,
learning approaches, academic performance, and time spent. They have worked on
Data from questionnaires from 246 students. The result of the proposed model shows
19% of students score poorly on both deep and surface learning methods.

Botelho et al. [20] have worked on Deep learning and Descriptive statistics for
Improving Sensor-Free Affect Detection. They have worked on data taken from
15 Australian Schools which consists of 551 students taught by 37 teachers. The
result shows that the sample distribution is normal, except that classroom mastery,
teacher enthusiasm, and behavioral engagement are negatively skewed. JimWu et al.
[21] have worked on Mobile-based CRS technology for student’s entrepreneurship
learning experience using classroom response system. They have worked on dataset
consists of an 18-week course in Entrepreneurship Management which consists of
22 graduate students enrolled in it. The results show that CRS technology based
on mobile devices is very useful as well as effective tool to promote interaction
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among students. Waheed et al. [22] have worked on Machine Learning and Deep
ANN for Deep LearningModels for Predicting Student Academic Performance from
VLE Big Data. They have worked on a sample dataset taken from Open University
Learning Analysis (OULA). The accuracy of this model is 89. Kumar et al. [13] have
worked on Machine Learning, MATLAB, Mean Square Error, and Threshold-based
segmentation for the analysis of student’s performance in virtual learning. They have
worked on the dataset taken from http://invertory.data.gov/datase. The result of the
proposed model indicates that the performance of the artificial neural network is
better than that of the support vector machine.

3 Outcomes of Survey Conducted

Mostly used techniques areMachine Learning, Artificial Neural Network, LMS, and
Support vector machines. Mostly used dataset is taken from Online learning plat-
forms like MOOCs and from Open University learning analysis (OULA). Mostly
used parameters are Number of Quiz Submitted On-time/Late, Number of Assign-
ment Submitted On-time/Late, Number of Discussions attended, Number of CA
attended, andPractical SubmittedOn-time/Late.Mostly, the accuracyof the proposed
methodologies is between 85 and 92%. Table 2 provides a summarized view of the
approaches/techniques, dataset, result, and gap identity.

4 Machine Learning and Virtual Learning

The principle of machine learning is employed in educational activities. Machine
mechanization being utilized or can be diversified in drilling, for instance, implying
variance in analyzing choices to such an extent which results in scholar picking
excellent opportunities for them and also keeping in mind, inter-patient variability
among scholars. Intelligent retrieval can exploit a mystifying course.

Virtual help is an important part of education and an excellent place to apply
machine learning. Students can have a dialogue with a virtual assistant.

In this regard, conversational agents provide assistance to students through an
application or a web site. The technique is simple, with the pupil just typing text.
The agents, on the contrary, carry out the task and determine the right reaction
to the input before presenting an easy-to-understand response to the student. Yet,
educators acknowledge, by what means knowledge engineering process clarifies as
well as revamp the task’s coherence. Furtherance built for the acquisition of expert
system in the field of study undergoes cut corners for twain, lecture room ventures
as well as non-lecture room ventures. Collaborators honored such unrepeatable high
ground that constructs training attainable as well as bewitching.

http://invertory.data.gov/datase
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5 Future Work and Conclusion

Later knowledge engineering approach, characteristically of guidance, would fabri-
cate ground breaking Expert System apparatus. Compounded chat-bots imaginably
designed multitudinously, expanding urbanity of viro-statics. With the mixture of
AI and knowledge engineering, and that comprise uncountable computing along
with system analysis, it would give hike affixing cutting edged structure including
potentiality in accordance with alteration and grasping, plus predict methods solely.
Amalgamation of updated breakthrough along with submerged vast datum would
be resorted for forthcoming projects against these methodologies. In the future, we
have to prepare for any other pandemic like COVID-19 because due to COVID-
19, there is only online learning, no blended learning, and integrity in the online
examination is also challenging. There is still no decision on the parameters to be
adopted for the evaluation of virtual teaching as each student may submit the same
type of assignment, same Practical files, and can have the same attendance. In such
a case, evaluation of a student’s academic performance became tough. So we need
to adopt some LMS which records various actions of the learners and the teachers
like Quiz Submitted On-time/Late, Number of Assignment Submitted On-time/Late,
Number of Discussions attended, Number of CA attended, and Practical Submitted
On-time/Late, Internet connectivity, etc. So, there is a need for a framework that
accounts for all of these parameters consideration so that a Predictive model can be
designed for Forecasting/estimation performance of students that are recommended
system should be framed for enhancing the academic performance of the learner.

Artificial Intelligence along with machine learning has opened up great oppor-
tunities within various domains. It has proven surprisingly true within the confines
of tutoring industry along with different occupations related to training. Due to this,
upcoming edification domains tend to extremely distinguished, permitting trainees
realizing their prospective in an eminent or superior way. Intelligent Retrieval is
going to be gradually embraced and variegated in different areas of interest. Their
bump on ultimate consumer be unsurely evident instead remarkable with regard to
premature facet. Multiple clients work together in FL to solve standard distributed
ML issues under the supervision of a central server, without having to share their
local private data.
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Intrusion Detection System Using
Machine Learning Approach: A Review

Kapil Sharma, Meenu Chawla, and Namita Tiwari

Abstract The abundance of technology followed by serious cybercrimes makes
way for providing better security. Internetworking applications at a paramount level
generate the need of securing host system as well as network system from the user
having malicious intent. Several enterprises and organizations become victims of
these severe attacks in the aspect of using many applications for providing safety
like firewall, data encryption, and user authentication. By taking into account, this
causes a detection system with the use of machine learning approaches of artificial
intelligencewhich has been developed, knownas an intrusion detection system (IDS).
An intrusion is a process of entering into the system having the intent of unsolicited
duplication, record alteration, and illegal access to confidential resources. Hence,
analyzing the network packets of such cases for possible intrusions in near future is
intrusion detection. The intrusion detection system has evolved as a vibrant topic for
researchers in the last two decades and hope it will be in the future as well because
of rapid advancement in technology day by day. In this study, a survey of various
research papers has been depicted and it has been the utmost priority that the display
of work shall be comprehensible.

1 Introduction

In the proportion of advancement fear of unlawful activities has also been increasing
rapidly. An attack on the basic pillars of security confidentiality, integrity, and avail-
ability is a sequence of activities having the aim of weakening computer network
security. There is no system which is made perfectly safe and secure because of few
limitations, and hence, the attacker finally finds a loophole in the system to intrude,
to analyze the network data for the probable intrusions (attacks).
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Traditional strategies of intrusion prevention like access control schemes, encryp-
tion methods, or firewalls have failed to prove in effectively protecting systems and
networks from increasingly sophisticated attacks. IDS has become the practical solu-
tion and crucial component of any security infrastructure to identify the threats before
they produce any widespread damage [15]. An IDS is a software, hardware, and pro-
tocols or their fusion responsible for uncovering the possible intrusions from the
network finding data [14]. The intrusion detection system is classified into two parts
based on detection method and based on data sources, based on detection method
it has been further classified into two parts known as signature-based and anomaly-
based.

1.1 A Signature-Based Intrusion Detection System (SIDS)

This is better known as the knowledge-based detection and misuse detection tech-
nique [12]. In thismethod, previous attacks pattern is stored in a database formatching
of upcoming packets and generates alert accordingly if signature ismatched. In SIDS,
host’s log is checked to find a pattern of activities which have been identified as mali-
cious previously [18]. SIDS generally gives an outstanding accuracy of detection for
previously known intrusions [11].While for SIDS detecting zero-day attacks are very
difficult, SIDS has been deployed in several common tools, for instance, NetSTAT,
and Snort [12]. The occurrence of zero-day attacks frequently makes SIDS weaken
because no prior pattern exists in the database for such attack [4]. To overcome this
problem, the possible solution is the anomaly detection technique.

1.2 Anomaly-Based Intrusion Detection System (AIDS)

This model is created by using machine learning statistical and knowledge-based
methods, any difference between the model’s behavior and observed behavior is
considered as an anomaly. During the model building of this model in the training
phase, the model is trained by normal traffic profile, and usually testing is done by
using the different data sets to build the system’s ability for detecting novel attacks.
Since it does not rely on the pattern existing in the database, its ability to detect
zero-day attack is better than SIDS [2].

1.3 Intrusion Detection Based on the Data Sources

There are two types of IDS systems based on the input data sources, host-based IDS
(HIDS) and network-based IDS (NIDS). Detailed classification of data source has
been depicted in Fig. 1.
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Fig. 1 Detection methodology

The machine learning approach gives the way for implementation of anomaly
detection approach due to its various real-time model building approach, and it is
gainingpopularity in implementation.However, feature selection is also avery impor-
tant factor for look into. Taking all scenarios into consideration and by looking at the
vitality of feature selection, for the implementation of new detection system. This
paper is structured as follows: Sect. 1 gives the introduction and various types of
detection systems using ML. Section2 provides a thorough review of various data
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set. Section3 illustrates different kinds of machine learning algorithms that have
been used over the years. Section 4 gives the summary of various research studies
over the years. Section5 describes various challenges in future research, and in the
last Sect. 6 paper is concluded.

2 A Critical Review of Used Data Set

Attacks are changing with time, and hence, there is a need for an updated data set by
modifying the old one. This section will discuss the data set used over the years for
the implementation of the model as well as some new data sets like CIC-IDS-2017
along with CSE-CIC-IDS-2018 are in use nowadays.

1. DARPA: DARPA is the first used data set developed by the MIT Lincoln Lab-
oratory [5]. It is a base data set in the domain of IDS using machine learning. It
has 41 features. It does not depict the real network traffic, the absence of false
positive, and irregularity in attack data instances are the major flaw of this data
set, four categories of attack have been classified PROBE, DOS, U2R, and R2L.

2. KDD CUP 99: This is the next version of DARPA developed by the University
of California having 41 features in the data set; it contains some redundant and
duplicate data samples. The attack type is the same as the previous data set.

3. NSL-KDD: This data set is formed by modification in KDD CUP 99 data set,
and it consists of the limited number of the attack type.

4. CAIDA: Having 20 features, it consists of instances that are specific to Internet
activity along with a particular kind of attack.

5. LBNL: This data set has 100 h of activity consisting of a packet header for
identification of malware.

6. KYOTO: It is developed by Kyoto university [20], Having 24 features, it has
normal packets and attack-type packets.

For the development of a data set that meets the current technology, some character-
istics have been extracted. These characteristics are as follows: available protocol,
metadata, anonymity, attack diversity, capturing the complete network traffic, com-
plete network configuration, labeled data, feature set, complete network interaction,
and heterogeneity. The CIC-IDS-2017 and CSE-CIC-IDS-2018 data sets are devel-
oped by taking into consideration these features [21].

3 Machine Learning Algorithms in IDS

Machine learning is broadly classified into supervised and unsupervised. Supervised
counts on the significant information in labeled data, lack of labeled data is a lim-
itation for this method. On the other hand, unsupervised learning extracts valuable
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insights from unlabelled data, although the detection accuracy of supervised is supe-
rior to the unsupervised. Some frequent machine learning algorithms used in IDS are
artificial neural network, k-nearest neighbor, naive bayes, support vector, decision
tree, and k-means.

Some classifiers are weak in performance and do not perform as expected, and
hence, better approach comes into the frame by joining weak classifiers, which
gives far better results than earlier; this approach is called the ensembling of clas-
sifiers. Ensemble method trained various classifiers and then by voting final output
is selected. On the other hand, hybrid methods are organized in a multistage model
wherein each stage a classifier is used. The ensemble as well as hybrid classifiers per-
form better than that of single classifiers, and the main stratagem is which classifier
is to be combined and how they should be combined.

4 Summary of Various Research Studies

In this section, application of various machine learning algorithm for the implemen-
tation of IDS using different data set has been shown in Table1. There are various
types of attack types whose pattern is unique. Hence, based on the attack charac-
teristics the selection of the data source is important. For example, in the case of a
DOS attack, the main feature is to bombarding of packets within a very short period
therefore flow data is suitable for detection.

5 Challenges and Future Directions

Models using the machine learning approach have made a huge contribution in the
field of intrusion detection systems still some flaws could be rectified.

1. The existed detection system based on feature engineering has high detection
accuracy along with a high false alarm rate which is undesirable. A combination
of weak classifiers might be a feasible solution to this problem.

2. The diversity of the Internet environment increases the data sets shortage. The
novelty of attacks is increasing, and some existing data sets are not good for
these kinds of new attacks. Hence, data set alteration in such a way that it should
include novel attacks, common attacks, and correspond to the current network
environment. Moreover, the available data sets should be properly balanced, less
redundant, free of noise, and representative.

3. Poor detection accuracy in the actual environment is still a problem for existing
models. Machine learning models have a large ability to detect intrusion but they
do not perform well on unknown data; the majority of studies were performed
on labeled data. Consequently, performance in the actual environment depends
on the coverage of real-world samples.
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Table 1 Summary of various research papers
Research
paper

Detection Algorithm Performance metric Results

[19] Intrusion detection SVM, and chisqselector.
Scala programming was
done using MLlib

AUPR, AUROC Low false positive rate,
high performanmce

[6] DDoS attack K-means, random forest
SVM, Java SDK 1.8,
matlab 9.1.

F-measures Automated FFNN edge
over all other algorithms

[17] DoS, R2L, U2R Decision tree, Naive
bayes, SVM and j48

Precision, true positive
rate, false positive rate

j48 outperformed all
other algorithms

[7] Intrusion detection Naive bayes, PART,
adaptive boost, and
ensemble method.
R-programming

Accuracy, recall
precision

Ensemble method using
bootstrapping
outperformed other
classifier

[1] Intrusion detection PCA-LDA ensemble
classification

Accuracy, false positive
false negative

Ensemble method using
LDA-PCA is
outperformed single
classifier

[10] DoS, DDoS attack SVM, simulation tools Accuracy, true positive
false positive, false
detection rate

Light weight IDS for
IOT. Packet arrival rate
at SVM is good enough

[9] Anomaly detection Deep belief network,
stacked auto-encoder,

Precision, recall,
F1-score

With the use of two
level deep learning
algorithm achieves
accuracy of anomaly
detection

[3] Anomaly detection PSO, FLN Detection rate Better accuracy than the
other models based on
FLN

[16] Intrusion detection SVM, K-means, parsing
tool BRO

Precision HTTP-99.6%,
TCP-92.9%, Wiki-99%,
Twitter-96%, and
Email-93%

[8] Anomaly detection Hybrid method using
SVM, decision tree and
naive bayes

Accuracy, false alarm
rate

Accuracy-99.62% and
false alarm rate-1.58%

[13] Intrusion detection SVM, KNN and PCA. Accuracy Accuracy-90.07%

[15] Intrusion detection KNN, multilayer
perceptron decision
tree, naive bayes and
SVM

Accuracy, precision
F-score

Outcomes shows that
decision tree is best
classifier for IDS

4. Majority of the studies focused on detection results, and hence, they deploy the
complex model and extensive data preprocessing techniques which resulted in
lower efficiency.
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6 Conclusion

With the advent of Ml, new ideas for IDS have been implemented by various
researcher and different forms of classification model have been developed. In this
paper, we almost provide the review of numerous papers suggesting various methods
for the implementation of IDS, and the primary focus is on anomaly detection.

Various machine learning models were implemented for developing an IDS. Vari-
ous classifiers have been used with all the possible combinations of feature selection
algorithms. It has been found that the methods using deep learning are getting more
attention from researchers. KDD99 data set and NSL-KDD data set are the most
widely used data sets in this domain. Ensemble and hybrid classifiers have an edge
in performance over single classifiers and thus got a good detection rate and the
highest predictive accuracy.
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Automatic Detection of Online Hate
Speech Against Women Using Voting
Classifier

F. H. A. Shibly, Uzzal Sharma, and H. M. M. Naleer

Abstract Freedom of expression found on social media has various pros and cons.
Gender-BasedViolence (GBV) is also amajor issue in socialmedia.As a part ofGBV,
hate speech against women is on the rise on all social media. There are some lapses
available in the stand-alone classifiers in detecting such speech, and the performance
of ensemble classifiers is much better. Also, many research works have focused on
common hate speech datasets. Hate speech against women has been used in very few
research activities. But such hate speech is very dangerous. As a result, this research
employs, Decision Tree (DT), Logistic Regression (LR), Random Forest (RF), and
Long Short-Term Memory (LSTM) to compute metrics and performances and then
use those algorithms to create a voting classifier to develop a more accurate model
for detecting hate speech against at women. Two phases were used in this study. RF,
LR, DT, and LSTMwere used as foundation stand-alone classifiers in the first phase
of the ensemble procedure. In Phase Two, the weights of the second-level classifier
were estimated using first-level classifiers. Hate speech against women was detected
using an open-source #MeToo dataset that was utilized for training and testing by
the researchers. The dataset is publicly available on GitHub which was uploaded by
Nazmus Sakib. This dataset consists of 278,765 #MeToo movement posts on social
media. It clearly shows that the proposed voting classifier model has the highest
values in all metrics including accuracy (89%). When we check the strongly positive
classification, the proposed model has performed well in precision (0.90), recall
(0.91), and F-measures (0.90) and it can calculate strong positive hate speech more
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efficiently than other stand-alone classifiers. This voting model takes more time to
train since it has multiple models inside. By training it for more epochs, we can
further increase accuracy.

Keywords Gender-based violence · Hate speech ·Women ·Machine learning ·
Deep learning · And voting classifier

1 Introduction

The contribution of social media in the world of the Internet is becoming day by
day more and more vital. Freedom of expression on social media has been accused
of being misused by users on several occasions. Various cybercrimes and various
controversial issues on social media are taking place daily. Hate speech has become
one of the main issues, mainly through social media. Although many research works
are ongoing to handle hate speech in social media. But the process of controlling hate
speech continues to be limited. Despite numerous research efforts through machine
learning, mechanisms are needed to control hate speech.

Hate speech has increased in recent years, both in-person and online. Social media
and other Internet platforms are heavily involved in the spawning and spreading
of hateful material, ultimately leading to hate crimes [1]. Hate speech can take
many forms, including racial discrimination, culture, gender, ethnic group, religious
conviction, and some more [2]. GBV is on the rise despite the recent spate of hate
speech on social media. We are seeing more hate speech, assault, and cyber-crime
targeting women. Now, two of the most vulnerable groups to these kinds of hate
crimes are immigrants and women [3]. When hate speech is particularly directed
toward women, we refer to it as misogyny [4]. However, it is necessary to control
such hate speech against women with proper mechanisms.

A rising number of academics have recently concentrated their efforts on
automating the identification of hate words online [5, 6], and several academic events
and joint initiatives have centered on this subject [6]. For social media networks, this
is considered a difficult task. Major social media sites like Twitter, Instagram, and
Facebook, for example, are unable to automatically handle this issue and must rely
on their users to report hate speech. Since the situation is so serious and there is so
much material being uploaded on the Internet every day, algorithms that can detect
hate online comments must be developed [7].

In this paper, researchers apply machine learning algorithms to measure their
performances and develop an ensemble method by using the selected machine
learning algorithms as a voting classifier to build an efficient method in detecting
hate speech against women. A voting classifier is a collection of independent clas-
sifiers that are used in conjunction to categorize incoming posts to enhance clas-
sification performance [8]. Numerous studies using the ensemble approach have
been performed in the general text classification domain and have shown that
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the ensemble method may significantly improve classification performance [9–11].
Several classifiers that have been used in this ensemble are RF, LR, DT, and LSTM.

2 Related Works

Constitutive nature of speech, and how it shapes social realities, including social and
institutional structures are very important in communication process [12]. As women
and non-binary individuals engage with the public sphere, they must confront the
hegemonic values and norms in the very structures of historical social discourse and
the way speech constitutes power. The structures of digital space present, therefore,
a paradox for women: They enable agency, but also perpetuate gendered power
structures, normalizing sexualized attacks on women as routine expressions of male
power and privilege [13, 14].

Whether online or offline, sexist hate speech has significant and pervasive effects
on women. They undermine their right to a life free of violence and abuse, whether
they be emotional, psychological, or physical. As such, it is also a matter of health
and safety. Young women are especially susceptible because of their youth and lack
of awareness about available treatments, the latter of which is shared by most of the
society [15].

GBV can takemany roles, including cyber-related issues and problems and online
hate speech directed at women. The terms “cyber violence” and “online hate speech
aimed at women” refer to a wide range of cyber violence, including cybers talking,
nonconsensual image abuse, and cyber harassment are all examples of this type of
behavior, as is the more specific term “sexist hate speech.” However, these relatively
emerging forms of female violence [16] have no widely acknowledged title.

The United Nations (UN) Committee on the Elimination of Discrimination
Against Women (CEDAW) describes GBV as “violence directed against a woman
solely for her gender identity or violence that disproportionately affects women,”
which includes “activities that inflict physical, psychological, or harassments or
suffering, as well as threats of such acts, coercion, and other kinds of loss of liberty”
[17]; and “actions that cause bodily, mental, or sexual harm or suffering.”

The aggregate effect of cyber violence and hate speech directed at women is still
being studied, and the data available suggests that these types of violence have the
same effect as physical violence directed at women. In the same way that other
types of violence against women have immediate and short-term implications, cyber
violence and online hate speech also have long-term and intergenerational ramifica-
tions for women. Various kinds of violence against women have a detrimental effect
on their feeling of security, physical and psychological health, dignity, and legal
rights. Furthermore, cyber violence does not need the victim to have experience with
it to be effective [18].

So, hate speech against women is a serious issue and the most efficient method for
detecting and controlling such online hate crimes is to be controlled without further
delay. Meantime, some research works have been carried out to detect and limit
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hate speech using machine learning and deep learning algorithms. It is well known
that Artificial Intelligence (AI) tools and techniques are well enough to handle text
classifications.

Automatic hate speech detection was used to examine Indonesian Tweets in [19].
Selected Machine Learning algorithms were used, as well as two assembly methods
for balanced and unbalanced datasets: Hard Voting and Soft Voting, respectively.

A hate speech model was created by observing user comments on social media,
among other places, to identify hate speech. Logistic Regression, Naive Bayes,
Support Vector Machines, XGBoost, and Neural Networks, among other techniques,
were used. It has been demonstrated in trials that the XGBoost features exceed the
BERT features in terms of performance [20].

An ensemble approach was utilized to enhance the results by combining Logistic
Regression and Neural Network models [21]. To detect hate speech aimed toward
women and immigrants, an ensemble approach was used. SVM, RF algorithms, and
a Bi-LSTMmodel were utilized to assemble [22]. To train classifiers, bi- and trigram
features were utilized. The ensemble technique was used to identify compounds that
were intrinsically disagreeable to the human senses, in reference [23]. The binary
categorization was accomplished via the usage of Recurrent Neural Networks [23].

Numerous studies have been conducted, with a particular emphasis on GBV.
Machine learning techniques were used on Twitter to investigate the conditions
surrounding the #MeToomovement (a campaign to eradicate gender-based violence),
especially those influencing business and marketing operations, as shown in [24].
In reference [25], the automated identification and classification of misogynistic
discourse in Twitter was shown using a variety of supervised classifiers. The feature
space of the training dataset was constructed using techniques such as N-grams,
linguistic, syntactic, and embedding. One of the primary achievements of this study
was to make a corpus of sexist tweets accessible to the academic community.

Based on the literature survey, there are some lapses available in the stand-alone
classifiers and the performance of the ensemble classifier is much better. Also, some
of the earlier research studies have focused on common hate speech datasets. Hate
speech against women has been used in a few studies. But such hate speech is very
dangerous. As a result, this research employs RF, LR, DT, and LSTM to compute
metrics and performances and then uses those algorithms to create a voting classifier
to develop a more accurate model for detecting hate speech against women.

3 Methodology

Two stages were utilized in this study. RF, LR, DT, and LSTMwere used as baseline
stand-alone classifiers in the first phase. The output of these classifiers served as the
foundation for the new feature set used in the second phase. Second-level classifiers
were used to estimate the weights of the second-level classifier in phase one. The
entire research design is shown in Fig. 1.
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Fig. 1 Proposed research architecture dataset

3.1 Dataset

Researchers have used the open-source #MeToo dataset for training and testing to
detect hate speech against women. The dataset is publicly available on GitHub which
was uploaded by Nazmus Sakib [26]. This dataset consists of 278,765 #MeToo
movement posts on social media. Also, it has four sentiment classifications such as
loosely negative, strongly negative, loosely positive, and strongly positive.

3.2 Preprocessing

This part discusses the pre-processing of data utilized in the study. To improve
the quality of the #MeToo analysis, postings were pre-processed. The suggested
approach makes use of a natural language processing technology. To reduce the size
of the text dataset, the pattern of the language of postings was changed to small
letters. The test’s numerical data was translated to textual representations. Following
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the elimination of whitespaces, punctuation was deleted to prevent several versions
of the same word.

3.3 Proposed Classifiers

This first phase of this research has been applied four algorithms as RF, LR, DT,
and LSTM. These algorithms were regarded as foundation learners for the ensemble
process.

Random Forest: As the name suggests, the random forest is made up of a varied
collection of cooperating decision-making trees [27]. Each tree in the random forest
sprays a forecast for a class, and the class that receives the most votes becomes
the model’s prediction. Individual decision-making trees are created for training
purposes byRFs. All the trees’ forecasts aremerged to produce a single final forecast.
They are referred to be ensemble techniques if they produce a final determination
based on a collection of data.

Logistic Regression: In the early twentieth century, the biological sciences made
use of logistic regression. It was then used for a variety of social science problems.
When the dependent variable (target) is categorical, logistic regression is employed
[28].

DecisionTree: TheDecisionTree technique is a supervised learningmethodology
that utilizes decision trees to make choices. The decision tree technique, in contrast
to other supervised learning algorithms, may be utilized to tackle both regression
and classification problems concurrently. It is feasible to build a training model that
can correctly predict the class or value of a target variable using a Decision Tree by
inferring fundamental decision rules from prior data using this technique (training
data) (training data). In Decision Trees, we begin by predicting a class label for a
record that is placed at the tree’s root. The value of the root property is compared to
the value of the record’s attribute. Following that, we proceed to the next node [29],
which is represented by the branch that corresponds to that value.

LSTM: Long short-term memory is a form of recurrent neural network architec-
ture that is widely applied in deep learning. In contrast to conventional feedforward
neural networks, LSTMs feature feedback connections. It is capable of processing
not just single data points, but also complete data streams [30].

Voting Classifier: A Voting Classifier is an ML model that learns from an
ensemble of models and predicts an output (class) based on the class that has the
best chance of being chosen as the output. It simply averages the output classes from
each classifier input into Voting Classifier and predicts the output class based on the
class with the largest voting majority. Rather than creating and validating separate
specialized models, we train a single model on several models and forecast output
based on their aggregate majority of votes for each output type [31]. There are two
distinct kinds of voting: Hard Voting and Soft Voting. For this research, soft voting
has been applied.
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4 Findings

The performance of the suggested research technique is evaluated in Table 1. The
suggested Voting Classifier is compared to stand-alone classifiers such as RF, LR,
DT, and LSTM, and a proposed model is developed utilizing the ensemble technique
to create a voting classifier using weighted average metrics.

Accuracy, precision, recall, and F-score are the performance measures computed
in the first phase, and the weighted average of those four models have been calcu-
lated in the second phase. The voting classifier averages the other four models’
prediction and prediction results. So, the voting classifier takes all the other four
models’ predictions and outputs weighted average predictions. Since the dataset has
four classifications, all four have been analyzed over to the five algorithms to calcu-
late a better detection method. In Table 1, all classifiers’ performances have been
recorded. In Table 1, LS denotes Loosely Negative, LP denotes Loosely Positive, SN
denotes Strongly Negative, and SP denotes Strongly Positive. It clearly shows that
the proposed model has the highest values in all matrices including accuracy (89%).

Table 1 Measurements of all classifiers

Algorithms Parameter evaluation

Precision Recall F-measure Accuracy

RF LS 0.85 0.85 0.85

LP 0.88 0.88 0.88

SN 0.91 0.91 0.91 88%

SP 0.90 0.90 0.90

LR LS 0.82 0.82 0.82

LP 0.85 0.81 0.83

SN 0.89 0.90 0.89 86%

SP 0.87 0.89 0.88

DT LS 0.85 0.87 0.86

LP 0.88 0.87 0.87

SN 0.91 0.91 0.91 88%

SP 0.90 0.90 0.90

LSTM LS 0.83 0.87 0.85

LP 0.87 0.86 0.87

SN 0.92 0.90 0.91 88%

SP 0.90 0.89 0.90

Proposed model (voting classifier) LS 0.87 0.86 0.86

LP 0.88 0.88 0.88

SN 0.91 0.92 0.91 89%

SP 0.90 0.91 0.90
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Fig. 2 Matrices of classifiers in all classifications

When we check the SP, the proposed model has performed well in precision (0.90),
recall (0.91), and F-measures (0.90) and it can calculate strong positive hate speech
more efficiently than other stand-alone classifiers (Fig. 2).

According to the suggestedmodel’s confusionmatrix (Fig. 3), themodel correctly
identified the number of positive and negative class data points. Additionally, the
model mistakenly categorized a small number of negative class data points as
belonging to the positive class and a small number of positive class data points
as belonging to the negative class. It demonstrates that the suggested methodology
is effective at detecting hate speech against women.

5 Conclusion

The ensemble algorithm’s primary objective is to integrate many stand-alone classi-
fiers to improve prediction accuracy. In this study, we integrated stand-alone classi-
fiers, notably RF, LR, DT, and LSTM, to create a voting classifier model for detecting
gender-based hate speech, specifically against women, in #MeToo social media post-
ings. When compared to individual base classifiers, this resulted in higher prediction
accuracy. This work proposes areas for further research, such as adopting strategies,
to increase model prediction scalability in terms of different levels of imbalance in
the presence of hate speech phrases in a dataset. Moreover, more machine and deep
learning algorithms can be combined as a voting classifier and build a few more
efficient models to detect hate content against women. Also, this voting model takes
more time to train, since it has multiple models inside. By training it for more epochs,
we can further increase accuracy.
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Fig. 3 Confusion matrix of the proposed model

6 Limitations and Future Scope

This research used only the available dataset on the hate speech against women on
#MeToo movement posts in social media. There are many posts available against
women, but we were able to apply the above dataset only. Also, the researchers used
three ML algorithms and one DL algorithm to train and test the detection. There are
some more algorithms that will perform well, but for the time being, only specific
algorithms were applied. In the future, more ML and DL algorithms can be trained
and tested over multilingual datasets to propose a more accurate model.
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A Review on EEG Data Classification
Methods for Brain–Computer Interface

Vaibhav Jadhav, Namita Tiwari, and Meenu Chawla

Abstract Electroencephalography (EEG) is a technique to quantitatively measure
brain activity with high temporal resolution. EEG converts brain activity to time
series data with amplitude on the y-axis, and this data can then be used to understand
brain functions. Mathematical tools can be applied to this data to extract features
and to discriminate them in several classes. Once EEG data is recorded, it is needed
to make sense of that data. In the past couple of decades, EEG data has revolu-
tionised the healthcare industry and brain–computer interface (BCI) systems. This
is made possible by continuous improvements in EEG data classification methods,
which includes improvements in feature extraction and classification algorithms. In
this study, methods to classify EEG data for various applications such as medical
diagnostics, BCI and emotion detection are reviewed.

1 Introduction

1.1 Electroencephalography (EEG)

Electroencephalography (EEG) quantitatively measures brain activity and converts
brain activity to time series data with amplitude on the y-axis, and this data can then
be used to understand brain functions. There are other alternatives to EEG for quan-
tizing brain neural activity such as popular magnetic resonance imaging (MRI) and
magnetoencephalography (MEG)methods. High temporal resolution (high sampling
rate), portability (wearable headsets) and low cost make EEG the perfect choice for
brain–computer interface (BCI) applications among other brain data collection tech-
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niques. , we reviewed methods to classify EEG data for various applications such as
medical diagnostics, BCI and emotion detection to name a few.
Working Principle of EEG In EEG, electrodes are placed on the scalp (called non-
invasive) or surgically implanted inside the brain (called invasive). These electrodes
can detect electric fields caused by the firing of a group of neurons inside of the
brain. The firing of neurons in brain happens in two parts. First is action potentials.
Action potentials are flow of current in a neuron from one end to another. But, their
magnitude is very low and hard to measure. The brain activity that is measured
is generated from the second way of conduction in neurons, which is called post-
synaptic potentials. These potentials are generated at synapses, where two neural
cells communicate with each other. Electric fields generated by these potentials can
be detected from the scalp, when thousands of such potentials are generated at a time.
These fields induce potential on electrode placed over scalp which is referenced with
some reference electrode to get potential difference as output.

1.2 Applications of EEG Data Classification

This section gives answer to question, why to classify EEGdata. Following are few of
the application of EEG data classification, the positive impact that EEG classification
methods can be understood by following applications.

1.2.1 Brain–Computer Interface (BCI)

Brain–Computer Interface(BCI) is a system that takes brain activity (such as EEG),
as input and decodes it, in order to communicate with external devices (such as
computer). The fact that thoughts can be decoded by external device opens new
possibilities for interface between humans and machines. Examples of BCI are:

• MOTOR IMAGERY (MI): It is a system that understands or decodes brain’s
motor or muscle movement (e.g. hand and legs movement) commands and can
make external devices to do intended tasks such as robotic arm movement or
mechanical exoskeletonmovementwith direct control of brain. This can especially
benefit paralysed persons as they can use mechanical arms or similar devices in
similar way as a healthy individual uses his/her muscles.

• SPELLER: Spelling a word or complete sentences that a person is thinking of via
BCI is also topic of many researches in last decade [14, 22, 24]. A unique way to
communicate for healthy persons and a necessary tool for paralysed persons with
speaking-related complications.

• USER INTERFACES: UI such as cursor movement based on thoughts or appli-
cations in game playing to make game playing experience realistic.

MI and SPELLER-related classification methods found in literature are included in
this review.
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1.2.2 Medical Diagnostics

Brain medical diagnostics is possible with EEG data collected from patients. As
classifier algorithms can detect unhealthy and healthy person’s EEG data. A lot
of literature is available and still it is one of the most found topic in EEG data
classification research. In this review, medical diagnostics studies such as [3, 25, 33]
are studied.

1.2.3 Emotion Recognition

In last decade, a lot of research has been done on emotional state (valence, arousal,
etc.) and mental state (focused, relaxed, etc.) recognition through EEG data. Various
methods used in EEG-based emotion recognition are also reviewed in this study.

1.2.4 Sleep Stage Detection

Sleep stages such as rem and deep sleep can be detected though EEG data gathered
during sleep. This can also be used in treatment of some medical conditions such as
insomnia.

1.2.5 Brain-to-Brain Communication

Once we have BCI, it is natural to think about computer–brain interface (CBI), where
machines can give input to brains. Application of CBI can be of type, giving or
enhancing vision of persons with medical problems with eye through external vision
device like camera feeding input to visual cortex, mimicking eyes. Also, BCI and
CBI together canmake brain-to-brain communication possible, where system similar
to BCI spellers will decode thoughts and then those messages can be transmitted to
receiver CBI system, where those messages are again encoded in thoughts and fed
to receiver brain. One of the studies related to this is [26].

2 Preprocessing and EEG Artefact Removal

EEG data collection devices are very sensitive to noise, and generally have low
signal-to-noise ratio. This is why there are many studies in literature dedicated to
artefact removal and preprocessing of EEG.
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2.1 EEG Artefacts Removal

Artefacts in EEG are generally noise caused by capture of muscle movements by
EEG electrodes.Muscle movements such as eye blink, heart beats, tonguemovement
and hand movements also generate electric potential field which are much higher in
amplitude than those generated in brain, thus EEG electrodes easily pick these poten-
tials and this noise is mixed with brain EEG data. There are various solutions found
in literature for removing artefacts such as, using other electrodes devoted specifi-
cally to capture muscle movements like eloctroocculograph (EOG) for monitoring
eye movement and electrocardiograph (ECG) for making track of heart beats. Then
one can epoch or locate the events of muscle movement in time and can process those
time windows for EEG electrodes. Other methods involve thresholding or applying
band pass filters.

2.2 Feature Extraction and Dimensionality Reduction

A lot of study can be found in literature about feature extraction of EEG. Extracting
meaningful and discriminative features can greatly improve classification accuracy.
Wavelet transforms, Fourier transform, common spatial patterns, power spectral den-
sity, info. gain and CNNs are some of the popular feature extraction methods found
in literature. Also principal component analysis, independent component analysis
and linear discriminant analysis, are popular for dimensionality reduction.

3 Classification Algorithms

Once raw EEG data is processed, classifier algorithms are applied, and machine
learning (ML) models are trained on EEG data in order to get desired classification
task done. ML classifiers can be very broadly classified as in [12], as:

• Feature-based methods: In this, handcrafted features are used or manually feature
extraction algorithms are selected, and then these features are fed toML classifiers,
e.g. support vector machines (SVMs).

• End-to-End methods: In these methods, ML algorithms learn features as parame-
ters in their training process, e.g. convolutional neural networks (CNNs).

End-to-endMLmethods are quite popular among researchers as domain expertise
(e.g. medical data diagnosis) is not required for these methods, and ML algorithms
does the work of feature selection and extraction as training parameter. This conve-
nience is at the expense of understanding of features used for classification, but a
lot of research is being done on getting insights of what representations ML models
learns, a study known as explainable artificial intelligence (AO). In Sect. 3, EEG
classification methods found in literature are reviewed.
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4 Related Work

In this section, review and comparison of different EEG classification method found
in literature is done. Also two tables (Tables1, 2) are included in this review which
further describes and compares literature studied. Table1 gives insights to various
public dataset and some private datasets found in literature, datasets are grouped
according to their application (data type column in Table1) in Table1. Table2 com-
pares different EEG classification methods on basis of feature extraction methods
used, classification algorithms used and achieved accuracy on respective dataset.

4.1 Literature Review

In study [29], Bonn university database is used for binary classification (epileptic
seizure or not). They used discrete wavelet transform (DWT) for feature extraction
and explored three methods for dimensionality reduction (PCA, ICA and LDA) and
used SVM classifier. They found that LDAworked best for dimensionality reduction
and reported accuracy 100%. PCA and ICAmethods fetched accuracies 98.75% and
99.5%, respectively.

Comparison of different signal decomposition methods for MI-BCI was done in
[15]. Here, authors used multiscale PCA to denoise the data (BCIC III- 4a dataset),
and then three different signal decomposition methods were compared with kNN
classifier. Also authors used only those channel’s data which are related to specific
intended MI task. It was found that wavelet packet decomposition gave highest
average accuracy of 92.8%.

A creative use EEG classification was done in [16]. Authors in this paper experi-
mented to control a quadcopter drone with mental thoughts, one of the best control
system possible. Task was to distinguish eight commands for quadcopter control.
They used a hybrid EEG-FNIRS (functional near infrared spectroscopy) data acqui-
sition system to reduce complexity of eight class classification to two four class
classifiers using FNIRS and EEG data, respectively. Details of eight classes are in
Table 1 for corresponding ref [16]. Time window for commands was set to be 2 s
for FNIRS and 1sec for EEG. Different band pass cutoffs were applied for EEG and
FNIRS. Average accuracy with LDA classifier was 75.6% for FNIRS four class and
86% for EEG four class classification.

Filter bank common spatial patterns are popular method for EEG-based MI clas-
sification tasks which uses spectral power modulations as feature. In study [28],
authors developed novel architecture of CNN and compared results with FBCSP on
BCIC IV-2a and high gamma dataset. They found CNNs outperformed FBCSP with
FBCSP accuracy being 82.1%, while that of CNN was 84%. This paper also teaches
how to train CNNs for EEG, and visualise what features network has learned.

In [32], researchers have used LSTM to classify MI tasks (BCIC IV-2a dataset)
with novel one-dimensional aggregate approximation (1D-AX) to extract effective
signal representation for robust classification. Also, inspired by common spatial
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patterns (CSP), they used channel weighting to further increase accuracy. Average
accuracy for six different binary tasks for nine subjects was 75.283%. Also, aver-
age inter-subject transfer learning accuracy (train on eight subjects and with same
parameters of neural network test for remaining one subject) of 70.8%was achieved.

P300 spellers are based on steady-state visually evoked potentials (SSVEP),which
seems very revolutionary for persons with medical abnormality about speaking to
communicate. Authors of [24] developed P300-based speller with custom virtual
keyboard with five word classes to select from at a time to spell a word. They used
two types of frequency-based features (refer [24]) and a CNN classifier and achieved
accuracy of 99.2%. In online task of spelling a word ‘SPELLER’, they achieved
accuracy of 97.4% with avg. transfer rate of 49bpm.

In [27], private dataset was prepared for mental state recognition having two
classes, namely focused (quick solvemath problem) and relaxed state.Various feature
extraction techniques such as power spectral density, spectral centriod, standard
division and entropy were explored along with classification algorithms such as
LDA, SVM and KNN. All three classifiers used gave best accuracy with power
spectral density features with accuracies 95%, 100%, 95% for LDA, SVM andKNN,
respectively.

In [14], a P300-based speller was adopted to enable disabled peoples to speak
through EEG-based BCI. Study was conducted for twenty participants with amy-
otrophic lateral sclerosis (ALS), whowere not able to talk because of aforementioned
complication. A P300 speller was used for performing three spelling tasks:

• block1—spell from already chosen words by participant with cues and feedback
on screen

• block2—spell fromalready chosenwords byparticipantwithout cues and feedback
on screen

• Block3—free use, spell any word

To detect presence of P300 response in data gathered in [14], spatial filter (X-DAWN)
was used. LDA was used to classify. For Block1, task accuracy (avg. of all partici-
pants) of 97.5% was achieved with more than 90% accuracy for all the participants
and 60% participant achieved 100% accuracy. For Block2, task accuracy( avg. of
all participants) of 87.25% was achieved with more than 95% accuracy for 65% of
the participants. For Block3, task accuracy (avg. of all participants) of 80.205% was
achieved.

In [33], seizure detection is done using three-dimensional CNN, on Bonn uni-
versity database for three classes (interictal, preictal and ictal). Time series EEG
was converted to 2D images, and such 2D images generated for each channel was
combined into 3D image according to mutual correlation between channels. This 3D
input was passed to a 3D CNN, where group normalisation was applied on CNN
layers and dropout in fully connected layers. This 3D CNN method was compared
with 2D CNN and SVM and found that 3D CNN gave highest accuracy of 92.37%
followed by 91.25% of DWT+SVM and then 89.91% of 2D CNN.

In [34], emotion recognition-based on EEGwas done through parallel CNN-RNN
architecture. Study was performed on Deap dataset which has four classes, where
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each emotion class was rated on 0–9 scale. In this study, they converted four class
problem to two different binary classification problems by choosing five as threshold
on original 0–9 scale for low and high for valance and arousal emotions. They got
accuracies 90.8% and 91.03% for valence and arousal classification, respectively.

In [6], binary classification for mental state (focused vs. relaxed) was done with
various feature extraction and classification methods and their comparison was done.
From their original private dataset, five datasets were generated for five feature
extraction methods, which were oneR, information gain, correlation, symmetrical
uncertainty and evolutionary algorithm. For classification, Naive Bayes, Bayes net,
J48, random tree, random forest, MLP and SVM were studied. Highest accuracy of
87.16% was observed on oneR dataset with Random Forrset.

In [18], authors have used new predictor named OPTICAL (which is combina-
tion of common spatial patterns (CSP) and LSTM) to classify BCIC IV-dataset 1
and GigaDB dataset. Instead of using LSTM as classifier, here authors have used
regression-based output of LSTM as one of the features to train on along with fea-
tures obtained from CSP + LDA. These features are fed to SVM to classify. They
reported improvement of 3.09% and 2.07% accuracy on BCIC IV-1 and GigaDB
datasets, respectively.

In [5], authors used evolutionary approach to set hyper parameters of MLP. Also
they did adaptive boosting to further increase accuracy. LSTM is comparedwith deep
evolutionary (DEvo) MLP and found that DEvo outperforms LSTM on all three
datasets used (mental state [6], emotional state [4], MindBigData [10]). Adaptive
boosted DEvo MLP got accuracy of near 84, 97 and 31% on three datasets.

In study [4], emotion sentiment classification is done based on EEG. A private
dataset is used for this purpose on which four different feature extraction algorithms
were applied to create four datasets from original source dataset. MLP and ensemble
random forrest was used to classify, who gave accuracies of 97.89% and 94.89%,
respectively with info gain dataset. Info gain was found to be good for feature extrac-
tion among compared ones.

In [2], fusion of different CNNs was done with the intuition that different archi-
tecture CNNs learn different features. Two novel CNNs, MCNN (fusion of CNNs +
MLP) and CCNN (CNN-based AE crossencoding) were trained on BCIC IV-2a and
high gamma dataset. MCNN got accuracy of 75.7% and 95.4% on BCIC and high
gamma dataset, respectively and those of CCNN were 73.8% and 93.2%.

In [11], amethod for doing inter-subject transfer learningwas developed, based on
CNN for BCI. Private dataset used was having two classes for mental state (attention
vs relaxed). Three different types of input data representations (DR1, DR2 and DR3)
was obtained fromdataset with three different preprocessing techniques. For few shot
learning, training on half of the samples of new subject was done to tune network,
and 79.26% accuracy was obtained on DR1. Also 76.68% accuracy was obtained in
zero shot on DR3.

In [8], a novel joint method is proposed to classify MindBigData (insight version)
and compared with FFT joint and SVM joint methods. This novel joint method is
comprised of FFT + PCA + weighted KNN. Novel joint method outperformed other
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two methods with accuracy of 84%, while FFT joint and SVM joint gave 79% and
70%, respectively.

In [19], motor imagery classification is done on BCIC datasets. They propose
continuous wavelet transform (CWT) for feature extraction and 2D CNN for classi-
fication. Proposed method was compared with short time Fourier transform (STFT)
+ 1D CNN. CWT was done for three different mother wavelets, which were Morlet,
mexican hat and bump. Maximum accuracy of 92.9% was given by bump base CWT
+ 2D CNN on mu + beta frequency band.

In [23], LSTM and novel improved neural network (INN) are applied on Bonn
university database to classify normal and abnormal brain conditions. INN is a CNN
with novelty lying in one dimensional gradient descent activation function with
radial basis operations in initial layers of INN. Authors of this paper also trained
other classifiers like SVM, logistic regression, etc. and found that INN outperforms
others with accuracy of 78.92%.

ML task can be very broadly classified in two categories as feature-based (hand-
crafted features) and end-to-end (features are learned). End-to-end methods such as
CNN are very popular because it does not require domain expertise, thus handcrafted
ML methods are comparatively less explored. Thus, in [12], researchers explored
and compared feature-based methods with end-to-end approach, with hypothesis
that given equal opportunity to feature-based methods they can perform as good as
end-to-end methods. They found classification accuracies on TUH abnormal dataset
(pathological versus non-pathological) for both the methods to be in narrow range
between 81 and 86%. Even if hand crafted feature based ML techniques reach near
end-to-end methods, still both methods have their advantages and disadvantages.

In [35], a novel neural network was proposed for seizure detection on Bonn
university database. They used three layerCNNand three layer fully connected layers
all using dropout. Original Bonn database has five classes, in this study, different
combinations of those five classes were used to train for several two class and three
class classifications. Full five class classification was also done with accuracy of
93.55%. Different combinations of two class gave accuracy in range 97.63–99.52%
and that for three class was 96.73–98.06%.

In [20], a novel RNN-based method is used to classify whether customer will like
some brand and product combination or not on private dataset. Here, t-distributed
stochastic neighbour embedding (t-SNE)method is used to extract features and those
features then fed to RNN. This t-SNE + RNN approach was compared with t-SNE +
SVM, t-SNE + MLP, PCA + RNN, ICA + RNN, LSTM, CNN classifiers and found
that t-SNE + RNN produces highest accuracy among them which was 87.37%.

In [22], a speller was developed for a paralysed personnel which can classify
50 words (classes) that the subject was thinking of custom DL model was used to
classify and to further increase accuracy and to output meaningful sentences, the
output of customDLmodel was fed to NLPmodel. Use of NLPmodel reduced word
error rate by 35% compared to original. Average accuracy of 47.1% was achieved
for 50 class classification which is equivalent to 97.8% of binary class accuracy.
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Some other good reviews found were [1, 13, 21, 31]. In [1], deep learing(DL)
methods for MI EEG were reviewed and in [13] a comparison of DL in EEG for last
ten years literature is studied.

5 Conclusion and Future Work

In this study different methods to classify EEG data were reviewed for various appli-
cations likeMI-BCI, BCI-speller, medical diagnostics and emotion recognition. EEG
classification methods have exponentially improved in last decades. Although, it was
observed that very few studies are getting conducted on more than ten class clas-
sification. To make EEG-based BCI as a part of human life, it is important that
future studies to be done should be inclined towards multiclass EEG classifications
with more than ten classes, such multiclass system will be a great start for adopting
EEG-based BCI as part of general purpose devices.
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A Variational Autoencoder—General
Adversarial Networks (VAE-GAN) Based
Model for Ligand Designing

K. Mukesh, Srisurya Ippatapu Venkata, Spandana Chereddy,
E. Anbazhagan, and I. R. Oviya

Abstract COVID-19 pandemic has disrupted the normal functioning of the world
at both the physical as well as biological level. Various biotechnological approaches
form the core for finding the drug for COVID. But at the backend, it is highly
supported by intensive computational algorithms for drug designing approaches.
Artificial intelligence is one such area that can be used to mimic the living system
by training it with multi-dimensional datasets. The rapid advancements in the field
of artificial intelligence and machine learning have facilitated to build high-accurate
generative models. Deep learning is a subset of artificial intelligence that is being
used in the present study for ligand designing models. The results obtained by a deep
learning-based model called variational autoencoder—general adversarial networks
(VAE-GAN) showpromising results in terms of ligand design and can also be utilized
for drug repurposing. In this paper, we have attempted to build a VAE-GAN model
which was trained on isomeric simplified molecular-input line-entry system (Iso-
SMILES) data and molecular structure images of the COVID-19 drug dataset. The
Iso-SMILES and molecular structure data analysis are useful, but the system needs
more improvement to cater to the data loss in terms of spatial structures and orienta-
tion of the chemical compounds taken for the analysis. However, the system can be
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optimized with the help of higher hardware support and increased training datasets,
which can help in more precise analysis for generating ligand molecules of interest.

Keywords COVID-19 · Deep learning · Generative adversarial networks ·
Generative models · Variational autoencoders

1 Introduction

The recent pandemic of COVID-19 causes severe illness by primarily affecting the
respiratory system and is caused by SARS-CoV-2. The originally realized case
was distinguished in Wuhan, China, in December 2019. The infection has since
spread around the world, prompting a severe pandemic. During this pandemic, many
attempts were made, and many techniques were developed all over the world to
discover the drugswhich are effective againstCOVID-19.Many algorithmswhich are
developed during this pandemic for drug discovery include deep learning, machine
learning, and reinforcement algorithms. The role of machine learning and deep
learning algorithms has a huge impact on the current drug discovery/repurposing
process. With the help of AI algorithms, we can narrow down the compounds which
are more relevant and perform better in clinical trials.

A major role of these computational algorithms is in the quantitative structure–
activity relationship also called QSAR methods [1] which mainly relies on basic
principles of biological activity of a ligand and its functional association with the
molecular structure. Optimization ofmolecular structure to address chemical absorp-
tion, distribution,metabolism, excretion, and toxicity (ADMET)properties are highly
relevant with the use of AI techniques.

De novo drug design is a computation method for creating new chemical struc-
tures from atomic components. Structure-based and ligand-based design are two
common approaches that rely on the features of a biological target’s active site.
Artificial intelligence, which includes machine learning, is a new field that has had a
positive impact onmedication development. Artificial neural networks and reinforce-
ment learning architectures are combined in deep reinforcement learning, a subset
of machine learning.

1.1 Motivation

Using deep generative models for ligand designing introduces a novel and promising
solution to drug discovery. Drug discovery is an expensive and extensively time-
consuming process. In traditional methods of drug discovery, it takes around 10–
12 years with a lot of human effort and costs a huge amount. But the new deep
generative models made this process faster and cost-effective to discover a new drug
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and aidswith the traditional drug discovery process.VAE-GANbeing one of the high-
performance deep generativemodels can be a viable option for ligand designing, thus
making the process of drug repurposing time and cost-effective. In this paper, we
are training VAE-GANmodels with two different input data, one being Iso-SMILES
data and another one is molecular structure image samples.

1.2 Organization

The paper is organized into five sections. The first section being introduction and
Sect. 2 consists of literature review and discusses about the previous research done
in developing deep generative models for generating new drugs. Section 3 describes
about the data preprocessing stage, including the selection of desired properties
from the huge dataset and the conversion of data to proper format, so that the model
can be trained. Section 4 covers the implementation of VAE-GAN model and its
architecture. Section 5 discusses about the results obtained from the model along
with the incurring losses of each layer of the VAE-GAN model. Finally, Sect. 6
concludes the paper and discusses about the challenges encountered in development
and training of the model.

2 Literature Review

Li et al. [2] proposed a quantumGAN deep generative model with a hybrid generator
to discover new drugmolecules. TheQGANmodel takes less training time compared
to the classical GANmodels but requires high-performance quantum computers and
higher degree hardware support. A CycleGAN-based model namedMol-CycleGAN
[3] was successfully applied to generate compounds with more similarity in structure
to the real compounds. Another CycleGAN-based model named LA-CycleGANwas
proposed by FengWang et al. [4] to generate molecules by embedding the long short-
termmemory and attentionmechanism in themodel. It showedhighly accurate results
when compared to the Mol-CycleGAN.

The goal of drug design is to create chemical molecules with specified desir-
able qualities. D4GAN [5], a new drug design approach that can generate molec-
ular samples that fit a specific set of desirable characteristics. To directly deal with
molecules recorded as text sequences, they utilized principles fromboundary-seeking
GAN (BSGAN) and objective-reinforced GAN (ORGAN). Furthermore, it has been
combined with a variational autoencoder for the GAN generator to improve the
stability and quality of sample model creation while avoiding mode collapse.

The generative topographicmapping (GTM) [6]method can be used to explore the
latent space of SMILES-based autoencoders and build targeted chemical libraries.
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They created a sequence-to-sequence neural network with bidirectional long short-
term memory layers and trained it on ChEMBL23’s SMILES strings. The recon-
struction rates of the test set molecules were extremely high (>98%), equivalent to
those reported in related works. They used GTM to show the autoencoder latent
space on a two-dimensional topographic map. By sampling associated latent space
points and decoding them to SMILES, targeted map zones can be used to generate
unique chemical structures.

Recent advances in deep learning-based generative models may provide a feasible
alternative for more efficient molecular design. Some research works used a varia-
tional autoencoder to optimize molecular characteristics in a latent space in which
molecules are expressed as a real vector. In addition, the researchers used the adver-
sarial autoencoder (AAE) [7] and Bayesian optimization to create ligands for the
dopamine type 2 receptor. They examined the VAE and AAE molecular genera-
tion models in terms of reconstruction error and variability of the output molecular
fingerprints.

3 Dataset Analysis and Preprocessing

The data of drugs/chemical compounds that are related to COVID-19 was collected
from the PubChem database. A total of 1617 compounds were available in the
PubChem database. The data collected from PubChem must be preprocessed to get
the model to work on the desired attributes from the dataset. The dataset contains all
the information regarding each compound. Among these, we were interested only
in the Iso-SMILES data and the molecular structure images. The Iso-SMILES data
is then preprocessed and given as input for training the VAE-GAN model. Also, the
structural images of the molecules were used to train another model with the same
VAE-GAN architecture.

The initial set extracted fromdatasetwas the compoundname and the Iso-SMILES
string for the first model, and the Iso-SMILES data is replaced with the compound’s
molecular structure image in the latter model. All the characters present in the
SMILES string have been extracted and are replacedwith a one-hot encoded values to
convert from characters to numerical data. Then, the Iso-SMILES strings are padded
with a constant value to make all the compounds of same length. For the second
model, the images are converted to grayscale and are reshaped to 200 × 200 pixels.
We have split the dataset into 80% for training model and remaining 20% as test
data.

4 Implementation

Variational autoencoder—general adversarial networks (VAE-GAN) [8, 9] is a deep
generative model which integrates both VAE and GAN to provide a robust deep
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Fig. 1 Functioning of the VAE–GAN model along with its pipeline and data processing stages

learning architecture. VAE describes an observation in latent space in a probabilistic
manner [10] which consists of an encoder and a decoder. The encoder transforms
the input data into a latent representation, which is a compressed low-dimensional
representation of the input data. The decoder reconstructs an approximate represen-
tation of the input data from the latent representation. GAN’s are a deep generative
model used to discover hidden patterns in the data, to generate new examples from
the original data which consists of a generator and a discriminator. Generally, in a
VAE-GAN model, the decoder in VAE acts as the generator for GAN. The samples
that are theoretically possible which are based on the input training set are generated
(Fig. 1).

The VAE-GAN model is implemented with three sub-models—an encoder, a
decoder, and a discriminator. The encoder has an input layer, followed by two convo-
lutional layers and a dense layer. The input data passes through the encoder and gets
reduced to a low-dimension latent space. The decoder has a dense layer followed by
three transpose convolutional layers with ReLU activation function. The latent space
is then passed through the decoder to generate new examples. Finally, the discrimi-
nator has an input layer followed by two convolutional layers and a dense layer. The
generated example from decoder passes through the discriminator, which classifies
the example as real or fake. The logit and sigmoid functions are used to calculate
the loss of each sub-model and visualize it graphically. For the generator, we are
calculating the fake loss and for the discriminator, we are calculating both real and
fake loss.
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5 Results and Discussion

After training themodel, the results of ourworkflow are providing substantial outputs
from the training dataset. But still by altering the standard deviations and the learning
rates, the model can yield a more precise output than the persisting ones. Due to lack
of computational power, we have trained the model on a relatively smaller dataset
and for a lower number of epochs. After completion of the training phase, we have
been analyzing the error and loss of the model and the molecules it generated.

The output ofmodel trained on images is givingmore satisfactory results in gener-
ating molecules when compared to the model trained with Iso-SMILES data, and
the generated molecules has been verified with the rdkit library. Studies with GAN
models have been implemented in biological sciences to scan images as inputs for the
identification of the attribute of interest [11, 12]. This gives us more understanding
of the usability of the VAE-GAN model in a different area of sciences and our focus
on novel ligand modification in this study can be justified. Figure 2 represents the
model’s discriminator and generator losses, and we can infer that the generator fake
loss is high. This can be also observed in the output images shown in Fig. 3.

Fig. 2 Training loss of our model is plotted. a Represents the latent loss, b represents the
discriminator layer’s reconstruction loss, and c demonstrates real and fake data losses after training

Fig. 3 Representing the output molecules of our model
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6 Conclusion and Future Scope

The present model with molecular structure image as input does not show much
accuracy but we can understand the structure of the molecules. These models may
further be evaluated and used for QSAR studies for novel drug discovery processes.
The main challenge is the huge image dataset for which we need heavy computation
which increases the chance of improvising the present model by takingmany training
examples and adjusting the parameters of our GAN model such as learning rate and
the standard deviation of the latent points in generator block. The other challengewas
both discriminator and generator should perform with equal efficiency for the GAN
to function properly or else there is a high chance of collapsing of the model and we
must start the process again from the beginning. The application of VAE-GAN in
drug designing studies like QSAR also opens a vast opportunity for the generation
of novel molecules or to deal with the existing molecules and target the ADMET
properties so that the molecules could be processed for further studies. Most of the
naturally occurring compounds show a great deal of activity against COVID, but they
are not utilized due to their high toxicity rate in living systems. Hence, modifications
to decrease the toxicity and increase its potency is the keymotive in drug repurposing
studies and the present approaches can fill in such lacunae.
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A Brief Review on Protein Classification
Based on Functional, Behavioral, and
Structural Properties Using Data Mining
Techniques

Stuti Majumdar, Suprativ Saha , and Tanmay Bhattacharya

Abstract Knowledge retrieval from a large amount of biological database is one
of the challenging tasks, nowadays. Numerous types of data mining techniques are
applied to execute the same. For a few years, several researchers have established a
lot of information retrieval procedures to extract knowledge from a wide-reaching
amount of biological informations like protein and genes. In this paper, the authors
try to make a brief review regarding these classification techniques along with their
accuracy and computational time, which can classify protein into its family. The
authors also try to mention the name of databases and procedures which are used to
validate these classification approaches. In the end, a comparative analysis between
these classification approaches was established alone with limitations and chance of
improvement areas. Finally, a brief idea regarding the protein classification concept
along with its need is clearly emphasized here.

Keywords ANN · Fuzzy · Rough set · String kernel · HMM · Di-sulfide bond

1 Introduction

In modern, biology has become an information science. Nowadays, the outstanding
rate of genome or protein sequences is saving up as sequencing data. In this frame-
work, the traditional data processing method fails to categorize it. In the twenty-first
century, biological data mining is driving the competitive race toward unprecedented
biological discovery opportunities. It provides a fruitful technique and consists of
biological contents such as DNA, RNA, and protein. Various approaches were intro-
duced to classify protein, involving combination of machine learning, statistics, and
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database system. In this field, machine learning is mainly focused on predicting
protein functions from their sequence structure. Within the various classification
approaches, feature grouping is the most wanted drawback. This paper depicts the
limitation of feature extraction procedures, which are used to classify the protein
sequences. In Sect. 2, we have given a short literature survey on several types of pro-
tein classification techniques proposed by various researchers invented from time to
time followed by a proper comparative analysis in Sect. 3. Finally, Sect. 4 concludes
the article.

2 Literature Review

Feature extraction, knowledge generation, and application of soft computing
approaches are the three major steps to classify unknown protein to its family. Sev-
eral researchers had applied these steps in various ways and generated an accurate
classifier. Here a brief explanation of these classifiers is below.

2.1 Neural Network-Based Classifier

In the case of protein classification, a neural network-based classifier provides a
remarkable achievement based on the accuracy of classification. In paper [1], Jason
et al. proposed a neural network-based classifier for classifying unknown proteins
by extracting features by using the 2-gram encoding method and 6-letter exchange
group method with 90–92% accuracy. To increase the exactness, Wu et al. [2] pro-
posed n-gram encoding method in place of the 2-g encoding method [1] to extract
feature values. Here, besides the increment of accuracy, the computational time is
also increased. Zainuddin et al. [3] formulated a pattern matrix using 2-g encod-
ing method for reducing the computational time. If the previous matrix would be
unable to classify, then the result of the 3-g encoding method would be attached to
the pattern matrix and so no. Further for increasing the accuracy of classification, a
probabilistic neural network model [4] involving self-organizing map network was
proposed by Rao et al. Unfortunately, this technique cannot give impressive results
in the case of various unclassified parameters. The problems arise by the previous
technique in [4] are overcome by the backpropagation neural network technique in
[5]. Here authors used an extreme learning machine to minimize the error of clas-
sification which can automatically increase the accuracy level of the classification.
After that, Saha et al. [6] proposed the saturation point of n-gram encoding method
[2] tominimize the computational time of classification and keep remain the accuracy
level. After extracting mean value and the standard deviation by n-gram encoding
method, the saturation point was fixed on 5. In [7], Saha et al. proposed the floating
mean value policy to extract the standard deviation value of protein using n-gram
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encoding methods. The accuracy of the classification may be increased some time,
and computational time should be decreased in this way.

2.2 Fuzzy Logic-Based Classifier

To overcome the various drawbacks of neural network-based classifier, Mohamed
et al. [8] implemented a fuzzy rule-based model using molecular weight, isoelec-
tric point, hydropathy properties as the features for classifying unknown protein with
93%high accuracy. To decrease the computational time,Mansoori et al. [9] wanted to
classify protein sequence using feature group distribution policy like small, medium
and large, based on fuzzy rule-based algorithm. After that, Mansoori et al. [10] pro-
posed a rank-based algorithm to distribute the feature group, which can reduce the
computational complexity, but the accuracy remains same. In [11], Saha et al. applied
the positional weighted average molecular weight and positional average isoelectric
value to fuzzy ARTMAP model to increase the accuracy. Furthermore, in [12] Saha
et al. formed four groups of features with the amalgamation of positional [11] and
non-positional weighted values of the features. This research proves that the com-
bination of positional average molecular weight and positional average isoelectric
point provides the most valuable result of classification based on the accuracy and
computational time of classification.

2.3 Rough Set Classifier

To handle the large amount of data and to identify the necessary features, rough set
approach was provided a new classifier by Pawlak [14]. Rahman et al. [13] presented
a new classifier involving rough set which can categorize the voluminous protein data
based on structural and functional properties of protein with 97.7% accuracy. Later,
in [15] Yellasiri et al. used rough set classifier to extract all the necessary features
for classification which can achieve a satisfactory exactness level of 97% without
increasing the computational time.

2.4 Classifier Based on Hybridize Model

Hybridization approach may be solved the various problems based on accuracy and
computational timeof protein classification,which are generated by the previous non-
hybrid classifier. In paper [16], Sen et al. proposed a python-based standalone tool,
i.e., PyPredT6 to predict the T6 effector proteins. The prediction is done by the agree-
ment of multilayer perceptron, SVM, K-nearest neighbor, Naive Bayes, and random
forest to extract 175 rare protein from SecReT6 and SecretEPDB databases. Filatov
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et al. [17] suggest a new convolutional kernel function known as the Lempel–Ziv–
Welch (LZW) kernel which is dependent on support vector machine, Fisher Kernel,
and hidden Markov model with the accuracy of 73.9%. For prediction of transmem-
brane beta-barrel proteins, Kazemian et al. [18] proposed a cascading classifier. The
algorithms like resilient backpropagation, Fletcher–Powell conjugate gradient, con-
jugate gradient with Powell–Beale restarts have been used to obtain the exactness of
76.3% with a precision of 0.831 and probability detection of 0.799. After that, Saha
et al. [19, 20] proposed a feature grouping hybridization procedure that involves
three phases like combination of fuzzy ARTMAP model, neural network system,
and rough set classifier. KMP algorithm was applied in this procedure to reduce
the computational time with accuracy 91%. Later in paper [21], Saha et al. modi-
fied the previous 3-phase model into 4-phase model to increase the accuracy of the
classification.

2.5 Classifier Involving Frequency-Based Encoding Method

Frequency-based encoding method was represented by Iqbal et al. [22] for classify-
ing the protein sequence and determine their function and structure. The existence
frequency of each amino acid in protein sequences is used as a numeric feature value
for encoding the input protein sequences. The effectiveness of this technique was
tested using different classifications and learning algorithms, and the result showed
that the decision tree classification algorithm based on the criteria of classification
specificity, accuracy, F-measure, sensitivity, etc. The accuracy of the classification
over the yeast protein sequence data is taken from the UniPortKB database achieves
88.7%.

2.6 Classifier Involving Distance-Based Encoding Method

Besides the behavioral approaches of classification, structural feature extraction
procedure can provide valuable techniques in protein classification. In this case,
a distance-based encoding method with 91.2% accuracy was proposed by Iqbal et al.
[23] where the features are extracted from the input protein sequences and find the
distance between the occurrences of the same amino acid which is used as a feature
value and tested with different classifiers. Faye et al. [24] developed a computational
and statistical method to encode protein sequences based on amino acid decom-
position. This approach was used on neural network and support vector machines
classifiers with well-known GPCR datasets. Here, neural network-based classifier
achieves better performance with an accuracy range of 94–98%.
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2.7 Graph Kernel-Based Classifier

Qiangrong et al. [25] used graph kernel-based model combining based on the neural
network on protein classification. The adjacency matrix of the graph was taken as
the entry point. It was combined with the information of edge and vertexes weights
to the adjacency matrix. The database is provided by the PDB, and the protein
structure datasets contain the D&D, ENZYMES, NCI1, and NCI109. Accuracy of
VES kernel in D&D, ENZYMES, NCI1, and NCI109 is 99.23, 93.50, 99.52, and
99.19% from which they determine that NCI-1 gives the more accurate result which
can be improved further.

2.8 Classifier Using Probabilistic Approach

During the timeof drugdesign, the important task is to study and classify the unknown
protein into a known protein family. Satpute et al. [26] proposed a probabilistic
approach involving feed-forward and feedback ANN, Naive-based, SVM, and deci-
sion tree to classify proteinwith efficiency of 63%, 59%, 68%, and 84%, respectively.
In critical cellular processes long non-coding RNAs (lncRNAs) are actively related.
These are associated with numerous diseases in the biological experiment. In this
paper, Sunil Kumar et al. [27] demonstrate a heterogeneous information network
(HIN) to predict lncRNA diseases by using support vector machine classifier. Per-
formance of the model is executed on IncRNA disease database and validated using
standard statistical metrics which generated an AUC value of 0.87.

2.9 Tool-Based Classifier

During the case of bacterial identification and bacterial protein detection, MALDI-
TOF is a swift-sensitive technique. Tomachewski et al. [28] developed a tool, i.e.,
Ribopeaks, for the classification of bacteria through m/z data from ribosomal protein
with the database of more than 28,500 bacterial taxonomic records. Ribopeak cate-
gorizes 111 strains (95.68%) at the species and genus levels. To predict the impact of
mutations in protein-protein complexes, Amengual-Rigo et al. [29] were proposed
fast classifier and an open source ,UEP, which is a confidential algorithm for fig-
uring constructive and destructive mutations in protein-protein compounds skilled
on interactome data. UEP algorithm is based on simple three-body unity capability
copied from interactome data.
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2.10 Classification Using Deep-Learning

To classify circular RNA from other long non-coding RNA, Chaabane et al. [30] and
Benson et al. [31] proposed theACNN-BLSTMsequencedescriptor and reverse com-
plement matching (RCM) descriptor combines the asymmetric convolution neural
network (ACNN) with the bidirectional long short-term memory network (BLSTM)
where the shared representations across different techniques are unified. Derbel et
al. [32] suggested the disease named entity recognition approach using long-short
dependencies that are based on two stages deep neural network model to identify
the disease name. New POS-based tagging schema has been developed that divides
up the dominant class into a smaller and more balanced unit to overcome the prob-
lem of an unbalanced dataset given by the BMEWO tagging schema and to enforce
sequence modeling. To solve the dimensionality Word2vec, GloVe, and Text model,
algorithms are used with combining 85.59% accuracy.

2.11 String Kernel Method and Weighting Scheme-Based
Classifier

Identification of protein similarity is an important task for protein sequence clas-
sification and homology detection. The string kernel method-based classifier was
proposed by Spalding et al. [33] which developed a scheme for efficient estimation
of suitable kernel parameter values. Here the Kullback–Leibler (KL) distance was
calculated among the observed k-mar frequencies and the theoretical k-mar frequen-
cies of protein data. This classifier reached 87.5% accuracy. Zaki et al. [34] depict a
technique to extract feature vectors using hidden Markov model, which was applied
to the classifier that was able to train the data in high dimensional spaces. This
approach also used support vector machines classified for learning the boundaries
between structural protein classes. The performance of this technique was examined
in SCOP database with 99.03% accuracy.

2.12 Classifier Involving Fourier Transform

Ali et al. [35] predicted the functional classification of protein sequences based on
a set of features involving fast Fourier transformation (FFT) of molecular weight of
each protein sequence was applied on SCOP database. The multilayer backpropa-
gation neural network classifier has been used for this classification. When it was
applied on restricted level of SCOP, the accuracy level was enhanced up to 96%.



A Brief Review on Protein Classification Based on Functional … 775

2.13 Classifier Using Feature Hashing Technique

Dimensionality reduction technique based on feature selection is very crucial for the
performance and the complexity of the learning algorithms. To execute it, Caragea
et al. [36] proposed feature hashing technique, for reducing the complexity of learn-
ing algorithm where input belongs to high-dimensional space. Generally, N-gram
encoding method produces high-dimensional data for the large value of N. This
high-dimensional space was reduced to low-dimensional space by feature hashing
mechanism using a hash function. Lastly, this feature hashing classifier was achieved
82.83% accuracy.

2.14 Tree-Based Classifier

Busa-Fekete et al. [37] proposed the phylogenetic analysis approach with 93%
accuracy, followed by Tree Insert and TreNN algorithm for protein classification.
This representation was also compared with different classification models like
BLAST, Smith–Waterman, and local alignment kernel. Boujenfa et al. [38] proposed
TreeKNN algorithm that exceeded the performance of TreeNN [37]. This algorithm
was performed based on a phylogenetic tree that followed phylogenomic approach,
used to overcome the systematic errors related to sequence comparison tools and also
to increase the classification performance. The evaluation result of these two algo-
rithms was demonstrated on four datasets such as 3PGK, COG, CATH95, SCOP95,
and two alignment programs BLAST and ClustalX.

2.15 Hidden Markov-Based Classifier

Desai [39] had proposed hidden Markov models based classifier with 94% accuracy,
which were performed in three phases such as training, decoding, and evaluation
to identify functional properties of input data. In the training phase of HMM, a
bunch of known sequences was used to learn a model to generate the sequences of
trained cluster. In the decoding phase, the most probable path from the trained model
was obtained by using the Viterbi algorithm for the given sequence. The last phase
calculated the probability of a sequence belonging to the same class as a model by
using the Viterbi algorithm.
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2.16 Classifier Using GA/SVM

Selecting the most informative features and reducing the dimensionality of the fea-
ture vector are an important task in protein sequence classification. Zhao et al. [40]
proposed a classifier with the amalgamation of genetic algorithm and support vector
machine framework. The GA was allowed to iteratively search for a feature vector
that optimized the fitness function. This model was applied on six protein superfami-
lies which belonged to PIR protein database and classified the protein sequence with
99.24% accuracy.

2.17 Protein Structural Classification

Protein structural classification is another important classification approach to clas-
sify protein based on protein chemical structure. Rahman et al. [41] had proposed
hierarchy tree structure with six major features of a protein-like sequence compari-
son, cluster index, connectivity, structure comparison, taxonomic, and interactivity
with 98%accuracy. Later, AlQuraishi [42] had established ProteinNetwhich is a used
to evaluate the relationship between protein sequence and structure. The accuracy
of the final version of ProteinNET was around 90%. After that, Jain et al.[43] had
proposed random forest-based automated structural classifier for small proteins. This
approach achieves up to 94% accuracy. Then Arun et al. [44] had coined a protein
classifier with 94% accuracy using averaged NMR chemical shifts based on protein
residues. BioMagResBank and RefDB were used to obtain the data files. Finally,
Mirceva et al. [45] had provided a hidden Markov model for each protein fold class.
At the end, proper combination of the di-sulfide bond for classifying unknown pro-
tein was identified by Saha et al. [46, 47] which finally used as the structural feature
of protein. This feature used in the rule-based classifier to classify protein with above
93% accuracy.

3 Comparative Analysis

See Table1.
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Table 1 A comparative analysis of various classification approaches with their accuracy and
chances of improvement

Name of classifier Accuracy (%) Drawback or chances of improvement

Classifier based on ANN 94.5 Nonlinearity concept should be
included

Classifier based on fuzzy concept 96.2 Storage problem must be avoided and
some improvement requires for linear
database also

Rough set-based classifier 97.7 More constraints must be included in
algorithm beside knowledge base
concept

Neuro-fuzzy hybrid model 96.1 Computational time and complexity
must be reduced of this problem

Classifier based on frequency-based
encoding method

88.7 Dimensionality-related problem
should be avoided

Classifier based on distance-based
encoding method

98 Non-structural analysis is also
required to include

Graph kernel-based classifier 99.52 Accuracy was dropped in case to
structural analysis. More
concentration is required on it

Classifier using probabilistic approach 87 Require more concentration on the
dimension reduction

Tool-based classifier 95.68 Require to reduce computational time

Deep learning-based classifier 85.59 LSTM techniques should be
introduced for better accuracy

String kernel and string
weighted-based classifier

99 Only applicable on protein sequence,
structural analysis is very much
required

FFT-based classifier 96 Totally depends on database, general
rules should be applicable

Feature hashing-based classifier 83 Dependent classifier. Only provides
the good result in case of dimension
reduction approach

Tree-based classifier 93 Structural analysis should be
incorporated

Hidden Markov-based classifier 94 Beside probabilistic approach, require
more concentration on feature
extraction techniques

Classifier based on GA and SVM 99.24 In case of structural analysis, accuracy
does not remain same. Require a
proper solution on it

Structural-based classifier 96.33 Beside di-sulfide bond, other bonding
structure regarding AA chain should
be incorporated
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4 Conclusion

Due to the growing and developing scope of biological data, the widely vast science
of dataminingwithin the domain of bioinformatics is seemly perfect. The integration
of biological databases is also a difficulty. Because of this huge research area, it is
obvious that biological databases depict a huge number of challenges. Data min-
ing and bioinformatics are fast-growing research areas today. So, it is an important
research issue in bioinformatics and develops new data mining methods. In the case
of protein sequence classification finding accurate classifiers to classify unknown
protein sequences into a proper family is an important area. This chapter contains
so various types of classification techniques involving data mining for classifying
unknown protein sequences. It is a review and comparative study between various
protein sequence classifiers. In the conclusion part, it seems that no classification
technique achieves the highest level of accuracy with less computational time at
the same time. This chapter will help to plan a new model for classifying unknown
protein sequences.
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Intelligent System for Bi-Modal
Recognition of Apparent Personality
Traits (iSMART)

Cdr Devraj Patel and Sunita V. Dhavale

Abstract Personality of an individual has been a promising variable to understand
himself and furthermore the others in the society. It is the logical arrangement of
an individual’s attributes like thoughts, feelings, attitudes, behaviour and capability
that makes an individual selective. Our personality likewise influences our decisions,
medical conditions, assumptions, inclinations and prerequisites. In the scenario of
4G/5G and COVID pandemic, the majority of individuals are dependent on the web
gateways as their essential intuitive vehicle for their own and expert necessities;
accordingly, it has been a fundamental significance for us to consequently perceive
the personality traits of the individual on the opposite side of the screen. Mental
analysts have tracked down that an interaction of just 100 ms is adequate to shape
judgement about any individual. Thinking about a similar idea towards execution
of profound learning for recognition of personality traits, in this work, we propose
an intelligent model (iSMART), a combination of depth-wise separable convolution
neural network (2D-CNN) and long short-term memory with attention (LSTMwA),
that extracts audio and video features through parallel networks and predicts the ulti-
mate personality score of a person. With the top to bottom trial and error, it has been
seen that the depth-wise separable CNN reduces the quantity of trainable parameters
without compromising the test precision. It is a compelling and lightweight model
for recognition of personality traits utilising bi-modular data sources. It likewise
accomplishes better accuracy as compared with the outcomes got by the top scor-
ing teams in the ChaLearn Looking at People challenge ECCV 2016. Our proposed
model can possibly empower the system with better psychological understandings
and improved human–computer interaction.
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1 Introduction

An individual’s personality is made up of qualities, outlooks, and temperaments
that influence his conduct and outlook on life. Automatic personality evaluation
is required to improve human–computer interaction and to allow the user to self-
introspect without the assistance of human specialists. For example, in the context
of social engineering, the things and services recommended to a user could be those
that have received positive feedback from others who share similar personality traits.
Similarly, knowing personality features in forensics would allow security forces to
predict suspects.

Our research is motivated by the findings of various researchers in the field of
human affective behaviour [1–4].We proposed to use a deep learning-basedmodel to
automatically recognise the apparent personality traits of individuals with only 15s
of interaction with the system. In the psychological literature, there are several def-
initions of personality modelling that exist, including 16 personality factors (16PF)
[5], three-trait personality model (PEN) [6], Myers–Briggs type indicator (MBTI)
[7] and Big-Five personality traits [8]. One of the most extensively usedmeasures for
automatic recognition of personality traits is the Big-Five personality traits model. It
describes the personality of a person in five factors as openness, conscientiousness,
extraversion, agreeableness and neuroticism (also acronym as OCEAN). A concise
summary of the Big-Five factors are as follows:

• Openness: It is the extent to which a person exhibits self-awareness, artistic skills,
imaginative, unconventional thinking, autonomous lifestyle, insightful, intelligent
curiosity, etc.

• Conscientiousness: It is the extent to which an individual is planful, responsible,
thorough, efficient, organised, dependable, reliable, etc.

• Extraversion: It is the extent towhich a person is engagedwith the outerworld and
possess the qualities of talkative, sociable, energetic, independent, active, assertive,
zeal, etc.

• Agreeableness: It is the extent to which a person values kindness, honesty, social
harmony, sympathetic towards teammates, trustworthy, appreciative, caring, com-
pliant, etc.

• Neuroticism: It is the level of negative feelings and tendency to overreact in a
person. The person appears as tense, touchy, hostile, unstable, worried, anxious,
insecure, etc.

In this paper,we investigated the applicability of existing deep learning techniques for
recognisingBig-Five personality traits and proposed a fusion strategy (iSMART) that
combines a convolution neural network (2D-CNN) and a long short-term memory
with attention (LSTMwA) model for recognising apparent personality traits with bi-
modal (audio and video) inputs. To summarise, the main contributions of this paper
are as follows:

(a) Efficient and language-independent feature extraction methods are proposed for
bi-modal inputs.
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(b) Simulated an intelligent and lightweight CNN-LSTMwA model to effectively
recognise Big-Five personality traits.

(c) Effectiveness of transfer learning approaches employing a pre-trained VGG net-
work is investigated on the video dataset for personality recognition.

(d) The proposed system is compared to the state-of-the-art automatic personality
recognition approaches.

(e) Identified the challenges and future directions for improving the automatic per-
sonality recognition model.

This paper is further organised as follows. We describe the related work towards
bi-modal personality recognition in Sect. 2 followed by proposed methodology and
novel architecture for training in Sect. 3. In Sect. 4, we describe the experimental set-
up and present the simulation results. Finally, we conclude the paper with challenges
and recommendations for future work in the same context.

2 Related Work

Most of the previous research in the field of personality analysis has been observed
using linguistic data [9]. However, the application of deep learning for the prediction
of apparent personality traits has gained momentum for researchers since 2016 with
the conduct of the ChaLearn LAP 2016 competition [10]. The methods adopted by
top winning teams were a combination of deep learning models over handcrafted
features in the bi-modal systems.

For apparent personality analysis, Zhang et al. presented the deep bi-modal regres-
sion (DBR) framework [11]. The framework came out on top of the ChaLearn
Challenge 2016 podium. It is divided into three sections: visual modality, auditory
modality and an ensemble component that combines the results of bothmodalities. By
discarding the fully connected layers of the network, the modified architecture of the
traditional CNN model is implemented as a descriptor aggregation network (DAN),
after which the last convolution layer is both averaged and max pooled into 512-d
feature vectors with standard L2 normalisation, followed by concatenation into a sin-
gle combined 1024-d image representation. The log filter bank (logfbank) features
are extracted directly from the original audios of each video for the audio modality.
After that, a fc+sigmoid model was used to train the audio regressor. Thereafter,
the regression loss was estimated using the L2 distance as the loss function. Finally,
with late fusion, the two modalities are fused by averaging the visual and auditory
model’s five predicted values, yielding the final regression scores. The model took
into account spatial elements, but it did not look at the videos’ temporal patterns.

The second place finisher in the First Impression Challenge recommended the
use of short videos to recognise Big-Five personality traits [12]. To predict the Big-
Five personality traits, the authors proposed an LSTM-based model to extract the
temporal patterns of images (from videos) and audio input. It uses audio and face
images to describe two bi-modal deepCNNs. Thefirst network uses 3Dconvolutional
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networks, whereas the second uses LSTM. Because of the 3D CNN, training the
model on bi-modal input necessitates a lot of computing resources.

For perceived personality analysis from verbal and audio-visual data, the third
winning team developed audio-visual deep residual networks (DRN) based on
ResNet [13]. The auditory and visual subnetworks are identical to the deep residual
network’s first 17 layers. One convolution layer and eight residual blocks of two
convolution layers make up each subnetwork. Batch normalisation, rectified linear
units, max pooling (initial layer), and global average pooling follow each convolution
layer (last layer). The auditory and visual streams’ one-dimensional pooling kernels
and strides are combined as audio-visual input to a fully connected layer. Because
the fully connected layer is followed by hyperbolic tangent units, the audio-visual
stream’s outputs are scaled to [0, 1]. Since tanh is a logistic sigmoid function that
varies from [−1,1], it would have resulted in dense activation and may have led to
the vanishing gradient problem for such a personality-related dataset.

Many other researchers offered various approaches to recognise personality traits
using the ChaLearn First Impression Dataset, following the trends of the ChaLearn
Challenge 2016. For the examination of Big-Five personality traits, Yunan Li et al.
presented a novel approach called classification–regression network (CR-Net) [14].
The proposedmodel usesResNet34 as the backbone network first categorises person-
ality traits before applying a regression, which results in personality trait prediction
and interview recommendation. Because the analysis dataset contains continuous
values in the range [0,1], and an individual’s personality values are labelled for all
five personality traits, using a classification method to such a purely regression situ-
ation would be inappropriate.

To address the concerns raised in the previous papers, we present iSMART, which
combines a CNN-LSTMmodel (spatial and temporal fusion) with an attentionmech-
anism to improve accuracy. Despite the limited computation and memory on a single
GPU machine, we have developed a cost-effective and lightweight deep learning
model that extracts relevant audio and video features from the ChaLearn dataset and
then classifies them appropriately using depth-wise separable CNN (DSCNN) and
LSTM with attention mechanisms (LSTMwA) in this paper.

3 Proposed Methodology

We present our methods for recognising personality traits using bi-modal inputs in
this section. In this research, depth-wise separable CNNs are employed to build a
lightweight model for personality trait recognition, partly inspired by the work of
Chakraborty et al. [15]. To improve the development of relevant input requirements
for this study, data pre-processing is performed in a series of steps for both audio and
visual modalities. It is divided into two phases. The data samples are processed in
the first phase to remove missing properties from raw data and eliminate individual
differences, while the second phase generates audio and video subnetwork inputs.
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3.1 Audio Data Pre-Processing

Using ‘ffmpeg’, we first extracted the audio from the video files.We utilised the PCM
32 bit floating-point little-endian format as an audio codec, with a single channel and
a 44.1 kHz audio sample rate, which is commonly used for CD recording. For 128
mels filters with a sample rate of 22,050, the ‘librosa’ Python module is used to
extract mel spectrogram features. Each audio frame is windowed (here, a window
size of 2048 is used) and padded with zero to match the FFT window size. The
estimated power spectrum is then transformed to decibel units before mel frequency
cepstral coefficient (MFCC) with 24 coefficients is retrieved from the audio. MFCCs
are also standardised sample by sample using zero mean and unit variance, as shown
below:

mfcc_standardized = mfcc_data − mean(mfcc_data)

Standard Deviation (mfcc
_data) (1)

The length of the sample is then equalised by padding the standardised MFCCs with
0. Finally, the audio representation per sample is a tensor of shape (N,M, 1), with N
denoting the number of coefficients and M being the number of audio frames. The
experiment was carried out with N = 24 and M = 1320 in this publication.

3.2 Video Data Pre-processing

Using ‘ffmpeg’, count the number of frames in the video.The images are downsized to
140× 248 to keep the aspect ratio of each frame. In addition, to reduce complexity,
the frames are sub-sampled to six frames per video. Following that, a 128× 128
random crop window is applied for training, while the centre crop has been used for
validation and test data.

The randomcrop of images considered for training dataset is calculated as follows:

MAXN (i) = height(i) − 128

MAXM(i) = width(i) − 128

randN (i) = randint(0,MAXN (i)

randM(i) = randint(0,MAXM(i)

whereas the centre crop of images for validation and test sets is calculated as follows:

indexN ( j) = (height( j) − 128)/2
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Fig. 1 Sample cropped images from dataset

indexM( j) = (width( j) − 128)/2

cropindexN ( j) = indexN ( j) + 128

cropindexM( j) = indexM( j) + 128

The sample cropped images from the ChaLearn LAP dataset are shown in Fig. 1.
The video representation per sample in our experiment is modelled as a tensor with
the shape (F, H,W, 3), where F denotes the number of frames and H andW denote
the spatial dimensions. The training, validation and test sets are prepared for further
processing based on the pre-processing approach. To iterate across the audio and
visual data representations, a generator was constructed.

3.3 Architecture of 2D-CNN-LSTMwA Model

Wepresent a lightweightmodel for personality trait recognitionbasedon adepth-wise
separable convolution neural network (DSCNN) and the long short-term memory
with attention (LSTMwA) model in this research.
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Fig. 2 Proposed Modification of Traditional Convolutional Neural Network

Depth-wise Separable Convolution Neural Network

For audio modal input, the proposed depth-wise 2D-CNN model is used. The sug-
gested model’s architecture and pipeline are depicted in Fig 2. To generate feature
maps, the pre-processed audio data of size 24× 1320× 1 is first passed through a 2D
convolution layer with 32 filters, kernel size (3× 3), strides (1,1), padding as ‘valid’
and activation function as rectified linear unit (ReLU), then batch normalisation and
a 2D max pooling layer of pool size (2X2) are applied. The resulting feature maps
are then sent through a second set of similar 2D convolution layers, yielding a 4×
328× 32 feature map. Unlike traditional CNN, the output from the previous layer is
now passed to a depth-wise separable convolution block that consists of five parallel
paths, where multiple kernels are applied over the output from the previous layer,
rather than flattening the feature dimension for fully connected layers.

Figure 3 depicts the design architecture of depth-wise separable CNN. Appli-
cation of multiple different sized convolution filters to the same input to minimise
overfitting, introduction of residual connections to reduce the effect of vanishing
gradient, addition of batch normalisation layer to speed up the training and use of
depth-wise separable convolution to reducemodel parameters are some of the impor-
tant design principles used in the architecture. There are five parallel channels that
represent various convolutionkernels that take input from thepreceding layer’s output
with some pooling. Except for the first path, every path employs (1× 1) convolution
to assure dimension growth. In the third and fourth paths, (3× 3) convolutions are
used to extract multilevel feature representations. This method also aids in producing
feature map dimensions that are similar to those provided in the input. In the fifth
step, the max pooling layer is used to extract the input’s low-level features. After
that, the concatenated output is transferred to a convolution layer (1× 1) for feature
dimension reduction. Path one’s result is residual learning, which is directly added
to the concatenated output via ReLU activation.
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Fig. 3 Depth-wise separable convolutional neural network architecture [15]

Long Short-Term Memory with Attention (LSTMwA)

To capture the temporal patterns of each encoded frame, we propose using LSTM
with an attention mechanism for video input. The suggested model’s architecture
and pipeline are depicted in Fig 4. Attention-based LSTM was proposed by Wang
et al. [16] for sentiment classification, where attention is focused on different por-
tions of the phrase according on the aspect under consideration. The efficacy of the
attention mechanism for image categorisation was investigated by Lai et al. [14]. In
the presence of extended sequences using time-variant context vectors, the encoder–
decoder model has evolved with the usage of attention mechanism, which improves
the performance of traditional models. The attention layer is used in this work to
focus on the most relevant aspects for personality recognition. It aids in the selection
of the most pertinent data from the source sequence. It is primarily made up of an
encoder–decoder structure. The LSTMencoder is used to process the full input frame
and encode it into a context vector, which forms the LSTM’s final hidden state. The
encoder’s remaining intermediate stages are deleted, and the final state is considered
the decoder’s initial hidden state. The LSTM decoder generates predictions one by
one in each frame. The attention mechanism gives a higher priority to a section of
the image that contributes more to image analysis. To control overfitting, an LSTM



Intelligent System for Bi-Modal Recognition … 789

Fig. 4 Proposed attention-based LSTM for video analysis

with 64 modes is used with a dropout of 0.3. Following that, the input sequence
is transmitted via an attention layer and then a fully connected layer to produce a
128-dimensional vector.

4 Experiments

4.1 Dataset

There have been very few datasets available in the open domain for research [17,
18] due to the merging of psychology and technology. In the realm of personality
analysis, the ChaLearn First Impression Dataset [10] has dominated the researchers.
In order to assess the proposedmodel’s performance, we used the ChaLearn Looking
at People First Impression Dataset to conduct personality recognition experiments.
It is made up of≈ 10000 HD video clips culled from 5563 YouTube videos in which
someone speaks for about 15 s in front of the camera. Amazon Mechanical Turk
(AMT) workers assisted the annotation of the dataset for Big-Five personality traits
(i.e. OCEAN). Figure5 depicts the probability density of the personality traits in the
dataset.

The experiment’s entire dataset is separated into three sections. The first portion
is the training set, which contains 6000 video clips, the second part is the validation
set, which contains 1998 video clips (2 of which were eliminated due to low quality),
and the third part is the testing set, which contains 2000 video clips.
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Fig. 5 Personality density
graph of the dataset

4.2 Experiment Set-up

The experiment was carried out in two stages: development and evaluation. We
trained the proposed model (both visual and auditory subnetworks) using the train-
ing set and subsequently confirmed its performance on the validation set during
the development phase. We also suggested a video modal input transfer learning
approach.We utilisedVGG16withweights learned on the ‘ImageNet’ dataset, which
contains over 15 million high resolution and tagged images, because it had outper-
formed the other deep learning models in the ILSVRC contests. The entire architec-
ture of the suggested model (iSMART) for personality trait recognition is shown in
Fig 6.

The time-distributed video frames of size 6× 128× 128× 3 (RGB image) are
passed to a pre-trained model (VGG16 with ‘ImageNet’) to get the encoded frame of
512-dimensional vector for encoder LSTM, and the pre-processed audio files of size
24× 1320× 1 are passed to 2D-CNN followed by depth-wise separable CNN to get
128-dimensional output. To generate the intended output as a score for the Big-Five

Fig. 6 Proposed model (iSMART) for recognition of personality traits
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personality traits, we concatenated the final hidden representations of the audio and
visual subnetworks and added fully connected layers (256 units, ReLU) and another
dense layer (5 units, linear) at the end.

The experiment is performed with a mini-batch size of 32 and a 0.001 learning
rate. The development phase was run for 20 epochs on a single GPU system with
an early stop mechanism to prevent overfitting. The proposed model takes almost
96h to train and validate. The ideal models from the development phase are then
employed in the evaluation phase to predict personality scores using the testing set
data.

4.3 Experiment Results

We employed a test set for the evaluation of the suggested model (2000 video clips
with corresponding traits values). 1-mean absolute error is used as the evaluation
metric (1-MAE). The proposed model achieves values around 0.91 because it is an
un-normalised metric and the target variables have a Gaussian distribution.

1 − MAE = 1 −
(
1

n

) n∑
i=1

|yi − xi | (2)

where yi is the predicted value and xi is the true value.

4.3.1 Comparison of Test Accuracy

Table 1 shows a comparison matrix of state-of-the-art algorithms based on deep
learningmodels with bi-modal inputs on the first impression, ChaLearn Dataset [10].
Averaging the 1-MAE value of each personality trait yielded the average accuracy.

The outcome clearly demonstrates that the suggested model outperforms existing
state-of-the-art approaches. Figure 7 shows line plots of mean absolute error loss

Table 1 Comparison of results for recognition of personality traits

Methods Avg Acc. Extra. Agree. Consc. Neuro. Open.

iSMART (ours) 0.9166 0.9215 0.9170 0.9150 0.9125 0.9170

NJU-LAMBDA[11] 0.9129 0.9133 0.9126 0.9166 0.9100 0.9123

Evolgen[12] 0.9120 0.9150 0.9119 0.9119 0.9099 0.9117

BU-NKU[19] 0.9094 0.9161 0.9070 0.9133 0.9021 0.9084

DBR-LSTM[20] 0.8963 0.8977 0.8977 0.8941 0.9033 0.8888
a Average accuracy is taken from 1-MAE of each personality traits
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(a) CNN-LSTMwA (b) CNN-BiLSTM

Fig. 7 Line plots of MAE loss over training epochs of the model using CNN-LSTMwA and CNN-
BiLSTM model

Table 2 Analysis of trainable parameters for CNN + LSTM model

Methods Total parameters Trainable
parameters

Non-trainable Evaluation
(MAE)

Depth-wise CNN +
LSTMwA

961,454 958,318 3136 0.0894

CNN + BiLSTM 5,746,405 5,746,277 128 0.1061

2D-CNN + LSTM 5,582,309 5,582,181 128 0.1045

over training epochs of the model. It demonstrates that the training and validation
losses are approaching each other and are not causing overfitting or underfitting.

4.3.2 Comparison of Trainable Parameters in Various Models

The experiment was conducted with many variants of the proposed model. The
comparison of total trainable parameters and accuracy obtained is shown in Table2.
The number of trainable parameters has been remarkably reduced with the use of
proposed depth-wise separable CNN model.

5 Conclusion and Future Work

Considering the further perspectives for recognition of personality traits and its effect
on human–computer interaction, the requirement for profound research is felt fun-
damental. As we have introduced in this paper, deep learning techniques are excep-
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tionally productive in the recognition of personality traits even using a brief video
clip (≈ 15 s). We have acquired a superior outcome that is similar to the top rivals
in the ChaLearn Challenge utilising DSCNN-LSTMwA model. It likewise creates
the impression that the proposed technique utilising attention mechanism has signif-
icantly high potential to additionally improve the test precision, whenever executed
for any extra modular data sources like transcriptions of sounds, gender and age of
the speaker and so on. Bidirectional LSTM may likewise be applied to upgrade the
precision of the model. The effect of sentiments/facial emotions for the recognition
of personality traits will be investigated in future.
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