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Preface

The first volume of this book contains papers presented at the workshop entitled
“Recent Advances in Condensed Matter and High Energy Physics (CMHEP-
2021)” on March 5–6, 2021, at the Department of Physics, Ewing Christian
College (ECC), Prayagaraj, India, in collaboration with the National Academy
of Sciences (NASI), Prayagaraj, India.

The objective of theworkshopwas to provide awell-organized platform to discuss
the recent advancement in Condensed Matter and High Energy Physics among UG,
PG and research students with the scientific community to enhance their knowledge.
Recent theoretical and experimental developments in the Condensed Matter and
High Energy Physics which include novel phases of matter, namely crystalline and
non-crystalline phases, non-conventional superconducting phases, magnetic phases
and quark-gluon plasma phases, etc., open a new path to the contemporary research.
Understanding of these phases and their classification is an on-going collabora-
tive effort involving High Energy Physicist, Condensed Matter Physicist as well as
Mathematicians. The unique properties of these phases are also advantageous for the
advancement for the future technologies.

Eminent speakers from various prestigious institutions of the country presented
their recent research findings with the large number of participants from various
universities, colleges and institutes in blended (online/offline)mode due to the restric-
tions imposed by the COVID-19 pandemic. Some of the participants also presented
their research work in offline mode.

The present book contains contributed papers of the workshop. The works
published in the book are contemporary and of recent interest from the Condensed
Matter andHighEnergyPhysics.We are very thankful to all the authors of contributed
papers for their continuous efforts in preparing such outstanding manuscripts. We
believe that present volume of the book will provide a wide range of recent research
ideas to the reader in the field of Condensed Matter and High Energy Physics.
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We are very thankful to the National Academy of Sciences (NASI), Prayagraj,
India, for their financial as well as unconditional support. We are also very thankful
to the college administration, convener and all the members of the Department of
Physics for their generous support during the workshop.

Prayagraj, India Kusum Lata Pandey
Pradip Kumar Priya

Umesh Kumar Yadav
Prashanta Kumar Khandai
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Chapter 1
Ground State Properties of Spin-1/2
Falicov-Kimball Model on a Triangular
Lattice with Uniform External Magnetic
Field

Umesh K. Yadav and Pradip K. Priya

Abstract Electrons moving on a lattice in the presence of external magnetic field is
always an interesting problem giving rise to many novel phenomena like flux quanti-
zation, quantum Hall effect and Hofsdter butterfly spectrum, etc. In addition to these
exotic phenomena, inclusion of correlation between electrons moving on a triangu-
lar lattice makes the problem more complicated and one expects fairly complicated
phases in the ground state in result of many novel phenomena like charge and mag-
netic order, non-Fermi liquid behavior and metal–insulator transitions in the system.
Therefore, we have studied the ground state properties of spin-1/2 Falicov-Kimball
model on a triangular lattice with an external uniform magnetic field using the clas-
sical Monte Carlo simulation algorithm and numerical diagnolization technique.
We have found various charge and magnetic orders in the ground state configura-
tion accompanying the metal–insulator transition with change in the magnetic field.
These results will be applicable for a class of layered systems with triangular lattice,
e.g., GdI2, NaTiO2 and NaVO2, etc.

1.1 Introduction

Quantum Hall effect [1, 2], famous Hofstadter butterfly structure [3] and supercon-
ducting quantum flux phases [4, 5], etc., are phenomena of theoretical and exper-
imental importance in contemporary condensed matter physics arising in the low-
dimensional systems when electrons traverse on a lattice exposed to the external
magnetic field. Electrons moving in the periodic potential (on underlying lattices)
have a quantized energy spectrum, and the discrete energy bands are known as the
Bloch bands. In an external magnetic field, the energy spectrum further splits into
highly degenerate Landau levels. The interplay between these two effects leads to
a complex fractal energy spectrum known as Hofstadter’s butterfly [3]. The main
hurdle in the realization of these effects is the requirement of extremely high, unfea-

U. K. Yadav (B) · P. K. Priya
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sible large magnetic field. The recent proposals for Hofstadter’s butterfly structure
in some artificial super lattices by enhancing the lattice size to the order of magnetic
length scale [6–11] bolster this research direction. Further in the above phenomenon,
electron correlations are ignored. It is well known that electron correlations play an
important role in governing the properties of systems in low dimensions [11, 12]. In
the presence of electron correlations, very few results are known due to complexity
of the problem.

Systems like cobaltates [13–15], GdI2 [16] and its doped variant GdI2Hx [17],
NaTiO2 [18–20], MgV2O4 [21], etc., have also attracted great interest as they exhibit
a number of remarkable cooperative phenomena such as valence andmetal–insulator
transition, charge, orbital and magnetic order, excitonic instability and possible non-
Fermi liquid states [16]. In these systems, different kinds of ordering are governed
by interplay between kinetic and interaction energies of electrons on underlying
lattice. These are layered and triangular lattice systems. The geometrical frustration
from underlying triangular lattice coupled with strong quantum fluctuations gives
rise to a huge degeneracy at low temperatures in result a competing ground states
close by in energy. Therefore, for these systems one would expect a fairly complex
phases in the ground state. There are also a class of correlated systems, namely rare-
earth and transition metal compounds like La1.6Nd0.4SrxCuO4, YBa2Cu3O6+x and
Bi2Sr2Cu2O8+x exhibit inhomogeneous charge ordering (e.g., phase separation) and
high-temperature superconductivity [22, 23].

It is already shown that these systems may very well be described by different
variants of the Falicov-Kimball model (FKM) [12, 16, 17, 24–28] on the triangular
lattice. The FKM (having two kinds of states, namely itinerant states and localized
states) was originally introduced to study the metal–insulator transition in the rare-
earth and transition metal compounds [29, 30]. The model has also been extensively
used to describe a variety of many-body phenomenon such as tendency of forma-
tion of charge and spin density wave, mixed valence, electronic ferroelectricity and
crystallization in binary alloys [31–33].

Following the various intriguing results obtained on different variants of the FKM
on different underlying lattices with or without external magnetic field and their
validity for many physical systems of recent interest, it would be quite intriguing
to uncover the following key questions: (1) How external magnetic field affect the
ground state properties of spin-dependent FKM? Whether orbital and spin degrees
of freedom of electrons play crucial role in determining the properties of the FKM?
(2) Can magnetic field produce metal to insulator transitions in the FKM?.

In order to address these key questions, we have studied the ground state properties
of the FKM on a triangular lattice in an uniform external magnetic field with various
interaction terms between itinerant and localized electrons.

An uniform external magnetic field on a lattice can be set up by appropriately
choosing the hopping of itinerant electrons position dependent. It is similar to the
Hofstadter’s approach [3], where one couples the magnetic field to the orbital degree
of freedom of electrons via the Peierls substitution [34], by multiplying the hopping
amplitude with a phase factor (A charge particle moving under the influence of an
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externalmagnetic field is accompanied by a geometric phase known as theAharonov–
Bohm phase [35]) which depends on the field and on the position of electrons within
the lattice [5, 12, 36].

We have studied the spin-1/2 FKM Hamiltonian (H) on a triangular lattice with
various interaction terms in the presence of finite external magnetic field given as

H = −
∑

〈i j〉,σ

[
ti j exp

{
i e

�

�Ri∫

�R j

A(�r).d�r
}

+ μδi j

]
d†
i,σ d j,σ

+U
∑

i,σ

f †i,−σ fi,−σ d
†
i,σ di,σ

+ (U − J )
∑

i,σ

f †i,σ fi,σ d
†
i,σ di,σ

+U f

∑

i,σ

f †i,−σ fi,−σ f †i,σ fi,σ

+ E f

∑

i,σ

f †i,σ fi,σ

(1.1)

here 〈i j〉denotes the nearest neighbor (NN ) lattice sites. Thed†
i,σ , di,σ ( f †i,σ , fi,σ ) are,

respectively, the creation and annihilation operators for d- ( f -) electrons with spin
σ = {↑,↓} at the site i . First term is the band energy of spin-dependent d-electrons
whose hopping is position dependent on the underlying lattice. In the second term,μ
is the chemical potential for itinerant electrons. Third term is the on-site interaction
between d- and f -electrons of opposite spins with coupling strength U . The fourth
term is the on-site interaction between d and f -electrons of same spins with coupling
strength (U − J ). Fifth term is the on-site Coulomb repulsion with strength U f

between f -electrons of opposite spins while the last term is the spin-independent,
dispersionless energy E f of the f -electrons.

It is quite interesting to note down that the HamiltonianH (1.1) explicitly shows
that the f -electrons act as an annealed disordered background or external charge and
spin-dependent potential for the non-interacting moving d-electrons. This external
potential of f -electrons can be ‘annealed’ to find the minimum energy of the system.
It is also important to note that there is interlink between subsystems of f - and d-
electrons. This connection between d- and f -electrons subsystems is responsible for
the long-range ordered configurations and different magnetic ordered structures of
f -electrons in the ground state [28, 31, 37] and also occurrence of metal–insulator
transitions and band magnetism (finite magnetic moments for itinerant d-electrons)
in the system [11].

Underlying lattice chosen to study the FKM is a triangular (non-bipartite) lattice
and hence geometrically frustrated. Within the second-order perturbation theory, the
FKM with extended interactions can be shown to map to an effective Ising model
with antiferromagnetic (AFM) interactions in the large U limit. The AFM coupling
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of Ising spins on triangular lattice is frustrated and leads to large degeneracies in the
ground state configurations at low temperature. It turns out that this frustration is
lifted in the higher-order perturbation in the order of 1

U [38].
Therefore, it would be quite interesting to study the role of spin degree of freedom

of electrons on the ground state properties of the FKM on a triangular lattice with
different set of parameters likeU and α. Therefore in this present chapter, we would
like to explore the ground state properties of the spin-dependent FKM on a triangular
lattice with finite external magnetic field which affects the orbital (through Pierels
substitution) degree of freedom of the itinerant d-electrons. These results will be very
close to the recent theoretical and experimental findings on the triangular lattice [39–
42]. Many other novel aspects of the correlated electron systems like non-trivial
topology in band structure, charge, orbital and magnetic ordered configurations and
their metallic or insulating nature are also expected to be uncovered.

Further, remarkable developments of the experimental techniques in the ultra-
cold systems have also allowed to search for novel states of matter, which go beyond
the possibilities, already offered by conventional condensed matter systems. Well-
engineered optical lattices with laser-assisted tunnelings have enabled the realization
of artificial high gauge fields with flexible tunability. One of the most interesting
developments in ultra-cold atomic systems is the study of neutral atoms in the optical
lattices [43]. Moreover, there are proposals for the realization of the various variants
of the FKM in optical lattices with mixtures of light atoms and heavy atoms in the
context of ultra-cold atomic systems [44–46].

1.2 Methodology

The Hamiltonian H (1.1) preserves the states of f -electrons, i.e., the d-electrons
traveling through the lattice neither change spin nor occupation numbers of f -
electrons. Therefore, local f -electron occupation number n̂ f i,σ = f †i,σ fi,σ is invari-

ant and
[
n̂ f i,σ ,H] = 0 for all i and σ . This also shows that ωi,σ = f †i,σ fi,σ is a good

quantum number taking values only 1 or 0 according to whether the site i is occupied
or unoccupied by f -electron with spin σ , respectively.

Further, in order to create an uniform external magnetic field through the lattice,
one can choose appropriate gauges. Here we have chosen the Landau gauge. For an
external uniform magnetic field B = (0, 0, B), perpendicular to the plane of trian-
gular lattice, the Landau gauge is considered asA(�r) = B (0, x, 0). With this choice
of gauge and following the local conservation of f -electron occupation, (1.1) can be
written as follows:

H =
∑

〈i j〉,σ
hi j,σ ({ωσ })d†

i,σ d j,σ

+U f

∑

i,σ

ω
†
i,−σωi,σ + E f

∑

i,σ

ωi,σ

(1.2)
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2

α
2

α
2

α
2

α
2

Fig. 1.1 (Color online) Schematic plot of a triangular lattice of size (3 × 3) exposed to an uniform
magnetic flux α in each unit cell normal to the lattice. Circles filled with green color represent
atoms arranged on the lattice points. A particular bond on a triangle is shown by dotted line in black
color with coordinates (x1, y1) and (x2, y2). Direct primitive lattice vectors on a triangular lattice are

shown in orange color and given by �a1 = a(1, 0) and �a2 = a( 12 ,
√
3
2 ), where a is the lattice constant.

Arrow (shown in blue color) in each triangle represents path traversed by the itinerant electrons.
After traversing on a closed triangular path, an electron will pick up a finite Aharonov–Bohm phase
α
2 in each triangles [8, 11, 47]

with,

hi j,σ ({ωσ }) =
[

− ti j exp

{
2π i

(
(x2 + x1)(y2 − y1)

2

)(
2√
3a2

φ

φ0

) }

+
{
Uωi,−σ + (U − J )ωi,σ − μ

}
δi j

] (1.3)

here φ =
√
3a2

2 B is an uniformmagnetic flux in each unit cell of triangular lattice and
(x1, y1) and (x2, y2) are coordinates of a bond on a triangle (for details see Fig. 1.1).
Choosing φ

φ0
= α ∈ (0, 1) as a dimensionless quantity and a as unity, h reduces to

hi j,σ ({ωσ }) =
[

− ti j exp

{
2π i

(
(x2 + x1)(y2 − y1)

2

) (
2√
3
α

) }

+ {
Uωi,−σ + (U − J )ωi,σ − μ

}
δi j

] (1.4)

It should also be noted down that this choice of gauge ensures that NN hopping
of itinerant d-electrons in x-direction is −ti j , while hopping in other directions is

−ti j exp

{
2π i

(
(x2+x1)(y2−y1)

2

) (
2√
3
α
) }

, similar to the Peierls substitution. In this
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way if an electron traverse on a complete plaquette of a triangle, it will pick up
a finite Aharonov–Bohm phase, α

2 , in each triangle. In other words, electron will
experience a finite magnetic flux α in each unit cell on the triangular lattice.

Our aim is to find the unique ground state configuration (state with minimum total
internal energy) of f -electrons out of exponentially large possible configurations
{ωσ } for a chosen value of number of f -electrons N f and for a set of values of
parameters like U and α.

The method mainly involves the following steps:

1. We have set the scale of energy with t〈i j〉 = 1.

2. The value of μ is chosen such that the filling of electrons ν is (N f + Nd )

4N (e.g.,
N f + Nd = N is one-fourth case (ν = 1

4 ) and N f + Nd = 2N is half-filled case
(ν = 1

2 ), etc.), where N f = (N f↑ + N f↓), Nd = (Nd↑ + Nd↓) and N are the total
number of f -electrons, d-electrons and sites, respectively.

3. For a triangular lattice comprising of N (= L2, L = 12, 24, . . ., etc.) sites, the
H({ωσ }) is set up using the periodic boundary conditions (PBC).

4. In general, H({ωσ }) will be a (2N × 2N ) matrix for a fixed configuration {ωσ }.
Since there is no interaction considered between up and down spin d-electrons,
one can set up the Hamiltonian matrix of size (N × N ) for up and down spin
d-electrons separately.

5. For one particular value of N f ,we have chosenvalues of N f↑ and N f↓ and their cor-
responding configurations {ω↑} = {ω1↑, ω2↑, . . . , ωN↑} and {ω↓} =
{ω1↓, ω2↓, . . . , ωN↓}.

6. Choosing the parametersU and J ,U f , andα the eigenvaluesλi,σ (i = 1, 2 . . . , N )
of h({ωσ }) are calculated using the numerical diagonalization technique.

7. The partition function (as system under consideration contains both itinerant and
localized electrons, the grand canonical partition function is considered) of the
system is written in the following form:

Z =
∑

{ωσ }
Tr

(
exp

{
− βH({ωσ })

})
(1.5)

where the trace is taken over the d-electrons and β = 1/kBT . The trace is cal-
culated using the eigenvalues λi,σ . Further partition function can be recast in the
following form:

Z =
∑

{ωσ }

∏

i

(
exp

{
− β

[
U f ωi,σωi,−σ + E f ωi,σ

]})

×
∏

j

(
exp

{
− β

[
λ j,σ ({ωσ }) − μ

]} + 1

) (1.6)

8. Now, the thermodynamic quantities can be calculated as averages over various
configurations {ωσ } with statistical weight P({ωσ }) is given by
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P({ωσ }) =
exp

{
− β F ({ωσ })

}

Z (1.7)

where the corresponding free energy is given as follows:

F ({ωσ }) = − 1

β

[
ln

( ∏

i

exp

{
− β

[
U f ωi,σωi,−σ + E f ωi,σ

]})

+
∑

j

ln

(
exp

{
− β

[
λ j,σ ({ωσ }) − μ

]}
+ 1

)] (1.8)

9. The total internal energy E({ωσ }) in the ground state is calculated as follows:

E({ωσ }) = lim
T→0

F ({ωσ })

=
Nd∑

i,σ

λi,σ ({ωσ }) +U f

∑

i,σ

ωi,σωi,−σ + E f

∑

i,σ

ωi,σ

(1.9)

10. After this, classicalMonteCarlo simulation algorithm is used to achieve an unique
ground state configuration by annealing the static classical variables {ωσ } ramping
the temperature down from a high value to a very low value [24].

Here it also must be noted down that in the above Hamiltonian (1.1) vector poten-
tial, A is linear in position on the lattice along x-direction. Therefore, the translation
corresponding to direct lattice vector shifts the phase of the wave function. This shift
can also be compensated for a gauge transformation by introducing the magnetic
translations. If the magnetic flux per unit cell φ is a rational multiple of the Dirac
flux quantum φ0, i.e., α = φ

φ0
= p

q , where p and q are coprime integers, then in order
to find the eigenfunctions which diagonalize the Hamiltonian (1.1) and the magnetic
translation operators simultaneously, the number of sites chosen in the x-direction
(L) must be integral multiple of q [5, 11].

1.3 Results and Discussion

In order to study the effects of on-site Coulomb interaction and magnetic field on
the ground state properties of the FKM, various values of parameters like U , U f ,
J , α and ν are chosen. In particular, we have calculated the results for U = 1 and
5, U f = 10, J = 0, ν = 1

4 (with N f↑ = N f↓ = 36, Nd = 72) and for various values
of α. Being chosen J = 0, on-site interaction between d- and f -electrons are same
for all spins. U f is also chosen a large value so that possibility of two f -electrons
occupying the same site with opposite spins is discarded.
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U = 1, α = 0

(a)

U = 1, α = 1/6

(b)

U = 1, α = 1/4

(c)
U = 1, α = 1/3

(d)

U = 1, α = 5/12

(e)

U = 1, α = 1/2

(f)

Fig. 1.2 (Color online) Ground state configurations of up and down spin localized f -electrons for
U = 1, N f↑ = N f↓ = 36, Nd = 72 at a.,α = 0,b.,α = 1/6, c.,α = 1/4,d.,α = 1/3, e.,α = 5/12
and f. α = 1/2. Here and onward up-triangles filled with black color and down-triangles filled with
red color correspond to the sites occupied by spin-up and spin-down f -electrons, respectively, and
open circles correspond to the unoccupied sites

Wehave found the ground state configurations of up and down spin f -electrons for
the above-mentioned values of chosen parameters. In order to see themetal–insulator
transition, energy gap (� = λ(Nd + 1) + λ(Nd − 1) − 2 λ(Nd)) around the Fermi
energy (EF ) is calculated. It is shown that these results can be explained on the basis
of density profile of d-electrons on each sites.

Nomenclature has been used for the various patterns [11, 12, 24] obtained in the
ground state configurations of up and down spin f -electrons which are as follows:
Regular phase: where the occupied sites are arranged in a long-range ordered pattern
(Fig. 1.2a). Quasi-regular phase: where occupied sites arranged in nearly regular
pattern with few defects (Fig. 1.3a). Segregated phase: where domains of occu-
pied sites are segregated from the unoccupied sites (Fig. 1.2e). Mixed phase: where
few occupied sites cluster together while remaining occupied sites are arranged in
regular/quasi-regular pattern (Fig. 1.2d).

In Fig. 1.2, we have shown the ground state configurations of up and down spin f -
electrons forU = 1 and for various values of α. A regular configuration is observed
in ground state for f -electrons at α = 0 (Fig. 1.2a). A mixed phase is observed in
ground sate for α = 1/6 (Fig. 1.2b). Nearly, regular phase is obtained for α = 1/4
(Fig. 1.2c). Again mixed phase is seen for α = 1/3 (Fig. 1.2d) and at large values of
α segregated phase of f -electrons is found (Fig. 1.2c, f). These results show that the
ground state configuration of f -electrons changes with change in α.

It is already mentioned that the AFM coupling on triangular lattice is frustrated
and leads to large degeneracies at low temperatures. It turns out that this frustration
is lifted in the higher-order perturbation in 1

U . In order to see the effect of U on the
ground state properties of the FKM in the presence of external magnetic field, we
have obtained the ground state configurations and calculated energy gap around the
Fermi energy at U = 5 and for different values of α.
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U = 5, α = 0

(a)

U = 5, α = 1/6

(b)

U = 5, α = 1/4

(c)
U = 5, α = 1/3

(d)

U = 5, α = 5/12

(e)

U = 5, α = 1/2

(f)

Fig. 1.3 (Color online) Ground state configurations of up and down spin localized f -electrons
for U = 5, N f↑ = N f↓ = 36, Nd = 72 at a., α = 0, b., α = 1/6, c., α = 1/4, d., α = 1/3, e.,
α = 5/12 and f. α = 1/2

Δ

α

 = 1
 = 5

0

1

2

3

0 0.1 0.2 0.3 0.4 0.5

Fig. 1.4 (Color online) Flux (α) dependence of the gap �/t (calculated above the Fermi energy
EF ) at N f↑ = N f↓ = 36, Nd = 72 and at different values ofU . For certain values of α,�/t closes,
and it is the signature of the metal to insulator transition in the system

In Fig. 1.3, we have shown the ground state configurations of up and down spin
f -electrons at U = 5 and for various values α. Nearly, regular configurations are
observed in ground state for f -electrons at α = 0, 1/6 and 1/4 (Fig. 1.3a–c). Mixed
phases are observed in ground sate for α = 1/3 and 5/12 (Fig. 1.3d, e). Again a
nearly regular phase is obtained for α = 1/2 (Fig. 1.3f). These results clearly show
that the ground state configuration changes with change in value of U . At U = 5,
completely segregated phases are not obtained with α in contrast to the case of low
values of U = 1 (Fig. 1.2).

In order to see the metal–insulator transition in the system, we have calculated
the energy gap (�/t) around the Fermi energy (EF ) for d-electrons as function of α

for U = 1 and 5 and shown it in Fig. 1.4.
Variation of �/t with α at different values of U (Fig. 1.4) clearly shows that

there is a metal to insulator transition in the system. In particular in the case of
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U = 1, α = 0

d↑

d↓

0.19

0.31

0.31

0.19

(a)

U = 1, α = 5/12

d↑

d↓

0.04-0.09

0.25-0.58

0.25-0.58

0.04-0.09

(b)
U = 5, α = 0

d↑

d↓

0.04-0.07

0.41-0.50

0.41-0.50

0.04-0.07

(c)

U = 5, α = 5/12

d↑

d↓

0.0-0.05

0.45-0.65

0.45-0.65

0.0-0.05

(d)

Fig. 1.5 (Color online) Up spin d-electron densities (d↑) and down spin d-electron densities (d↓)
are shown on each sites for N f↑ = N f↓ = 36, Nd = 72 at different values of U and α. The color
coding and the radii of the circles indicate the d-electron density profile. Cooperative effects of U
and α can be seen on the variation of the d-electron densities on each site. At U = 5, d-electron
densities are reduced on the occupied sites in comparison with the case of U = 1

U = 1 and α = 1/6, 1/3, 5/12 and 1/2, the �/t goes to zero. At U = 1 and for
α = 0, 1/12 and 1/4, �/t remains finite. These results clearly indicate that choice
of α is crucial to detect the metal to insulator transition in the ground state of the
FKM.

In comparison with the case of U = 1, we find that for U = 5, �/t has also an
irregular dependence on α. For all chosen values of α,�/t , unlike the case ofU = 1,
never closes. Thus, at U = 5 no metal to insulator transition is observed. These
results are consistent with results already reported for the FKM with finite external
magnetic field in the absence and the presence of Zeeman coupling terms for the
large values of U [7, 11, 12].

These results can be understood by analyzing the up and down d-electrons densi-
ties on each site (Fig. 1.5) in combination with ground state configurations observed
for the localized electrons (Figs. 1.2 and 1.3). Here, we have shown the up and down
spin d-electron densities for U = 1 for α = 0 and 5/12 in Fig. 1.5a, b respectively.
In Fig. 1.5c, d, results are shown for U = 5.
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AtU = 1 and α = 0 (Fig. 1.5a), both up and down spin d-electrons are having the
equal densities on all the sites. On the sites where f -electrons are already present,
densities for both d-electron spins are equal but lesser in comparison with the unoc-
cupied sites (as there is finite and same Coulomb repulsion for all types of d- and
f -electron spins occupying the same site). Being the ground state configuration of
localized f -electrons is regular, it is clear from Fig. 1.5a that the d-electron densi-
ties are trapped by the localized electrons. Hence, the d-electrons traveling through
the lattice must overcome the potential raised by the localized electrons, and in this
process, the d-electrons must lose their kinetic energy. Therefore, in this case there
is a finite gap around the Fermi energy and system shows insulating nature. For
α = 5/12 (Fig. 1.5b), most of the up and down spin d-electron densities are spread
on unoccupied sites. Since the ground state configuration is segregated, both types of
d-electrons find enough space to hop through the entire lattice without any obstruc-
tion from the potential raised by the f -electrons. Therefore, in this case, gap closes
around the EF , and hence, system shows metallic nature.

Corresponding results forU = 5 and α = 0 and 5/12 (Fig. 1.5c, d), respectively,
show that in comparison with the case of U = 1, here the density of d-electrons
decreases on the sites already occupied by f -electrons and increases on unoccupied
sites. Being the large value ofU , the d-electrons are not able to move freely through-
out the lattice, and hence, there is a finite gap around the EF (irrespective of the
ground state configurations of f -electrons) for all values of α. Hence, for U = 5 no
metal to insulator transition is observed.

The results obtained above are applicable for a class of systems with layered
structure and having underlying lattice as a triangular lattice. Metal–insulator tran-
sition phenomenon is of theoretical as well as experimental importance. The phase
segregation of localized electrons obtained with magnetic flux at small values of U
is observed in many experimental systems [13, 15, 24, 48, 49]. Here we propose
that exposing such materials with the external uniform magnetic field may provide a
new route to achieve the phase segregation. Metal to insulator transitions observed
in these systems may be utilized to develop the sensors for the practical applications.
In addition to these practical applications, our results may be a benchmark for many
new theoretical investigations for these systems.

We have already said that there is recent proposal for the realization of the FKM
in the context of ultra-cold atomic systems [11, 44–46]. These ultra-cold atomic
systems provide a very clean and controlled artificial system where one can realize
the unsolved quantum Hamiltonians to gain insight into the properties of the system
which can otherwise be inaccessible in the conventional condensed matter systems.
Hence, realization of the spin-1/2 FKM on a triangular lattice in the presence of
external magnetic field using the ultra-cold atomic techniques may provide a new
route to realize many novel phenomenon like quantum Hall effect [1, 2], famous
Hofstadter butterfly structure [3] and superconducting quantum flux phases [4, 5].

In conclusion, we have studied the ground state properties of the spin-1/2 Falicov-
Kimball model on a triangular lattice in the presence of uniform external magnetic
field. Results are obtained using the numerical diagonalization technique and Monte
Carlo simulation algorithm. It is found that forU/t = 1, the magnetic field produces
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a phase transition from metal to insulator transitions accompanied by the phase
segregation/mixed phases to the regular/quasi-regular phases in the system. At the
large value of U/t (say U/t = 5), no metal to insulator transition is observed.

Acknowledgements UKY acknowledges the UGC, India, for a Faculty Research Start-Up grant
No. F. 30-417/2018(BSR) under the BSR scheme.
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Chapter 2
Tuning the Morphology of Lanthanum
Cobaltite Using the Surfactant-Assisted
Hydrothermal Approach for Enhancing
Oxygen Evolution Catalysis

Deeksha, Pawanpreet Kour, Imtiaz Ahmed, Krishna Kanta Haldar,
and Kamlesh Yadav

Abstract The high consumption rate of fossil fuels to meet the global energy
demands attracts the progress of innovative energy storage and conversion systems.
Among them, water electrolysis shows major concern because of its great potential
to produce clean hydrogen energy. The dawdling dynamics of the oxygen evolu-
tion reaction (OER) that occurs on the anode results in the low energy efficiency of
the process. Perovskite oxide with transition metal on the B site possesses a high
intrinsic as well as extrinsic activity toward OER. However, the low specific surface
area restricts their catalytic activity. Here, we report on the synthesis of lanthanum
cobaltite (LaCoO3) nanoparticles and bundles of nanorods using glycine and PVP
surfactants, respectively, via the hydrothermal method. Structural characterizations
confirmed the pure phase synthesis of LaCoO3 perovskite nanomaterials and further
their electrocatalytic performance is investigated in an alkaline medium (1MKOH).
The results show that randomly oriented bundles of nanorods (average length 515
nm, average diameter 65 nm) exhibit smaller overpotential (η = 420 mV) at j = 10
mA cm−2 and the Tafel slope (99 mV dec−1) compared with nanoparticles (η = 450
mV and Tafel slope ~ 110 mV dec−1). The dramatically improved OER activity and
larger electrochemical surface area (ECSA) of nanorods as compared to nanoparti-
cles are because of the interconnected porous architecture of nanorods. Our work
not only highlights the surfactant-assisted hydrothermal approach to synthesize the
nanorods but also introduces the effect of a change inmorphology on electrochemical
activity.
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2.1 Introduction

The advancement of clean, sustainable, and low-cost renewable energy sources to
handle the environmental issues and diminish the global energy crisis is driving the
attention of researchers today [1]. Among the numerous renewable energy technolo-
gies, the phenomenon of water electrolysis shows major concern because of its high
purity hydrogen production capability. Two half-cell reactions are involved during
the phenomenon of water electrolysis, one is hydrogen evolution (HER) and another
is oxygen evolution reaction (OER) occurs on the cathode and anode, respectively [2].
OER followsmore sluggish kinetics as compared to HER because of the involvement
of four coupled electron-proton transfer processes, which results in lesser energy
efficiency [3]. Although the commercial electrocatalysts for OER, such as IrO2 and
RuO2 reduce the kinetic barrier, still the inadequacy of these precious metal oxides
provoking to choose alternate materials with comparable efficiency and improved
stability [4]. Recently, various cost-effective 3D-transition metal-based materials
such as spinel oxides, simple perovskites, double perovskites, layered double hydrox-
ides, sulfides, phosphides have been studied widely for efficient OER activity to
replace the noble metals [5–10]. Among them, perovskite structure of ABO3 type,
where A is larger cation generally lanthanides or rare earth metals with 12-fold
coordination occupy the corner of the unit cell, B is a smaller cation having sixfold
geometry coordinated with six face-centered oxygen (O) anions have attracted more
attention [11]. The flexibility and tunability of perovskite nanomaterials display the
diversity of modified properties and facilitate the formation of the M–OH bond,
which promotes the evolution of oxygen. Various activation strategies such as non-
stoichiometry on A or B site, cation and anion doping, creation of oxygen vacancies,
nanocomposites have been employed to boost the intrinsic and extrinsic activity of
materials for efficient OER [12–14]. Despite the enormous efforts, perovskite nanos-
tructures with a large surface area are in a demand to enhance the extrinsic activity for
easy conduction of electron and mass transfer [15, 16]. It has been widely reported
that altering the morphology of nanostructures is an efficient way for enrichment
of active sites, which further increases the specific surface area for the catalytic
reaction. Morphology can be altered via adopting different synthesis methods, the
varying concentration of precursors, synthesis time, different pH values, etc. [17,
18]. For example, Zhao et al. designed vertically aligned nanosheets of lanthanum
cobaltite (LaCoO3) grown on conductive nickel foam (denoted as LaCoO3/NF) using
the hydrothermal method of synthesis with further annealing. It was analyzed that
LaCoO3/NF nanosheets exhibit lower overpotential with excellent electrochemical
stability due to enlarged specific surface area and surface wettability for the rapid
evolution of molecules of gas [19]. Nanostructure engineering can also modify the
intrinsic reaction kinetics to enhance the efficiency of OER. For example, Liu et al.
synthesize SrNb0.1Co0.7Fe0.2O3−δ nanofibers with diameter 80 and 135 nm through
the electrospinning method and reported that engineering of nanofibers architecture
with excessive oxygen vacancies shifted the path of the reaction and promote the
process of oxygen evolution [20]. The nanostructures of cobalt-based perovskite
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oxide such as LaCoO3 show superior performance for OER in alkaline solutions as
the intermediate spin state of cobalt ions in perovskites possess eg ≈ 1, which is one
of the activity descriptors described by Shao-Horn et al. [21, 22].

Herein, we report the influence of morphology and specific surface area on
the catalytic performance of cobalt-based perovskite oxide synthesized using the
surfactant-assisted hydrothermal method. We have used different surfactants to
synthesize the bundles of nanorods (NR) and nanoparticles (NP) of LaCO3. The
prepared LaCoO3 bundles of nanorods exhibit enhanced OER activity with lower
overpotential compared to nanoparticles. This result is because of the higher elec-
trochemically active surface area possessed by one-dimensional porous nanorods
compared to spherical nanoparticles.

2.2 Experimental Section

2.2.1 Materials

Lanthanum (III) nitrate hexahydrate (La(NO3)3.6H2O, 99.995%), cobalt (II) nitrate
hexahydrate (Co(NO3)3.6H2O, 99%), and 5 wt% Nafion 117 solution were
used (Sigma-Aldrich). Polyvinylpyrrolidone (PVP) k-30 (M.W-40,000), glycine
(C2H5NO2), ethanol (analytical grade), and ammonia solution (99.98%) were used
in he the synthesis. All experiments were performed in the double-distilled water
(18.2 M� cm).

2.2.2 Synthesis of Catalysts

A hydrothermal approach with different surfactants was utilized to synthesize the
distinct morphologies of the LaCoO3. For the synthesis of nanoparticles, initially,
precursor solution was obtained by dissolving 20 mmol of La(NO3)3.6H2O and
Co(NO3)3.6H2O in 60 ml of double-distilled water with magnetic stirring for one
hour. After this, glycine was added in the ratio 1:4 (total nitrate ratio: glycine) and
sonicated for 15min using an ultrasonicator. Next, the pHwasmaintained at 8.2 using
an ammonia solution resulted in a dark pink color solution. Then, the suspension was
transferred to the stainless-steel Teflon-lined autoclave and heated up at 180 °C for
24 h in the furnace. After this, the precipitates were collected from the autoclave and
rinsed several timeswith ultrapure water and ethanol. Further, these precipitates were
dried in an oven for 10 h at 70 °C. Then, the final product was formed after sintering
in a muffle furnace at 800 °C for 2 h with a ramping rate of 3 °C/min. After this,
the black color powder was collected and named NP. For the synthesis of LaCoO3

nanorods, PVP (K-30) was used instead of glycine and the time of the hydrothermal
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processwas changed from24 to 15 h. The synthesized LaCoO3 nanorodswere named
NR.

2.2.3 Structural Characterization

To confirm the phase purity of the samples, X-ray diffraction (XRD) pattern was
obtained on PANalytical Empyrean instrument using Cu-Kα radiation of wavelength
λ = 1.5406 Å from 10° to 90°. The morphological feature of the electrocatalysts was
carried out using Model Merlin Compact couple field emission scanning electron
microscope (FESEM). The FTIR spectra of prepared electrocatalysts were obtained
by a Bruker Tensor 27 Model: NEXUS-870 spectrometer with KBr pellets in the
range 4000–600 cm−1.

2.2.4 Electrode Preparation

For the working electrode, catalyst ink was prepared by dissolving five milligrams
of as-synthesized catalyst into 1000 μl of water/ethanol solution in the ratio of 3:1
and sonicated for 30 min. After that, 20 μL of 5 wt% Nafion solution was added
to the dispersion and again sonicated for half an hour to form homogeneous ink.
The 5 μL as-prepared catalyst ink was pipetted onto glassy carbon (GC) electrode
(geometric surface area 0.07065 cm2). The loaded mass of the catalyst was 0.34
mg/cm2. Finally, the coated electrode was dried overnight in a vacuum desiccator
and reserved for further electrochemical measurements.

2.2.5 Electrochemical Measurements

OER performance of the synthesized electrocatalysts was examined on Metrohm
auto lab (multichannel-204) using Nova 2.1.4 software. The standard three-electrode
system consists of a Platinum counter electrode, Ag/AgCl (3 MKCl) reference elec-
trode, and the glassy carbonworking electrode of 3mmdiameterwas used to carry out
all the experiments. 1 Molar KOH electrolyte prepared from KOH pellets and deion-
ized was used for electrochemical testing. Linear sweep voltammetry was carried
out from 0 to 1 V potential range at the scan rate of 10 mV/s. Cyclic voltammetry
curves (CV) were obtained at various scan rates in the potential range of 1.26–1.37
V versus reversible hydrogen electrode (RHE). To normalize the measured potential
versus RHE, the Nernst equation was used given below:

E(RHE) = (0.059 ∗ pH) + E(Ref) + E(Ag/AgCl) (2.1)
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where pH represents the pH of electrolyte used in the experiment. E(RHE) and
E(Ag/AgCl) indicate the measured potential versus reversible hydrogen electrode and
potential versus Ag/AgCl, respectively. The applied potentials were also iR corrected
using the formula written below

Eactual = Eapplied − i R (2.2)

where i and R represent the measured value of current and ohmic resistance due to
electrolyte, respectively.

2.3 Results and Discussion

2.3.1 Structural Characterization

Figure 2.1a depicts the X-ray diffraction pattern of LaCoO3 NP and NR. The peaks
are well-matched with standard JCPDS card: 48-0123 and confirmed the fabrication
of the rhombohedral structure of LaCoO3. The presence of the intense narrow peaks
in the XRD refers to the formation of highly crystalline LaCoO3 NP and NR. The
FTIR spectra of LaCoO3 NP and NR are shown in Fig. 2.1b. The dips appearing at
1136, 1384, 1489, 1628 cm−1 are related to vibrations of LaCoO3 crystal lattice, and
the peak at 748 cm−1 is due to the vibrations of metal–oxygen bonds [23], which
further confirms the formation of LaCoO3.The band at 3705 cm−1corresponds to the
stretching vibration of O–H because of the H2O molecules adsorbed on the LaCoO3

surface [23].
FESEM images of LaCoO3 revealed the formation of irregularly shaped nanopar-

ticles when glycine is used as a surfactant (Fig. 2.2a). It changes into randomly
oriented bundles of nanorods when the PVP precursor is used (Fig. 2.2b). The inset

Fig. 2.1 a XRD of LaCoO3NP and NR, b FTIR spectra of LaCoO3NP and NR
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Fig. 2.2 FESEM images of NP (a), and NR (b); histogram of NP (c), and NR (d). The inset of b
shows the front facet of nanorods

of Fig. 2.2c displays the front facet of a bundle of nanorods. Besides that, the FESEM
images indicate that the NR sample has a more porous architecture compared to NP
[24]. The histogram is drawn between the size of nanomaterial and frequency of
event with Gaussian fitting to estimate the average size. The calculated value of the
average particle size is 73 nm for the NP sample, while the average length of NR
is 515 nm. It is because of the amphiphilic nature of PVP that increases the crystal
growth of LaCoO3 and leads to the formation of NR [24].

2.3.2 OER Activity

Figure 2.3a shows the LSV curve (E vs. RHE and current density) for NP and NR. A
rapid rise in current density with an increase in potential is observed. Overpotential
(η) is calculated at j = 10 mA cm−2 (current density) from the following equation

Overpotential(η) = ERHE − 1.23V (2.3)
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Fig. 2.3 a LSV OER curves for LaCoO3 NP and NR and b Tafel plots of LaCoO3NP and NR in
1 M KOH at the scan rate of 10 mV s−1

NP achieves an overpotential of 450 mV, whereas NR displays a comparatively
lower overpotential of 420 mV. To understand the reaction kinetics, Tafel slope is
calculated by plotting a graph between log |j| and voltage versus RHE shown in
Fig. 2.3b. Meanwhile, the nanorods of LaCoO3 have a smaller value of 99 mV dec−1

than nanoparticles of 110 mV dec−1. Thus, this result confirms that NR displays
superior OER activity than the NP sample. This result is because of the enhancement
of the transfer of electrons and ions through the direct transfer pathway facilitated by
the interconnected architecture of nanorods. Moreover, this network also supports
rapid mass transport, which promotes the efficiency of OER [15].

Figure 2.4a, b shows the CV plot performed at different scan rates for both the
sample NP and NR, respectively. To expose the origin of the improved catalytic
activity of NR as compared to NP, the electrochemical surface area (ECSA) is deter-
mined via double-layer capacitance (Cdl) from cyclic voltammetry curves at different
scan rates. To evaluate the Cdl, both the anodic and cathodic charge current densities
at 1.31V versus RHE are plotted versus scan rate as represented is shown in Fig. 2.4c,
d for NP and NR, respectively. The value of Cdl is found to be 0.72 mF cm−2 and
1.105 mF cm−2 for NP and NR samples, respectively. The ECSA is calculated using
the following formula:

ECSA = Double Layer Capacitance (Cdl)

Specific Capacitance(Cs)
(2.4)

The value of Cs used in this work is 40 μF cm−2 reported in the literature. The
value of ECSA is 18 cm2 and 27.62 cm2 for NP and NR, respectively. Thus, this
result confirms that NR has a larger ECSA than NP, which indicates the relatively
large number of active sites because of the more porous architecture of NR, which
further promotes the process of OER.
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Fig. 2.4 Cyclic voltammograms of NP (a), NR (b) at different scan rates; variation of the anodic
and cathodic current density of NP (c), NR (d) with scan rate for the determination of Cdl of the
electrocatalysts

2.4 Conclusion

In summary, LaCoO3 NP and NR are successfully synthesized through the
hydrothermal process using different surfactants and investigated their electrocat-
alysts properties for OER activity in an alkaline medium (KOH). FESEM studies
confirmed the formation of LaCoO3 nanorods of average length 515 nm with 65 nm
diameters and LaCoO3 NP of average size 73 nm. This also shows the formation of a
more porous structure of nanorods compared to nanoparticles. Electrochemical study
reveals that nanorods exhibit better OER activity than nanoparticles possessing lower
overpotential (η) of 420 mV with a small Tafel slope of 99 mV dec−1 as compared
to NP (450 mV, 110 mV dec−1). The boosted oxygen evolution activity is because of
the more porous and interconnected architecture of NR, which enhanced the ECSA
of NR. Thus, the rational modification of morphology is beneficial for efficient OER.
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Chapter 3
Synthesis of Novel Complex Metallic
Alloys

Thakur Prasad Yadav and Kalpana Awasthi

Abstract The structural complexity of the alloys depends on the composition
and number of atoms per unit cell. The intermetallic complex metallic materials
have attracted research interest over the last several decades due to their inter-
esting structural complexity, unusual physical, mechanical properties, and futuristic
hope of potential applications. One example is quasicrystals, which appear ultimate
complexity with lack of periodicity anymore in the usual three-dimensional space.
The properties of the quasicrystal change dramatically with lattice complexity and
can be tune in metal like as well as semi-conductors like behavior that may be
exploited in various applications. In present book chapter, we have discussed the
comprehensive different synthesis process of the complex metallic alloys which
provide to the readers the most up-to-date information on the synthesis, chosen for
their relevance to possible technical applications.

3.1 Introduction

From a very long time, materials were used by various cultures. The anthropolo-
gists find the traces of materials on basis of which they define the civilization. An
innovative division among the different civilizations was shown by the progressive
use of more sophisticated materials. The era of colligation came after the stage of
survival when men learnt how to process the natural occurring materials and how to
change them into useful form. Historically, the progress and development of soci-
eties have been intimately related tomaterials and its development.With the passes of
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time, new techniques were found out for the processing materials and had the supe-
rior properties than naturally occurring materials. The progression in the science
provides us the facility to understand the structure–property correlation of the mate-
rial and introduce a new discipline, and the evolution of many new technologies
demands the new type of materials having superior chemical and physical properties.
Many new materials were synthesized from the existing materials, reveals different
properties (structural, magnetic, electrical, etc.) by means of alloying. Therefore,
the microstructure was considered to be a determinative parameter in governing the
several properties as electrical, magnetic, andmechanical properties. The availability
of the high-resolution technique (electron and field ionmicroscopy) and advent of the
theory of lattice defect (especially dislocation theory) give a remarkable boost in the
understanding the mechanism by which ultra-fine microstructures affects the proper-
ties of solids. These developments facilitate the basic understanding of the correlation
of microstructure and structure sensitive properties of the solid. The nice example
is complex metallic alloys (CMA), a family of intermetallic compounds [1]. The
concept deals with the phenomena that take place is an essentially metallic medium
when the range of the interactions become small, or very small, in comparison to
the period of the system, although the system is well ordered [2]. A large number of
chemical combinations that may participate to the complexity of the compounds can
be synthesized by using the 80metals present in the periodic table. Such large choices
of the metals open the possibility for the discovery of huge number of new ternary,
quaternary CMAs [3]. Generally, due to the large number of independent atomic
positions in the unit cell, it is considered that the complexity arises due to a difficulty
to explain the crystal lattice arrangement. However, lots of CMAs do not need many
independent lattice positions to be accounted for. In general, CMAs belong to the
family of the intermetallics, are crystalline compounds. CMAs are characterized by
the occurrence of well-defined clusters (most often of icosahedral symmetry), large
unit cells (containing up to thousands atoms), and some disorder (essentially due to
the fact that icosahedra do not fill three-dimensional space). Hence, the quasicrystals
also belong with this family of novel complex metallic alloys [4, 5].

3.2 Synthesis of Complex Metallic Alloys

Complex metallic alloys can be made using three processes such as (i) solid phase
mixing, (ii) liquid phase mixing, and (iii) gas phase mixing as shown in Fig. 3.1. In
solid phase mixing, the mechanical alloying and mechanical milling techniques are
most suitable. In liquid phase mixing, several melting processes can be use such as
induction melting, arc melting, laser melting; laser cladding, however, in gas phase
mixing the technique such as sputter deposition, pulse-laser deposition, atomic layer
deposition. The sequential approach for the synthesis of complex metallic alloys has
been thoroughly addressed below.
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Fig. 3.1 Synthesis processes of complex metallic alloys

3.2.1 Mechanical Milling

Now-a-days, the most popular technique for synthesis of complex metallic
alloys/composites in nano order complex metallic alloys is high-energy
milling/mechanical milling (MM) [6]. This is a very safe, efficient, and low-cost
technique [7]. Mechanical milling (MM)/mechanical alloying (MA) is processed
by high-energy ball milling to ensure for homogeneity of materials. In the MM,
continuous deformation, facture, and particle welding lead to amorphization or nano
crystallization [8]. It is also used for processing route for intermetallic, amorphous
materials, and nanocomposites [9]. A single-phase Al3Ni2-type nanocrystalline tau3
phases in the Al–Cu–Ni system has been synthesized by MA [10]. At Hydrogen
Energy Centre, Banaras Hindu University, we are using planetary ball mill (Retsch
PM 400) (Fig. 3.2) for mechanical alloying of the materials with different synthesis
parameters.

3.2.1.1 High-Energy Ball Milling: Equipment and Process Variables

In MM, a suitable powder charge (typically, a blend of elemental, or prealloyed
powders) is placed in a high-energy mill, along with a suitable milling medium
(typically, hardened steel balls). The objective of milling is to reduce the particle
size and provide proper mixing or blending of particles. The typical mill used for
these purposes has been the tumbler ball mill (or for small charges the jar mill) which
is a cylindrical container rotated about its axis in which balls impact upon the powder
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Fig. 3.2 Planetory ball
miller (Retsch PM 400) at
Hydrogen Energy Centre,
Banaras Hindu University

charge. The balls may roll down the surface of the chamber in a series of parallel
layers, or they may fall freely and impact the powder and balls beneath them. The
tumbler ball mill is illustrated in Fig. 3.3a. The tumbler ball mill is operated closed
to the critical speed beyond which the balls are pinned to the inner walls of the mill
because of the centrifugal force dominating over centripetal force. For large scale
production, tumbler mills are more economical when compared with the attritor and
other high-energy ball mills [11]. Another type of mill that has been used for pilot-
size production is the vibratory tube mill (Fig. 3.3b). The motion of the balls and
particles in a vibratory mill is complicated. The cylindrical container is vibrated, and
the impact forces acting on the powders are function of the rate of milling, amplitude
of vibration, and mass of the milling medium. High-energy milling forces can be
obtained by using high vibrational frequencies and small amplitudes of vibration. The
details of the tumbler ball mill, the attritor mill, and the vibratory mill construction
and operation are given in details in the review [12]. In addition to thesemills, several
other mills such as a single large ball in a vibrating frame mill, rod mill, modified
rod mill, and other specially designed mills have been used for mechanical milling
or alloying [13–20].

While a number of ingenious milling devices were developed early in the century,
the one high-energy ball mill that has been adopted by industry was invented by
Szegvari [12], in order to quickly attain fine sulfur dispersion for use in vulcaniza-
tion of rubber. This mill is called an attritor or attrition mill and is illustrated in
Fig. 3.4. The attritor has a vertical cylindrical tank, in which the powder and balls
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Fig. 3.3 Schematic
cross-section of a tumbler
(a) and vibratory (b) ball
mills

Fig. 3.4 Schematic diagram
of an attritor ball mill
chamber
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are charged. The movement of the balls and powder is achieved by the horizontal
impellers attached to a vertical shaft which is made to rotate. Set progressively at
right angles to each other, the impellers energize the balls causing the size reduction
of powder by impact. Tumbler mills may also be considered high-energy mills if of
sufficiently large diameter (of the order of meters) and operated just short of the crit-
ical rotational speed at which centrifugal force “pins” the balls to the mill chamber
wall. For large scale production of commercial materials, attritor mills have been
largely replaced by the large tumbler ball mills [13].

The kinetics of mechanical milling or alloying depends on the energy transferred
to the powder from the balls during milling. The energy transfer is governed bymany
parameters such as the type ofmill, the powder supplied to drive themilling chamber,
milling speed, size and size distribution of the balls, dry or wet milling, tempera-
ture of milling and the duration of milling. Since the kinetic energy of the balls is a
function of their mass and velocity, dense materials (steel or tungsten carbide) are
preferable to ceramic balls, and the size and size distribution should be optimized
for the given mill. Too dense packing of balls reduces the mean free path of the ball
motion, while a dilute distribution minimizes the collision frequency. The temper-
ature during milling can depend on the kinetic energy of the ball and the material
characteristics of the powder andmillingmedia. The temperature of the powder influ-
ences the diffusivity and defect concentration in the powder influencing the phase
transformations induced by milling. Higher temperatures are expected to result in
phases which need higher atomic mobility (intermetallics) while at lower tempera-
tures the formation of amorphous phases is expected if the energy is sufficient. Low
temperature can also enhance the formation of nanocrystalline phases.

3.2.1.2 The Mechanics of Mechanical Milling

The mechanics milling or alloying is characterized by collisions between ball and
powder which result in powder fragmentation and coalescence. There are several
possible geometries for such collisions. For example, powdermaybe trappedbetween
two colliding balls or caught between a ball and the wall of the container. In the case
of attritor ball mill, powder may be impacted between the grinding media balls and
the rotating impellers. On geometrical considerations, it is clear that the greatest
numbers of collision events in this system are of the ball-powder-ball type. This
kind of impact has been the basis for qualitative descriptions of the mechanical
milling or alloying process [21, 22]. On this model, the powder particles (there are
many particles involved in a single collision of the kind illustrated) trapped between
the colliding balls undergo severe plastic deformation, causing them to flatten and
work harden Fig. 3.5. If a surface film is present on the particles and is ruptured,
atomically clean surface areas result [13]. Cold welding (coalescence) can result
when two suchflattenedparticles overlap so that their clean surface regions contact. In
addition, the high strain-rate deformation and cumulative strain accompanying these
collisions lead to particle fracture. These competing fracture and coalescence events
continue throughout processing. Indeed, a suitable balance between them is required
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Fig. 3.5 Ball powder
collision of powder mixture
during mechanical milling

for success with the mechanical milling or alloying process. In most application, the
balance is such that an approximate steady-state powder size distribution is obtained.
In this stage, the particles are often shaped like flakes, and even through a steady-state
powder size are found, continued microstructural refinement occurs as a result of the
repetitive fragmentation and coalescence events.

3.2.2 Radio Frequency Induction Melting

It is a well-known synthesis method of alloys. This method frequently used in R
and D research labs as well as in industries for melting any pure metal or alloy.
For this purpose, various melting techniques such as gas blast, arc melting, and
inductionmelting are used. Inductionmelting and arcmeltingmethods are frequently
used for synthesis of the alloys in small quantity. Generally, arc melting method is
suitable for the melting the refractory materials such as molybdenum, tungsten, and
niobium. due to the very high-power density of arc. Radio frequency (RF) induction
heating is a non-contact method of providing fast, consistent heat for manufacturing
applications which involve bonding or changing the properties of metals or other
electrically conductive materials. The process involves on induced current within
the material to produce heat through induction coil of the furnace. In induction
furnace, the maximum electrical energy converts into heat through inductor coil and
minimize the losses. Here, eddy current loss is more prominent than hysteresis loss.
For induction heating purpose, the eddy currents the only way in which the electrical
energy converted into the heat. There are two basic things for induction heating.
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3.2.2.1 Historical Developments

In 1831, Michael Faraday demonstrated an experiment in which two coils of wire
wound on an iron ring providing the first transformer on record, and the first real-
ization of the phenomenon of “electromagnetic induction.” Shortly after 1850, a
large number of patents were issued covering high frequency apparatus for the
heating of metals. General interest and use at that time was for melting, wherein
a metallic crucible was heated by induction, and the heat of the crucible was trans-
mitted the charge by conduction. In 1853, Fizeau added condensers to the interrupter
circuitswhich increased the life of the spark gaps. Following this development, Colby
demonstrated that a charge carrying conducting material, which could be made the
secondary of the induction heating circuit, heat could be generated directly, therein
when using a non-conducting crucible. Just prior to 1900, Tesla presented theoretical
calculations in explanations of the use ofHertzianwave for high frequency processes.
In the middle of 1980s the Ohio Crankshaft Company, one of the largest manufac-
turers of diesel engine crankshafts, took advantage of the surface heating effect of
high frequencies for crankshaft bearings, developed the Tocco process which was the
first high production application of induction heating for surface treating of metals.
In spite of its present wide applications, induction heating, with external and internal
types are still in not fully mature. Its ultimate utilization for the heat treating and
surface hardening of metals, heating for forging and brazing or soldering of similar
and dissimilar metals, and for processing of metallic parts for a variety of other
reasons challenges the imagination.

3.2.2.2 Principles of Induction Heating

An induction heating circuit is fundamentally a transformer, wherein the inductor
carrying the alternating current is a primary, and the substance to be heated ismade the
secondary bymerely placing it within the confines of the loop formed by the inductor,
there being no contact or connection between the two. The photograph showing R.F.
induction furnace (12 kW) was used to synthesize novel CMAmaterials and is given
in Fig. 3.6. The current flowing through the inductor sets up magnetic lines of force
in a circular pattern which thread through the surface of thematerial being heated and
induce a flow of energy therein. If a magnetic material is involved, it may be assumed
to be made up of many small particles of iron which tend to become polarized with
a North and South Pole lined up with the polarity of the field produced within the
inductor by the flow of current. The polarity of this field changes many times per
second with the alternation of the current necessary for high frequency heating.
The tendency for these small magnets to realign themselves with the changing field
polarity is resisted by the metal and internal molecular friction is developed which
dissipates itself in the form of heat. Hence, this heating effect also takes place due to
“hysteresis.” A further source of heat is that resulting from the eddy currents which
are produced in the area affected because of the intensity of the induced current
much the same as the eddy swirls set up along the bank of a rapidly moving stream
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Fig. 3.6 Optical picture of 18 kW with 100 MHz RF induction furnace employed for melting of
hydrogen storage materials

of water. The relationship of the amount of heat generated by these two phenomena
is dependent upon both frequency and flux density, with hysteresis losses being of
lesser significance. It can also be concluded that the role played by hysteresis in
induction heating is of negligible importance. Since the substance which carried the
current is acting as a conductor, it also has an electrical substance to this flow of
energy. Then, we may compare induction heating to ordinary resistance heating and
establish it likewise as that heat which is liberated as a result of I2R losses. There
is a flow of current (I) and a resistance to this current flow (R), both of which are
responsible for the generation of heat. The magnetic lines of force which induce the
flow of energy are more concentrated at the midpoint of the width of the inductor
and near its inside face.

3.2.2.3 Induction Heating Circuits and Frequency Generation

The basic idea of inductive heating dates back to 1884 when Oliver Heaviside
published a paper dealing with the theory. In 1906, Schneider proposed an induction
furnace comprising a crucible surrounded by an inductor coil energized direct from
an AC generator operating at high frequencies. In 1919, Northrup published a paper
on principles of inductive heatingwith high frequency currents inwhich the electrical
problems are discussed from a mathematical standpoint and practical information
is given pertaining to coil and furnace design. Further, developments of designing
induction heating furnace were carried out over number of years’ span.

Induction heating practice hinges on the art of converting the customary forms of
power into high frequency power on an industrial scale with reasonable efficiency.
The basic elements of the circuit are capacitors for storing electrical energy elec-
trostatically and inductors for storing it electromagnetically. The energy so stored
can be caused to surge to and fro between capacitor and inductor and produce high
frequency magnetic and electrostatic fields of sufficient intensity to produce very
useful heating effects.
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There are two basic types of induction heating circuit, namely the parallel resonant
and the series resonant.

In each case, the frequency is determined primarily by the inductance ‘L’ and the
capacitance ‘C’ and may be calculated from the formula

ω2 = 1

LC

where

ω = 2πx frequency in cycles per second.
L Inductance in Henries.
C Capacitance in Farads.

In the parallel-resonant circuit, the current through the inductor coil and capacitor
at resonance is determined by the “effective resistance”, other things being the same.
This is the sum of the high frequency resistance of the actual conductors plus an
apparent resistance due to the transfer of power from the coil to the charge. In the
low-resistance parallel-resonance circuit, the capacitor coil current may be many
times that flowing in the external circuit to the generator. In the series-resonant
circuit, on the other hand, the current is the same in all parts of the circuit and is
again limited by the effective resistance.With low resistance, large currents may flow
and the capacitor and coil voltages may be times that of the generator.

3.2.2.4 Vacuum-Tube Oscillation Generators

Another class of high frequency generators which replaced the spark-gap oscillator
and vacuum-tube oscillators. This is a device function like a valve which may be
electrically controlled to allow intermittent flow of electrons through the tube from
filament to anode and thus provide the timed power impulses whichmaintain the high
frequency oscillatory currents in the resonant part of the circuit. The filament heated
to a suitable temperature by the passage of current supplied the electrons whose flow
toward the anode is controlled by varying the potential of the grid with reference to
that of the filament.

3.2.2.5 Comparison Between Induction Heating with Other Methods
of Heating

High frequency induction heating has been used for heat treating steel for a number of
years. However, that high frequency induction current is a source of energy capable of
heating steel or other metals to a desired temperature. They are in the same category
as a flame, a furnace or other sources of heat energy which are used for heat treating.
The essential difference between induction heating and the other types of heating
is the fact that the heat is generated under the surface of the piece subjected to the
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high frequency magnetic flux. In all other types of heating, one has to depend on
conduction to carry the heat from the surface skin into the piece being heated. This
peculiarity makes induction heating extremely fast. It is also a fact that this high
frequency magnetic flux will concentrate on the outside of the conductor or piece
being heated; thus, the induction heating is verymuch applicable to surface hardening
of metals.

3.2.3 Melt-Spinning Techniques

The widely used technique for rapid solidification of the metals/alloys in the form of
ribbon or wire is melt-spinning technique (Fig. 3.7). In this technique, moltenmetal’s
ormetallic alloys are squirted on to a fast rotating conductingmetallic (copper) wheel
which cools the molten material very fast. The main objective of the rapid solidifi-
cation is to get round of the limitations associated with conventional solidification
processing. The cooling rate associated with this technique is very fast as 105–
106 K/s with rapid solidification process. Such a high cooling rate is desired in order
to prevent nucleation of the high-temperature equilibrium phases. For requires such
a high cooling rate through the specimen, it is desirable that at least in the one direc-
tion the dimension should have to very small. Thus, the synthesized alloys through
this method are generally in the form of ribbons. So, we can use this technique
for synthesis of alloys for various applications such as high-temperature materials,
catalytic and storagematerials, high-strength structuralmaterials, corrosion resistant,
magnetic and electrical materials, and metallic glasses. The alloy which is subjected
to rapid solidification is kept inside a quartz nozzle tube of 14 mm diameter having
an orifice of ~1 mm and is melted by RF induction furnace. By using the continuous
pressure of argon, this molten alloy is ejected onto a fast-rotating copper wheel of

Fig. 3.7 Schematic picture of melt-spinning apparatus
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the diameter of 14 cm. Chamber was fully evacuated before the induction melting
of the alloy and then filled with high purity argon gas to avoid the contaminations
and oxidation. The obtained ribbons are 2–4 mm wide with thickness of 30–40 and
several centimeters long.

The ribbon dimensions such as thickness, widths, and the cooling rate are affected
by the certain factors. These factors are given out as follows:

• Diameter of the orifice of the nozzle.
• Smoothness of the surface, thermal conductivity, and temperature of the wheel:

An increase in the wheel temperature causes the change in the morphology and
increase in the average thickness of the ribbons.

• The striking angle of the melt jet with the wheel.
• Rotating speed of the wheel: with increasing in the wheel speeds the average

thickness of the ribbons decreases.
• The pressure of the gas is used to push the molten alloy onto the nozzle.

The above parameters are needed to be optimized to synthesize a good quality
CMA ribbon.

3.2.4 Arc Melting Method

In the system of vacuum arc melting furnace sample heated by an electric arc which
also known as tungsten inert gas (TIG) unit struck between material present in the
crucible in the copper hearth. The chamber of the vacuum arc is evacuated, then it
filled by non-reactive inert gases like argon gas so we can say that all steps performed
in arc furnace in presence of argon atmosphere in this chamber repeated melting also
performed for improving the homogeneity of the sample alloy material. The picture
of arc melting system has been shown in Fig. 3.8.

3.2.5 Plasma Sputtering Method

Vapor state base-contented CMA synthesis processes are quite popular. Plasma
nitriding and magnetron sputtering are two methods for processing CMA in the
vapor state route. Sputtering technique uses for deposited the thin film on to the
substrate by target under the bombard charged ions. We use for the produced thin
film for CMA to get improve wear resistance, facture, oxidation resistance, and also
for corrosion resistance. DC sputter technique requires a high voltage approx. 1012 V
for sputter deposition magnetron sputtering also used for coating technique of CMA.
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Fig. 3.8 Optical image and a schematic diagram of the arc melting method

3.3 Conclusion

Since several research articles have discussed about different type of CMA and their
properties, therefore, the present article focuses on the synthesis processes of CMA.
It was suggested that a non-equilibrium processing technique such as mechanical
milling, melt spinning with controlled parameters could be used for the synthesis
of CMAmaterials, CMA-nano-composite materials. Mechanical milling can induce
defects and activate the frozen state of nanomaterials configuration and lead to the
formation of a stable or metastable CMA composition.
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Chapter 4
A TiO2-Based Gas Sensor for Liquefied
Petroleum Gas

Ankit Kumar Vishwakarma, Ajaya Kumar Sharma, and Lallan Yadava

Abstract In this work, we reported TiO2 and CdS-TiO2 films for gas sensing prop-
erties such as the response of the sensor, response/recovery time, and sensing mecha-
nism for liquefied petroleum gas (LPG) at room temperature. The samples TiO2 and
CdS-TiO2 were fabricated on an alumina substrate with a finger electrode pattern.
The response of the fabricated sensor was measured with exposure to LPG of varied
concentrations (0–5000 ppm) in ambient air. It was found that an optimized CdS-
TiO2 extends the highest response, i.e., 42% for 5000 ppm LPG, which is 1.57 times
more than the TiO2 film. The response and recovery times were improved from 110
to 85 s and 210 to 180 s, respectively, for LPG (5000 ppm). The experimental results
of fabricated sensors are verified, and it is in good agreement with the earlier reported
paper.

4.1 Introduction

In the gas sensor field, semiconductor technology has been a major subject of inten-
sive research and continuous development occurred during the last few decades. But
due to the complexity and high cost of functioning these instruments, interest has
been developed to produce simple low-cost gas sensing elements using microelec-
tronic technologies [1–5]. Today, the world is still facing various problems such
as environmental pollution, analysis of food and drug for health safety, detecting
and tracing of explosive materials in military applications. Thus, for controlling and
monitoring these, demand is still growing for small and IC compatible sensors using
microelectronic technology with fast response (data accessing) and low price. Lique-
fied petroleum gas (LPG) is highly inflammable and yet, widely used in domestic
purposes, automobiles, and industrial requirements. Accidental explosions due to
leakage of LPG have been increased, which urgently demands the development
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of a reliable sensor having utmost sensitivity to monitor such major leakages for
preventing fatal accidents. Several works have been done to fabricate a suitable
LPG detector based on tin oxide material [6–9]. Srivastava et al. [10] reported the
sensing mechanism of Pd-doped SnO2 sensor for LPG detection, and they found that
1 wt% Pd-SnO2 sensor showed maximum sensitivity of 72% for LPG (5000 ppm).
Yadava et al. [11] investigated sensing properties of CdS-doped SnO2 thick film gas
sensor for methanol, LPG, and acetone detection. They observed that the CdS-doped
SnO2 sensor is highly sensitive more selectivity and fast response/recovery time for
methanol gas. In this article, we report the sensing properties of TiO2 and CdS-TiO2

samples for LPG. The maximum response reaches 42% for LPG of 5000 ppm at
room temperature, which is higher than reported earlier [11].

4.2 Experimental Setup

We fabricated two sensors undopedTiO2 andCdS-TiO2 films on an alumina substrate
with a finger electrode pattern on the front side and a resistor heater pattern on the
backside. The finger electrode pattern was printed using a silver conductor paste
(paste FD6176) on the front side and a heater electrode pattern using a ruthenium
oxide-based resistor paste (paste NTC 2413 ESL) on the backside of the substrate.
The resistance of the fabricated sensors in the air and gas environment is measured
with the help of a dual DC power supply (LD-3202) and digital multimeter (Aplab
107N) as shown in Fig. 4.1.

Fig. 4.1 Block diagram of the measurement setup
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4.3 Results and Discussion

4.3.1 Sensing Response

The change in electrical resistance in the sample on exposure to an LPG is defined
as a response as follows:

R = Ra − Rg

Ra
× 100

whereRa = resistance in air andRg = resistance in the presence of target gas [12, 13].
The resistance of the fabricated sensors in the air and gas environment is measured
with the help of a dual DC power supply (LD-3202) and digital multimeter (Aplab
107N).

The maximum response of the sensor TiO2 and CdS-TiO2 obtained for LPG is
given in Table 4.1. The response values for LPG are 27% and 42% for sensors TiO2

and CdS-TiO2, respectively, which are shown in bar diagram in Fig. 4.2.We observed
from Fig. 4.2 that, the response of LPG for CdS-TiO2 is 1.57 times the TiO2 sensor.

Table 4.1 Sensing response
and transient time for LPG
(5000 ppm)

Sample Response (%) Response time
(s)

Recovery time
(s)

TiO2 27 110 210

CdS-TiO2 42 85 180

Fig. 4.2 The response of
LPG gas for the undoped and
CdS-TiO2 sensor
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4.3.2 Transient Response and Mechanism

The time required for the gas response to reach 90% of the final equilibrium value
after a test gas was injected, and recovery time was the time recorded for the gas
response to decrease by 90% its maximum value when the gas sensor was exposed in
ambient air. Figure 4.3 shows that in sensor CdS-TiO2 the response time and recovery
time reduce from 110 to 85 s and 210 to 180 s, respectively, for LPG (5000 ppm) at
room temperature (Table 4.1).

We plot log (C) with log (R) for the varying concentration of the LPG (0–
5000 ppm) which is shown in Fig. 4.4. It is clear from Fig. 4.4, sensor exhibits
a linearly logarithmic response (R2 = 0.98 with Y = 1.07X − 2.49) and (R2 = 0.98
withY =0.94X−1.82)withLPGconcentration forTiO2 andCdS-TiO2, respectively.
The variation of log (C) with log (R) produces a straight line. Thus, the experimental
data are in good agreement with the model proposed by the earlier worker [14, 15].

Fig. 4.3 Response and
recovery time for undoped
and CdS-TiO2 sensor for
LPG (5000 ppm)

Fig. 4.4 Plot log (C) versus log (R) of the LPG (0–5000 ppm) for TiO2 and CdS-TiO2 sensor
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Fig. 4.5 The proposed reaction model of the sensing mechanism for ethanol

The response behavior of the fabricated sensor to exposed LPG gas can be
explained based on adsorbing oxygen species. It is observed that LPG suffers extreme
oxidation with chemisorbed ionic O2 species and, thereby, supplies electrons to the
conduction band. A possible model is shown in Fig. 4.5. The highest response of the
sensor CdS-TiO2 for LPG may be due to more free electrons being released when
exposed to LPG gas.

4.4 Conclusions

Undoped and CdS-TiO2 sensors have been fabricated and characterized for sensing
LPG gas. The sensing properties show that the maximum response of LPG is found
to be 27% and 42% for TiO2 and CdS-TiO2 films at 5000 ppm, respectively. Also, we
observed the response and recovery time and are 85 s and 180 s for CdS-TiO2. Our
experimental results of fabricated sensors were verified, and it is in good agreement
with the earlier reported paper.
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Chapter 5
A Study of the Solar Cycle 21–24
and the Starting Phase of Solar Cycle 25

Smriti Srivastava, Sai Kumar Chirra, and Ashok Kumar Pathak

Abstract The manuscript deals with the study related to the last four solar cycles
21–24 along with the starting phase of solar cycle 25 based on online available astro-
nomical data. Data related to solar cycles 21–24 (1976–2020) have been analyzed.
And we could infer how the solar activities are affected with average sunspot counts.
The results based on 27-day-averaged data of three parameters—10.7 cm solar flux,
sunspot number, and solar wind proton density—are reported to observe their depen-
dence on each other and how they varied during the starting phase of solar cycle 25.
The data for the daily total sunspot number for the 1st day of 2020 to 223rd day
of 2020 have also been analyzed and reported. On the basis of our analysis, we
observe that the variation in number of sunspots leads to the quasi-periodicity and
the difference in the strength of the solar cycle.

5.1 Introduction

Thermonuclear processes occur in the core of the Sun which results in the very hot
temperature of the Sun’s atmosphere because of which, our Star acts as a dynamo
ejecting out the solar wind, magnetic charged particles, and plasma that travels
throughout the interplanetary medium. The release of charged particles and plasma
is responsible for the occurrence of prominences, solar flares, coronal mass ejections
(CME), and geomagnetic storms, which may or may not have a hazardous impact
on the Earth depending upon the intensity of solar event. The interaction of the Solar
Energetic Particles (SEP) with the Earth’s magnetosphere is responsible for space
weather events such as geomagnetic storms [1].

Solar flares are sudden brightening of the Sun’s photosphere, observed in close
proximity to the sunspot group, erupt from the active regions of the Sun where
the magnetic field is much stronger and classified as A, C, B, M, and X according
to its peak flux in W/m2 of X-rays. The reconfiguration and reconnection of the
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magnetic field lie in the active regions of the solar interior results in heating the
Sun’s atmosphere locally and the acceleration of the charged particles to high speeds
[2]. A coronal mass ejection is considered as an important form of solar activity that
relates the changes observed in the coronal structure in a time interval from a few
minutes to several hours [3]. A plausible important cause behind the generation of
CME is magnetic reconnection. When two oppositely charged magnetic fields come
together, rearrangement takes place and immediately after this rearrangement, the
energy stored in the oppositely directed magnetic field lines is released. This sudden
release of energy assumed responsible for solar flares drives the CME [4].

The energetic particles ejected out from the Sun driven by the magnetized,
dynamic nature of the Sun, and variability in the number of sunspots. Sunspots are
the darkened, magnetically active patches on the solar surface that acts as an origin
for the coronal mass ejection and solar flares [5]. Sunspots vary in number, intensity,
and the covered surface area. They emerge at mid-latitudes (approximately 35°) at
the beginning of a cycle and move closer to the equator as the cycle progresses. This
behavior of the Sun is termed as the Sporer Law of Zones [6].

The occurrence of sunspots varies with the 11-year periodicity, leading to the
sunspot cycle. The cycle starts with the solar minimum period, that is, when the
number of sunspots is very low. The cycle continues with sunspots reaching its peak
termed as the solar maximum. Few years, after the solar maximum period is reached,
sunspots again start to decline and the Sun becomes quiet [7].

The month of April of 2014 occurred as a maximum count month for the number
of sunspots during the solar cycle 24, which commenced during the December of
2008, with minimal activity of the Sun and ended in the late 2019, witnessing the
Sun to enter in its silent mode, announcing our Star to enter the solar cycle 25, and
is expected to increase in its activity around 2025 with the sharp rise in the number
of sunspots. The numbering of the solar cycle by Rudolf Wolf in 1843 has eased
the tracking of the periodicity of solar activities. From 1755 to 2019, we had seen
24 solar cycles and have entered into the 25th solar cycle, in the end of 2019, as
predicted by the Sun’s activity [8]. The plot in Fig. 5.1 shows the maximum and
the minimum sunspot counts from solar cycle 1–24. The plot in Fig. 5.2 shows the
start and the end dates from SC 21 to SC 25. According to various predictions and
researches, the SC 25 is expected to end by 2030.

The present paper aims at studying the solar cycles (SC) from SC 21 to the rising
phase of solar cycle 25. The data for the total number of sunspots from 1976 to 2020,
total number of CMEs from 1996 to 2020, 27-day-averaged of solar parameters, and
the daily total sunspot number during the year 2020 are presented and plotted. The
focus is on the analysis of data of sunspots, CMEs, and 27-day-averaged of solar
activity parameters.
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Fig. 5.1 Maximum and
minimum sunspot count
from solar cycle 1–24
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Fig. 5.2 The start and end
dates for solar cycle 1–25

5.2 Observations and Data Analysis

Solar cycles from the year 1976–2019 are of great importance and crucial interest,
which leads to the broadbandof researches. In this section of the paper, the data for the
total yearly average sunspot number (SSN) from the year 1976–2020 (solar cycle 21
to solar cycle 24) and the number of coronalmass ejections (NCME) for the year 1996–
2020 (solar cycle 23 to solar cycle 24) are plotted and analyzed. The plots related to
these analyzes are shown in Figs. 5.3 and 5.4. The data for the sunspot number have
been collected from the new version of the sunspot number data upgraded on July
1st, 2015, from version 1.0 to version 2.0, of the Sunspot Index and Long-term Solar
Observations (SILSO), World Data Center (WDC), Royal University of Belgium,
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Fig. 5.3 Total yearly average sunspot counts from 1976 to 2020
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Fig. 5.4 Total yearly coronal mass ejections from 1996 to 2020

Brussels (https://wwwbis.sidc.be/silso/datafiles). The data for the number of coronal
mass ejections (CME) are acknowledged to the CME catalog (https://cdaw.gsfc.nasa.
gov/CME_list/), which contains monthly information about the number of CMEs,
their position angle, halo CMEs, kinetic energy, and other details, identified since
1996 from Large Angle and Spectrometric Coronagraph (LASCO) on-board Solar
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and Heliospheric Observatory (SOHO). Also, the catalog contains data gaps (search
for the data gap) of 3 h or more, making it difficult to know about the existence of
CMEs during that period. The catalog is generated and maintained at the CDAW
Data Center by NASA and The Catholic University of America in cooperation with
the Naval Research Laboratory. SOHO is an international cooperation between ESA
and NASA. The monthly information about the number of CME of all the months
of a particular year is collected and summed to get the total number of CME events
during a year.

As can be seen from the graph in Fig. 5.3, the yearly average number of sunspots
was very low during the year 1976, which marked the beginning of the solar cycle
21 with the minimal activity of the Sun.

The total yearly average sunspot counts (SSNy) of 18.4 in the year 1976 geared
up to 220 in the year 1979, announcing it as a solar maximum. After the year 1979,
there occurred a continuous downfall in sunspots till the year 1986. The cycle ended
in the year 1986 with a sunspot count of 15. The 7th day of November of 1978, prior
to the solar maxima, recorded a solar flare with the X-ray class of X15.0 because of
which occurred the large geomagnetic storm on 24th to 25th November of 1978 [9].

The year 1987 witnessed an increase in the number of total yearly average
sunspots, giving evidence to the occurrence of solar cycle 22. The 21/22 minimum
had 15 sunspots in 1986 and the sunspot number rose to 211 in 1989 with a downfall
to 192 in 1990, but again increased to 203 in 1991. This was different from the total
yearly sunspot number data of 1976–1986 where sunspots continuously showed a
decrease in value after the solar maxima. Three flares with the X-ray class of X20.0,
X15.0, and X13 occurred during 1989 and five flares on the 1st, 4th, 6th, 11th, and
15th day of the month of June of 1991, thus contributing to eight flares during the
year. The X15.0 class solar flare on March 6, 1989, was followed by the CME on
March 9, 1989 as a consequence of which there occurred a geomagnetic storm on
March 13, 1989 at 2:44 A.M. EST, and the storm was powerful enough to cause
electric disruptions in Quebec [10].

The trend of decrease and increase of sunspot number continued and came up
with the ending phase of the solar cycle 22 to the starting phase of solar cycle 23.
Theminimum of sunspots occurred in 1996 with a total yearly sunspot number of 12,
further increasing during 1997 and the maxima of sunspots reached in the year 2000,
followed by the continuous decrease in sunspots similar to the period of the solar
cycle 21. The launch of LASCOon-board SOHO spacecraft provided knowledgeable
information about the occurrence of CME during period. As the graph in Fig. 5.4,
1700 CMEs occurred during the year 2002, contributing to, 13,750 CMEs during the
solar cycle 23.

The most powerful solar flare of solar cycle 23 was observed on Bastille Day
Event. An X5.7 flare originated from the sunspot termed as Active region 9077, hit
Earth as radiation storm, the powerful ever since 1980 and the reason behind the
Halo-CME and a geomagnetic storm of July 15–July 16. The geomagnetic storm
peaked at the extreme level, G5 in the late hours of July 15. Other X-ray class flares
of X20.0, X14.0 occurred on April 4, 2001, X17.2 and X10.0 on October 28 and 29
of 2003, and on September 7, 2005, with the class of X17.0. Geomagnetic storms
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of DST min of −105 nT, −85 nT, −47 nT, and −74 nT occurred during the year
2003–2005 [11–13]. The sunspot counts reduced to 13 in 2007 and to 4 in 2008, thus
marking the beginning of the next cycle.

The solar cycle 24 started in the year 2008. Sun gave no signs of sunspots for
817 days in beginning of 23/24 minimum and then a sunspot count of four during
2008, and peaked at the sunspot count of 113 in the year 2014.A total of 17,236CMEs
occurred during the cycle. St. Patrick’s Day Geomagnetic storm, the most intense
geomagnetic storm during the rising maximum phase of solar cycle 24 occurred on
March 17th, 2015 with a DST min of −223 nT and continued till March 19 [14].
Based on above discussion and analysis we could infer followings:

1. The rate of occurrence of the coronal mass ejections varies directly with the
sunspot number. Higher the sunspot numbers, higher is the number of coronal
mass ejections.

2. Decline in the total yearly sunspot number during the maxima of 1979, 1989,
2000, and 2014.

3. However, the number of sunspots declined, but the total number of CME had
increased from solar cycle 23 to solar cycle 24.

4. Although, amplitude of the cycle 24 was very low compared to cycle 23, but
2012–2014 saw a steep rise in the number of CMEs. Never had the total number
of CMEs been so high during any year since 1996–2019.

5. Period of 1986–1996 shows a different behavior than any of the periods from
1976 to 1986, 1996 to 2008, and 2008 to 2019, in terms of the total yearly sunspot
number. The total yearly sunspot number for the period of 1986–1996 peaked
up two times, one at 211 and other at 203, while during all other periods, the
total yearly sunspot number peaked only once and then possessed a continuous
downfall in the number of sunspots.

6. One interesting fact to note about the total yearly sunspot number is that it had
never been the same from 1976 to 2020.

Figure 5.5 shows the plot for the 27-day-averaged data for the sunspot number
(SSN) versus 10.7 cm solar radio flux (in units of SFU) from the 1st day of 2020 to
the 223rd day of 2020 (1 SFU = 10–22 W m−2 Hz−1). Figure 5.6 shows the 27-day-
averaged data for the sunspot number versus solar wind proton density (n/cc, n is the
number of particles). The data for the 27-day-averaged of: the sunspot number (new
version), 10.7 cm solar radio flux, and solar wind proton density have been collected
from the OMNIWeb Data Explorer and Space Physics Data Facility (SPDF) (https://
omniweb.gsfc.nasa.gov/form/dx1.html).

From Fig. 5.5 it is clear that, the 10.7 cm solar flux is not varying significantly
with the sunspot number in starting phase of solar cycle 25 while the solar wind
proton density shows little variation with the sunspot number Fig. 5.6.

The plot in Fig. 5.7 shows how the sunspots varied every day from the 1st day
of 2020 to the 223rd of 2020 (Jan 1, 2020 to August 10, 2020). The data for the
daily total sunspot number is collected from the Sunspot Index and Long-Term Solar
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Fig. 5.5 Sunspot number versus 10.7 cm solar flux from 1st day of 2020 to 223rd day of 2020

Fig. 5.6 Sunspot number versus solar wind proton density from 1st day of 2020 to 223rd of 2020

Observations (SILSO), Royal Observatory of Belgium, Brussels (https://wwwbis.
sidc.be/silso/datafiles). The graph shows the Sun was almost quiet for most of the
time in the start of 2020 ranging from zero to very few sunspots. The activity started to
increase in June of 2020 with a little number of sunspots but again sunspots declined
to zero. Sunspots finally started to rise in the late of July 2020, announcing that the
Sun has entered into the solar cycle 25. In October 2020, from the sunspot region
AR2776 erupted the B3-class solar flare. On the day, the sunspot number was only

https://wwwbis.sidc.be/silso/datafiles
https://wwwbis.sidc.be/silso/datafiles
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Fig. 5.7 Daily total sunspot number from 1st day of 2020 to 223rd day of 2020

14, but the solar wind speed exceeded up to 306 km/s [15]. Another M4.4 X-ray
class solar flare, observed by the solar orbiter, occurred on November 29 2020 from
the AR2786 at 12:34 UT [16].

5.3 Conclusion

We have studied how sunspots, CME and the different solar parameters, varied from
the start of solar cycle 21 to the upcoming phase of solar cycle 25. We see that the
sunspot counts and the rate of occurrence of solar activities vary on a yearly basis.
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Chapter 6
Theoretical Approach to Modify
the Born–Mayer Parameters in Layered
Superconductor

Hempal Singh

Abstract Since 1932, most of the scientists considered the coefficients (known as
range and softening constants) of Born–Mayer potential as constants need in depth
investigation. This has been explored in the form of Born–Mayer–Huggins (BMH)
potential for the high temperature superconductors in a new frame work which
enables to develop the expressions for Born–Mayer parameters, bulk modulus, and
pressure. These investigations divulge that the Born–Mayer parameters for different
interactions in high temperature superconductor are not simple quantities but depend
upon various physical quantities like pressure, charges, volume, and Gruneisen
parameter which is the measure of the strength of anharmonic affects in high temper-
ature superconductors. The numerical computations have been performed for the
various interactions of YBa2Cu3O6+δ(Y BCO) superconductor to adjudge the suit-
ability of this formalism which is applicable to other high temperature and layered
superconductors.

6.1 Introduction

The Ba–La–Cu–O was the first high temperature superconductor (HTS) with critical
temperature 35 K stands as a landmark discovery by Bednorz and Muller in 1986
[1]. The fascinating area of high temperature superconductivity (HTSC) attracted the
attention of scientific community which not only led to synthesize the HTSC at room
temperature but also to investigate its various dynamical properties. Owing to the
established that the HTS has layered structures with large number of atoms per unit
cell, the requirement of a suitable potential becomes mandatory to study the various
dynamical properties of layered systems. A newly developed Born–Mayer–Huggins
(BMH) potential has been proposed to study the lattice spectrum of YBCO which
is a combination of attractive and repulsive interactions and can be represented as
[2–8]
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Vi j (r) = ai j e
−bi j r + qi q j

r
(6.1)

Here, i and j label the ions ri j ≡ r distant apart and ai j , bi j , qi , and q j are the
range parameter, softening parameter, charge on i and j ions, respectively. First term
in BMH is the Born–Mayer term which is repulsive (weak, short-range) and keeps
the atoms apart from collapsing. Second term is Coulomb term (strong, long-range)
which can be attractive or repulsive depending upon the nature of the charges, and it
works to save the crystal from expansion to unnatural dispersion.

6.2 Theoretical Background of the Present Work

To deal with the problem, we have taken the thermodynamic approach in which
angular frequency depends upon the volume ω ∝ V−γ and well-known relation
γ = d(lnω)/d(ln V ) [9], which leads to the form dω/dV = −γω/V . Using the
potential energy and pressure relation, i.e., P = −dVi j (r)/dV we can obtain

P = −γ r

V

dVi j (r)

dr
(6.2)

Equations (6.1) and (6.2) lead to the unique form of pressure in the following
form

P = γ r

V

[
ai j bi j e

−bi j r + qiq j

r2

]
(6.3)

This shows that Born–Mayer parameters are pressure dependent appearing as one
of the main finding. Further, the volume compressibility β = −V dP/dV is the key
factor to evaluate the form of bulk modulus as

B = −γ 2r

V

[
ai j bi j (1 − bi jr)e

−bi j r − qiq j

r2

]
(6.4)

The equilibrium condition dVi j (r)/dr
∣∣
r=ro

= 0 applied to (6.1), leads to develop
the Born–Mayer parameters in the following form [8]

bi j =
(ro
r

)[
1

ro
+ 1

r
− BV

qiq jγ 2

]
(6.5)

ai j = −qiq j

r2o

(
r + ro
rro

− BV

qiq jγ 2

)−1

exp

[
r2o
r

(
r + ro
rro

− BV

qiq jγ 2

)]
(6.6)

The above expressions reveal that Born–Mayer parameters are not constant (as
considered in earlier work) but depend upon various physical quantities.
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6.3 Results and Discussions

To justify the obtained results, we have taken the representative-layered HTS YBCO
for numerical computation. Considering the Y[1] ion at the center of the system, a
mesh of 38 atoms/lattice sites (Ba[2], Cu[16] and O[20] ions) is observed for the
model calculations in which Cu–O2 plane has Cu[8] and O[8], Ba–O layer has Ba[2]
and O[8], and Cu–O layer has Cu[8] and O[4] ions. The digits appearing in brackets
with elements stand for their number taken up for numerical estimation.

The physical constants used in numerical computation are a= 3.8 Å, b= 3.9 Å, c
= 11.60 Å, V = 1.71912×10−24 cm3, γ = 1.4, and B = 4.6×1011 Dyne/cm2 [10–
12]. The nature of range parameter forY–O(I) interaction (inCuO2 plane), Y–Cu(+2)
interaction (in CuO2 plane), Y–Ba interaction (in Ba–O layer), and Y–O(II) interac-
tion (in Ba–O layer) with interionic distances has been portrayed simultaneously in
Fig. 6.1.

The critical investigations reveal that range parameter slightly changes for Y–
O(I) interaction in the range r < 2 Å and saturated to the large interionic distances.
For Y–Cu interaction, ai j abruptly decreases in the region r < 2 Å and slightly
increases (above 3 Å) for larger r . The interaction Y–Ba shows similar nature to
the Y–Cu interaction. On the other hand, ai j changes its nature 2 Å < r < 5 Å
and no dissipation if r > 8 Å is observed. The behavior of softening parameter for
Y–O(I) interaction (in CuO2 plane), Y–Cu(+2) interaction (in CuO2 plane), Y–Ba
interaction (in Ba–O layer), and Y–O(II) interaction (in Ba–O layer) with interionic
distances is shown simultaneously in Fig. 6.2. It is evident from the curves that
softening parameter for Y–O(I) falls off steadily in the range r < 2 Å and changes
its nature drastically within the range 2 Å < r < 8 Å. Whereas for interaction Y–Cu,
bi j start to dissipate near 2.5 Å and saturated after 13 Å. Furthermore, bi j for Y–Ba
interaction also start to change its nature r < 2 Å [as Y–O(I)] but saturated near 13

Fig. 6.1 Nature of range parameter with interatomic distance for different interactions
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Fig. 6.2 Behavior of softening parameter with interionic distance for different interactions

Å. The saturation point of Y–O(II) interaction is largest 14 Å and falls rapidly in
the range 3.5 Å < r < 13.5 Å. The variation of bulk modulus for Y–O(I) interaction
(in CuO2 plane), Y–Cu(+2) interaction (in CuO2 plane), Y–Ba interaction (in Ba–O
layer), and Y–O(II) interaction (in Ba–O layer) with interionic distances has been
depicted simultaneously in Fig. 6.3. The deeper insights reveal that bulk modulus
for both interactions Y–Cu and Y–Ba meet and start to dissipate near 1.25 Å. These
interactions of B achieve their maximum at 2 Å and 2.25 Å, while saturated after
10 Å and 6 Å. The interaction Y–O(I) sharply down to its minimum near 6.5 Å and
start to increase for large interionic distances.

Fig. 6.3 Variation of B with interionic distance for different interactions
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The nature ofY–O(II) interaction ofB is different fromothers as it attainminimum
at two points 3.4 Å and 12.4 Å and increases for large interionic distances.

6.4 Conclusions

The present study investigates that Born–Mayer parameters are not constant but
depend upon various physical quantities. It also divulges that BMH potential is the
best suitable potential high temperature and layered superconductors. This theory
will be applicable to other high temperature and layered superconductors.

Acknowledgements I want to express lifetime gratitude to my supervisor Late Prof B. D. Indu for
his valuable time to complete this research work.
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Chapter 7
Effect of Varying the Grating Length
in an Optical Readout Scheme Based
on Grated Waveguide Cantilever Cavity
Resonance

Anil Kumar Singh, Renil Kumar, and Prem Prakash Singh

Abstract In our earlier work, a novel design of an optical readout scheme based on a
gratedwaveguide (GWG) resonator for interrogatingmicrocantilever sensor arrays is
presented.An analyticalmodelling of the transfer function of this scheme is described
and it reasonably matches with the FDTD numerical solution performed using open-
source software MEEP. This readout scheme is designed on silicon optical bench
platform which consists a monolithically integrated microcantilever in proximity
to a grated waveguide (GWG). In analytical modelling, cavity formed between the
microcantilever and the grated waveguide (GWG) is considered to be lossy, and it
is studied using a Fabry-Perot (FP) interferometer model. An analytical expression
is derived for the optical power transmission as a function of the grating length,
periodicity of the grating, and grating efficiency. In this paper, effect of varying
the grating length, FP cavity loss parameter, and reflectance parameter on power
transmission is studied. Results show that analytical calculations reasonably match
with FDTD numerical models.

7.1 Introduction

Microcantilever-based sensors offer a low-cost sensing platform for many types
of applications viz., chemical sensing for environmental monitoring, detection of
explosives, food quality testing owing to their high sensitivity, compactness, and
mass production [1–3]. All microcantilever MEMS sensors operate in either static or
dynamicmode. In the staticmode, the external targetmolecule induces bending in the
microcantilever upon surface binding, which introduces strain in themicrocantilever.
This strain can be sensed by different readout techniques [4–6]. In the dynamicmode,
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the adsorption of a single external target molecule changes the resonant frequency
of the microcantilever [7]. The mass of external target molecule can then be corre-
lated to the shift in the resonant frequency. In order to determine the deflection or
the frequency shift of a cantilever, different readout methods specifically capaci-
tive method [8], piezoelectric method [9], and optical method [10] have been used
by various research groups. Recently, optical interferometry-based readout schemes
have drawn much attention in comparison with optical beam deflection technique
[11]. In our earlier work, a novel optical readout scheme based on a grated waveg-
uide resonator for the interrogation of microcantilever sensor arrays is presented
[12], where the sensor (cantilever) and the detector element (grated waveguide) are
monolithically integrated on the same chip leading to high-multiplexing capability.

In earlier work, S. V. Pham et al. reported an all optical GWG resonator-based
readout scheme for the interrogation of a microcantilever for selective gas sensing
[13]. In their design, the bending of a SiO2 cantilever monolithically integrated in
close proximity to a Si3N4 GWG creates an effective refractive index variation of the
grating which changes the optical resonance. Measuring the resonance shift provides
a means for the detection of cantilever bending since it is a sensitive function of the
effective refractive index variation caused by the cantilever bending. In this structure,
the modulation of the optical mode in the waveguide is due to the interaction of
the cantilever with the evanescent field of the GWG, which requires the cantilever
to be placed within the exponentially decaying evanescent field of the waveguide
with fairly tight tolerances. In contrast, in the device proposed here, the coupling of
cantilever mechanical motion and the propagating optical mode in the waveguide is
non-evanescent in nature and arises from the interference between the propagating
leaky mode in the waveguide with the light coupled out by the grating reflected and
coupled back into the grated waveguide by the cantilever as shown in Fig. 7.1a.
The opto-mechanical coupling, in this case, is strong even for cantilever-waveguide
separations which are several times the wavelength of light used, as we show in this
article, unlike evanescent coupling where the gap can only be a small fraction of
the wavelength. This results in more relaxed fabrication tolerances as well as ease
of integrating supporting structures such as those that may enhance the transport
of analyte to the cantilever sensor. Design of the readout scheme is explained in

Fig. 7.1 a Shows the architecture for integrated optical readout of cantilever deflection using a
grated waveguide (GWG) placed underneath and b shows the 3D view of the same
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our previous work [12]. In our readout scheme, the microcantilever is monolithically
integrated just above the grated waveguide, and schematically, it is shown in Fig. 7.1.

7.2 Analysis of the Grated Waveguide Cantilever Cavity

In the absence of the cantilever, the grating is characterized by a loss parameter, also
referred to as the grating efficiency parameter, α, which denotes the efficiency of the
grating to out-couple the light field propagating in the waveguide layer to a substrate
or cover mode. The fraction of guided power after length Lg of the grating is

P(Lg)/P0 = exp(−2αLg) (7.1)

which is the power transmission coefficient through a grating of length Lg and effi-
ciency α. Power lost from the guided mode is coupled out of the guiding layer to the
cover or substrate layer (cover layer, air, in this case) at coupling angles given by the
phase matching condition,

sin θ = neff ± m
λ

�
(7.2)

where neff is the effective refractive index of the guided mode, λ is the free-space
wavelength and � is the grating periodicity, and the order m takes on integer values.

If a cantilever is placed on top of the grating, Fabry-Perot cavity is formed. The
mechanism is similar to the enhancement of coupling efficiency using a buriedmirror
under a grating coupler, which has been analyzed using scattering matrix formalism
[14].

To account for multiple reflections and back-couplings into the GWG, so we
divide the GWG along its length into several segments, as shown in Fig. 7.2, with
periodicity (segment PQ in Fig. 7.2) �g defined by the out-coupling angle θ, as,
�g = 2g tan θ , where g is the gap between the cantilever and the grated waveguide.

The cantilever changes the grating efficiency in the shaded region shown in
Fig. 7.2. The grating efficiency remains α in the un-shaded region but changes to αpert

in the shaded region. In each segment, say segment m, the electric field amplitude
along the length is denoted asEm

pert(x)where x ranges from 0 to�g . From symmetry,
we see that the cantilever couples back field amplitudes from its neighbours Em-k ,
where k goes from 1 to m − 1.

For any segment m, the propagation (7.3) is modified as

dEpert
m (x)

dx
= −α

{
Epert
m (x) + γ1e

jϕEpert
m−1(x) + γ2re

2 jϕEpert
m−2(x)

+γ3r
2e3 jϕEpert

m−3(x) + . . .
}

(7.3)
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Fig. 7.2 Geometry of the device. The shaded region of the waveguide grating represents the region
with “back-coupled” light reflected by the cantilever

where φ is the phase difference between the back-coupled field and the field propa-
gating in theWG, and γk is the coupling fraction from the kth neighbour of the given
segment, and r is the reflectance of the GWG, treated as a mirror forming the FP
cavity.

With these assumptions, (7.4) becomes

dEpert
m (x)

dx
= −αEpert

m (x)

{
1 + γ0

∞∑
k=1

rk−1e jϕe−kη�g

}
(7.4)

The summation gives the value of the perturbed loss coefficient α pert as

αpert = α

(
1 + γ0

e−η�ge jϕ

1 − re−η�ge jϕ

)
(7.5)

Here, η = β − α.
The amplitude transmission is then given by

AT = exp
(−α�g

)
exp

(−αpert
(
Lg − �g

))
(7.6)

and power transmission in dB is then

PT = 20 log(|AT |) (7.7)
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7.3 Results and Discussion

Figure 7.3 shows the comparison of the effect of varying the grating length using
simple analytical model given by (7.7), with the FDTD numerical simulation
performed using open-source software MEEP [15, 16]. A reasonable match between
the numerical and analytical calculation is obtained. The structure which is used for
the simulation consists of a varying grating length, Lg, with grating efficiency, α, of
0.11 µm−1. The periodicity of the grating, �, is 630 nm, and the effective refractive
index, neff, of the fundamental TE mode is 2.83, which gives the out-coupling angle
θ, according to (7.2) as 13.6°. These parameters are used in the analytical model.

The free parameters that are used for fitting the numerical data are β, which has
been taken as 3α and r, which has been taken as 0.3 and γ 0 which is taken as 1.4. The
heuristic model described here cannot be used to estimate the values of these param-
eters. Coupling constants γ k, etc., need to be found using more involved calculations
such as the S-matrix method used to treat multilayer waveguide structures with loss
and/or gain [16].

To understand the effects of the two main free parameters in the model, namely β

and r, we show the effect of these parameters on the optical transmission in Fig. 7.4.
Asmentioned before,β is a Fabry–Perot (FP) cavity loss parameter. Increasingβ will
reduce the extent of back-coupling due to larger losses, for instance to the substrate
and reduce themodulation depth as shown inFig. 7.4a. The periodic oscillations in the
optical transmission will damp out to their asymptotic value, exp

(−2αLg
)
, which

is the transmission coefficient without the cantilever, faster with increasing B. In
contrast, increasing r is analogous to increasing the reflectance of themirrors forming
an FP cavity, increasing r increases the modulation depth and also reduces the width
of the dips, due to the increase in cavity finesse with increasing r. In practice, this
means that the underside of the cantilever must have as high a reflectance as possible
for increasing the modulation depth of the device. This is easily accomplished with
a metal coating underneath.

Fig. 7.3 a Shows MEEP FDTD simulations from GWGs with 3 different lengths and b shows the
analytical calculations for the same GWGs indicating a reasonable match
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Fig. 7.4 Effect of model parameters aβ and br on the optical transmission

7.4 Conclusion

To summarize, we presented a simple lossy Fabry-Perot cavity model which captures
manyof the essential features of the numerical FDTDresults obtained throughMEEP.
Although this model cannot be used to find the coupling fraction of the power into
the waveguide and so on explicitly, it provides an intuitive picture to guide the design
of the proposed device and understand the parameters that affect the performance of
the realized device.
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Chapter 8
Synthesis and Characterization of MoO3
Nanomaterials for Energy Storage
Application

K. K. Tiwari, Atul Kumar Gupta, and Amit Kumar Verma

Abstract Nanomaterial are being adapted into a number of applications across
multiple domains such as cosmetics, optical components, biology, physics, chem-
istry, polymer science, pharmaceutical drug manufacture, toxicology, and mechan-
ical engineering. Molybdenum oxide (MoO3) and its derivatives are widely used
in industry as specific alloy and catalyst applications, electrochemical capacitors,
display devices, sensors, smart windows, lubricants, battery electrodes, etc. Nanopar-
ticles of MoO3 were synthesized using the salvo thermal method and synthesized
MoO3 nanoparticles were characterized by usingUV-Visible, XRD, SEM, and cyclic
voltammetry analysis techniques at different temperatures. XRD analysis show that
particle size increases as its temperature increases and the corresponding strain
decreases also. SEM morphology shows its nanorods structure.

8.1 Introduction

In the recent years, energy storage is a big challenge to us due to its increasing demand
by the modern society. Researchers try to develop a new device to store the energy
for a very long time, and they found that super capacitors or electrochemical capaci-
tors may be a suitable candidate for next generation energy storage device due to its
high power density and fast recharging capabilities, long life, maintenance free, and
environment friendly energy storage devices [1–5]. A super capacitor is a new type
of energy storage device, different from a conventional capacitor and a rechargeable
battery. Although scientists have made a lot of progress in electrode materials for
super capacitor, which are still limited by low capacitance, like as carbon-based elec-
trode. There are two types of super capacitors depending upon their charge transfer
mechanism, one is electrical double layer capacitors and second is pseudocapacitors.
In electrical double layer capacitors, the charge storage mechanism is non-faradic
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and the charges are accumulated in the interface between the electrode and elec-
trolytic solution while in pseudocapacitors, fast faradic redox reactions associated
with the solid-state diffusion of electrolyte ions take place at the electrode surface
in pseudocapacitors. So many transition metal oxides have the ability to fulfill the
conditions of super capacitors [6–10]. Among these transition metal oxides, MoO3

become more suitable for super capacitors due to its cost effective, non-toxicity,
high electrochemical activity, availability of multiple oxidation states of its stable
andmeta stable polymorphous, having higher specific capacitance with good cycling
stability and eco-friendly nature. Thus, in the present study, nanocrystalline MoO3

has been synthesized by salvo thermal method and studied its phase, structure and
electrochemical properties at different temperatures.

8.2 Experimental

All the chemicals were of AR grade and used without further purification. In a
typical synthesis ofMoO3 nanocrystals, 2.47 g of ammoniummolybdate tetrahydrate
[(NH4)6Mo7O24.34H2O] was dissolved in deionized (DI) water (10 mL), and the
solution was stirred for 30 min at room temperature for the complete dispersion.
The solution was heated at 70 °C and introduced drop wise 3 mL nitric acid under
stirring condition for 1 h. The final white mixture was taken out and washed with
ethanol three times to remove impurities and loosely bonded atoms and dried in
oven for 12 h at 60 °C. Further, the resultant synthesized product was annealed at
different temperature such as 200 °C, 300 °C, 400 °C, and 500 °C for 3 h in order to
characterization and application of MoO3. The synthesized materials were named as
M1,M2,M3,M4, andM5 for as synthesized, annealed at 200 °C, 300 °C, 400 °C, and
500 °C, respectively. The samples were characterized by X-ray diffraction (XRD),
scanning electron microscope (SEM), UV–vis, and cyclic voltammetry.

8.3 Results and Discussion

8.3.1 XRD Analysis

The phase and crystalline nature of as-synthesized samples were characterized with
a Rigaku X-ray diffractometer using Cu Kα radiation (λ = 1.5406 A˚) operated at
40 kV and 30 mA, in the 2θ range of 10–70°. Figure 8.1a shows the XRD pattern
of the samples M1, M2, M3, M4, and M5. XRD pattern confirms the hexagonal
phases (h- MoO3) for the samples M1, M2, and M3 (JCPDS file No-770354) and
orthorhombic phases for the samples M4 and M5 with space group Pbnm (JCPDS
file No-050508) and lattice parameters, a = 3.954, b = 13.825, and c = 3.695.
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Fig. 8.1 a XRD pattern of MoO3 samples M-1, M-2, M-3, M-4, and M-5, at room temperature,
200 °C, 300 °C, 400 °C, and 500 °C, respectively and b variation of particle size versus temperature

Phase of the material remains unchanged even after annealing at 400 °C. XRD
result shows that there is sudden change from hexagonal phase to orthorhombic
phase and crystallinity is also increase with temperature, i.e., stability increases and
crystal strain decreases. Particle size, lattice strain, and bond lengths of the samples
at different temperatures are given in the Table 8.1. The particle size of the MoO3
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Table 8.1 Particle size, strain, and bond lengths of the samples at different temperatures

S. No. Samples Particle size. (nm) Lattice strain Bond Length (nm)

1 M1 19.79 0.0083 4.3

2 M2 24.83 0.0065 4.5

3 M3 25.28 0.0060 4.3

4 M4 29.46 0.0052 4.8

5 M5 40.45 0.0038 4.4

nanomaterial is calculated by Scherer formula given by [11],

d = 0.9λ

β cos θ

where d is the crystallite size, λ is the wavelength of radiation used, cos θ is the
Bragg angle, and β is the full-width at half-maximum measured in radian. The
average crystallite size of as-synthesized sample and annealed samples are given in
Table 8.1.

The variation of particle size with temperature is also shown in Fig. 8.1b. Here,
graph shows that particle size remains nearly constant between the temperature range
200–400 °C.

8.3.2 SEM Analysis

SEM image is taken by Zeiss EVO MA 15 Scanning Electron Microscope. The
morphology of the samples was analyzed with the SEM which is shown in Fig. 8.2.
Figure 8.2a shows the SEM image of the as prepared MoO3. Figure 8.2b shows
the high resolution SEM image of the MoO3 at 300 °C with an average length of
29.72 μm and diameter 0.3 μm. Figure 8.2c shows the SEM image of the MoO3 at
400°C. We see that as the temperature increases at 400 °C, and the morphology of
the samples is changed due to temperature effect, and nanorods are converted into
nanosheets which is also confirmed by XRD result.

8.3.3 UV-Vis Analysis

The UV-Vis absorption spectra were carried out by Shimadzu UV-2330 spectrometer
in the spectral range of 200–800 nm. The samples were dispersed in double distilled
water, and double distilled water is taken as reference. Figure 8.3 shows the optical
absorption spectra of the samples. Generally, absorption in solids occurs by various
mechanisms, in all of which the photon energy is absorbed either by the lattice or
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Fig. 8.2 a SEM image of as prepared sample,b high resolution SEM image of the sample at 300 °C,
and c SEM image of the sample at 400 °C
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Fig. 8.3 Optical absorption spectra of as-synthesized sample and annealed sample at 400 °C

by electrons where the transferred energy is conserved. The lattice absorption will
give information about the atomic vibrations involved. The higher energy parts of
the spectrum particularly those associated with the interband electronic transition
will provide the information about electron states. In this process, the electrons are
excited from filled to an empty band by the photon absorption, as a consequence a
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sharp increase in absorption coefficient will occur. The onset of this rapid change in
absorption coefficient is called the fundamental absorption edge, and corresponding
energy is defined as optical energy gap, Eg.

By knowing the value of absorbance, the optical band gap of MoO3 nanomaterial
is determined by the formula [11],

α = A(hv − Eg)
m

hv

where α is the absorption coefficient, A is constant, Eg is the optical band gap, and
m characterizes the nature of transition. The value of m may be 1/2, 2, 3/2, and 3 for
allowed direct, allowed indirect, forbidden direct, and forbidden indirect transitions,
respectively. The optical band gaps obtained are 4.5 eV and 4.2 eV for as-synthesized
and annealed MoO3 at 400 °C, respectively.

8.3.4 Electrochemical Analysis

The electrochemical properties of the samples were characterized using Metrohm
Autolab PGST302N having three electrode, Ag/AgCl as reference electrode, Pt wire
as a counter electrode and MoO3 as a working electrode at room temperature. The
cyclic voltammetry experiment was performed in 1MNa2SO4 electrolyte at different
scan rates as 5, 10, 20, 50, 100, and 200mV/s. Theworking electrodewas prepared by
mixing 80wt%activematerial (MoO3), 15wt%conducting agent (Carbon black) and
5 wt% polyvinylidene fluoride. These electrodes were used for cyclic voltammetry
characterization to understand the electrochemical behavior of the MoO3 nanoma-
terial. Figure 8.4 shows the cyclic voltammetry curves of the α-MoO3 nanorods
prepared at 400 °C (M4 sample) because this sample shows more conductivity
than other samples. The cyclic voltammetry curves show faradic redox behavior
which indicates the pseudocapacitive nature of the sample. The electrochemical Na+

insertion process is given by the reaction as [12].

MoO3 + xNa+ + xe− ↔ NaxMoO3

The areal current drawn under the cyclic voltammetry curve is maximum for scan
rate 200 mv/s for the M4 sample. These curves show that the areal current areal
current increases with respect to scan rate due to slower Na+ ions transfer rate at
higher scan rates. Specific capacitance of the samples is calculated by the formula
given as [13]

Cs = 1

mv�V

V2∫

V1

I dV
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Fig. 8.4 Cyclic
voltammetry curve of MoO3
annealed at 400 °C

where m is the mass of the active material used in the electrodes, v is the scan rate,
I is the current density, and �V is potential drop during discharge from V 1 to V 2.
The measured specific capacitances of the samples prepared at room temperature,
at 200 °C, 300 °C, 400 °C, and 500 °C are 105 F/g, 135 F/g, 160F/g, 185 F/g, and
90 F/g, respectively. The influence of current density on the electrode active area is
mainly due to the effective utilization of active material for Na+ ion insertion. The
high specific capacitance of the sample prepared at 400 °C is due to uniform nanorod
like surface morphology with the increased surface to volume ratio [14].

8.4 Conclusions

We have successfully synthesized MoO3 nanorods by the salvo thermal method and
improve the stability of crystallinity with annealing the samples. Strains are also
decreased with temperature. The nanorod structure is confirmed at 400 °C by SEM
analysis and cyclic voltammetry analysis confirm that the sample at 400 °C shows
maximum specific capacitance than other samples. Thus, MoO3 nanorods may be
suitable for super capacitors.

Acknowledgements Authors are thankful to the Head, department of physics, M.N.N.I.T.
Allahabad for providing XRD, SEM, UV-vis and cyclic voltammetry facilities.
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Chapter 9
Enhancement in Optical Absorbance
of ZnO Nanoparticles by Introducing
MoS2 Nanosheets

Sarita Yadav

Abstract MoS2 basically layered van derWalls material which have strong bonding
between intralayer (Mo and S) and the weak bonding between interlayer, i.e. neigh-
bouring planes of sulphur atoms, and therefore, these materials can easily exfoliate
into few or monolayer. In this work, the nanosheets of MoS2 are exfoliated using
liquid exfoliation techniques followed by ultrasonication. Further, the exfoliated
MoS2 nanosheets are used to form the composite ofMoS2 and zinc oxide (ZnO). The
formation of composite material is confirmed from the XRD. The band gap of ZnO
nanoparticles is 3.2 eV. The ZnO/MoS2 nanocomposite material shows less band gap
(3.0 eV). The low band gap of composite material increases the absorption of light
from ultraviolet to visible regime. The enhancement in light absorbance of composite
material reveals that ZnO/MoS2 has potential for highly active photocatalyst.

9.1 Introduction

The unusual properties of graphene created a tremendous breakthrough in 2D mate-
rials such as topological insulator, boron nitride, metal oxides and transition metal
dichalcogenides (TMDs) [1–4]. Among TMDs, molybdenum disulphide (MoS2)
intensively studied due to its unique optical, chemical and electrical properties [5–
7]. The layered structure of MoS2 has weak van der Walls interaction between layers
and strong in plane bonding, and therefore, it can easily exfoliate into few layers
[8]. The bulk MoS2 has indirect band gap which changed into direct band gap as the
thickness of MoS2 layers decreases from multilayers to monolayers. The transition
in band gap of MoS2 from indirect to direct band gap and high surface area with
huge edge active sites in MoS2 layers has great potential for photocatalyst [9, 10].
Photocatalysts are defined as materials that absorb light and produce charge carriers
that enhance light induced reaction. A photocatalyst does not consumed in chemical
reaction. Metal oxides, metal sulphides and oxysulphides are used as photocatalyst
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[11–13]. Among of them the most popular photocatalysts are ZnO and TiO2 due to
its lower cost and higher stability. Particularly, nanoparticles and nanorods of ZnO
are promising photocatalyst due to its direct band gap, high exciton binding energy
and large charge carrier mobility. But in visible light irradiation, the photocatalytic
activity is reduced due to wide-band gap and large recombination rate of photogen-
erated charge carriers. The limitation of absorption of visible light by ZnO can be
overcome by synthesizing mixed material which increases the absorption of light
resulting higher photocatalytic effect. MoS2 has layered structure and narrow-band
gap which absorb sunlight in visible region. Due to unique layered structure, MoS2
sheets can be mixed with ZnO to form composite material. The low-band gap of
composite material increases the light absorption in both visible and UV regime
and enhances the charge separation ability of photogenerated charge carriers. There-
fore, in this work, we have synthesized composite of ZnO nanoparticles with MoS2
nanosheets to increases the absorption of sunlight from UV region to visible regime.

9.2 Experimental Details

9.2.1 Materials

MoS2 powder (<2 µm, 99%), zinc acetate (Zn(CH3COO)2) and sodium hydroxide
(NaOH) were purchased from Sigma Aldrich. Chemicals were used without any
further purification.

9.2.2 Synthesis of Zinc Oxide Nanoparticles

Zinc acetate and sodium hydroxide were used for synthesis of ZnO nanoparticles.
The solution of 0.125MZn(CH3COO)2 and 0.25MNaOHwas prepared in ethanol–
water mixed (1:2) solution. The 60 ml NaOH solution was added dropwise in
30 ml Zn(CH3COO)2 solution at 60 °C under constant stirring. White precipitate
occurred in solution after completion of reaction. The formed precipitated solution
was centrifuged to separate the precipitate. The precipitate was washed several times
with double distilled water. The obtained precipitate dried completely. Finally, the
precipitate was crushed by mortar and the obtained fine powder which consists ZnO
nanoparticles.
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9.2.3 Synthesis of MoS2 Nanosheets

Facile liquid exfoliation technique has been used for synthesis of MoS2 nanosheet.
For the synthesis of MoS2 nanosheet, 200 mg MoS2 powder was dissolve in 60 ml
ethanol–water mixed solution and continuously ultra-sonicated for 6 h. The MoS2
solution were centrifuged for 20 min at 5000 rpm. The supernatant consists MoS2
nanosheets. Now, MoS2 nanosheets solution were used for synthesis of composite
material.

9.2.4 Synthesis of ZnO/MoS2 Nanocomposite

The 15 mg ZnO nanoparticles were dispersed in 10 ml MoS2 nanosheets solution
and vigorously sonicated for an hour to obtain composite of ZnO nanoparticles and
MoS2 nanosheets. The obtained nanocomposite was dried at 80 °C and used for
further characterization.

9.3 Characterization Techniques

UV-Visible absorption spectra of synthesized sampleswere recorded byPerkinElmer
Lambda-35 double beam spectrophotometer. The spectral range for absorption spec-
trum was 250 nm to 1000 nm. The purity and crystallinity of synthesized sample
were analysed by PROTOA-XRD diffractometer. A filtered Cu Kα radiation (λ =
1.54 Å) was used as a X-ray source.

9.4 Results and Discussions

Figure 9.1 shows the XRD of synthesized ZnO nanoparticles, MoS2 nanosheets
and ZnO/MoS2 nanocomposite. XRD data of the exfoliated MoS2 nanosheets have
one strong peak and a weak peak with no other peaks related to bulk MoS2, which
suggests the exfoliated MoS2 has nanosheets.

The diffraction peak at 14.8° and 40.0° can be assigned to (002) and (103). The
XRD pattern of ZnO shows strong diffraction peaks at 32.3°, 34.8°, 36.7° and 44.0°
corresponding to (100), (002), (101) and (102) planes of hexagonal wurtzite struc-
ture of ZnO [14]. Moreover, the broad diffraction peaks indicate the ZnO product
comprised of ZnO nano particles with small size [15]. Scherrer’s formula is used to
find out the average diameter (d) of ZnO particles. The Scherrer’s formula is given
below [16]
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Fig. 9.1 XRDof synthesizedMoS2 nanosheets, ZnO nanoparticles and ZnO/MoS2 nanocomposite

d = Kλ

β cos θ

where λ (1.54 Å) is the wavelength of X-ray, K (0.89) is a shape factor, β is the full
width at half maximum (FWHM) of diffraction peak and θ is the Bragg angle. The
average diameter of ZnO particles is 19.3 nm. Figure 9.1 also shows the XRD pattern
of ZnO/MoS2 nanocomposite. A slight shift has been observed in diffraction peak
of MoS2 in nanocomposite but no change has been observed in diffraction peaks
of ZnO nanoparticles. The XRD pattern of nanocomposite consists distinct lattice
planes corresponding to MoS2 nanosheets, and ZnO nanoparticles clearly reveal the
existence of individual components of MoS2 and ZnO in nanocomposite.

The UV-Vis spectra of synthesized ZnO nanoparticles, and ZnO/MoS2 nanocom-
posites are shown in Fig. 9.2. In ZnO, nanoparticles mainly absorption occurs below
500 nm with absorption peak at 357.8 nm. MoS2 can absorb the visible region of
light due to its narrow-band gap. Therefore, the incorporation of MoS2 nanosheets in
ZnO nanoparticles increases the absorption of light from ultraviolet to visible region.
Tauc plots for direct band gap of UV-V is spectra are shown in the inset of Fig. 9.2.
Tauc plots clearly indicate that incorporation ofMoS2 nanosheets decreases the band
gap of ZnO from 3.2 eV to 3.0 eV. The ZnO/MoS2 nanocomposite could facilitate
towards a good photocatalysts because the absorbance of ZnO/MoS2 nanocomposite
is larger than that of ZnO nanoparticles over the total UV-Visible region, and also
the band gap of ZnO/MoS2 nanocomposite is lower than that of ZnO nanoparticles.

9.5 Conclusions

In summary, in this work, we have successfully synthesized ZnO/MoS2 nanocom-
posite. Liquid exfoliation is used to synthesize the nanosheets of MoS2, and sol gel
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Fig. 9.2 UV-V is spectra of synthesized ZnO nanoparticles and ZnO/MoS2 nanocomposite. Inset
shows the Tauc plot of synthesized ZnO nanoparticles and ZnO/MoS2 nanocomposite

method is used for synthesis of ZnO nanoparticles. The average size of ZnO nanopar-
ticles is 19.3 nm. The presence of distinct diffraction planes of MoS2 and ZnO in
XRDpattern of ZnO/MoS2 nanocomposite clearly reveals the existence of individual
components of MoS2 and ZnO. The UV-V is spectra of ZnO/MoS2 nanocomposite
and shows the enhancement in absorption in entire UV-V and is region compare to
that of ZnOnanoparticles. Therefore, ZnO/MoS2 nanocomposite have great potential
for photocatalyst.
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Chapter 10
Effect of Different Ablation Time
of ns-pulsed Laser on the Synthesis
of Silver Nanoparticles in Liquid

Prahalad Prasad Paroha, Gaurav Kumar Yogesh, Birendra Singh,
Kamlesh Yadav, and Anurag Tewari

Abstract In the present report, we have studied the effect of nanosecond pulsed
laser irradiation time on the particle abundance, morphology, and optical properties
of silver nanoparticles (Ag-NPs). High-resolution transmission electron microscopy,
selected area diffraction pattern, and UV-visible absorption spectroscopy were used
to characterize morphological, structural, and optical properties of the Ag-NPs. The
prolonged laser irradiation above 60 min demonstrates the melting and diffusion-
induced aggregation of Ag-NPs. The statistical evaluation of various particles
under different irradiation durations reveals uniform and monodispersed particle
distribution for only 60 min of ablation duration.

10.1 Introduction

The recent surge in the intensive investigation to obtain colloidal noblemetal nanopar-
ticles (NPs) arises due to the size-dependent optical, electrical, and physicochemical
properties caused by the high surface-to-volume ratio [1, 2]. The red or yellow color
indicates colloidal gold and Ag-NPs, observed by the naked eye even at pico-molar
concentration, resulting from absorption and scattering of light through these gold
and Ag-NPs [3]. Ag-NPs are widely explored in various areas such as optoelec-
tronic, biological labeling, surface-enhanced Raman spectroscopy, clad-modified
optical fiber sensors, antibacterial, and photocatalysis [2, 4–8]. Different chemical
processes, including biological synthesis, ultrasonic treatment, microwave-assisted
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techniques, and solvothermal, have been explored in the last two decades [1, 5, 9].
Previously, several researchers employed the naturally occurring biological extract,
micro-organisms such as bacteria, fungus, andCurcuma longa tuber powder as reduc-
tants and as surfactant molecules for producing Ag-NPs [1, 5, 7, 10]. A typical chem-
ical method reduces silver salts under borohydride (strong reductants) and sodium
citrate (weak reductants). The reductants usually show less control over the particle
size distribution, such as borohydride results in smaller particle sizes but fail to
increase the particle as expected. In comparison, sodium citrate demonstrates the
converse effects as borohydride. Thus, a facile and green method is needed to obtain
controlled growth, stable with unique functional properties colloidal nanoparticles.

Apart from the chemical methods, the physical method widely used for synthe-
sizing Ag-NPs is pulsed laser ablation of solid or metal salt in solution [11]. The
pulsed laser ablation in liquid (PLAL) is a well-known green, inexpensive, and facile
physical method for fabricating ultrapure colloidal Ag-NPs [4, 12, 13]. Initially,
the Ag-NPs were prepared by the laser ablating the solid target with/without a
surfactant-containing solution. Later, pulsed laser ablation of silver salts in solu-
tion was used to generate Ag-NPs [4]. Although PLAL is regarded as easy and
green technique. However, it also demonstrates uncontrollable growth, a significant
amount of polydispersity in shape and size, etc. [11]. The recent investigation reveals
that optmized laser irradiation parameters (ablation duration, solvent and laser wave-
length) can effectively control the resizing and reshaping Ag-NPs through melting
and fragmentation process .

This work aims to study the formation and resize Ag-NPs under the different laser
irradiation duration of silver salt in the presence of surfactant. The dependence of
particle growth and resizing was studied for different ablation durations of the silver
salt aqueous solution under a constant surfactant solution.

10.2 Experiments

In the current studies, commercially available silver nitrate and sodium dodecyl
sulfate SDS (AgNO3, NaC12H25SO4, Alfa Aesar, and spectrum India) were used
without further purification in this study. 0.1 M (5 ml water) of SDS was mixed with
0.01M (50mlwater) of silver nitrate to obtain a standard silver nitrate solution. Then,
the silver nitrate solutionwas irradiated by anns-pulsed laser. The silver nanoparticles
were synthesized using Nd: YAG pulsed laser (Quanta Ray Spectra-Physics 230-10).
The laser was operated at 1064 nmwavelength, pulse duration of 10 ns, and repetition
rate of 10 Hz with constant output energy at 500 mJ of unfocussed beam calculated
at the wall of the glass beaker. Four different samples were prepared at continuous
energy (500 mJ) with 20, 40, 60, and 80 minutes of ablation duration of the same
samples.
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10.3 Characterization

The optical absorption spectra of colloidal Ag-NPs were recorded using a double
beam spectrometer (JASCO, Model: V-670) from 200 to 700 nm. High-resolution
transmission electron microscopic (HRTEM) (JEOL 2010, Model: JSM, 200 kV)
analysis of colloidal CNPs was recorded for evaluating the average particles sizes.
A few drops of colloidal CNPs were placed on the carbon-coated copper grid and
allowed to evaporate at room temperature before analysis. The average particle size
of Ag-NPs is estimated by evaluating various particles using ImageJ software.

10.4 Result and Discussion

Figure 10.1 shows the experimental schematic diagram of PLAL technique for the
synthesized Ag-NPs. The inset of Fig. 10.1 shows the digital snapshot image of
colloidal Ag-NPs under different ablation duration (0, 20, 40, 60, and 80 min). After
the 20 min of laser ablation, the color of ablating silver nitrate solution transformed
into the brownish-yellows, which confirms the formation of Ag-NPs. As further
laser ablation progress, the intensity of colloidal Ag-NPs increases, which could
arise to increase Ag-NPs concentration in colloidal solution (Fig. 10.1). Figure 10.2
demonstrates theHRTEM images ofAg-NPs synthesized under the different ablation
duration. The morphological studies of as-synthesized Ag-NPs reveals the formation
of uniform and monodispersed silver particles in the first 20 nm of laser ablation.
In the next 40, 60, and 80 min of laser ablation, aggregation and transformation of
Ag-NPs were observed. It is also evident from the HRTEM images that the Ag-NPs

Fig. 10.1 Snapshot image of colloidal Ag-NPs synthesized by pulsed laser ablation in liquid
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Fig. 10.2 HRTEM images of Ag-NPs synthesized under the different pulsed laser ablation duration
a 20 min, b 40 min, c 60 min, and d 80 min

get aggregated through themelting and fusion of smaller size particles. The statistical
evaluation of various particles reveals the average particle size is found to be around
2.5, 8.4, 7.3, and 11.7 nm, respectively. Thus, it was observed that an increased
ablation duration increased in average particle size. However, for 40 of laser ablation
duration, the average particle size of Ag-NPs is slightly higher than 60 min, except
for the broad particle size distribution.While the Ag-NPs are under the 20 and 60min
ablation duration, the particle distribution is highly monodispersed and uniform. At
the end of 80 min of ablation, the aggregated particles significantly increased. The
selected area diffraction (SAED) pattern analysis of as-synthesized Ag-NPs reveals
diffused ring that corresponds to the mixed amorphous or polycrystalline crystal
structure (Fig. 10.4a–d) [10, 14]. The measured distance between the two reflection
points in each SAED pattern is found to be around 0.75–0.80 nm−1, which is close
to the lattice spacing of 0.23 nm of the FCC crystal structure of Ag-NPs [10]. At the
same time, the lattice spacing (0.25± 0.02 nm)was estimated from the SAEDpattern
displays a slightly larger than 17% (Table 10.1). In general, several researchers were
also observed the expansion and contraction of lattice spacing in various kinds of
nanostructure materials (Fig. 10.3).

Figure 10.5a shows the absorbance spectra of Ag-NPs for different ablation dura-
tion. It is noted that the intensity of absorbance gradually increases as the ablation
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Table 10.1 SAED pattern analysis of Ag-NPs

20 Min 40 Min 60 Min 80 Min

2R ring diameter (nm−1) 7.5 8.0 8.0 7.4

Interplanar spacing (nm) 0.26 0.25 0.25 0.27

Fig. 10.3 Statistical evaluation of Ag-NPs synthesized under the different pulsed laser ablation
duration a 20 min, b 40 min, c 60 min, and d 80 min

duration increases. The appearance of the single peak positioned at 410 nm corre-
sponds to the longitudinal plasmon resonance indicated the nearly spherical shape
of Ag-NPs [15, 16]. In the case of the non-spherical (ellipsoidal) nanoparticles, two
peaks exist instead of a single peak [15]. The laser irradiation can effectively change
the morphology of the nanoparticles, but such a thing does not appear in the UV
absorption spectra. After the laser irradiation for 20, 40, 60, and 80 min, no such
shift occurs absorbance band is observed. Thus, it indicated that the morphology of
the nanoparticles had remained the same in all cases. The peak enhancement in the
longitudinal direction supports the change in particles size with the increase in the
irradiation time unless the dielectric constant of the media is kept constant. In PLA,
the light is mainly scattered on the surface of the particles; therefore, the surface
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Fig. 10.4 SAED. Pattern analysis of Ag-NPs synthesized under different ablation durations

Fig. 10.5 a UV-Vis absorption spectra, b direct and indirect band of Ag-NPs synthesized at 20,
40, 60, and 80 min of laser ablation duration

plasmon frequency of the free electron oscillation is shifted from the UV region to
the visible region of the spectrum. The plasmon frequency of nanoparticles is in the
visible part only for the three metals Au, Ag, and Cu nanoparticles; for others, it
shifts to the UV regions [17].
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Figure 10.5b demonstrated Ag-NPs direct optical band gap, obtained from extrap-
olating the Tauc plot. The absorption coefficient of absorbance spectra is related to
the optical band gap that has been calculated by using the relation

αhν = A
(
hυ − Eg

)1/2

where α is the absorption coefficient, hυ is the photon energy, h is the plank constant,
and Eg is the direct optical band gap of Ag-NPs. Figure 5b shows the variation of
(αhν)2 with the photon energy hυ. The linear region of the curve was extrapolated
at the energy axis to determine the band gap of Ag-NPs. The observed band gap
of Ag-NPs is around 2.09 to 2.44 eV, which is concurrent with previously reported
results [18].

10.5 Ag-NPs Formation in Solution

Over the decades, several researchers proposed the mechanism for forming Ag-
NPs under the pulsed laser irradiation of silver salt in water [19, 20]. Figure 10.6
demonstrates the formation and transformation of Ag-NPs under the ns-pulsed laser
ablation. The effect of ablation duration shows that the basic Ag-NPs formation

Fig. 10.6 Schematic diagramof formation and transformation ofAg-NPs under nanosecond pulsed
laser
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process proceeds sequentially. The dynamic formation mechanism of Ag-NPs under
the PLALmethod comprises of three stages (I) generation of silver plume consisting
of silver atoms, (II) embryonic silver nuclei growth under the plasma plume, and (III)
supply of silver atoms through diffusion along with capping of Ag-NPs surfactant
[21]. The SDS surfactant covering over the Ag-NPs avoids the re-aggregation Ag-
NPs. The neutral silver atoms were formed by absorbing the solvated electron and
hydrogen radical ions during reducing silver ions. [19]. The photolysis of water
molecules via the multiphoton absorption process had such solvated electron and
hydrogen radicals. The absorbed energy (7 eV) exceeds the 6.7 eV due to water’s
photodecomposition into solvated e−

aq, OHaq, and Haq radical [22, 23]. These radical
species are much shorter in their lifetime. However, these species can quickly reduce
the silver ions into their zero valence state through the following scheme.

Ag+ + e−
aq → Ag0

Ag+ + H· → Ag0 + H+

The silver nuclei absorb the nearest neutral silver ions supplied by the silver salt’s
laser reduction. Further, the growth of Ag-NPs competes with termination steps
by absorbing SDS anions over the Ag-NPs [22]. Herein, the HRTEM micrograph
images also reveal melting and diffusion of nearest Ag-NPs once the ablation process
is inefficient to provide the continuous silver neutral atoms. Thus, the growth of silver
nanoparticles superseded the typical silver neutral absorption process, which later
proceeds through aggregation and silver nanoparticles.

10.6 Conclusion

This work sucessfully prepared Ag-NPs by nanosecond pulsed laser ablation in the
liquid (PLAL) technique. The influence of laser ablation duration on morphological
and optical properties has been thoroughly investigated. A typical laser ablation
duration directly affects particle formation and morphology. Herein, the observed
band gap of the materials shows the inverse relationship with the particle size.

Conflict of Interest There is no conflict of interest among the authors.
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Chapter 11
Investigation of Thermodynamical
and Electro-Optical Properties
of Nematic Liquid Crystals Dispersed
with Low wt% BaTiO3 Nanoparticles

U. B. Singh, Dheeraj Kumar Pandey, M. B. Pandey, and K. L. Pandey

Abstract Composite was prepared by dispersing barium titanate nanoparticles
(BaTiO3–NPs) into a multi-component liquid crystalline material having wide range
room temperature nematic phase. The thermodynamic and electro-optical proper-
ties of the composite sample were studied along with pristine materials. Effect of
BaTiO3–NPs dispersion on various display parameters of nematic liquid crystals,
namely threshold voltage and splay elastic constant have been observed. The host
liquid crystals have nematic ordering which supports alignment of BaTiO3–NPs
parallel to the liquid crystals director, which consequently improves electro-optical
parameters of the composite system.

11.1 Introduction

Liquid crystals (LCs) are fascinating organic materials being unique in their proper-
ties such as directional anisotropy like crystals and fluidity-like ordinary liquids [1,
2]. LC materials appeared as smart fluids for dispersion of nanostructures because
of its elastic-mediated interactions between the medium, and alien objects which
are dispersed into it. This elastic-mediated interaction facilitates self-assembly of
nanostructures along the director field of liquid crystals. This assembly of nanos-
tructures and LCs could be reoriented by external force for example: by applying
electric and magnetic fields. Hence, assembly and orientation of the nanostructures
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could be altered in LCs. Because of this extra-ordinary property, LCs nanostruc-
tures as composites emerge a multi-disciplinary field of research which has attracted
attention of scientist working in soft matter and nanoscience. On the other hand, LCs
nanostructures composites are also useful in electro-optic devices based on LCs.
In the last fifteen years, a tiny inclusion of carbon nanotubes [3], nanoparticles [4,
5], and quantum dots [6, 7] into LCs medium has been studied. Composite mate-
rials consisting of LCs dispersed with nanoparticles (NPs) have indeed attracted
considerable scientific and technological interest, mainly because the incorporation
of NPs enhances the electro-optical properties of the liquid crystals itself with ease
of alignment of composites [8–11]. There are studies in which inclusion of metal
NPs in LCs have changed the electro-optic response and other physical properties
of the host medium [12, 13]. There are some reports which show that inclusion
of ferroelectric NPs in LCs have changed the electro-optic response and alter the
surrounding molecular alignment [14, 15]. The suspension of ferroelectric NPs can
lead to enhancement of the orientational order of the LC medium due to the electro-
static interactions between the NPs and the LC molecules. Therefore, dispersions of
NPs having ferroelectric properties might improve physical parameters of LCswhich
could be used in electro-optic devices. On the other hand, assembly and reorientation
of ferroelectric NPs could be achieved in LC medium by applying external stim-
ulus, for example, electric field. In the present work, we have prepared a composite
by dispersing ferroelectric barium titanate (BaTiO3) NPs into a room temperature
nematic liquid crystalline material and studied the alignment of BaTiO3–NPs into
LCs medium. Further, we have investigated the thermodynamic and electro-optic
properties of the composite along with pristine LCs which is reported here.

11.2 Experimental Techniques

A multi-component nematic liquid crystalline material (MDA-02-3835) has been
procured from Merck, India. BaTiO3–NPs have been procured from Sigma-Aldrich
and are used without further treatment. The sizes of dispersed BaTiO3–NPs are less
than 50 nm. The composite is prepared by adding a small weight percentage of
BaTiO3–NPs (0.01%) in the nematic liquid crystalline materials. The composite is
stirred in the isotropic phase of host LCs at 55 °C by using a magnetic vibrator,
to get homogenous dispersions. Homogenous dispersion of BaTiO3–NPs in LCs
matrix and their alignment are examined under a polarized opticalmicroscope (POM)
with magnification (×200). The transition temperatures of the pure and dispersed
samples were determined with the help of differential scanning calorimeter (DSC)
of NETZSCH model DSC-200-F3-Maia. For electro-optic and dielectric measure-
ments, the pristine LCs and composite are filled in the cells by capillary action. The
cells have been made in the form of parallel plate capacitor using indium tin oxide
(ITO)-coated glass electrodes. The thickness of the used cell was 7.2 ± 0.2 μm. The
inner surfaces of cells have been coated with polymer and parallel rubbed for planar
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alignment with a pre-tilt angle of ~5° (made by Instec, USA). To measure the trans-
mission intensity, white light was passed through the cell, and intensity was recorded
by a photo-detector (made by Instec, USA), and corresponding photo-voltage was
measured with a six and half digit multi-meter of Agilent (model-34410A).

11.3 Results and Discussion

11.3.1 Thermodynamic and Optical Textures Studies

DSC thermogram showing heat flow with temperature for pristine NLC and
composite of BaTiO3–NPs is shown in Fig. 11.1. In order to get stabilized ther-
modynamic parameters, DSC was run at rate of 5.0 °C/min in the range 0–60 °C
for initial two cycles, and then, final thermograms were recorded with scan rate of
2.5 °C/min which is given in Fig. 11.1. Thermodynamic study suggests that clearing
temperature, which is nematic-to-isotropic transition temperature (TNI) is enhanced
in the case of composite because of the π–π and anisotropic interaction between
BaTiO3–NPs and host LC molecules. These interactions also improved the ordering
of the nematic phase in the case of composite. Homogenous dispersions of BaTiO3–
NPs in NLC matrix were examined under POM. In most parts of the textures, the
BaTiO3–NPs dispersed uniformly into LCs matrix; however, few agglomerations
were also seen. The optical textures under planar orientations of pure and composite
samples were shown in Fig. 11.2a, b, respectively.

Fig. 11.1 DSC thermograms of the pristine (curve 1; blue) and 0.01 wt % BaTiO3–NPs dispersed
(curve 2; green) NLCs in the heating and cooling cycles at the scan rate of 2.5 °C/min
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Fig. 11.2 Optical textures of pristine (a) and 0.01 wt % BaTiO3–NPs dispersed NLCs (b) under
crossed polarizer for planar anchoring of the samples at 30 °C

11.3.2 Electro-Optical Studies

The transmission–voltage (T–V) characteristics of the pristine NLCs and BaTiO3–
NPs dispersed system is carried out by applying an alternating voltage of 1 kHz with
varying amplitude across the planar anchored cells (the molecular directors aligned
parallel to the glass electrodes) and thereby measuring the intensity of transmitted
light by a photo diode. By recording transmission intensity with applied field, T–V
characteristics of the samples were drawn and shown in Fig. 11.3. Threshold voltage
was determined from the drawn T–V curves. These experiments were performed
at room temperature (30 °C). When the applied voltage was initially low, the LC
molecules lie in the plane of the cell substrate because of the anchoring conditions
and due to this bright state is obtained which corresponds to the maximum intensity

Fig. 11.3 Transmission–voltage (T–V) characteristic of the sample cell to the applied alternating
voltage of frequency 1 kHz. Curves 1 (blue) and 2 (green) are corresponding to the pristine and
0.01 wt% BaTiO3–NPs dispersed NLCs, respectively
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Table 11.1 Transition temperature (T IN in °C), threshold voltage (V th in V ), dielectric anisotropy
(�ε′), and splay elastic constant (K11 in pN) of pure NLCs and BaTiO3–NPs dispersed sample

Sample T IN V th �ε′ K11

NLCs pure 52.0 0.50 11.2 2.51

NLCs + 0.01 wt% BaTiO3–NPs 56.0 0.35 11.6 0.94

on T–V curves. This state continues from low voltages up to 0.50V for pure NLC and
0.35 V for 0.01% BaTiO3–NPs composite. On further increasing the amplitude of
applied voltage steadily, intensity of transmitted light reduces gradually, and finally,
minimum intensity was observed. Theminima of transmitted intensity are referred to
the dark state for respective samples which happens due to the electrical switching or
reorientation of LC molecules perpendicular to glass electrodes. This phenomenon
is called Fredericks transition which is independent of sample thickness. Threshold
voltage (V th) of LC molecules depends on splay elastic constant (K11) and dielectric
anisotropy (�ε′). It is always independent of the cell thickness and is expressed by
Mishra et al. [10]:

Vth = π

(
K11

ε0�ε′

) 1
2

(11.1)

Where E0 (=8.85 pF/m) is the permittivity of free space. From above equation, it can
be seen that squire of V th is proportional to the ratio of K11/�ε′. It is observed that
V th decreases significantly ~30% for BaTiO3–NPs dispersed sample. From Fig. 11.3,
it is apparent that steepness of the T–V curve is also improving for composite (see
Table 11.1) which is desirable for energy efficient devices and other application point
of view. This might be due to the proportionate decrease of splay elastic constant of
dispersed samples. According to Gorkunov andOsipov theory, the anisotropic nature
of BaTiO3–NPs in the matrix of nematic liquid crystalline molecules (spherical NPs
in the matrix of rod shaped LCs host) is responsible for the decrease of K11 [16].

11.4 Conclusions

The inclusion of small amount ofBaTiO3–NPs in the nematicmatrix of host increases
nematic-isotropic transition temperature and stabilizes nematic phase as evident from
thermodynamic and dielectric studies. It decreases threshold voltage required for
switching ofmolecules fromplanar (bright state) to homeotropic (dark state) configu-
ration.Aswell, the steepness ofT–Vcurves also improve for composite samplewhich
might be useful for new electro-optic and display devices. The nematic ordering of
hostmedium increased due to dispersion ofBaTiO3–NPswhich causes increasing the
nematic transition temperature of composite. The prepared composite is promising
for the future energy efficient display and electronic devices based on NPs and LCs.
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Chapter 12
Elastic and Mechanical Investigation
of High-temperature IrxRe1−x Alloys

Ajit Kumar Maddheshiya, Navneet Yadav, P. S. Yadav, and R. R. Yadav

Abstract The hexagonal structured inclusion material IrxRe1−x (0.1 ≤ × ≤ 0.7)
alloys are utilized in an on-orbit communication satellite. The higher-order elastic
constants at ambient temperature are used to explore the characteristics of high-
temperature alloys IrxRe1−x (0.1 ≤ × ≤ 0.7). The higher-order elastic constants
of the alloys are first determined using a Lennard–Jones potential model. Other
elastic moduli, elastic stiffness constants, and hardness parameters are computed at
ambient temperature for elastic and mechanical characterization using these other
elastic moduli. The obtained data is analysed in order to explore more about the
properties of IrxRe1−x (0.1 ≤ × ≤ 0.7) alloys.

12.1 Introduction

The compelling demand of materials capable to sustained use at temperature greater
than about 1500 °C, there are challenging task for material scientists and engineers
to developed a high-temperature materials [1, 2]. High-temperature alloys paved the
way to overcome this difficulty. High temperature alloys have very high melting
point and exhibits improved resistance to oxidation at higher-temperature regime
[3]. These alloys are used to manufacture of flight-type rockets, turbine blades,
and other compounds of jet engine. Unfortunately, the materials which have higher
melting point are rapidly oxidized in the environments. Iridium (Ir) has very high
melting point (2454 °C), so it is themost promisingmaterials for applications in high-
temperature environments [4]. Since, iridium is quite expensive element compared
with other elements used in high-temperature applications. The incorporation of
rhenium (Re) into iridium-containing alloys overcome this difficulty because Re has
also higher melting point like Ir, but generally, Re is less expensive in comparison
to Ir. Iridium–rhenium (Ir–Re) alloys are very economic and used to make thruster
chamber in an on-orbit communication satellite.
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For any cast restoration to be successful, it must understand the fundamental
aspects such as mechanical deformation and structural stability of the materials.
The linear elastic properties of the materials can be understood with the knowl-
edge of second-order elastic constants (SOECs). In past few years, nondestructive
evaluation technique has been developed, which provides the important diagnostic
for microstructural properties as well as deformation processes in a material. Ir–Re
alloys have attracted great attention as a high-temperature structural material due to
its excellent hardness, superior high-temperature tensile and creep rupture strength
(up to 2000 °C), and good chemical and physical compatibility [4].

In present work, we have made the effort to explore the ultra-superior mechanical
properties for IrxRe1−x (0.1 ≤ × ≤ 0.7) alloys. For that, we have calculated the
higher-order elastic constants, elastic stiffness constants for chosen alloys at room
temperature. The related mechanical properties such as Young’s modulus (Y ), bulk
modulus (B), shearmodulus (G), Pugh’s ratio (B/G), Poisson’s ratio (σ ), and hardness
(HV ) are also evaluated and discussed for these alloys.

12.2 Computational Method

There are several ways to calculate the elastic constant of a condensed material. In
this first-principles method based on density functional theory (DFT) in generalized
gradient approximation (GGA), GW, and quasi-harmonic approximation (QHA) are
mainly used to calculate elastic constants. In these DFT theories, there are many
approximations for estimating higher-order elastic constants. The interaction poten-
tial model approach is also one of the most well established theories for determining
higher-order elastic constants formaterialswith hexagonal closed packing (HCP) and
hexagonal wurtzite structure [6]. In this work, interaction potential model approach
has been used for calculation of higher-order elastic constants. The formulations of
higher-order elastic constants have been obtained by the second- or third-order strain
derivative of elastic energy density.

A generalized definition of nth order elastic constant is the partial derivatives
of the thermodynamic potential of the medium subjected to finite deformation and
mathematically given by following expression as [5]:

Ci jklmn... = ∂n F

∂ηi j∂ηkl∂ηmn · · · (12.1)

where F and ηi j represent free energy density and Lagrangian strain component
tensor, respectively. F can be expanded in terms of strain η using Taylor series
expansion as:

F =
∞∑

n=0

Fn =
∞∑

n=0

1

n!
(

∂n F

∂ηi j∂ηkl∂ηmn · · ·
)

ηi jηklηmn · · · (12.2)



12 Elastic and Mechanical Investigation of High-temperature … 101

Thus, the free energy density up to cubic term is written as:

F2 + F3 = 1

2!Ci jklηi jηkl + 1

3!Ci jklmnηi jηklηmn (12.3)

For HCP material, the basis vectors are a1 = a
(√

3
2 , 1

2 , 0
)
, a2 = a(0, 1, 0) and

a3 = a(0, 0, c) in Cartesian system axes. Here, a and c are the unit cell parameter.
The unit cell of HCP material consists of two nonequivalent atoms: six atoms in
basal plane and three-three atoms above and below the basal plane. Thus, both first
and second neighbourhood consists of six atoms. The r1 = a(0, 0, 0) and r2 =(

a
2
√
3
, a
2 ,

c
2

)
are the position vectors of these two type of atoms.

The potential energy per unit cell up to second nearest neighbour is written as
follows:

U2 +U3 =
6∑

I=1

U (rI ) +
6∑

J=1

U (rJ ) (12.4)

where I refers to atoms in the basal plane and J refers to atoms above and below the
basal plane.

The energy density is considered to be function of Lennard–Jones potential (many
body interactions potential) and given as [9, 10]:

φ(r) = − a0
rm

+ b0
rn

(12.5)

where a0 and b0 are constants, m and n are integers, and r is the distance between
atoms. The interaction considered up to second nearest neighbours. Developing the
interaction potential model leads to calculate six SOECs of the HCP material and
can be written as the following set of equations [7–10]:

C11 = 24.1p4C ′ C12 = 5.918p4C ′

C13 = 1.925p6C ′ C33 = 3.464p8C ′

C44 = 2.309p4C ′ C66 = 9.851p4C ′

⎫
⎬

⎭ (12.6)

where p = c/a: axial ratio; C ′ = χ a/p5. In present study, we have expanded
the theory for theoretical computation of parameter χ. The potential energy can
be expanded in the powers of changes in the squares of distances. The expansion up
to cubic term can be written as:

φ = φ0 + ψ

2∑

i=1

[
� r2i

]2 + χ

2∑

i=1

[
� r2i

]3
(12.7)
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According to the (12.7), χ can be written as:

χ = 1

2!
[
d2φ(r)

d(r2)2

]
(12.8)

By solving (12.7) and (12.8) for hexagonal structured materials, we have:

χ = (1/8)[{nb0 (n − m)}/{ an+4}] (12.9)

The χ can be calculated using (12.9) and appropriate values of m, n, and b0.
Since our potential model takes very few data (lattice parameter) as initial, avoids
approximations as required in first-principles calculations and gives good results of
higher-order elastic constants, hence it is better than the other model.

Calculation of bulkmodulus (B) and shear modulus (G) has been done usingVoigt
and Reuss’s approaches [11, 12]. Young’s modulus (Y ) and Poisson’s ratio (σ ) are
determined using the values of B and G [13, 14]. The following expressions (12.10)
have been used for the calculation of Y, B, G, and σ .

M = C11 + C12 + 2C33 − 4C13; C2 = (C11 + C12)C33 − 4C13 + C2
13;

BR = C2

M ; BV = 2(C11+C12)+4C13+C33
9 ;

GV = M+12(C44+C66)

30 ; GR = 5C2C44C66
2[3BVC44C66+C2(C44C66)] ;

Y = 9GB
G+3B ; B = BV +BR

2 ; G = GV +GR
2 ; σ = 3B−2G

2(3B+G)

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(12.10)

12.3 Results and Discussion

The unit cell parameter (a) and axial ratio (p) for the IrxRe1−x (0.1 ≤ × ≤ 0.7)
alloys at room temperature is taken from literature [3]. The calculated values of
Lennard–Jones parameter (b0) for the IrxRe1−x (0.1 ≤ × ≤ 0.7) alloys evaluated
under equilibrium condition is 4.93 × 10–65 erg-cm7. The values of m, n are m = 6,
n = 7 for these alloys. The calculated values of SOCEs for IrxRe1−x (0.1 ≤ × ≤ 0.7)
alloys at room temperature are presented in Table 12.1.

The SOECs are also well connected with the material’s hardness, compressibility,
ductility, brittleness, toughness, and bonding nature. Table 12.1 indicates that among
these IrxRe1−x alloys, Ir0.7Re0.3 when compared to other alloys in the same group,
it had the greatest elastic constant value, indicating superior mechanical perfor-
mance.Clearly, thefive independent elastic constantsmustmeet thewell-knownBorn
stability criterion for a stable hexagonal structure. [13, 14], i.e.C11 – |C12| > 0, (C11 +
C12) C33 – 2C2

13 > 0 and C44 > 0. It is obvious from Table 12.1, all these compounds
are mechanically stable because all the values of elastic constants are positive and
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Table 12.1 SOEC (in 1010Nm−2) for IrxRe1−x (0.1 ≤ × ≤ 0.7) alloys

Elastic constants Ir0.7Re0.3 Ir0.6Re0.4 Ir0.5Re0.5 Ir0.4Re0.6 Ir0.3Re0.7 Ir0.2Re0.8 Ir0.1Re0.9

C11 698.7 666.1 672.6 661.3 651.0 642.0 637.9

C12 171.5 163.5 165.1 162.4 159.8 157.6 156.6

C13 143.7 134.1 135.8 133.2 131.6 130.6 131.2

C33 666.4 608.9 617.9 604.5 599.6 598.7 608.4

C44 172.4 160.9 162.9 159.7 157.9 156.6 157.4

C66 274.0 261.2 263.7 259.3 255.3 251.7 250.1

satisfy the Born’s mechanical stability constraints. The SOECs of IrxRe1−x have not
been compared due to lack of data in literature.

The elastic stiffness of the materials determines the response of the crystal to an
externally applied strain (or stress) and provides information about the structural and
mechanical stability. The elastic constants C11 and C33 represent stiffness against
principal strains. The stiffness of the material is the display of the resistance against
uniaxial tensions and determine by Young’s modulus [6, 13]. Similarly, the bulk
modulus relates to strain response of a crystal to hydrostatic stress. It involves change
in volume without change of shape. On the other hand, the shear modulus describes
the strain response of a body to torsional shear or stress, involving change of shape
without change in volume. The values of Young’s modulus (Y ), shear modulus (G),
and bulk modulus (B) for IrxRe1−x (0.1 ≤ × ≤ 0.7) alloys at room temperature are
computed using (12.9) and presented in Table 12.2.

Young’s, shear, and bulk moduli of all alloys are found smaller than those of
Ir0.7Re0.3 (Table 12.2). Thus, all the alloys comprise little stiffness and bonding with
respect to Ir0.7Re0.3. Pugh’s ratio (B/G) and Poisson’s ratio (σ ) define brittleness and
ductility of a solid. A solid is usually brittle in nature with σ ≤ 0.26 and B/G ≤ 1.75;
otherwise it is ductile in nature [6, 14]. In our evaluation, it is clear from Fig. 12.1 the
low values of Poisson’s and Pugh’s ratio with respect to their critical values indicate
that all the chosen alloys have brittle in nature at room temperature.

The hardness of HCP structured material can be obtained by the relation Hv =
2(k2G)0.585 − 3. It is obvious from Fig. 12.2, the value of hardness constant (HV )
of Ir0.7Re0.3 is higher in magnitude in comparison with other alloys of same group.
Thus, Ir0.7Re0.3 is comparatively harder material in compression to other IrxRe1−x

alloys at room temperature.
Therefore, all the mechanical behaviour of a material can be described with help

of the knowledge of these elastic moduli.

12.4 Conclusions

The theory based on Lennard–Jones potential model for the calculation second-
order elastic constants is supported for IrxRe1−x (0.1 ≤ × ≤ 0.7) alloys. At ambient
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Fig. 12.1 Variation of Pugh’s and Poisson’s ratio with various alloys composition

Fig. 12.2 Variation of hardness with various alloys composition

temperature, Ir0.7Re0.3 showsbettermechanical properties than that of IrxRe1−x alloys
due to lager values of stiffness and elastic constants for Ir0.7Re0.3. These compounds
have higher value of brittleness and hardness. The study may be fruitful for the
online characterization and processing of these alloys. These findings will provide
a base for further investigation of crucial thermophysical properties in the field of
high-temperature alloys.
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Chapter 13
Comparative Study of Photocatalytic
Activity of ZnS and CuS Nanoparticles
for Dye Degradation Under Visible Light
Irradiation

Pooja Dwivedi and Pratima Chauhan

Abstract As we all know that sun is the naturally abundant source of energy. Using
this environment friendly source for energy production and harmful waste remedia-
tion has been an intensive area of research. In this research article, we have synthe-
sized the ZnS and CuS nanoparticles (NPs). These samples were characterized using
various analytical techniques to confirm the formation and study their morphology,
structure, and bandgap. The average crystallite size of ZnS and CuS NPs was found
to be in range of 2–4 nm and 8–10 nm, respectively. The photocatalytic activity has
been investigated for their dye degradation potential under visible light irradiation.

13.1 Introduction

Metal sulfides (MSs) are promising semiconductorwithmultiple uses in several fields
due to their properties such as a tunable narrow optical bandgap (absorption in the
infrared region), fluorescence, and magnetic, structural, and thermal stability at the
nanometric scale [1–5]. Among various metal sulfides, ZnS and CuS are important
class of photocatalysts due to their unique physical and chemical properties. ZnS is
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an important II–VI class of semiconductor having theoretically superior properties
than TiO2 as a photocatalyst [6, 7]. CuS NPs have attracted great interest due to its
versatile properties and applications. The stoichiometry of CuS varies from Cu2S at
the copper-rich side to CuS2 at the copper-deficient side. The covellite CuS is one of
themost intensively studied copper sulfides due to its exceptional physical and chem-
ical properties and its potential applications inmany fields such as photocatalysis [8].
The potentially effective and eco-friendly approach is utilization of naturally abun-
dant solar energy for wastewater treatment, energy production, air purification, and
hazardous waste remediation, which have attracted much attention of researchers.
Dye (is a colored substance that imparts permanent stain which is not removable by
washing with water or detergent) is one of those substances that pollute our environ-
ment and make it toxic. The dyes are being used in several industries such as leather,
paints, textile, cosmetics, plastic, food, and rubber. [9, 10]. The presence of such dye
in water reduces the transmission of light through it and thus affects aquatic lives
[11]. Even a small quantity of dye in water can pollute it to be toxic. Therefore, the
removal of dye fromwaste water is important for environments. Photocatalysis plays
a crucial role in water purification. The process of photocatalysis mainly involves
the production of electron–hole pairs by irradiation of light with suitable energy of a
semiconductor material. The performance of photocatalytic degradation of toxic dye
in presence of photoactive materials depends on various factors like the amount of
catalyst, surface area, number of production of electron–hole pair, and their recom-
bination time [12, 13]. Various metal sulfides have been investigated and reported as
photoactive catalysts for various dye degradation. In this article, we have synthesized
the ZnS and CuS NPs and investigated their photocatalytic activities for methylene
blue (MB) dye degradation under visible light irradiation. A comparative study has
been done for their photocatalytic performance.

13.2 Experimental Techniques

ZnS and CuS NPs were synthesized by chemical co-precipitation method which is a
cost-effective method. For synthesis of CuS NPs, an appropriate amount (10 mmol)
of [Cu(NO3)23H2O] was dissolved in 100 mL of double distilled water (solution 1),
and solutionwas ultrasonicated for 30min; Sodium sulfide (15mmol) was separately
dissolved in another 100 mL of DI water (solution 2) and ultrasonicated for 30 min.
Appropriate amount of CTAB (1 mmol) was mixed into solution 1. Solution 2 is then
added drop wise into solution1 under vigorous magnetic stirring. The mixture was
stirred continuously for 3 h. The resulting solution was left for 24 h and allowed to
settle down. CuSNPs (black precipitate) were taken out after centrifuge. The product
was washed several times with distilled water and ethanol to remove impurities
and loosely bonded ions and then filtered. The filtered sample was dried at room
temperature. For synthesis of ZnS NPs, we have followed the same stated procedure
by replacing the copper nitrate with zinc acetate [Zn(CH3COO)22H2O]. Finally, we
obtainedZnS (white precipitate)NPs after centrifugation. Thus, the obtainedmaterial
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was finally used for further characterization and their application as catalyst for MB
dye degradation.

13.3 Characterizations

To obtain the crystallographic information of synthesized sample, XRD spectra were
recorded, using a Rigakusmart laboratory X-ray diffractometer with monochroma-
tized Cu Kα radiation (λ = 1.543 Å) were used as an X-ray source and operated
at 40 kV and 30 mA. Diffraction pattern was recorded over the 2θ range of 15°
to 80°. UV–Vis absorption spectra were recorded by Avaspec Avantes fiber optic
spectrometer. Spectral range from 180 to 350 nmwas used for UV–Vismeasurement.

13.4 Dye Degradation Experiments

Methylene blue (MB, Sigma-Aldrich) dye was chosen as a test pollutant in the
aqueous solution. MB (also known as methylthioninium chloride), a cationic dye,
is a chemical compound. The molecular formula of MB dye is C16H18N3ClS. The
chemical structure of MB dye has shown in Fig. 13.1a. The dye solution was made
in distilled water as shown in Fig. 13.1b.

Wehave conducted the photocatalysis reaction using a custom-built photocatalytic
reactor. The photocatalytic reactor consisted of a light source, reaction container,
and magnetic stirrer. The aqueous solution of MB dye mixed with photocatalysts
is exposed to visible light. A halogen lamp of 500 W was used as a visible light
source. During experiments, the reaction container was placed on a magnetic stirrer
for proper mixing of the catalyst with dye. The distance between the light source and
reaction container was approximately 50 cm. 20 mg of catalysts was used in 50 ml

Fig. 13.1 a Chemical structure and b aqueous solution of MB dye
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of 30 ppm MB dye solution. The reaction mixture was stirred for 10 min in the dark
before being subjected to light irradiation for the reaction to occur. 5 mL of solution
was taken out from the suspension at a certain interval of time and centrifuged to
separate the catalyst.

The degradation of dyewasmonitored by analyzing theUV–visible spectra of dye.
The UV–visible absorption spectrumwas recorded in the range of 325–800 nm using
Avaspec Avantes fiber optic spectrophotometer. The percentage of dye degraded has
been calculated using the formula.

D(%) = A0 − At

A0
∗ 100 = C0 − Ct

C0
∗ 100 (13.1)

where A0, At , C0, and Ct are the absorbance values and concentrations of MB at time
0 and t, respectively; t is the irradiation time in seconds.

The rate constant of catalysts for MB dye degradation has been calculated using
a pseudo-first-order equation as follows:

ln(C0/Ct ) = kt (13.2)

where k is the apparent rate constant (k(app), min−1) for photocatalytic dye degrada-
tion. The slope of linear fitting of ln(C0/Ct ) versus irradiation time provides the rate
constant.

13.5 Results and Discussions

13.5.1 X-Ray Diffraction (XRD) Pattern Analysis

TheXRD patterns of ZnS and CuSNPs are shown in Fig. 13.2. The strong diffraction
peaks appeared around 28°, 47°, and 56° correspond to (111), (220), and (311) planes,
respectively, of cubic phase of ZnS (JCPDSno-050,566). ForCuS sample, the intense
peaks appeared around 2θ = 27°, 29°, 31°, 47°, and 59° correspond to (101), (102),
(103), (107), and (203) planes, respectively, and matched well with the hexagonal
phase of CuS (JCPDS no-060,464).

No impurity peaks (peaks corresponding to CuO and ZnO) were found in the
XRD pattern of the synthesized samples. This confirms the formation of ZnS and
CuS NPs. The broad diffraction peaks present in XRD pattern of ZnS NPs reflect the
small crystallite size of ZnS NPs. The peaks of CuS were relatively narrower than
the peaks of ZnS, which results the larger crystallite size of CuS NPs.

The crystallite size was determined by the well-known Scherrer formula [14]:
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Fig. 13.2 XRD pattern of pure ZnS and CuS NPs

D = (Kλ)

(β cos θ)
(13.3)

whereK is shape factor having value 0.90,D is the crystallite size, λ is thewavelength
of radiation (1.543 Å) used in X-ray diffraction, θ is the Bragg angle, and β is the full
width at half maximum (FWHM) measured in radian. The average crystallite size as
estimated is lying in the range 2–4 nm for ZnS and 8–10 nm for CuS nanoparticles.

13.5.2 UV–Visible Spectra Analysis

The UV–visible spectra of synthesized NPs have shown in Fig. 13.3. In crystalline
and amorphous materials, the absorption coefficient (α) depends upon the incident

Fig. 13.3 a UV–Vis spectra and b Tauc plot of synthesized ZnS and CuS nanoparticles
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photon energy and expressed by the following relation [15].

αhν = A
(
hν − Eg

)n
(13.4)

where A is energy independent constant, Eg is the energy bandgap of material and
exponent ‘n’ depends on the type of transition. As ZnS and CuS have direct allowed
transition, therefore n = 1/2.

Bandgap of synthesized nanoparticles was calculated by Tauc plot method. From
the slope of the plot, we have calculated the bandgap 3.9 eV, and 2.2 eV for ZnS and
CuS NPs, respectively.

13.5.3 Dye Degradation

The absorbance spectra during the photocatalytic degradation ofMB dye have shown
in Fig. 13.4. The intensity of the absorption peaks of MB dye has not significantly
decreased with increasing the irradiation time in absence of catalysts (Fig. 13.4a).
We have observed that with CuS NPs, the dye degraded more than with ZnS NPs.
Figure 13.4 (b and c) shows thedegradation efficiencyof the catalysts (ZnS,CuS)with
time. In 150 min, the dye degradation efficiency of ZnS and CuS samples has been
observed to 27.89 and 53.88, %, respectively. There are many factors like bandgap,
morphology, size, electron–hole pair generation, and their recombination time, etc.,
that affect the photocatalytic performance of materials toward the degradation of
pollutants [12, 13, 16].

The lowest degradation of MB dye with ZnS NPs is due to its large bandgap
(3.9 eV), corresponding to a wavelength less than 320 nm. Thus, a very small portion
of irradiated light could be absorbed by the catalyst (ZnS) to perform photodegrada-
tion. Due to the small bandgap of CuS NPs (2.2 eV), it has a strong affinity to absorb
light. Therefore, more light could be absorbed that generate more electron–hole pair
due to which we observed better photodegradation of MB dye.

Fig. 13.4 UV–visible absorbance ofMB dye as a function of exposure time with different catalysts
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13.5.4 PhotoDegradation Mechanism

The possiblemechanism for photodegradation ofMBdye pollutants can be explained
as follows. The photocatalytic reaction started when the suitable wavelength of light
incident on the semiconductor, electron–hole pair generates (13.5). Electron excited
from valance band to conduction band while the hole remains in the valence band
of the semiconductor. This electron and hole pair (e− + h+) undergo the subsequent
reduction and oxidation reactions with the reactants that get adsorbed on the surface
of the semiconductor. The electrons in conduction band react with the molecules of
oxygen and convert them to oxygen radicals (13.6). Meanwhile, the hole in valance
band reactswith the hydroxyl ions and produces hydroxyl radicals (13.7). Proton then
neutralizes the oxygen radicals (13.8) and further formation of H2O2 (13.9) takes
place. By reduction, the dissolved H2O2 decomposes and further generates more
hydroxyl radicals (13.10). These reactive species (O∗

2 and OH∗) (13.11 and 13.12)
initiate the degradation of dye into a nontoxic product. The key steps involved in the
photodegradation process of dye are summarized in the following equations:

catalyst + hv → e−
CB + h+

VB (13.5)

O2 + e−
CB → O∗−

2 (13.6)

H2O
(
H+ + OH−) + h+

VB → H+ + OH∗ (13.7)

O∗−
2 + H+ → HO∗

2 (13.8)

2HO∗
2 → H2O2 + O2 (13.9)

H2O2 + e− → 2OH∗ (13.10)

O∗
2 + dye → product (13.11)

OH∗ + dye → product (13.12)

The better photodegradation of MB dye in the case of CuS NPs is due to its better
absorption of light in visible region that allow to offered more photoinduced charge
carriers to participate in photodegradation of dye pollutants.
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13.6 Conclusion

In summary, we have successfully synthesized CuS and ZnS NPs. The synthesized
NPs have been successfully used as catalysts. The XRD pattern of ZnS and CuS
sample confirms the formation of respective nanoparticles. CuS NPs proved to have
a better photocatalytic response than ZnS NPs under visible light irradiation. This
behavior was expected due to their respective bandgap. Thus, the results prove
the promising prospect of the synthesized CuS/ZnS nanostructures as visible-light-
sensitive photocatalyst with high photocatalytic efficiency for large-scale practical
application in wastewater handling. Also, the effect of concentration CuS and ZnS
NPs may also have significant effect on its catalytic performance.
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Chapter 14
Microstructural Properties
of Palladium-Doped Tin Oxide Thick
Film

Ajaya Kumar Sharma, Ankit Kumar Vishwakarma, and Lallan Yadava

Abstract In the present study, we fabricate undoped and 1 wt% palladium (Pd)-
doped tin oxide (SnO2) films were deposited on alumina substrate using screen-
printing technology. The deposited film is characterized, and itsmicrostructural prop-
erties are studied usingX-ray diffraction (XRD) and atomic forcemicroscope (AFM).
XRD measurement reveals that the crystallite size was ~23.5 nm and ~19.2 nm for
undoped and Pd-doped SnO2 film, respectively. The morphology analysis shows that
grain size and roughness parameter reduce with Pd doping.

14.1 Introduction

Nanotechnology is a bright platform to provide a broad range of novel used and
advanced technology toward physical, sensing, chemical, and biological pharmaceu-
tical analysis [1–3]. The nanocrystalline metal oxide is an important multifunctional
material with various applications such as gas sensors, thin film, thick film, electro-
chemical sensor, solar cell, and photocatalytic [4, 5]. In the gas sensor devices, there
are various metal oxide materials, viz. SnO2, TiO2, ZnO, WO3, etc. SnO2 is one of
the most important semiconductor metal oxides synthesized by various technologies
such as the thermal evaporation method [6] screen printing [7], PVDmethod [8], etc.
SnO2 has an n-type semiconductorwith awide bandgap (3.6 eV) at room temperature
[9]. Several researchers developed SnO2-based thin or thick film and investigated the
structural, morphological, and sensing behavior [10–13]. In the present investigation,
we reported undoped and 1 wt% Pd-doped SnO2 thick film. Pd-doped SnO2 thick
films were deposited on alumina substrate using screen-printing technology. The
deposited films are characterized, and their microstructural properties were studied
using XRD and AFM. The crystallite size, grain size, and roughness were reduced
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Fig. 14.1 Flowchart of fabrication of SnO2

with Pd doping. The enhancement of crystallinity and roughness lead to improve
sensing behavior toward the ethanol gas.

14.2 Experimental

14.2.1 Fabrication of SnO2Thick Films

Undoped and 1 wt% Pd-doped SnO2 paste were prepared using ball mixing. The
fabrication steps of undoped and 1 wt% Pd-doped SnO2 thick film sensor are demon-
strated in Fig. 14.1. The detailed fabrication processwas previously reported byVish-
wakarma et al. [7]. The prepared past was pasted on a designed alumina substrate
(with finger electrode pattern and heater) to make a sensor. The fabricated gas sensor
using a thick film screen-printing process is shown in Fig. 14.2.

14.2.2 Characterization

The microstructural properties of the fabricated undoped and 1 wt% Pd-doped SnO2

filmswere studied using XRD andAFM.XRD pattern was obtained byD8-advanced
equipped with Cu Kα1 radiation with wavelength 0.15406 nm used as a source.
The surface morphology of the fabricated films was investigated using AFM. The
AFM image was recorded with digital instrument Nanoscope-IV, with Si3N4 100μm
cantilever, 0.58 N/m force constants in contact mode. The response of the fabricated
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Fig. 14.2 XRD pattern of undoped SnO2 and Pd-doped SnO2 thick film

Pd–SnO2 thick film sensor was measured with varying concentrations of ethanol gas
(0–5000 ppm) at 200 °C temperature.

14.3 Result and Discussion

14.3.1 XRD Analysis

The XRD pattern of undoped SnO2 and Pd-doped SnO2 thick films are shown in
Fig. 14.2. The intensity of the XRD pattern was increased with Pd doping and also
crystallite size was decreased from ~23.5 to ~19.2 nm. The crystallite size was
calculated using the Scherer formula [13–15].

D = k · λ
β · Cos θ

(14.1)

where D is the average size of crystallite assuming it to be K = shape factor and it is
~0.94, λ = 1.5418 Ȧ, β = full-width half maxima (FWHM) of diffraction peak, and
θ is the angle of diffraction. In the XRD peak at diffraction angle 2θ, ~25.58 for the
plane (101) the average crystallite size is ~23.5 nm for undoped SnO2 and ~19.2 nm
for 1 wt% Pd-doped SnO2.
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14.3.2 Surface Analysis

The surface morphology of the deposited sample was presented by AFM at room
temperature in non-contact mode. The roughness parameter and grain size of the
fabricated SnO2 film were studied using AFM. AFM data were plotted using
WSxM.5.0 develop-8.3 software. AFM 2D and 3D structure for undoped SnO2 and
1 wt% Pd–SnO2 structure are presented in Fig. 14.3. The average grain size and
roughness parameter have been obtained by statistical fitting of the distribution of
the Gaussian function. The histogram of the fabricated film was shown in Fig. 14.4.
We observed from Fig. 14.4 that the grain size of undoped SnO2 and Pd-doped SnO2

was ~64 nm and ~47 nm, respectively. The roughness parameter is reduced from
~18.33 nm to ~11.0 nm. Earlier, Srivastava et al. [5] reported the sensing mechanism
of the Pd–SnO2 sensor for LPG detection. They reported that the crystallite size of
SnO2 was a small change (1%) increased with Pd doping (0.25, 1 wt%) tin oxide;
however, in the present investigation, we found that 1 wt% Pd-doped SnO2 showed
a large reduction (43.8%) in crystallite size than undoped SnO2. The large reduction

Fig. 14.3 AFM 2-dimensional structures a for undoped SnO2, b 1 wt% Pd-doped SnO2 and 3-
dimensional structures, and c for undoped SnO2, d 1 wt% Pd-doped SnO2
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Fig. 14.4 AFM histogram structures for undoped SnO2, 1 wt% Pd-doped SnO2

Table 14.1 Crystallite size, grain size, roughness, response, and response/recovery time for
undoped and 1 wt% Pd-doped SnO2 thick film gas sensor

Sample Crystallite size (nm) Grain size (nm) Roughness (nm)

Undoped SnO2 23.5 64 18.33

Pd-doped SnO2 19.2 47 11.03

in crystallinity plays an efficient role in enhancing the sensing behavior of test gas
ethanol (Table 14.1).

14.4 Conclusion

Wefabricate twokinds of thickfilmsuch as undoped and1wt%palladium (Pd)-doped
tin oxide (SnO2) films. It was deposited on an alumina substrate using screen-printing
technology. The deposited film is characterized and its microstructural properties are
studied using X-ray diffraction (XRD) and atomic force microscope (AFM). XRD
measurement reveals that the crystallite sizewas ~23.5 nm and ~19.2 nm for undoped
and Pd-doped SnO2 film, respectively. The morphology analysis shows that grain
size and roughness parameter reduce with Pd doping. The microstructural properties
such as XRD and AFM are investigated. The maximum change in a reduction in the
crystallite size of SnO2 with Pd content has modified the surface of the Pd/ SnO2

structure.

Acknowledgements The authors are thankful to UGC-DAE CSR, Indore for providing XRD and
AFM measurements.
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Chapter 15
PVDF-Based Nanocomposite Polymer
Electrolyte for Enhancement in Stability
of Dye-Sensitized Solar Cells

Priyanka Chawla, Kumari Pooja, and Mridula Tripathi

Abstract Dye-sensitized solar cells (DSSCs) based on redox electrolyte solution
set the limitation and restriction on its fabrication. Moreover, when this redox elec-
trolyte comes in contact with photoanode causes its corrosion. The finding of ionic
conductivity in polymer material complex with salt has given a breakthrough in the
formation of DSSC devices. Polymer electrolytes, especially Polyvinylidene fluoride
(PVDF), have attained considerable interest due to its some exceptional properties
like thermal stability, chemical resistance, and excellent mechanical strength. In the
present work, dye-sensitized solar cell has been assembled using electrolyte system
composed of PVDF as host polymer, Ethylene Carbonate as plasticizer, LiI: I2 as
redox, and couple and graphite as filler; TiO2 modified with CuO photoanode in
order to provide inherent energy barrier and natural cocktail dye as sensitizer. The
obtained solar cell conversion efficiency was about 2.27% with using an irradiation
of 100 mW/cm2 at 25 °C.

15.1 Introduction

Dye-sensitized solar cells (DSSCs) are third generation solar cells based on dye
molecules which absorb light energy and convert into electrical energy. These cells
are gaining lot of attention due to their low cost and easy fabrication. The main
components of DSSCs are semiconductor electrode (TiO2, ZnO, or SnO2), counter
electrode (Pt or C), dye as sensitizers, and electrolyte as redox mediator [1, 2].
Scientists are doing lot of research on improving its components and optimization
so that efficiency comparable to silicon-based solar cell can be achieved.

The commonly used redox electrolyte used for DSSCs comprises iodide/triiodide
(I−/I3−) redox couple in an organic solvent. But it suffers from major drawback
as the organic solvent used leaks and vaporizes with time. Therefore, scientists
are focusing their attention in the solidification of electrolyte such as inorganic or
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organic hole conductors, ionic liquids, and polymer electrolyte. Various polymers
such as polyethylene oxide (PEO) and polyvinyl alcohol (PVA). are being employed
as electrolyte in DSSCs [3, 4]. In the present study, we have prepared polymer elec-
trolyte based on Polyvinylidene fluoride (PVDF)with graphite as filler to improve the
conductivity of the electrolyte. Polyvinylidene fluoride (PVDF) can be considered
as a suitable for forming polymer electrolyte as it has some exceptional proper-
ties like thermal stability, chemical resistance, excellent mechanical strength, and
photo-electrochemical stability under potential application [5, 6].

Generally synthetic dyes based on heavy metals have been employed as sensi-
tizers to achieve high efficiency. However, these dyes have expensive production and
complicated synthesis. Moreover, heavy metals used in their production causes envi-
ronmental pollution. Therefore use of environmental friendly dyes such as natural
dyes as photosensitizers in DSSC is gaining lot of attention. Natural pigments
containing carotenoids, chlorophyll, betalains, and flavonoids which are found in
various parts of plants such as vegetable, fruits, flowers, and leaves have been
successfully used as photosensitizer in DSSCs [7, 8].

The photoanode is another very important component of DSSCs and is generally
made up of nanocrystalline semiconductor. Generally TiO2 is widely used to make
photoanode as it is nontoxic, low cost, and widely available. But TiO2 suffers from
major drawback as it large band gap of 3.2 eV, so it can utilize only 6% of the total
solar radiation. Studies have shown that the addition of various metal oxides like
SnO2, ZnO, WO3, CeO2, etc., can improve the photocatalytic or photoelectrolytic
activities of TiO2 [9, 10]. Due to the interesting physical properties of CuO, it has
received considerable interest. The wide application of CuO as a gas sensor, and
photochromic and electrochromic material makes it an interesting candidate for the
modification of the TiO2 photoelectrode [11].

In the present work, we fabricated DSSC with polymer electrolyte system
composed of PVDF as a host polymer, LiI: I2 as a redox couple, EC as plasti-
cizer, graphite as filler with cocktail dye, and CuO modified TiO2 photoanode. The
properties like short-circuit photocurrent density (JSC), open circuit voltage (Voc),
fill factor (ff) conversion efficiency, and stability of the fabricated DSSC have been
studied.

15.2 Experimental

15.2.1 Materials

For the preparation of natural dye, fresh black grapes and spinach leaves were
purchased from the localmarket. Titanium Isopropoxide (Ti [OCH(CH3)2]4), Copper
(II) Chloride (CuCl2·6H2O), Ethylene Carbonate (EC), Propylene Carbonate (PC),
Lithium iodide, and Iodine were purchased from Sigma Aldrich. Co. Ltd. Analytical
grade solvents like Ethanol, Propanol were purchased from Merck Ltd.
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15.2.2 Preparation of Polymer Electrolyte

For the preparation of polymer electrolyte film, we have employed well-known solu-
tion cast technique. To prepare thin films, appropriate amount of PVDFwas dissolved
in the solvent. LiI: I2 was also dissolved in the same polymeric solution. Tetrahy-
drofuran (THF) and dimethylsulphoxide (DMSO) in a suitable ratio was used as
common solvent and stirring medium. The polymeric solution with salt and graphite
filler along with Ethylene Carbonate was casted in the glass petridish. The graphite
powderwas synthesized by ballmillingmachine for 48 h at rotation speed of 300 rpm.
For the evaporation of solvent, petridish was closely packed for 40 h at room temper-
ature then a thick viscous solution was obtained, which was further dried at room
temperature for 8 h. This filmwas further dried in incubator for controlled evaporation
followed by vacuum drying to obtain the solvent free standing film.

15.2.3 Synthesis of TiO2–CuO Photoelectrode

The TiO2 and CuO nanopowders were prepared by sol–gel process. First, TiO2

colloidal solution was prepared by adding Ti [OCH(CH3)2]4 to propanol drop by
drop, and then, deionized water was added for the duration of 10 min. A white
precipitate was formed during addition, and then, 1 ml of 70% HNO3 was added
to the mixture. The mixture was then stirred for 15 min at 80 ºC, and at the same
time, propanol together with some water was allowed to evaporate resulting in TiO2

colloidal solution. For the preparationofCuO, colloidal solutionCuCl2·6H2O (0.2M)
and 1 ml of glacial acetic acid are added to the aqueous solution and heated to 100 ºC
with constant stirring. Then in this heated solution, 8 M NaOH is added till pH
value reaches 7. The large amount of precipitate is formed quickly, resulting in
a CuO colloidal solution. For the preparation of TiO2–CuO admixed nanopowder,
CuO solution was slowly added to the TiO2 colloidal solution under vigorous stirring
condition for 6 h. The resulting gelwas dried and calcinied at 450 ºC to get TiO2–CuO
nanopowder.

ITO conductive glass plates with a sheet resistance of 15–20 �/cm2 were first
cleaned in a detergent solution using an ultrasonic bath for 15 min, rinsed with
water and ethanol, and then dried. In order to obtain TiO2–CuO film, TiO2–CuO
nanopowder pastes were deposited on the ITO conductive glass by doctor-blade
technique. The film on the substrate was annealed in oven at 150 °C for 5–10 min.

15.2.4 Extraction and Purification of Dye

The cocktail dye was extracted from black grapes, and the chlorophyll dye was
extracted from spinach leaves. The black grapes and spinach leaves were cut into
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pieces washed and soaked separately in ethanol for one week, and then, it was
crushed. Solutions were filtered out, and filtrates were concentrated in rotavapor at
40 °C. After that prepared extracts were refined by chromatogram method, and the
extracts were blended at volume ratio of 1:1 to serve as natural cocktail dye sensitizer
for DSSC. Chromatogram technique was used for the purification of dye.

15.2.5 Structural Characterization

The structural and morphological characterization of TiO2–CuO nanomaterial
was carried out through XRD by employing a Philips PW 1710 diffractometer
(CuKα radiation) equipped with a graphite monochromater and scanning electron
microscope (JEOL-JXA-8100 EPMA).

In order to explore the spectral response, the absorption spectra of cocktail dye-
coated TiO2–CuO on quartz glass substrates was carried out through double-beam
spectrophotometer (Systronics 2201).

The XRD pattern of the prepared polymer electrolyte film was recorded between
2θ values 20–80° at room temperature using Phillips PW 1710 diffractometer. The
optical micrograph of the film was recorded using computer-controlled polarizing
microscope (LEICA DMLP).

Impedance measurements were carried out using Biologic SP-150. During all the
measurements, humidity level was maintained at ~55% (constant).

Fabrication and cell performancemeasurement ofDSSC—TiO2–CuO-based elec-
trode—was immersed in an ethanol solution containing a natural cocktail dye for
10–12 h. Dye-sensitized working electrode and counter electrode were assembled
to form a solar cell by sandwiching a chitosan-based polymer electrolyte containing
redox couple. All electrochemical measurements were carried out by a Biologic SP-
150. A Xenon-Mercury lamp (Oriel Corporation, USA) was used as illumination
source the intensity of which was adjusted and fixed at 100 mW/cm2.

15.3 Results and Discussion

The XRD pattern of 99 {80 PVDF- 20 LiI: I2}: 1 graphite film prepared by solution
cast technique is shown in Fig. 15.1 (normalized). The XRD pattern of pure PVDF
film shows sharp and intense peaks at 18.3º, 19.9º, and 26.6º, respectively. However,
for pure graphite film, it is at 25º. From the comparative study of the XRD patterns,
it is clear that the addition of graphite in the polymer matrix reduces the intensity
of the main peak followed by broadening of the peak area, which is an indication
of increase in the degree of amorphousity. This provides a better medium for fast
protonic conduction of ions resulting in better conductivity of the film. The interca-
lation of the polymer chain with filler increases the interlayer spacing which results
in increase in the amorphous nature of the film.
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Fig. 15.1 XRD pattern of
polymer electrolyte system

The optical micrograph of pure PVDF and 99 {80 PVDF - 20 LiI: I2}: 1 graphite
filmprepared by solution cast technique at 80Xmagnification are shown inFig. 15.2a,
b. In pure PVDF film, several pores with a lamellar distribution can be seen. The
addition of salt and filler drastically changed the microstructure of PVDF. The addi-
tion of filler connects these pores to each other due to lower surface energy resulting

Fig. 15.2 Optical micrograph of the polymer electrolyte film, a pure PVDF and b 99 {80 PVDF-20
LiI: I2}: 1 graphite
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Fig. 15.3 Variation of ac
conductivity of the film with
frequency

in smooth surface of the film. The disappearance of these pores is advantageous
for interfacial contact between the polymers and salt. The connectivity of the pores
is favorable for the transportation of proton and thus resulting in improved ionic
conductivity.

Figure 15.3 shows that the ambient ac conductivity of the PVDF-based polymer
electrolyte reaches 10–3 S/cm. The conductivity increases linearly up to 5 kHz.
According to well-known power law the ac conductivity of the sample depends
on the frequency

σ ac = Aωρ

where A is constant and ρ is the frequency exponent (ρ < 1). The ωρ power law is
very frequently observed in a wide range of materials among which is polymer.

The crystal structure and surfacemorphology of the prepared TiO2–CuO nanopar-
ticles were investigated by XRD and SEM analyses. X-ray diffraction pattern of the
prepared TiO2–CuO nanoparticles is shown in Fig. 15.4. The particles are found
to be nanocrystalline in nature, and the crystallite size is obtained by the well-
known Debye–Scherrer’s equation. The crystallite size obtained using this formula
is 20–35 nm.

The SEM image of the fabricated TiO2–CuO nanoparticles is shown in Fig. 15.5,
the SEM image reveals the highly porous nature of the resulting nanoparticles having
grain size 20–35 nm. The small grain size offers large surface area, which offersmany
docking sites for the dye molecules and these molecules can anchor numerously and
harvest immense amount of light.

The absorption spectra of the cocktail dye-coated TiO2–CuO photoelectrode is
shown in Fig. 15.6. The absorption peak is shifted toward the longer wavelength
region which helps in improving the efficiency of the cell.

Figure 15.7 shows the cell performance of the PVDF-based DSSC with TiO2–
CuO photoelectrode sensitized with cocktail dye. The photocurrent (Isc) was found
to be 9.86 mA/cm2, and photovoltage (Voc) is 0.435 V. The conversion efficiency
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Fig. 15.4 XRD pattern of
TiO2–CuO nanopowder

Fig. 15.5 Scanning electron
micrograph of ns TiO2–CuO

Fig. 15.6 Absorption
spectra of cocktail
dye-coated TiO2–CuO
photoelectrodeon ITO glass
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Fig. 15.7 Current–voltage
characteristic curve of
cocktail dye-coated
TiO2–CuO
photoelectrode-based DSSC

and fill factor of cocktail dye-coated TiO2–CuO photoanode were found to be 52%
and 2.27%, respectively.

15.4 Conclusion

In the presentwork, we employed PVDF-based thin andmechanically stable polymer
electrolyte for natural dye-sensitized-basedDSSC. Ionic conductivity of the prepared
electrolyte was found in the range of 10−5 S/Cm. The addition of graphite filler
helped in improving the conductivity of the electrolyte. We have used TiO2–CuO
photoelectrode for DSSC. TiO2 with CuO helps in improving the cell performance
due to the reduced recombination rate of photoinjected electrons. In the present work,
we have also explored the use of cocktail dye in DSSC. The cocktail dye prepared by
1:1 volume mixture of anthocyanin and chlorophyll dye obtained from black grapes
and spinach leaves showed high absorption in the visible part of the solar spectrum.
The dye showed better complexation with the photoelectrode, which aided in better
charge transfer between the dye and the photoelectrode. Then, the cell performance
of the TiO2–CuO coated DSSC is investigated. The photocurrent (Isc) was found to
be 9.86 mA/cm2, and photovoltage (Voc) is 0.435 V. The conversion efficiency and
fill factor of cocktail dye-coated TiO2–CuO photoanode were found to be 52% and
2.27%, respectively.
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Chapter 16
Morse Potential in Y-123 High
Temperature Layered Superconductors

Hempal Singh

Abstract Adopting theMorse (combination of short-range repulsive and long-range
attractive) potential, the stability, nature, and ranges of interactions for representative
high temperature cuprate superconductor YBa2Cu3O6+δ(Y-123) have been investi-
gated. The study of various interactions in Y-123, like Y–O, Y–Ba, and Y–Cu, has
been incorporated as a function of inter-atomic distance. The results resemble with
the earlier findings with deeper insight of short- and long-range interactions in the
layered systems. This work is applicable to all the layered and high temperature
superconductors.

16.1 Introduction

The advent of new era of high temperature superconductivity (HTSC) begun with
the breakthrough discovery of first high temperature superconductor (HTS) ceramics
Ba–La–Cu–O in 1986 by Bednorz and Muller [1]. These cuprate HTS are known for
their layered structures with large number of atoms per unit cell, which mandatorily
enforces the requirement of a suitable potential to study various dynamical properties
of such systems. Many physicists attempted to describe various properties of layered
superconductors adopting different types of potentials like Morse potential (MP)
[2–4], Lennard–Jones potential [5, 6], Mie potential [7], and Born–Mayer–Huggins
potential (BMH) [8]. Of these various potential, the present work deals analytically
with the details and suitability of Morse potential in a new framework taking the case
of Y-123 HTS with a comparison with Born–Mayer–Huggins potential.

H. Singh (B)
Kirori Mal College, Department of Physics, University of Delhi, Delhi 110007, India
e-mail: physics.hempal@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
K. L. Pandey et al. (eds.), Proceedings of the National Workshop on Recent Advances
in Condensed Matter and High Energy Physics, Springer Proceedings in Physics 278,
https://doi.org/10.1007/978-981-19-2592-4_16

131

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2592-4_16&domain=pdf
mailto:physics.hempal@gmail.com
https://doi.org/10.1007/978-981-19-2592-4_16


132 H. Singh

16.2 The Morse Potential

Morse potential shows excellent outlay of repulsive and attractive forceswhichmakes
it one of themost suitable potential to study the layered systems and can be expressed
in the following form [2–4]:

Vi j = D
[
e−2 a(r−r0) − 2 e− a(r−r0)

]
(16.1)

where D and r0 are dissociation energy and inter-planer spacing, respectively. Two
terms in the potential represent short-range repulsive (first term) and long-range
attractive (second term) interactions.

16.3 Crystal Structure of Y-123 Superconductor

The layered structured Y-123 superconductor depicts the critical temperature 90–
100 K and is highly anisotropic in nature. This contains two layers of Cu–O, two
layers of Ba–O, two layers of CuO2, and one layer of Y . It bears orthorhombic crystal

structure with �a = 3.82 × 10−10m,
−→
b = 3.89 × 10−10m, �c = 11.6802 × 10−10m,

and α = β = γ = 90◦. In Y Ba2Cu3O6+δ , δ has range 0 < δ < 1 and if 0 < δ < 0.4
the sample exhibits an insulating state and for 0.4 < δ < 1 the sample remains in
superconducting state. The details of layers and unit cell structure are depicted in
Fig. (16.1) [9].

Fig. 16.1 Structure of unit
cell of Y-123
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16.4 Results and Discussions

Here, we focus the investigations to the representative high temperature supercon-
ductor layered crystal of Y-123 to study various response of Morse potential in the
present framework. Considering Y(1) ion at the center of the system, a network of
38 ions/lattice site Cu(16), Ba(2), and O(20) is taken for numerical computation in
which Ba–O layer has Ba(2) and O(8), CuO2 plane has O(8) and Cu(8), and Cu–O
layer O(4) and Cu(8) ions. The digits appearing with elements show the number
of ions/lattice site used for the computation. The lattice constants are a = 3.8Å,
b = 3.9Å, and c = 11.60Å, and other parameters are D = 2.5635 × 10−12 erg,
a = 1.3588 cm−1[10]. The nature of Morse potential is compared with that of Born–
Mayer–Huggins potential (total, combination of like and unlike charges and for
various interactions) Y–Cu(I) and Y–O(I) (in CuO2 plane), Y–O(II) and Y–Ba (in
Ba–O layer), and Y–Cu(II) and Y–O(III) (in Cu–O layer) with interionic distances
which has been portrayed in Figs. (16.2, 16.3 and 16.4). Here, we have taken the
following form of Born–Mayer–Huggins potential:

Vi j (r) = ai j e
−bi j r + qi q j

r
(16.2)

The comparative study of MP and BMH potential for the interactions of total,
unlike charges [combination of Y–O (I), Y–O(II) II and Y–O(III)] and like charges
[combination ofY–Ba,Y–Cu (I) andY–Cu (II)] has been portrayed in Fig. (16.2). It is

Fig. 16.2 Comparison of Morse potential with Born–Mayer–Huggins potential (interactions of
combination of like and unlike charges) with interionic distance for Y-123 superconductor
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Fig. 16.3 Comparison of Morse potential with Born–Mayer–Huggins potential (interactions of
like charges only) with interionic distance for Y-123 superconductor

Fig. 16.4 Comparison of Morse potential with Born–Mayer–Huggins potential (interactions of
unlike charges only) with interionic distance for YBCO superconductor

clearly observed that MP presents excellent outlay of repulsive as well as attractive
and drastically changes its nature near 6.2Å, whereas BMH potential changes its
nature around 4.5Å. The MP for the combinations of all the unlike interactions has
attractive in nature and start to rise after 6Å, while BMH potential abruptly increases
near 2.5Å. Again the MP for the combination of all the interactions of like charges
shows the both type of nature attractive and repulsive and abruptly grows at 6.25Å,
and on the contrary, BMH potential is repulsive throughout. The MP and BMH (for
like charge interactions) have been depicted simultaneously in Fig. (16.3).
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It is investigated that the interactions forMP are repulsive and attractive both, with
a sharp change in their nature at 2Å[Y–Cu (I)], 2.5Å[Y–Ba], and 5.5Å[Y–Cu (II)]
interactions, whereas for BMH potential these interactions are repulsive throughout
and start to dissipate near 3.5Å, 2Å, and 5, respectively. Again, the comparison ofMP
with BMH for various unlike interactions is shown in Fig. (16.4). It is noticed that for
MP different interactions have the nature Y–O(I) (repulsive), Y–O(II) (attractive and
repulsive), and Y–O(III) (attractive and repulsive) and hastily change their character
at 2Å, 4.25Å, and 6Å, respectively, while for BMH potential two interactions Y–
O(I) and Y–O(II) have the same attractive nature and start to increase at 1.5Å. The
Y–O(III) interaction is the only which shows attractive and repulsive both type of
behavior and start to soar at 2.75Å.

16.5 Conclusions

The present investigations divulge that Morse potential may be taken as one of
the suitable potential to study the stability, nature, and ranges of interactions. The
obtained results are resembled with the earlier findings with deeper insight of
short- and long-range interactions in the layered systems. This potential can be
adopted to describe various dynamical properties of high temperature and layered
superconductors.
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Chapter 17
Effect of Dispersion of Thiol-Capped
AuNPs in Room-Temperature Discotic
Material

Rahul Uttam, Sandeep Kumar, and Ravindra Dhar

Abstract Discotic liquid crystals (DLCs) are of enormous scientific interest due
to their extraordinary unidirectional charge migration property and application
in wide viewing liquid crystal display (LCD) devices. The unique geometry of
columnar mesophases formed by disk-shaped molecules is important to study the
one-dimensional charge and energy migration in nano-dispersions. In the present
study, we have dispersed a low concentration of synthesized gold nanoparticles in a
liquid crystal having a discotic columnar hexagonal mesophase at room temperature.
These nanoparticles have been surface-stabilized using the thiol group to avoid aggre-
gation. This also contributes in enhancing the stability of the dispersed nanocom-
posite. The dispersed system does not show any effect of dilution in the discotic
mesophase and hence the thermodynamical property of nanocomposite such as tran-
sition enthalpy is increased. Textural observations of the pure and dispersed system
confirms awell-ordered arrangement of gold nanoparticles inside the discoticmatrix.

17.1 Introduction

Liquid crystals (LCs) exhibit a surfeit of distinguishing and remarkable properties
that can be successfully modified for diverse inventive applications beyond the spec-
trum of displays [1, 2]. Discotic liquid crystalline mesophases are exhibited by disk-
like molecules having an aromatic core to which are attached, via ester or ether link-
ages, usually six-to-eight alkyl chains of the same length [3]. Discotic molecules
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have been shown to form both nematic and columnar mesophases. In a typical
columnar mesophase, the molecules stack to form columns which in turn form a
two-dimensional array, leading to various types of columnar mesophases such as
hexagonal (Dh), rectangular (Dr), and oblique (Dob) mesophase. A simple model for
the formation of a discoticmesophase involves disordering of the side chains to attain
a liquid-like state at the crystal-to-mesophase transition temperature, while the cores
remain stacked and become disordered only at the isotropic temperature [4, 5]. The
columnar organic liquid crystals were paid considerable attention due to their unique
structures and properties such as extended π-stacking arrays which are favorable
for transporting charge carriers along the columnar axis (unidirectional) and hence
exhibiting the broad application in thin-film transistors, organic semiconductors,
organic light-emitting diodes, and photovoltaic devices, etc. [6–10]. Rufigallol is an
electron-deficient discotic molecule with six hydroxyl groups. By altering the soft
alkyl chains linked via hydroxyl groupwith the anthraquinone core, different kinds of
rufigallol-based columnar liquid crystals can be prepared [6]. These molecules have
an elongated core with a twofold symmetry axis and are colored exhibiting poly-
morphism. The core is electron-deficient and thermodynamically stable [7, 8, 11].
More details can be found in our previous publications [7–10, 12, 13]. In the present
work, we report the mesomorphic properties of alkanethiol-capped gold nanopar-
ticles dispersed in the rufigallol-based discotic liquid crystal at a small concentra-
tion (c= 0.4% w/w). Hexanethiolate-stabilized gold nano-entities were prepared by
following the reported method [14]. This procedure furnished 1.6 nm core diameter
nanoparticles with an average composition of Au140[S(CH2)5CH3]53 [14].

17.2 Experimental Techniques

RTAQ was prepared and purified as reported in the literature [11]. The liquid crys-
tals–nanoparticles (LCs–NPs) composite was prepared by adding a small weight
percentage of capped AuNPs in the host DLC. The capping around the Au core not
only restricts the agglomeration of synthesized nanoparticles but also contributes
to the stabilization and self-assembling of dopants in the dispersed mesophase.
The synthesized alkanethiol-capped nanoparticles were characterized using an
ultraviolet-visible spectrophotometer (Shimadzu UV-1800) with chloroform as a
common solvent and Fourier transform infrared measurement (PerkinElmer Spec-
trumTWO spectrometer) in the range 400–4000 cm−1 at a resolution of 4 cm−1 using
potassium bromide (KBr) as substrate. Textural studies of the pure and dispersed
nanocomposite were performed using Polarized Light Microscope (PLM) coupled
with a heating stage (Instec model HS-1) and temperature controller (Instec model
mK 2) at a magnification of 100× and cooling rate of 0.1 °C/min. The thermal
characterization of the columnar mesophase was done using Differential Scanning
Calorimeter (NETZSCH model DSC-200-F3-Maia) at different scanning rates from
15.0 to 2.5 °C/min, in both heating and cooling cycles.
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17.3 Results and Discussion

The pure DLC and prepared AuNPs-DLC nanocomposite were characterized using
Polarized Light Microscopy, Differential Scanning Calorimetry, UV–visible spec-
troscopy, and Small-angle X-ray diffraction technique for the textural, thermody-
namical, and optical characterization of the columnar mesophase respectively. The
molecular overview (ball and stick model) of RTAQ is given in Fig. 17.1. Figure 17.2
shows the recorded optical and surface characterizations for the synthesized AuNPs.
The formation of AuNPs was confirmed by UV–vis spectroscopy with a surface
plasmon resonance peak close to 521 nm in the visible region (Fig. 17.2a). FTIR
measurements show peaks at 670 and 721 cm−1 of the thiol group, band at 1632 cm−1

representing C=O stretching vibration frequency of COOH group, and band between
2800 and 3000 cm−1 signifying C–H stretching. Some other bands in the region
3000–3800 cm−1 are also observed [15, 16]. Figure 17.2b confirms the presence
of thiol capping around the Au core. For studying the textural variations of pure
DLC and nanocomposite due to dispersion, the microscope is kept in the cross-
polarized state. Pure RTAQ shows pseudo focal conic type textures in the columnar
phase (Fig. 17.3(a, b)) [17]. A uniform dark region is observed in the isotropic
state for both systems. However, in the columnar phase, bright and dark domains
signifying molecular planes slightly tilted and homeotropically aligned to the glass
substrate were observed. The dispersed nanocomposite system also shows similar
type of texture with no signs of aggregation (Fig. 17.3(c, d)). This confirms the pres-
ence of columnar hexagonal mesophase at room temperature in the nanocomposite.
A monolayer of thiol capping around the Au core interacts strongly with aromatic
cores of discoticmolecules throughπ-π interactions. These are primarily responsible
for holding the nanoparticles in the columnar mesophase. UV spectra of pure DLC
and nanocomposite were recorded in the range 190–1000 nm. Pure RTAQ shows

Fig. 17.1 Schematic representation of host DLC RTAQ (IUPAC name: 1,5-dihydroxy-2,3,6,7-
tetrakis(3,7-dimethyloctyloxy)-9,10-anthraquinone)
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Fig. 17.2 Recorded, (a) ultraviolet-visible absorbance spectra and (b) Fourier transform infrared
transmittance spectra of thiol-capped gold nanoparticles (AuNPs)

Fig. 17.3 Recorded optical textures for (a, b) pure RTAQ and (c, d) doped nanocomposite in the
isotropic (T = 125 oC) and columnar hexagonal (T = 30 oC) phase under cross-polarized condition

absorption at 248.5, 347.0, and 434.0 nmwith a direct bandgap of 3.5 eV (Fig. 17.4).
The absorbance spectra of nanocomposite are similar to pure. This suggests a strong
correlation between host molecules and dispersed nano-entity. The size of the used
nanoparticle is almost similar to the size of a disk. Hence, the dispersion of AuNPs
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Fig. 17.4 Recorded absorbance spectra of pure RTAQ and AuNPs-dispersed nanocomposite. Inset
shows Tauc plot for pure RTAQ

in the host matrix does not affect the columnar arrangement of disks, and occu-
pies a position in between two discotic columns. The structure so formed has more
packing efficiency as compared to that of pure. Thermodynamic study also confirms
this result. A thermal study was performed from −30 °C to 130 °C at different
scanning rates. On heating and cooling both the samples, peaks signifying columnar
hexagonal-isotropic (Colh–I) and isotropic-columnar hexagonal (I–Colh) transitions
appear. Under the condition of thermal equilibrium, both the transitions are supposed
to occur at the same temperature. However, the observed transition temperature (Tp)
is higher during the heating cycle and lower than the actual transition temperature
during the cooling cycle. Hence, to determine the actual transition temperature, we
extrapolate the scan rate versus transition temperature plot for both heating and
cooling cycles. The extrapolated value of transition temperature for both the systems
is 112.2 and 112.0 °C.UsingNETZSCH thermal analysis software (Proteus), thermo-
dynamic variables of the system such as transition enthalpy (�H), transition entropy
(�S), the width of transition (Ts ~ Te), and height of transition peak (h) for both the
systems can also be determined. The incorporation of AuNPs in the host matrix led
to the marginal decline of transition temperature value as compared to pure. This is
due to the impurity/dilution effect of the non-liquid crystalline component (AuNPs)
in the host matrix. The value of �H has increased for nanocomposite as compared
to pure from 5.8 J/g to 6.1 J/g in the cooling scan. Similarly, �S also gets increased
from 15.1 mJ/g-K for pure to 15.8 mJ/g-K in the cooling scan. This is because of the
introduction of capped nano-entity in the host lattice which tries to strengthen the
intercolumnar binding forces of hosts. However, the height of the transition peak has
decreasedwhile the width of the transition peak has increased for the nanocomposite.
This implies that the transition process becomes a bit slow due to the presence of
nanoparticles. Meanwhile, thermodynamic results confirm the presence of the Colh
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Fig. 17.5 Differential thermogram in the heating and cooling scans for pure RTAQ and AuNPs-
doped DLC (scan rate = 2.5 oC/min)

mesophase at room temperature for both the systems and the absence of any crys-
tallization process till −30 °C, as reported in our earlier publications [9, 12, 13]
(Fig. 17.5).

17.4 Conclusion

We have experimentally shown that when a small quantity of surface-capped gold
nanoparticles is dispersed in a room temperature discotic liquid crystal, AuNPsmake
a positive impact on the DLC’s physical properties. Optical and surface characteriza-
tion of synthesized nanoparticles confirms the formation ofwell-dispersed nanoparti-
cles with thiol capping around the core. Optical, textural, and thermal studies confirm
well-ordered columnar mesophase as compared to pure. Negligible aggregation or
phase separation is also confirmed by the textural study. Thermodynamic results also
confirm an increase in the transition enthalpy for the dispersed sample. Such disper-
sions make the present material (RTAQ) more applicable for use in electronic and
electro-optical devices.
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Chapter 18
Neutrinos Properties and Its Detection

V. Singh, S. Karmakar, and M. K. Singh

Abstract Neutrino is one of the most elusive particles present in the universe. It
also possess many puzzling nature. Many of its properties are still a mystery like the
mass ordering, nature of neutrino, i.e., whether it is Dirac orMajorana type, andmany
other things. From oscillation experiments, we can have the idea of mass squared
difference, but exact mass of flavor of neutrino is remains a mystery. Till date, we did
not have the evidence for Neutrino less double beta decay, this phenomena have the
potential to give the idea about the effective Majorana mass. Also neutrino nucleus
coherent scattering can tell us about some interesting features about the neutrinos. In
this paper, we will discuss different aspects of neutrino physics and the reach of some
recent experiments. Also we will discuss some of the future planned experiments in
the neutrino sector and the limit up to which they can reach.

18.1 Introduction

Neutrino plays an important role in the understanding of physics beyond standard
model (BSM) [1–3]. Neutrino physics for the past several decades has advanced
at a great pace. Various experiments running all over the world to understand the
puzzle and to resolve the confusions related to the neutrino physics. It is now well
known that three flavors of neutrinos can couple to the W± and Z0 bosons [4].
Electroweak eigenstates for these neutrinos can be written as linear combinations of
mass eigenstates [5]. Search of neutrino flavor oscillation is now well established
and has the consequence that neutrinos possess a little but nonvanishing mass [5].
However, from the prediction of standard model physics, neutrinos are massless

V. Singh (B)
Department of Physics, School of Physical and Chemical Sciences, Central University of South
Bihar, Gaya 824236, India
e-mail: venkaz@yahoo.com; venktesh@cusb.ac.in

S. Karmakar · M. K. Singh
Department of Physics, Institute of Applied Sciences and Humanities, GLA University, Mathura
281406, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
K. L. Pandey et al. (eds.), Proceedings of the National Workshop on Recent Advances
in Condensed Matter and High Energy Physics, Springer Proceedings in Physics 278,
https://doi.org/10.1007/978-981-19-2592-4_18

145

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2592-4_18&domain=pdf
mailto:venkaz@yahoo.com
mailto:venktesh@cusb.ac.in
https://doi.org/10.1007/978-981-19-2592-4_18


146 V. Singh et al.

and flavor oscillation is thus forbidden. Oscillation experiments give us idea about
the mass squared difference but not about the absolute mass [2–5]. Some unknown
parameters in neutrino physics like the sign of largest mass squared difference which
leaves the door open for the twopossiblemass ordering of the neutrino, corresponding
to the two signs. Other unknown parameters are the value of a possible CP-violating
phase in the neutrino mixing matrix, and the Dirac or Majorana nature of neutrinos
[4–6].

18.2 Neutrino Properties and Its Detection

The study of neutrino interaction will reveals the mystery of neutrino. So we can
look at some phenomena like neutrinoless double beta decay [7], oscillation of
neutrino flavor [5], neutrino nucleus coherent scattering [8], interaction of neutrino
as a millicharged candidate [9], etc. These interactions have the ability to check
the correct mass ordering of neutrinos, they can also tell us whether neutrino is
Dirac or Majorana in nature, etc. Here, we will discuss some of the above-mentioned
phenomena and the limit up to which different collaborations have reached.

18.2.1 Neutrinoless Double Beta Decay

Search of 0νββ decay could be one of the best ways to answer problems related to
lepton number violation, nature of neutrino, i.e., Dirac or Majorana, mass hierarchy
of neutrino, matter antimatter asymmetry, etc. Physicists were doing active work for
more than 75 years. At first, it originates as a nuclear physics problem and then along
with the progress in physics it becomes a relevant problem in particle physics. In
1930,WolfgangPauli proposedneutrinos, in order to explain the continuous spectrum
of β decay. Fermi in 1932 was introducing neutrino in his theory of beta decay. M.
Goeppert-Mayer in 1935 introduces the concept of double beta decay after that
W. H. Furry suggested that zero neutrino double beta decay is possible if neutrino
is Majorana particle [10, 11]. From this time searching facility has developed, at
first, geochemical and radiochemical technique have used latter on direct detection
technique has used. In 1987, M. K.Moe and coworkers have reported the 2νββ decay
for the first time. Germanium-based detection for 0νββ is well developed now [12].
Germanium can be used as the source as well as the detector for the search of 0νββ

which increases the chance of the event detection. After giving many significant
results, GERDA [13] and Majorana demonstrator [14] have merged to build a ton
scale experiment with enriched 76Ge. Their signal discovery sensitivity is expected
to be greater than 1028 yr for 0νββ half-life [15]. Other experimental collaboration
working on this field is CUORE they have focused with tellurium oxide. They were
also not able to find 0νββ decay evidence and have put limit for 130Te with 90%
credibility interval Bayesian lower limit to 3.2× 1025 yr [16]. Xe-based double beta
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decay experiments have also a good impact like KamLAND-Zen 400, they are also
planning to go for ton size experimentswithXe in thereKamLAND2-Zen experiment
[17].

18.2.2 Electromagnetic Properties of Neutrino

We can probe BSM another way by looking at the electromagnetic (EM) property
of the neutrino. With the study of the EM property, we can get idea about Dirac or
Majorana nature of neutrinos [18]. Basically, cosmological and astrophysical source
of neutrino is a good tool to look at as they pass through intense magnetic field [19].
To study this types of interaction, one of the prime need is detector with sub-keV
threshold. So in this detection, high-purity germanium-based detection technology is
oneof best proved technology [19–22].Different collaborations have studiedneutrino
as a millicharged particle and also able to put limits. GEMMA and TEXONO are
doing someof theworld leading experiments.Using germaniumdetectorwith 300 eV
threshold, TEXONO collaboration has set the limit on millicharge (with respect to
electronic charge) 1.0× 10–12 with 90% confidence limit [9]. GEMMAcollaboration
has also put upper limit on neutrino millicharge <2.7× 10–12 e0 with 90% CL where
e0 is the absolute value of the electronic charge [23]. These collaborations have also
put limits on the magnetic moment of the neutrinos [9, 23], now they are focusing
in lowering the detection threshold to enhance the detection.

18.2.3 Neutrino Nucleus Coherent Scattering

Elastic scattering of neutrino with nucleus (νAel) is also a good tool to study the
neutrino characteristics as well as BSM [24]. This process is well defined in the stan-
dard model of particle physics as weak interaction process. We can study different
phenomena like density distributions of neutron, also we can look at supernova
neutrinos, quantum–mechanical coherent effect in electroweak interactions also we
can put a compact small-sized neutrino detectors for nuclear reactors real-timemoni-
toring. The main background in the study of the future dark matter experiment is
the νAel events from atmospheric and solar neutrinos [24–27]. After its predication,
various collaborations have started to search for this decay. As the other interac-
tion of the neutrino, this also has very low cross-section of detection. The small
rate of interaction and very little recoil are the main point of concern. COHERENT
collaboration has detected coherent neutrino nucleus scattering (CEvNS) for the first
time in history with the help of CsI[Na] scintillator detector in 2017 [8]. Neutrino
from nuclear reactor have very high flux and their energy is also capable of elas-
tically scatter from detector nuclei. TEXONO collaboration is also working on the
νAel searches with high-purity point contact germanium detector with the Kuosheng
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nuclear reactor. They have also reached ~200 eVee threshold with the electro-cooled
PCGe detector [28, 29].

18.3 Different Detection Technology Used in Neutrino
Search

Till now, we have seen that detection of neutrino by different interaction channel is a
tedious task. As the interaction rate is very much low, we need very much optimized
detector and background-free environment to study neutrinos. Direct dark matter
experiments with recent upgradation can also involve in neutrino searches. Neutrino
will basically interact by scattering elastically from electron also it can coherently
scattered of the detector nucleus [24–28, 30–33]. Due to this, a very low amount of
recoil will be produced. Recoil can be observed in terms of scintillation or ionization
produced by the neutrino in the detector element. Various detectors were used by
different collaborations like inorganic scintillator detector, semiconductor detectors,
noble liquid, superconductor detectors, etc. CsI detectors have a benefit in CEvNS
detection as it have large cross-section also it can produce enough scintillation for
the detection. Sub-keV germanium detector has also a good potential in the study of
the neutrino physics, like TEXONO is using it in search of millicharge and magnetic
moment of neutrino [28, 29]. Also germanium detector is used in the 0νββ search as
it can be used to large ton sized detector. It also have good resolution at the required
energy [9, 15, 23].

18.4 Conclusion and Future Outlooks

So we can see from the above that various experiments are running on the search to
unzip the hidden mystery in the neutrino sector. Detection of neutrino less double
beta decay can give us the answer about the nature of the neutrino with ton size future
experiments. Also neutrino nucleus coherent scattering can give the idea about mass
and many other properties of neutrino, so we are looking forward for the outcome
of the future experiments.
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Chapter 19
Identified Charged Particle Production
in Pb + Pb Collisions at

√
sNN = 2.76 TeV

Using Tsallis Distribution Function

P. Kumar, P. K. Khandai, K. Saraswat, and V. Singh

Abstract In the proceeding, we show the transverse momentum (pT) spectra of
identified charged particles such as pion and kaon in Pb + Pb collisions at

√
sNN

= 2.76 TeV using Tsallis distribution function. The power law of Tsallis/Hagedorn
distribution function gives very good description of the hadron spectra in pT range
from 0.2 to 300 GeV/c in p + p collisions. Here, we use Tsallis distribution function
as a fitting function to the data of invariant yield versus pT of pion and kaon at
various centralities in Pb+Pb collisions. These published data are taken fromALICE
collaboration at mid-rapidity region. The Tsallis parameter T governs the soft bulk
contribution to the spectra, and the parameter q shows the nonthermalization of the
system. The data/fit shows deviations of the data from the Tsallis distribution. The
parameters of such fittings are studied as a function of centralities.

19.1 Introduction

One of the primary objectives of heavy ion collisions is to create a novel phase of
matter, known as quark–gluon plasma (QGP), where quarks and gluons are no longer
confined inside the hadrons. This type of situation was formed in the beginning of the
universe just after the Big Bang. The heavy ion collisions are performed at relativistic
heavy ion collider (RHIC), BNL (USA) [1], and at large hadron collider (LHC),
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CERN (Switzerland) [2], where QGP [3] is produced under special conditions of
temperature and pressure. The QGP is a thermalized state of matter which behaves
like a perfect fluid, and hence a collective behavior of quarks and gluons is observed
here [4]. The RHIC is designed to collide heavy ions such as Au + Au, Cu + Cu, U
+ U, Cu + Au along p + p and d + Au with center of mass energies ranging from√
sNN = 7.7 to 200 GeV, whereas the LHC is designed to collide heavy ions such as

Pb+ Pb, Xe+Xe along with p+ p and p+ Pb with center of mass energies ranging
from

√
sNN = 0.9 to 7 TeV even more.

The study of transverse momentum (pT) spectra of hadrons is one of the important
tools in high-energy collisions. This is because the transverse motion is generated
during the collision and hence is sensitive to the collision dynamics. In heavy ion
collisions, collective behavior is expected due to the large number of multi-particle
scatterings [4]. The transverse momentum (pT) spectra of identified particles can be
used to study the collective properties [4] as well as the particle production mecha-
nism in p + p and heavy ion (A + A) collisions. Some additional final state effects
such as recombination [5] and jet-quenching [6] in different pT ranges are observed
in heavy ion collisions.

The Tsallis distribution [7] function successfully describes hadron pT spectra in
terms of only two parameters such as T and q. The parameter T signifies the freeze-
out temperature, and the parameter q shows the degree of nonthermalization. The
functional form of the Tsallis distribution, which describes near-thermal systems, is
essentially the same as the Hagedorn power law function it is applicable to QCD hard
scatterings [8]. There are various studieswhich show that the Tsallis/Hagedorn distri-
bution gives an extremely good explanation of pT spectra of all identified hadrons
measured in p + p collisions at RHIC and LHC energies [9, 10]. When it is coming
to heavy ion collisions, the Tsallis distribution function is not that much useful, so
various modifications of Tsallis distribution have been done [11]. The current paper
presents a study of the Tsallis distribution for pT spectra of identified charge particle
such as pions (π+, π−) and kaons (K+, K−) produced in Pb + Pb collisions at

√
sNN

= 2.76 TeV. The statistical and systematic errors are added in quadrature and are
used in the fits. The parameters of such fittings are studied as a function of center of
centralities. We use the published data of ALICE [11] collaboration at mid-rapidity
regions and parameterize the data with Tsallis distribution to study the pT spectra of
pions and kaons in different centralities of Pb + Pb collisions.

19.2 Tsallis Distribution Function

The Tsallis distribution function describes thermal system in terms of two param-
eters, one is temperature T and another is q which measures the degree of
nonthermalization. Tsallis distribution function given as

E
d3N

dp3
= CnmT

(
1 + (q − 1)

mT

T

) −1
(q−1)

(19.1)
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Here, Cn is the normalization constant, mT is the transverse mass, T is the Tsallis
temperature, and q = (1 + n)/n is called nonextensive parameter that measures
the temperature fluctuation inside the system. This form same as the QCD-inspired
Hagedorn function. The Hagedorn function describes the transverse mass (mT =√
p2T + m2) distribution of particles produced in hadronic collisions. QCD-inspired

Hagedorn function summed power law [10] given as

E
d3N

dp3
= A

(
1 + mT

nT

)−n
(19.2)

This function describes both the particles produced in QCD hard scatterings
reflected in the high pT region and bulk spectra in the low pT region. Both (19.2) and
in (19.1) have similar mathematical forms with n = 1/(q − 1) and p0 = nT. Larger
values of n correspond to smaller values of q. Both n and q have been interchangeably
used in Tsallis distribution. Phenomenological studies suggest that, for quark point
scattering, n ∼ 4, which grows larger if multiple scattering centers are involved. The
study in [12] suggests that both the forms given in (19.1) and in (19.2) give equally
good fit to the hadron spectra in p + p collisions. We use (19.2), in case of Pb + Pb
collisions to obtain the pT spectra of pions and kaons.

19.3 Results and Discussions

Figures 19.1 and 19.3 show the pT spectra of pions and kaons as a function of pT
for different centralities of Pb + Pb collisions at

√
sNN = 2.76 TeV and Figs. 19.2

and 19.4 show the data/fit as a function of pT for different centralities of Pb + Pb
collisions at

√
sNN = 2.76 TeV. Here, we observe that the Tsallis distribution holds

good for heavy ion collisions at low pT region.

Fig. 19.1 Invariant yields of the pions (π+ andπ−) as a function of transverse momentum pT for Pb
+ Pb collision at

√
sNN = 2.76 TeV measured by the ALICE experiment [11] at different centrality

class. The solid curves are the fitted Tsallis distributions
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Fig. 19.2 Ratio of pion (π+ andπ−) data and the fit function (Tsallis distribution 19.2) as a function
of transverse momentum pT for Pb + Pb collisions at

√
sNN = 2.76 TeV data used in the fit for

different centrality classes. The solid curves are the fitted Tsallis distributions. The left panel is for
positive pions and the right panel is for negative pions. Here it is clearly noticed that the Tsallis
distribution function fits perfectly with the data

Fig. 19.3 Invariant yields of the positive and negative kaons (k+ and k−) as a function of transverse
momentum pT for Pb + Pb collision at

√
sNN = 2.76 TeV measured by the ALICE experiment [11]

at different centrality class. The solid curves are the fitted Tsallis distributions. The left panel is for
positive kaons and the right panel is for negative kaons
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Fig. 19.4 Ratio of kaons (k+, k−) data and the fit function (Tsallis distribution 19.2) as a function
of transverse momentum pT for Pb + Pb collisions at

√
sNN = 2.76 TeV data used in the fit for

different centrality classes. The solid curves are the fitted Tsallis distributions. The left panel shows
the data/fit of positive kaons and the right panel shows the data/fit of negative kaons. Here it is
clearly seen that the fitting function fits the data perfectly

19.4 Conclusion

In this work, we have studied the transverse momentum spectra of pion and koan in
the Pb + Pb collisions at

√
sNN = 2.76 TeV using Tsallis distribution function. This

function gives very good description of measured data from ALICE collaboration.
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Chapter 20
Multiplicity Features of the Grey
Particles Emerged in 84Kr36 + Em
Interaction at 1 GeV per Nucleon

M. K. Singh, P. K. Khandai, and V. Singh

Abstract In this manuscript, we have focus on the target dissolution (mainly grey
particles) emerged from the interactivity of the 84Kr36 and nuclear emulsion detector
(NED). NED is a composite target detector. In this analysis, we have used NIKFI-
BR-2 emulsion plates. This analysis shows that the emission feature of the grey
particle is not depending on the projectile mass and strongly depends on the various
types of target groups of NED participating in the collisions.

20.1 Introduction

Nuclear disintegration is a key of experimental phenomenon in nucleus–nucleus
collision at relativistic energy [1–3]. The PS model is the base model for the study
of nucleus–nucleus collisions at relativistic energy [4–6]. Based on PS model, two
interacting nuclei in high-energy nucleus–nucleus interaction can be split into three
main regions. The overlapping region of two interacting nuclei known as participant
region and other parts which is not taking part in collision is known as projectile and
target spectator region. The sketch diagram of PS model is drawn in Fig. 20.1.

In this analysis, we have reported the multiplicity features of the grey particles
emerged in the interactivity of 84Kr projectile with Em (composite target detector)
at incident kinetic energy 1 GeV per nucleon (i.e. total incident kinetic energy is
84 GeV).
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Fig. 20.1 The sketch diagram of the PS model [7]

20.2 Experimental Details

The NIKFI BR-2 emulsion plates was developed horizontally with 84Kr as projectile
having 1 A GeV at the SIS synchrotron, GSI, Darmstadt, Germany. The NED plates
having volume 9.8 × 9.8 × 0.06 cm3 [8]. The schematic diagram of the NED plate
with 84Kr as projectile is shown in Fig. 20.2. To search the event of interest, we
have used transmitted light-binocular microscope (Olympus BH-2) having 100×
oil emersion objectives as well as 15× eyepieces. The photo of Olympus BH-2
microscope is shown in Fig. 20.3 [8].

To scan the event of interest, we have adopted two standard methods one is line
scanning method in which we follow the incident beam until they interact or escape
from the NED plate, while in volume scanning, we scan the event of interest strip-by-
strip. In low-energy region where the numbers of events are less, volume scanning
is more useful in compare to line scanning. After the collection of the event of

Fig. 20.2 The sketch
diagram of the NED plate [8]
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Fig. 20.3 The photograph
of binocular microscope [8]

interest by following above two mentioned scanning methods, we distinguish them
into different categories based on their properties such as track range (L) of the events
in NED plate, relative velocity of the events in NED plate (β) and normalized grain
density (g*) of the events. Shower particles (N s) are single charged particles which
have velocity β ≥ 0.7 and g* < 1.4. Grey particles (Ng) have range L > 3 mm in NED
plate, 0.3 < β < 0.7 and 1.4 < g* < 6.0. Black particles (Nb) have range L < 3 mm
in NED plate, β < 0.3 and g* > 6.0. The sum of black and grey particles is known
as heavily ionized charged particles (Nh = Nb + Ng). Based on the Nh values, the
composite target detector NED is split into three main groups AgBr target group (Nh

≥ 8), CNO target group (2 ≤ Nh ≥ 7) and H target group (Nh value 0 or 1).

20.3 Results and Discussion

The emission features of the grey particles emerged in the interactivity of the 16O (60
A GeV) [9] and 84Kr36 (1 A GeV) projectiles from AgBr target group of the NED
is shown in Fig. 20.4. From Fig. 20.4, it is clear that the emission probability of the
events showing independent behaviour on the incident energy as well as the mass of
the projectiles.

Figure 20.5 shows the emission features of the grey particles emerged in the
interactivity of the 16O (60 A GeV) [9] and 84Kr (1 A GeV) projectiles from CNO
target group of theNED. Figure 20.5 reveals that the probability of the event emission
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Fig. 20.4 Emission features of the grey particles produced in the interactivity of 16O (60 A GeV)
[9] and 84Kr36 (1 A GeV) projectiles with AgBr target group of NED

Fig. 20.5 Emission features of the grey particles produced in the interactivity of 16O (60 A GeV)
[9] and 84Kr36 (1 A GeV) projectiles with CNO target group of NED

showing independent behaviour on the incident energy as well as the mass of the
projectile. FromFigs. 20.4 and 20.5, it is also clear that the emission probability in the
interaction with AgBr target group is higher as compared to the emission probability
in the interaction with CNO target group of the NED.
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20.4 Conclusion

In the present analysis, we have presented our studies on the multiplicity feature
of the grey particles emerged in the interactivity of 84Kr with a nuclear emulsion
(a composite target detector) at 1 GeV per nucleon (i.e. total incident energy of
the projectile is 84 GeV). The analysis shows that the emission feature of grey
particles does not depend on the projectile mass and strongly depends on the different
target groups of the NED. The emission probability of the grey particles is more
if the projectile interacts with AgBr target group of NED in comparison with the
interactivity of projectile from CNO target group of NED.

Acknowledgements The authors are grateful to the all members of GSI, Germany, for exposing
the NED with 84Kr36 as projectile at 1 A GeV.
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Chapter 21
Quantifying the Performance
of Multilayer Insulation Technique
for Cryogenic Application

D. Singh, M. K. Singh, and V. Singh

Abstract Multilayer insulation (MLI) is an important thermal protection system
which is used in space cryogenic programs as well as on the ground experiments
also. For the continuous and reliable functioning of a cryostat, it is desired to have
a minimum heat load to the inner wall of the cryostat, and the need of minimum
heat load (radiation heat load in particular) can be well fulfilled by using the MLI
technique. It is used to reduce the radiation heat loadmainly in the cryostats byplacing
the radiation shields and spacers in the gap between the two walls (hot and cold
surfaces) of the cryostat. The present work is focused on investigation of the suitable
reflective layer and spacer materials in MLI systems. In our analysis, Perforated
Double-aluminized Mylar (DAM) with Dacron, Unperforated DAM with Silk-net,
and Perforated DAMwith Glass-tissue have been selected for their evaluation as the
reflective layer as well as spacer materials in MLI technique. Current work would
discuss the effect of layer density to optimize the layer density and the effect of the
number of layers on the heat load. Knowing the key parameters of MLI, the heat
load generation in spherical as well as cylindrical cryostats has been compared and
the different effect of shielding of the cryostat placing a single layer near the inner
or near the outer wall of the cryostat.
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21.1 Introduction

MLI technique is an important method for insulation based on the principle of
multiple radiation reflection by placing the radiation shields between the vacuum
space of the two walls of the cryostats. This is used to prevent heat transmission
entering from the outer wall of the cryostats. To reduce the coming radiation by
reflection, the radiation shields are made by highly reflecting materials. Since these
radiation shields are made up of highly reflecting material (metals like Aluminium
or Gold, but mostly Aluminium is used due to low cost), so there may always be a
chance of solid conduction due to thermal short between the radiation shields. To
reduce the solid conduction between the radiation shields, spacers are the low-thermal
conductivity materials which are placed side-by-side near the radiation shields, so
that thermal contact between the radiation shields can be removed and hence the solid
conduction too. This work focuses on the low-temperature applications of the MLI
technique, i.e., in the basic physics research experiments like dark matter searches
and neutrinoless double β-decay searches. Therefore, there is a need to check the best
materials to be used in theMLI technique. For the testing and analysis purpose, three
material combinations are selected for being used as radiation shields and spacers
which are Unperforated DAM with Silk-net and Perforated DAM with Glass-tissue
and Perforated DAM with Dacron [1].

21.2 Heat Transfer Analysis for a Cryostat

It is known that there is always a chance of heat load in between the two walls of
the cryostat. There are three types of heat load, at very low temperature that may
take place in a cryostat, which are solid conduction, residual gas conduction, and
thermal radiation. In fact, thermal radiation is the most important and heavy part
of the total heat load, which is produced in the cryostats. Solid conduction can be
minimized by making a suitable and appropriate choice of the material. Residual gas
conduction can be minimized by creating a suitable vacuum in between the outer
(hot) and inner (cold) surfaces of the cryostat. Thermal radiation can be minimized
by placing radiation shields with spacers in between the cold and hot surfaces of the
cryostat [1]. For the consideration of spherical and cylindrical shape cryostats, the
heat flux without any intermediate layer can be expressed as [1]:

q1−2 = σ A2
(
T 4
1 − T 4

2

)

1
ε2

+ (1−ε1)

ε1

(
A2
A1

) (21.1)

Here σ is the Stefan–Boltzmann’s constant which is taken as 5.675 ×
10−8 Wm−2 K−4, A1 and A2 are the surface areas of the outer and inner walls, respec-
tively. The temperatures of hot boundary and cold boundary surfaces are taken as T 1
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and T 2, respectively, and ε1 and ε2 are the emissivities of the outer and inner walls
of the cryostat.

After inserting a single layer of radiation shield of the samematerial which is kept
at temperature T 3, the average temperature of the hot boundary and cold boundary
surfaces, with surface area A3, emissivity ε3, and the heat flux may be expressed as
[1]:

q1−2 = σ A2
(
T 4
1 − T 4

2

)

1
ε2

+ (1−ε1)

ε1

(
A2
A1

)
+ 2

(
1
ε3

− 1
)(

A2
A3

)
+ A2

A3

(21.2)

These two expressions (21.1) and (21.2) are helpful to make clear about the
reduction of the heat load with insertion of the third layer in between the space
of two walls of cryostat. In this sequence, one can use many radiation shields in
order to reduce the heat load coming from the outer surface of the cryostat, but
using a large number of radiation shields within a fixed available space results in
the increment of thermal short [2]. Thus, it is important to optimize the number of
radiation shields within a fixed thickness of insulating blanket. For this purpose, two
analytical models are proposed to optimize the layer density. First one is theModified
Lockheed equation and the second one is the Layer-by-layer approach developed by
McIntosh. Both of these models have been incorporated with all the three modes of
heat transfer as given in the expression [2]:

qtotal = qradiation + qsolid conduction + qgas conduction (21.3)

Here, Modified Lockheed equation is used to optimize the layer density as well as
for the analysis also. The generalized expression for theModified Lockheed equation
is given as [2]:

qtotal = CRε
(
T 4.67
1 − T 4.67

2

)

N
+ CS N̄

2.63(
T 2
1 − T 2

2

)

2(N + 1)
+ CG P

(
T 0.52
1 − T 0.52

2

)

N
(21.4)

In this expression, N̄ and N are the layer density and number of layers, respec-
tively, the termsCS,CR, andCG are the empirical constants which are known as solid
conduction coefficient, radiation coefficient, and gas conduction coefficient, respec-
tively. The symbolP represents the residual gas pressure and ε is the emissivity of the
radiation shield. This expression (21.4) is only applicable for the Unperforated DAM
with Silk-net and Perforated DAM with Glass-tissue and it is conduction term got
improved for Perforated DAMwith Dacron. This modification is done because in the
original Lockheed equation the used spacer material was Glass-tissue with different
sizes of shield’s perforation; whereas, during testing the used spacer was Dacron
material with dissimilar sizes of shield’s perforation [2]. Therefore, the Modified
Lockheed equation for perforated DAM with Dacron is expressed as [2]:
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qa = CRε
(
T 4.67
1 − T 4.67

2

)

N
+ CG P

(
T 0.52
1 − T 0.52

2

)

N
(21.5a)

qb = 2.4 ∗ 10−4
(
0.017 + 7 ∗ 10−6(800 − T ) + 0.0228 ln(T )

)
N̄

2.63
(T1 − T2)

N
(21.5b)

qtotal = qa + qb (21.6)

In this expression (21.6), the solid conduction term is got improved for Perforated
DAM with Dacron.

21.3 Results and Discussion

A stable thermal performance of the cryostat can be achieved by reducing the heat
load coming from the outer hot boundary surface of the cryostat. For current analysis,
the selected combinations of reflecting shields and spacers have been used. For the
testing purpose of the thermal performance of MLI technique, the value of ε is taken
to be 0.043; for Aluminized radiation shields [2, 3], optimum vacuum pressure P
is taken as 10−4 T [2], residual gas is Nitrogen. The values of T 1 and T 2 are taken
as 300 K for water and 77 K for LN2, respectively. The values of all the empirical
constants [1] are given in Table 21.1.

21.3.1 Effect of Layer Density and Optimization of the Layer
Density

It is clear in Sect. 21.2 that, by using more radiation shields heat load decreases, but
the use of more radiation shields within a fixed thickness of MLI blanket results in
the increment of the heat load. Here, the effect of layer density is observed, for all
the three material combinations at constant N = 40, in light of expression (21.4) and
(21.6) and all the empirical constants are taken form Table 21.1.

After the analysis, the result is shown in Fig. 1a. This increment in the heat load is
because of the increment of solid conduction through the spacers due to the reduced

Table 21.1 Radiation shields and spacers with their empirical constants

Materials CR CS CG

Unperforated DAM with Silk-net 5.39 × 10–10 8.95 × 10–8 1.46 × 10–4

Perforated DAM with Glass-tissue 7.07 × 10–10 7.30 × 10–8 1.46 × 10–4

Perforated DAM with Dacron 4.94 × 10–10 Updated in (21.6) 1.46 × 10–4



21 Quantifying the Performance of Multilayer Insulation … 167

Fig. 21.1 a Heat load variation with layer density at a constant value of N = 40. b Optimum value
of layer density at a constant value of N = 40

Fig. 21.2 a Heat load variation with N at optimized layer density. b Comparison of the geometry
of the cryostats with respect to heat load

thickness of the spacers. Thus, it is necessary to optimize the layer density. The
value of layer density is optimized by the equilibrium point between the radiation
and conduction heat loads at the same constant value of N. The optimized layer
density for all the three material combinations is shown in Fig. 2b.

21.3.2 Effect of Number of Layers and Shape Comparison

After knowing the optimal values of N̄ for all the three material combinations,
further the effect of N on heat load is investigated. By using the Modified Lockheed
equation, taking all the constants from Table 21.1, the observed result is represented
in Fig. 2a. This figure explains the 50% decrement in heat load with the 100%
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increment in the value of N. In this sequence, appropriate geometry for a cryostat
is very important because the geometry also affect the heat load. Cylindrical and
spherical shapes with two enclosed envelopes are the shape of interest in the cryostat
design. Assuming the parameters of the cryostat used in GERDA experiment and
scaling the radius according to volume (64 m3) of the cryostat, the heat load for
both the geometries has been calculated with the help of expressions (21.1) and
(21.2) in three different scenarios, i.e., without layer, with one layer near the inner
surface of the cryostat, and with one layer near the outer surface of the cryostat. The
observed result is represented in Fig. 2b which clears that the spherical geometry is
themost appropriate configuration because of the lower heat load due to theminimum
surface area to volume ratio, but cylindrical geometry is commonly being used in
many experiments because of it is easy formation andmost economical configuration
[4].
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Chapter 22
Identification of Bulk and Surface Event
in Point Contact Germanium Detector
at Sub-keV Energy Region

S. Karmakar, M. K. Singh, V. Singh, and H. T. Wong

Abstract Germanium detector is one of the principal detection technologies in the
study of dark matter physics, neutrino physics, etc. Among different configurations
of germanium detector, point contact configuration is an apt in the study of the
low-energy neutrino and low-mass WIMPs. There are two types of point contact
configuration, i.e., n-type point contact detectors and p-type point contact detectors,
in which p-type point contact germanium detectors possess an inactive layer of few
mm thickness and give rise to anomalous surface events. These events are not able
to give the correct information about the interaction due to partial charge collection.
In order to interpret the accurate result, we have to remove these anomalous surface
events from the bulk events, whereas n-type point contacts germanium detectors
are free from these anomalous events. Here, we present two different methods to
discriminate these events that arise from the surface layer of the p-type point contact
germanium detectors.

22.1 Introduction

Understanding of neutrino and dark matter is one of the long-standing problems in
physics. Germanium detector technology with a sub-keV detection threshold is a
widely used in the search of low-mass (1–10 GeV) WIMPs, which is a prime candi-
date for darkmatter [1–4]. The point contact configuration of the germanium detector
has a very low threshold and good resolution due to which various collaborations
have used this configuration [5, 6]. Point contact configuration is available in two
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Fig. 22.1 a P-type point contact germanium detector, b N-type point contact germanium detector
[4]

types, one is p-type point contact (pPCGe), and the other one is n-type point contact
(nPCGe) as shown in Fig. 22.1, and in pPCGe detector, there is a presence of n+

surface layer induced by the lithium diffusion [7]. The thickness of this layer is of
the few mm order. In nPCGe, the p+ layer is formed by the boron implantation and
order of μm thickness [4]. The surface layer of the pPCGe gives rise to anomalous
surface behavior, whereas the nPCGe does not give rise to any such kind of behavior
[8, 9]. Due to the presence of this surface (S) layer, whenever an electron–hole pair
will be created by the interaction, they will first try to diffuse through the layer and
then drifted to the electrode [10]. Electron–hole pairs created at the surface layer in
pPCGe are subjected to a lesser drift field than those in the bulk (B) volume of the
detector [10–12]. Some of these electron–hole pairs will induce physics signals, and
other pairs will recombine. The signal originated from this will be weaker and slower
due to partial charge collection and high pulse rise time (τ ) from the B events. The
charge collection efficiency as a function of the depth of the surface was recently
measured and simulated in [10]. If experimental data was not rectified from these
events, then these events can mimic physics events which may lead to a false inter-
pretation of the result. As a result, the wrong sensitivity and limit will be reported
[13].

22.2 Experimental Setup

At the Jinshan district of Taiwan, the Kuo–Sheng Neutrino Laboratory (KSNL) is
situated. It consists of two reactor cores, 2.9 GW is the average thermal power output
from each. Basically, KSNL is situated at a distance nearly 28 m and 102 m from
first core and the second core, respectively. The laboratory is placed at first floor
of the seven-story building [5]. A diagram of the Kuo-Sheng Nuclear power station
(KSNP) along with the KSNL is shown in Fig. 22.2a.

To reduce the background level, various shielding layer have been used. Among
them, some are used for data taking and to tag events, known as active shielding.
Shielding is not used for data taking purpose known to be passive shielding [5].
Active shielding poses two components. There were 16 plastic scintillator detectors
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Fig. 22.2 a Schematic diagram of the KSNP, b Shielding of the detector cryostat in different layers
[5]

acting as cosmic ray (CR) veto detector shown in Fig. 22.2b. Anti-Compton (AC)
detector is the second component of the active shielding. NaI (TI) crystal acts as AC
veto detector and provides 4P covering to the target germanium detector [5].

There are four layers in passive shielding, arranged in such a manner that the
background will be minimum from different shielding material. The inner space has
a dimension of 100 cm × 80 cm × 75 cm shown in Fig. 22.2b. In the shielding, the
outermost layer has 15 cm thick lead bricks to stop ambient photons. Then, frame of
5 cm stainless steel is kept to produce the structural support. After that, boron-loaded
polyethylene of 25 cm thick is kept to prevent the neutron flux. In the most inner
part of the shielding, 5 cm thick oxygen-free high conductivity (OFHC) copper is to
reduce the contamination from the intrinsic radioactivity [5].

22.3 Different Processes to Differentiate the Anomalous
Surface Events

There are mainly two processes to separate anomalous surface events in the pPCGe
in which spectral shape method is used previously in the data analysis, but due to
some issues, a new process is adopted in data analysis and is known as the ratio
method [10–15].
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22.3.1 Spectral Shape Method

This is a cut-based algorithm designed to perform bulk surface differentiation (BSD)
in light WIMPs search with the data of TEXONO collaboration. In this technique,
two main parameters of interest are bulk signal retaining efficiency (εBS) and the
surface background suppression efficiency (λBS). To determine this two unknown
parameters εBS, λBS, we required to have minimum two familiar source whose B to S
event ratio is different but known [9, 14]. GEANT-4 simulation is used to get the real
B spectrum. Then with the corresponding measured event, εBS, λBS were estimated.
Then with this εBS, λBS, WIMP candidate data can be corrected. There are several
limitations of this method discussed briefly in our previous works [9–13].

22.3.2 Ratio Method

The aim of the analysis is to draw out the information of B and S event distribution
indicated by NBi(E, τ ) and N si(E, τ ), respectively, which are the functions of energy
(E) and rise time (τ ). These distributions are related to the real B and S events,
respectively, as shown in (22.1) [13] (Fig. 22.3),

Bri(E) =
∫

all τ

NBi(E, τ )dτ and Sri(E)

∫

all τ

NSi(E, τ )dτ (22.1)

In particular, Bri would be the neutrino- and WIMP-induced possible spectra
which correspond to the data sample surviving from different cuts. We can also write
the distribution as shown in (22.2) [13],

Fig. 22.3 Rise timeversus energy plotwithTEXONOdata:aNeutrino andWIMPs-induced events,
b Cosmic ray-induced events [13]
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NBi (E, τ ) = βi (E) fB(E, τ ) and NSi(E, τ ) = ξi (E) fS(E, τ ) (22.2)

where β i and ξ i are τ independent scaling factors.
The measured events is therefore can be expressed as,

Ni (E, τ ) = NBi(E, τ ) + NSi(E, τ )

= βi (E) fB(E, τ ) + ξi (E) fS(E, τ ) (22.3)

Now, the value of the NBi(E, τ ), N si(E, τ ) can be found from (22.3) by χ2 mini-
mization [11] with different sources having various bulk-to-surface event ratio. Here
for this analysis, absolute value of the β i and ξ i is not important, but the β i(E)f B(E,
τ ) and β i(E)f B(E, τ ) are the quantity of interest. We are not bounded in the choice of
the value of β i and ξ i, till they obey (22.2) which is equivalent to the τ independent
ratio as shown in (22.4), and this is the basis of the ratio method.

NBi(E, τ )

NBj(E, τ )
= βi (E)

β j (E)
and

NSi(E, τ )

NSj(E, τ )
= βi (E)

β j (E)
(22.4)

In the uncontaminated region, β i and ξ i are selected as discussed in our previous
work [11], they also satisfy (22.2) and (22.4) and provide required scaling factors
to solve the solution of (22.3) by χ2 minimization. For contaminated region (E <
2 keV), β i and ξ i could be derived by successive approximation and then the real B
and S rates are calculated [13].

22.4 Conclusion and Future Out Look

In the present report, we have discussed two different methods to distinguish bulk
and surface events in pPCGe. These two methods are helpful to crosscheck the
results. Ratio method eliminates the need of the external γ source for the low-energy
calibration. Further, we are looking for optimizing the technique for the low-energy
range near the desired detector threshold which may lead to better efficiency for BS
event separation.

References

1. S.K. Liu et al., Constraints on axion couplings from the CDEX-1 experiment at the China
Jinping Underground Laboratory. Phys. Rev. D 95(5), 052006 (2017)

2. Q. Yue et al., Detection of WIMPs using low threshold HPGe detector. High Energy Phys.
Nucl. Phys. 28(8), 877 (2004)

3. H.T. Wong et al., Research program towards observation of neutrino-nucleus coherent
scattering. J. Phys. Conf. Ser 39, 266–268 (2006)



174 S. Karmakar et al.

4. A.K. Soma et al., Characterization and performance of germanium detectors with sub-keV
sensitivities for neutrino and dark matter experiments. Nucl. Instrum. Methods Phys. Res. A
836, 67–82 (2016)

5. M.K. Singh et al., Background rejection of TEXONOexperiment to explore the sub-keV energy
region with HPGe detector. Indian J. Phys. 91(10), 1277–1291 (2017)

6. W. Zhao et al., Search of low-mass WIMPs with a p-type point contact germanium detector in
the CDEX-1 experiment. Phys. Rev. D 93(9), 092003 (2016)

7. H. Jiang et al., Measurement of the dead layer thickness in a p-type point contact germanium
detector. Chin. Phys. C 40(9), 096001 (2016)

8. M.K. Singh et al., Study of the inactive layer of sub-keV point contact germanium detector. J.
Sci. Res. 65(1), 237–243 (2021)

9. H.B. Li et al., Differentiation of bulk and surface events in p-type point-contact germanium
detectors for light WIMP searches. Astropart. Phys. 56, 1–8 (2014)

10. S. Karmakar et al., Energy calibration of the sub-keV germanium detector. Int. J. Contemp.
Res. Eng. Technol. 10(1), 1–4 (2020)

11. R.D. Martin et al., Determining the drift time of charge carriers in p-type point-contact HPGe
detectors. Nucl. Instrum. Methods Phys. Res. A 678, 98–104 (2012)

12. J.L. Ma et al., Study of inactive layer uniformity and charge collection efficiency of a p-type
point-contact germanium detector. Appl. Radiat. Isot. 127, 130–136 (2017)

13. L.T. Yang et al., Bulk and surface event identification in p-type germanium detectors. Nucl.
Instrum. Methods Phys. Res. A 886, 13–23 (2018)

14. Q. Yue et al., Limits on light weakly interactingmassive particles from the CDEX-1 experiment
with a p-type point-contact germanium detector at the China Jinping Underground Laboratory.
Phys. Rev. D 90(9), 091701 (2014)

15. H.B. Li et al., Limits on spin-independent couplings of WIMP dark matter with a p-type
point-contact germanium detector. Phys. Rev. Lett. 110(26), 261301 (2013)



Chapter 23
Fragmentation Characteristics
of the Projectile Fragments Emitted
in 84Kr36 + Em Interaction at 1 A GeV

M. K. Singh and S. Karmakar

Abstract Study of the nucleus–nucleus interactivity at relativistic energy is one
of the prime interests since the past in nuclear physics. It provides the information
of reaction mechanism of heavy-ion interactivity with fundamental physics. In the
present article, we have focused on the fragmentation characteristics of the projectile
fragments (PF) with various target groups of the NED for the events emerged in the
interactivity of 84Kr36 + Em at 1 GeV per nucleon. The result of the present analysis
is found to be consistence with other experimental results which was performed at
relativistic energy.

Keywords RHIC · NED · PF

23.1 Introduction

By the time of the prediction of QGP as a new phase of matter, interest in the study of
nucleus–nucleus (A–A) as well as hadronic–nucleus (h–d) collisions at relativistic
energy increased at a great peace [1, 2]. At relativistic energy, study of heavy-ion
collisions yields to look at the interactivity of particle production mechanism. Vari-
ation of reaction properties with respect to the geometry of collision is the matter of
prime interest. After the discovery of NED, its utilization in the experimental field of
particle physics and nuclear physics becomes inevitable for the new particle search.
NED is proved to be a good tool due to its compact size; detection capability 4π,
resolution of position is also very high for this. On the basis of the impact param-
eter, collision between the target nucleus and projectile nucleus is divided into three
classes.

I. Peripheral collision: In this type of collision, the value of the transfer
momentum is very much low.
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II. Quasi-central collision: In this type of collision, the number of participant
nucleon is more compared to the peripheral one.

III. Central collision: In this type of collision, transverse momentum transfer and
energy transfer aremuch higher. Also, the target nuclei and the projectile nuclei
get completely destructed.

The region of interest of the various type of collisions as mentioned above can be
divided in three main regions [3–5] as stated below:

I. Projectile spectator region: This is one of the important parts as the PF is
produced from this part, but this region does not take participation in the
interactivity.

II. Target spectator region: Target fragment is generated from this region. This
part also does not participate in the interactivity. Velocity of this region with
respect to laboratory frame is zero.

III. Participant region: The most important part of the interactivity is this. It is
the region from where new particles are generated due to the violent collision
of the two nuclear objects.

Here in this article, we have focused on the fragmentation characteristics of the
alpha PF with various target groups of the NED for the events emerged in the
interactivity of 84Kr36 + Em at 1 GeV per nucleon.

23.2 Experimental Details

One of the best composite detectors used in particle and nuclear physics is NED.
Components of these detector are roughly a varying percentage of 1H (hydrogen),
12C (carbon), 14N (nitrogen), 16O (oxygen), 80Br (bromine) with 108Ag (silver). The
amount is varied basically as per the experimental need. In our present analysis,
NIKFI-BR2 NED plate is used. The general content of the NIKFI-BR2 NED, used
in the current study, is 1H (3.150), 12C (1.410), 108Ag (1.028), 80Br (1.028), 16O
(0.956), 14N (0.395) with minute mixture fluorine and iodine [6, 7]. The beam of
84Kr was used as a projectile beam having incident kinetic energy 1 GeV/nucleon. In
the passage through the NED medium, the projectile beam interacts with the target
nuclei present in the NED plate and the information of the collision collected in the
NED. The NED plate thickness was around 600 µm. At GSI Darmstadt, Germany,
the NED plate wasmadewith 84Kr as projectile beam. Data collectionwasmadewith
assistance of theOlympusBH-2,which is a transmitted light-binocularmicroscope. It
consists 100× of oil emersion objective with 15× eyepieces. Two scanning methods
are used to find the event of interest, which are volume scanning and line scanning.
In volume scanning, strip-by-strip search was performed, whereas in line scanning,
search is done along the track of the event till the interactivity point was found.

All the out comings of the interactivity are categorized on the basis of the range
(L), relative velocity (β), and normalized density of grains (g*):
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I. Shower particles: These are the type of particles produced mainly in the
participant region, having β > 0.7 with g* < 1.4. Pions and a small fraction of
kaons basically come in this type.

II. Gray particle: The particle emerges from the target spectator region known
as gray particle. These particles basically have L > 3 mm in NED, associated
with β (0.3–0.7) and g* (1.4–6.0) [8, 9].

III. Black particle: The production of this kind of particle is basically from the
target spectator region with L < 3 mm, g* > 6.0 and β < 0.3.

IV. Heavily ionized charged particles: This is the sumof black and gray particles.

The PF is produced from the projectile spectator region having Z ≥ 1 and is
divided mainly in three groups. The particles having single charge (Z = 1), double
charge (Z = 2) are known as single charge (SC) and double charge (DC) PF. DC PF
are also known as alpha PF. The PF which has charge more than two is known as
multiple charges PF [10–14].

23.3 Result and Discussion

Figure 23.1 showing the normalized space angle distribution of the SCPF and DCPF
for the events emerged from the interactivity of 84Kr36 with AgBr target group of
emulsion detector. From Fig. 23.1, it is clear that the mean of the emission angle
for SCPF is higher as compared to that of the DCPF. Thus, it is clear that the SCPF
emerged in wider space angle, while DCPF emitted in narrow space angle, which

Fig. 23.1 Variation of the normalized space angle distribution for the SCPF and DCPF for the
events emerged in the interactivity of the 84Kr36 with AgBr target group of the emulsion detector
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Fig. 23.2 Variation of the normalized space angle distribution for the SCPF and DCPF for the
events emerged in the interactivity of the 84Kr36 with CNO target group of the emulsion detector

shows that during the collision, SCPF gets more energy and momentum as compared
to DCPF.

The normalized space angle distribution of the SCPF and DCPF for the events
emerged from the interactivity of 84Kr36 with CNO target group of emulsion detector
is shown in Fig. 23.2. From Fig. 23.2, we can see that the mean of the emission angle
for SCPF is higher as compared to that of the DCPF but not as higher as compared
to the events emerged in the interactivity with AgBr target. Thus, it is clear that the
SCPF emerged in wider space angle as compared to the DCPF. It reveals that the
space angle distribution is depending on the various types of the target group of the
emulsion detector.

23.4 Conclusion

The studies of the space angle distribution for PF with various types of target groups
of emulsion detector reveal the emission characteristics of the PF. In the present
studies, it is clear that the space angle distribution of the various charged PF (SCPF
and DCPF) are depending on the various types of target groups of emulsion detector.

Acknowledgements Author is thankful to all the technical staff of GSI Darmstadt, Germany, for
exposing NED using 84Kr36 projectile at 1 A GeV.
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Chapter 24
Study of the Multiplicity Characteristics
for Target Fragments Produced in 84Kr36
+ Em Interaction at Relativistic Energy

Babita Kumari, M. K. Singh, and R. Singh

Abstract Study of the N–N and N–A interaction for relativistic energy (RE) is one
of the supreme interests since the birth of the nuclear physics. It gives physics behind
the reaction process of heavy-ion interactions. In thismanuscript, we have focused on
themultiplicity characteristics of the target fragments produced in the interactivity of
the 84Kr + Em on 1 GeV per nucleon. In this manuscript, we have used total charge
Q of the outgoing projectiles (forward cone θ c ≤ 30) of non-interacting projectile
nucleon for the differentiation of the various type of collisions instead of impact
parameter.

24.1 Introduction

Nuclear emulsion detector (NED) is antique technique of use in experimental nuclear
physics [1]. Nucleus–nucleus interaction provides important information about the
nature of heavy-ion interactivity process [1, 2]. Participant spectator (PS) model
[3–5] explains the interactivity techniques of two interacting nuclei. Based on PS
model, the overlapping area of two interacting nuclei is called participant area (PR),
the particles ejected from this area are known as shower particles, while the other two
areas which are not participating in the interactivity are known as target spectator
(TS) and projectile spectator (PS) areas, and the events emitting from these areas
are called target fragments (TF) and projectile fragments (PF), respectively [5, 6]. In
this analysis, we have mainly looked on the properties of the target fragments with
non-interacting projectile nucleons for the events emerged from the interactivity of
84Kr36 − Em at 1 GeV per nucleon.
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24.2 Experimental Details

NED plates used in the present study were processed at GSI, Darmstadt (Germany),
and the scanning of the NED plates to search for the physics events was performed at
Banaras HinduUniversity (BHU), Varanasi, India [7]. NED is amixed target detector
containing H, C, N, O, Ag, Br, and few percent of S and I [8]. In the evolution of the
NED plates, 84Kr with incident kinetic energy 1 A GeV was used as a projectile [2].
To search the physics events, we have used Olympus BH-2 microscope with 15×
eyepieces and 100× oil immersion objective [2, 9]. In the scanning of events, we
have followed two (line and volume) scanning methods [2, 7]. After the collection
of events of interest by scanning the NED plates, we have further differentiate all
the events into various groups based on the properties such as range (L), normalized
grain density (g*), and relative velocity (β) [2, 7]. Black particles: These events
have β < 0.3, L < 3 mm, and g* > 6.0, and they are ejected from the TS area. It
is represented by Nb. Gray particles: These events have 0.7 < β > 0.3, 6.0 > g* >
1.4, L > 3 mm, and they are ejected from the TS area. It is represented by Ng [10].
Shower particles: These events have g* < 1.4, β > 0.7, and they are ejected from
the PR. It is represented by N s [9]. Heavily charged particle: The sum of Nb and Ng

(i.e., Nh = Nb + Ng) is called as heavily charged particle. The projectile fragments
having charge Z ≥ 1 are divided into three main groups. Singly charged PF: The PF
has single charge and represented by NZ=1. Doubly charged PF: The PF has double
charge and represented by NZ=2. Multiple charged PF: The PF has more than two
charge and represented by NZ>2 [11–14].

24.3 Result and Discussion

To understand the nucleus–nucleus interaction process, we need to study the multi-
plicity characteristics of the secondary charged particles [15]. A lot of experimental
results on nucleus–nucleus interactions at RE have been studied over the last few
years [3–15]. As we know that in heavy-ion collision, the type of interaction plays an
important role to understand the reaction process. On the basis of interaction geom-
etry, two colliding nuclei can be separated into three type of collisions, which are
peripheral collision (PC), central collision (CC), and quasicentral collision (QCC).
In the present study, we have used different parameter instead of impact parameter
to classify the types of collisions, which is total charge Q of the outgoing projectile
fragments or total charge of the non-interacting projectile nucleons (TCNPN) [15].
For each interaction,Q= ∑

ZPF [15]. In current analysis,Q= 0 represents the events
emerged in central collisions andQ= 1 the events emerged from the peripheral colli-
sions [15]. In current analysis, the main focus was on the peripheral events (i.e., Q
= 1) emerged in the interaction of 84Kr with emulsion at around 1 A GeV. For this
study, we have used 300 events out of 700 events. From Figs. 24.1 and 24.2, we can
see that the values of <Nb> and <Ng> are showing the linear variation with values
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Fig. 24.1 Variation of <Nb> with Nh for Q = 1 events. The fitting line is just to show the linear
behavior of data points

Fig. 24.2 Variation of <Ng> with Nh for Q = 1 events. The fitting line is just to show the linear
behavior of data points

for the events emerged in the interactivity 84Kr with emulsion for peripheral colli-
sion at 1 A GeV. The results observed in this study are also consistence with other
experimental observations performed at RE, which show that this linear behavior is
strongly depending on the types of collision of two colliding nuclei as compared to
incident kinetic energy [15].
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24.4 Conclusion

In this study, we have used different parameter instead of impact parameter to classify
the types of collisions, known as total charge Q of the outgoing projectile fragments
or TCNPN. Here, we have looked on the peripheral events (i.e., Q = 1) emerged in
the interactivity of 84Kr with emulsion at around 1 A GeV. From this study, we have
found that the values of <Nb> and <Ng> are showing the linear behavior with Nh,
and the variation is strongly depending on the type of collision of two interacting
nuclei.

Acknowledgements Authors would like to give thanks to all the technical staff of GSI Darmstadt,
Germany, for developing NED with 84Kr36 at 1 A GeV.
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Chapter 25
Characteristics of the High-Purity
Germanium Detectors in Dark Matter
and Neutrino Sector

S. Karmakar, M. K. Singh, V. Singh, and H. T. Wong

Abstract To look at different modern sectors of physics like the study of dark
matter interaction, different properties of neutrino and other exotic particle interac-
tion, detectors having a very low threshold of the order of eVee (electron equivalent)
are one of the prime needs. Germanium ionization detector is one of the apt technolo-
gies with good resolution and low threshold. Various configurations of a highly pure
germanium detector have been used by various collaboration to look at the above-
mentioned properties. Among them, the point contact and ultra-low energy detector
configurations have shown a very promising energy threshold near the desired range.
Ultra-low energy detectors also have a very good resolution, but their low mass is
a point of concern in scaling up the detector. Whereas coaxial configuration has a
large mass, but the resolution is not that much good. All the advantages and the
disadvantages of the highly pure germanium detector technology based on different
configurations will be discussed here.

Keywords Point contact germanium detector · Neutrino physics · Dark matter
physics

25.1 Introduction

High-purity germanium (HPGe) detectors have very wide application in different
field of physics from dark matter detection to search of neutrino less double beta
decay also it has application in the search of electromagnetic property of the neutrino
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Fig. 25.1 Coaxial configuration (up left),ULGe (up right), p-type point contact germaniumdetector
(down left), n-type point contact germanium detector (down right) [5]

[1–6]. Exposure of ton yr order is one of the prime needs of these types of physics
experiment, in which HPGe detectors are very much prominent, due to its ultra-low
internal radioactive background, lower detection threshold, high resolution [1–3].
HPGe crystals have two classes, n-type and p-type. If the doping impurity atoms
provides free electrons, then it becomes n-type, and if the impurity provides free
holes, then it becomes p-type. Basically, the level of the impurity in the HPGe crystal
has very low value of 1010 atoms/cm3 [2, 3]. Taiwan EXperiment On NeutrinO
(TEXONO) collaboration has used different HPGe detector configurations by the
time [4–6] and is shown in Fig. 25.1.

Also while doing work with the HPGe detector in sub-keV region, we always
have to very much concern about the external background [6, 7]. There are numerous
number of sources likemuons fromcosmic ray, photons arises from radioactive decay
channels, and the neutron emitting sources are explained briefly in our previous work
[6].

25.2 Experimental Setup

The Kuo–Sheng Neutrino Laboratory (KSNL) is located at the Jinshan district on
the northern shore of Taiwan. It has two boiling water reactor cores, with an average
thermal power output of 2.9 GW each. The KSNL is located at a distance of 28 m
from the first core and 102 m from the second core. The KSNL is situated on the first
floor of the seven-story reactor building and 12mbelow the sea level [6]. A schematic
diagram of the Kuo-Sheng Nuclear Power Station is depicted in Fig. 25.2a.
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Fig. 25.2 a Schematic diagram of the Kuo-Sheng Nuclear Power Station. b Different layers of
shielding’s of the detector cryostat [6]

Taiwan EXperiment OnNeutrinO (TEXONO) is one of theworld’s leading exper-
iments in dark matter physics and low-energy nuclear reactor neutrino. To suppress
the background, various shieldings have used [6]. Among these shielding, some of
them are used to collect data and tag various events, and these are known as active
shielding and shieldings which are not used in data taking known as passive shielding
[6].

Here, active shielding has two components. Firstly, 16 plastic scintillator detectors
act as the cosmic ray (CR) veto detector as shown in Fig. 25.2b. Anti-Compton (AC)
detector acts as the second component of the active shielding. A total of 40 kg of
NaI(TI) crystal acts as the AC veto detector and provides 4P covering to the target
detector. The NaI(TI) provides time information of events like CR veto detectors. In
addition to time information, the NaI(TI) also provides information on the energy
deposition [6].

Passive shielding has many components and oriented in four layers. It is oriented
in such a way so that the background arising from different shielding material will
be minimum. The total weight of passive shielding is nearly 50 t. The inner space
as shown in Fig. 25.2b has a dimension of 100 cm × 80 cm × 75 cm; in this space,
the detector is kept. In the shielding, the outermost layer consists of 15 cm thick
lead bricks that absorb the ambient γ photons. After that, the next 5 cm stainless
steel frame is placed which gives the structural support, reduces the γ-ray flux, also
it slows down the fast neutron. The next inner layer of 25 cm thick boron-loaded
polyethylene helps to reduce the neutron flux from outside. The most inner part of
the passive shielding is the 5 cm thick wall of oxygen-free high conductivity (OFHC)
copper which absorbs photons from intrinsic radioactive contamination and excited
state of nuclei induced by neutron or cosmic ray in the lead and polyethylene [6–8].



188 S. Karmakar et al.

25.3 Results and Future Outlook

In this section, we have focused the aspects of the different setup of germanium
detectors in details based on the analysis made by the TEXONO collaboration [5].
Coaxial germanium detector configuration was used by TEXONO collaboration in
the earlier time for the study of the neutrino magnetic moment µ�̄e [9]. The HPGe
crystal used in this configuration has mass of nearly 1.06 kg. It proved to have a good
potential in the study of neutrino magnetic moment due to its good resolution, low
threshold, and stability [9]. The detection threshold achieved by this configuration
is 5 keV [5]. In 2003, TEXONO has published their limit on neutrino magnetic
moment µ�̄e < 1.3 × 10–10 μB [9] with 90% confidence level. In 2007, they have
improved the limit of neutrinomagneticmomentµ�̄e < 7.4× 10−11 μB [10]with 90%
confidence level.Ultra-low-energy germaniumdetectors have also used byTEXONO
collaboration. They have used four detectors each of havingmass nearly 5 g. In terms
of resolution, this configuration is very good in the study of spin-independent and
spin-dependent interaction of low mass WIMPs with the germanium detector [11].
Also, this detector is good in the study of neutrino nucleus coherent scattering [7–10].
Various limits also updated in this sector with this detector configuration. Now, point
contact germanium detector is one of the best in terms of low threshold as well for
the mass of the detectors. Many physics were studied with this detector for both n-
type and p-type point contact configurations. Various new limits on the millicharged
particle [12, 13], spin-independent coupling with WIMPs are also given with PCGe
[11]. Physics threshold of nearly 200 eVee is achieved with point contact detector.

As we can see from above, various configurations of germanium detectors have
different usefulness like coaxial configuration is very much helpful when we look for
physics below 100 keV, and with this configuration, magnetic moment was studied.
N-type point contact detectors have also used in neutrino magnetic moment studies
and have provided some good limits [13]. In terms of detection threshold, ULGe
detectors are quite good. So, we can see that point contact configurations have
the potential to fulfill the future experimental needs. Further, R&D is going on to
improve the detector noise edge and background by improving hardware as well as
by optimizing software analysis tool.
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