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Abstract. BeiDou Navigation Satellite System (BDS) on-orbit satellites contain
BDS-2 and BDS-3 satellites. Due to the existence of ISB between BDS-2 and
BDS-3 on receiver side, the traditional BDS precise clock estimation (PCE) and
precise point positioning (PPP) models for the BDS-2 and BDS-3 combined pro-
cessing will reduce the accuracy and stability of solutions. To improve the BDS
service performance, the ISB between BDS-2 and BDS-3 for both old (B1I/B3I)
and new signals (B1C/B2a) and its impact on PCE and PPP are investigated in this
contribution. The BDS-2 and BDS-3 integrated PCE and PPP models with and
without ISB estimation are presented. The combined processing is comprehen-
sively assessed in terms of the precision of clock offsets and PPP performances.
The result demonstrates that the ISB is stable for both old and new signals, and
estimating ISB can effectively avoid the confusion of receiver clock datum. The
integration of BDS-2 and BDS-3 indeed improves the precision of satellite clock
offsets estimations based on the proper PCE models. The average STD for BDS-2
and BDS-3 clock offsets using old signals is improved by 15.8% and 11.1% com-
pared with BDS-2-only and BDS-3-only solutions, respectively. For new signals,
the improvement for BDS-3 clock offsets is 14.6% from 0.081 ns to 0.069 ns.
The BDS clock offsets estimated by the proposed PCE model with ISB estima-
tion (PCE0) can well support PPP applications. The positioning accuracy for old
signals can be improved by 40.4%, 20.0% and 35.4% compared with those of
using GFZ rapid products. Similarly, the positioning performance for new signals
is slightly better than GFZ PPP. The PCE0model is the optimal BDS-2 and BDS-3
integrated satellite clock offsets determination model for the server, and the PPP
model with ISB estimation (PPP0) is the optimal PPP model for the client. The
cooperation between PCE0 and PPP0 can improve the BDS service performance.
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1 Introduction

The Chinese BeiDou Navigation Satellite System (BDS) has experienced from the
demonstration system (BDS-1), the regional system (BDS-2) to the global system (BDS-
3), which is the third global navigation satellite system (GNSS) recognized by Interna-
tional Maritime Organization (IMO) [1]. By January 1st 2022, BDS on-orbit satellites
contain 15 BDS-2 satellites and 30 BDS-3 satellites [1, 2]. The BDS-2 has provided
positioning, navigation, and timing (PNT) services to Asia-Pacific users since Decem-
ber 27 2012, which can transmit B1I (1561.098 MHz), B2I (1207.14 MHz), and B3I
(1268.52 MHz) signals [2]. As the new generation global navigation satellite system,
BDS-3 satellite payload has been significantly upgraded compared with BDS-2, which
can transmit not only the overlapping frequency B1I and B3I with BDS-2, but also B1C
(1575.42 MHz), B2a (1176.45 MHz), and B2b (1207.14 MHz) [1]. BDS-3 has officially
provided full global operational capability services since July 31, 2020. Figure 1 shows
the global distribution of ground trackable BDS satellites numbers. Although BDS-3
have good global service capabilities, the number of observable satellites in some areas,
especially in the American, is still lack. The combination of BDS-2 and BDS-3 not only
makes up for the lack of services in the Americas, but also further enhances the service
capacity in Asia and Europe. Therefore, it is of great significance to develop the BDS-2
and BDS-3 integrated technology.

The precise products include orbit, clock, earth rotation parameters (ERP), biases and
so on,which are indispensable in precise point positioning (PPP) applications. Therefore,
the BDS-2 and BDS-3 combined precise orbit determination (POD) and precise clock
estimation (PCE) is the basis for the development of BDS-2 and BDS-3 integrated
technology. Li, et al. [3] has studied the BDS-2 and BDS-3 experimental satellites (BDS-
3e) combined POD and PCE with the overlapping frequency (B1I/B3I), and confirmed
that the BDS-2 and BDS-3 integrated solution can improve the performance of BDS.
Wuhan University GNSS Research Center performed BDS-2 and BDS-3 POD and PCE
using the overlapping frequencies (B1I/B3I) and officially providedBDS-3 precise clock
and orbit products on March 2, 2019 [4, 5]. In addition, the GeoForschungsZentrum
Potsdam (GFZ) and Shanghai Astronomical Observatory (SHAO) have also released
the BDS-2 and BDS-3 precise clock and orbit products with the overlapping frequencies
[6, 7]. However, the existing literatures rarely discusses the effect of inter-system bias
(ISB) between BDS-2 and BDS-3 on POD and PCE.

Since BDS-2 and BDS-3 are two generation navigation satellite systems, there is a
difference between BDS-2 and BDS-3 in term of the frequency band, signal modulations
and characteristics [8, 9]. Because of the change of signal modulation and the increase
of new signals (B1C, B2a and B2b), some GNSS receiver manufacturers processed and
received BDS-3 signals by adding new BDS-3 hardware to the BDS-2 receiver, while
others by changing the signal processing algorithms, which results in inconsistence
between BDS-2 and BDS-3 in hardware units or signal processing algorithms [10, 11].
Therefore, there is an ISB between BDS-2 and BDS-3 on receiver side. In terms of
terminal algorithm, Jiao, et al. [12] and Jiao, et al. [10] analyzed the characteristic of ISB
and proposed four ISB stochastic models (ignoring ISB and estimating ISB as random
walk process/white noise process/random constant) to improve the PPP performances
and carrier phase (CP) time and frequency transfer (TFT). Estimating ISB could indeed
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improve the positioning accuracy and convergence time of BDS-2 and BDS-3 combined
PPP [13]. It is important for BDS-2 and BDS-3 integrated technology to proper handle
ISB.

Nevertheless, almost all of researches have ignored the effect of ISB on POD and
PCE. Only Fu, et al. [14] used BDS-2 and BDS-3 overlapping frequencies observations
to perform PCE by estimating ISB as white noise and piece-wise constant and indicated
that estimating ISB as piece-wise constant can improve 0.01 ns for the STD of satellite
clock. But for BDS-2 and BDS-3 new signals (B1C/B2a) combined process methods
were not investigated. Only the server PCE model and the terminal PPP model can be
coupled together to achieve better performance in terms of positioning, timing, TFT, and
so on. However, few reports focus on the effect of BDS-2 and BDS-3 integrated PCE
bias on PPP. Different ISB processing strategies have different bias distributions for PCE
and PPP. Hence, a comprehensive analysis is required to clarify the ISB characteristics
and analyze their relationship between PCE and PPP.

The objectives of this contributions are to explain the ISB between BDS-2 and BDS-
3 for both new and old signals and analyze its impact on PCE and PPP, and illustrate the
origin of the ISB and how the ISB in the PCE affects the terminal PPP. We begin with
the general observation models. Then the BDS-2 and BDS-3 integrated PCE and PPP
models are presented. The origin of ISB illustrated, and its connection between PCE and
PPP is analyzed theoretically.We then introduce the validation strategies and the datasets
used for validation. Naturally, the experimental analysis about the characteristic of ISB
and its impact on PCE and PPP are depicted in the next section. Finally, we conclude the
findings and give some recommendations for BDS-2 and BDS-3 integrated processing.

Fig. 1. Global distribution of ground trackable satellites numbers for BDS-2-only, BDS-3-only
and BDS (BDS-2/BDS-3).
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2 Methods and Theoretical Analysis

This section begins with the general observation models for BDS. Then, the two BDS-2
and BDS-3 integrated PCE and PPP models are developed in detail. Finally, the ISB
relationship between PCE and PPP is analysed theoretically.

2.1 General Observation Models

The general BDS observation equation can be written as [15]:

⎧
⎪⎨

⎪⎩

Psr,j = Rsr + c ·
(
δtr + brj + b̃rj

)
− c ·

(
δts + bsj + b̃sj

)
+ gw · τw + I sr,j + εPj

�s
r,j = Rsr + c ·

(
δtr + Brj + B̃rj

)
− c ·

(
δts + Bsj + B̃sj

)
+ gw · τw − I sr,j + λj · Ns

r,j + ε�j

(1)

where r, s and j depict the receiver, satellite, and the frequency band, respectively;P and
� are the range and phase observations; Rs

r is the geometrical range between satellite to
receiver; c is the lightspeed; δtr and δts denote the receiver and satellite clock offsets;
brj and bsj represent the receiver and satellite constant time-invariant uncalibrated code
delays (UCDs); Br

j and B
s
j depict the corresponding constant time-invariant uncalibrated

phase delays (UPDs); b̃rj , b̃
s
j , B̃

r
j and B̃

s
j represent time-varying part; τw and gw depict the

zenith wet delay (ZWD) and the corresponding wet mapping function; I sr,j is the slant
ionospheric delay; Ns

r,j denote the integer ambiguity with its wavelength λj; εPj and ε�j

are the range and phase observation noises containing multipath and unmodeled error.
The undifferenced (UD) ionospheric-free (IF) model is unusually adopted to obtain

satellite clock offsets for International GNSS Service (IGS) and International GNSS
Monitoring & Assessment System (iGMAS) [15], which can be expressed as:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Psr,IFi,j
= Rsr + c ·

(

δtr + brIFi,j
+ B̃rIFi,j

)

− c ·
(

δts + bsIFi,j
+ B̃sIFi,j

)

+ gw · τw + εPIFi,j

�s
r,IFi,j

= Rsr + c ·
(

δtr + brIFi,j
+ B̃rIFi,j

)

− c ·
(

δts + bsIFi,j
+ B̃sIFi,j

)

+ gw · τw + λIFi,j · Ns
r,IFi,j

+ ε�IFi,j

(2)

The IF combination for observations and hardware delays can be described as:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

αi,j = f 2i /
(
f 2i − f 2j

)
; βi,j = −f 2j /

(
f 2i − f 2j

)

(·)IFi,j = αi,j · (·)i + βi,j · (·)j
(·) = Ps

r ,�
s
r, b

r, bs,Br,Bs, b̃r, b̃s, B̃r, B̃s

λIF · NIF =
(
br�,IFi,j − brP,IFi,j

)
−

(
Bs

�,IFi,j − Bs
P,IFi,j

)
+ αi,j · λj · Ns

r,j + βi,j · λi · Ns
r,i

(3)

where αi,j and βi,j are frequency factors; fi and fj depict the ith and jth frequency; (·)IFi,j
denotes the dual-frequency IF combination operator; Ps

r,IFi,j
, �s

r,IFi,j
, brIFi,j , b

s
IFi,j

, Br
IFi,j

,

Bs
IFi,j

b̃rIFi,j , b̃
s
IFi,j

, B̃r
IFi,j

and B̃s
IFi,j

are IF combinations for the corresponding observations
and hardware delays, respectively; NIF denote the float ambiguity; εPIFi,j and ε�IFi,j

are IF observations noises for pseudorange and carrier phase, and εPIFi,j will absorb

b̃rIFi,j − B̃r
IFi,j

+ B̃s
IFi,j

− b̃sIFi,j . Because there is one singularity between receiver and
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satellite clock offsets, one receiver equipped high-precision atomic clock is selected as
reference clock to deal with the singularity, which can be written as:

c ·
(
δtr + brIFi,j + B̃r

IFi,j

)

ref
= const (4)

Through the derivation, the actual receiver and satellite clock offsets can be expressed
as:

⎧
⎪⎨

⎪⎩

δtrIFi,j =
(
δtr + brIFi,j + B̃r

IFi,j

)
−

(
δtr + brIFi,j + B̃r

IFi,j

)

ref

δtsIFi,j =
(
δts + bsIF + B̃s

IFi,j

)
−

(
δtr + brIFi,j + B̃r

IFi,j

)

ref

(5)

2.2 BDS-2 and BDS-3 Integrated PCE Models

There are two types of the BDS-2 and BDS-3 integrated PCE models. The first model is
BDS-2 and BDS-3 integrated PCE model with ISB (PCE0), which can be expressed as:

⎡

⎢
⎢
⎢
⎢
⎢
⎣

Ps
r,IFi,j

�s
r,IFi,j

clkref

ISBref

⎤

⎥
⎥
⎥
⎥
⎥
⎦

=
[
eT2n ⊗ e2 ⊗ em eTk ⊗ e2 ⊗ em eTn ⊗ e2 ⊗ em N ⊗

(
f Ti,j · 	i,j ⊗ Im

)

eT2 ⊗ e2 ⊗ el

]

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

δtr,IFi,j

ISB

δtsIFi,j

ZWD

NIF

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+
⎡

⎣
εPIFi,j

ε�IFi,j

⎤

⎦

⎡

⎢
⎢
⎣

f Ti,j ·
(
q′
i,j ⊗ cP

)
· fi,j

f Ti,j ·
(
q′
i,j ⊗ c�

)
· fi,j

Varref

⎤

⎥
⎥
⎦ ⊗ Qm

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(6)

with
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

δtBIFi,j =
(
δtB + bBIFi,j + B̃B

IFi,j

)
−

(
δtr + br,BIFi,j

+ B̃r,B
IFi,j

)

ref

δtCIFi,j =
(
δtC + bCIFi,j + B̃C

IFi,j

)
−

(
δtr + br,CIFi,j

+ B̃r,C
IFi,j

)

ref

δtr,IFi,j =
(
δtr + br,BIFi,j

+ B̃r,B
IFi,j

)
−

(
δtr + br,BIFi,j

+ B̃r,B
IFi,j

)

ref

ISB =
(
br,CIF + B̃r,C

IF − br,BIF − B̃r,B
IF

)
−

(
br,CIF + B̃r,C

IF − br,BIF − B̃r,B
IF

)

ref

(7)

where B and C denote BDS-2 and BDS-3, respectively; n is the number of stations
which can track BDS signals; m represents the number of observations; k depicts
the number of the estimation satellites; l is the number of observations at reference
station. en, em and el are n-row, m-row and l-row vector in which all values are 1;
N = [

0 1
]T
; f Ti,j = [

αi,j βi,j
]
; 	i,j = diag

(
λi, λj

)
; Im denotes the m-dimension iden-

tity matrix; cP and c� denote the variance factor matrix for pseudorange and carrier

phase, respectively; clkref is the reference clock; q
′
i,j = diag

(
q2i , q

2
j

)
in which qi depict

the ratio of the observations; Vardatum is the variance factor matrix for reference clock;
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Qm = diag
(
sin−2(E1), sin−2(E1), · · · , sin−2(Em)

)
depicts the cofactor matrix, where

E denote satellite elevation angle; ⊗ is the Kronecker product operation.
The second model is BDS-2 and BDS-3 integrated PCE model without ISB (PCE1),

which is widely adopted by IGS and iGMAS ACs, which can be written as:

⎡

⎢
⎢
⎣

Ps
r,IFi,j

�s
r,IFi,j

clkref

⎤

⎥
⎥
⎦ =

[
eTn ⊗ e2 ⊗ em eTk ⊗ e2 ⊗ em eTn ⊗ e2 ⊗ em N2 ⊗

(
f Ti,j · 	i,j ⊗ Im

)

eT1 ⊗ e2 ⊗ el

]

⎡

⎢
⎢
⎢
⎢
⎢
⎣

δtr,IFi,j

δsIFi,j

ZWD

NIF

⎤

⎥
⎥
⎥
⎥
⎥
⎦

+
⎡

⎣
εPIFi,j

ε�IFi,j

⎤

⎦

⎡

⎢
⎢
⎣

f Ti,j ·
(
q′
i,j ⊗ cP

)
· fi,j

f Ti,j ·
(
q′
i,j ⊗ c�

)
· fi,j

Varref

⎤

⎥
⎥
⎦ ⊗ Qm

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(8)

with
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

δtBIFi,j =
(
δtB + bBIFi,j + B̃B

IFi,j

)
−

(
δtr + brIFi,j + B̃r

IFi,j

)

ref

δtCIFi,j =
(
δtC + bCIFi,j + B̃C

IFi,j

)
−

(
δtr + brIFi,j + B̃r

IFi,j

)

ref

δtr,IFi,j =
(
δtr + brIFi,j + B̃r

IFi,j

)
−

(
δtr + brIFi,j + B̃r

IFi,j

)

ref

(9)

The existence of ISB will affect the receiver clock datum and clock offsets esti-
mations. Estimating ISB can clearly separate the receiver clock datum for BDS-2 and
BDS-3. As shown in Fig. 2, the receiver clock datum of BDS-2 satellite clock offsets
will be attributed to BDS-2, and that of BDS-3 will be attributed to BDS-3. However,
ignoring ISB will confuse the receiver datum, the receiver clock datum of BDS-2 and
BDS-3 will be attributed to the same BDS virtual datum, which is weighted by BDS-2
and BDS-3. Ignoring ISB will cause the part of ISB to be absorbed by the receiver and
satellite clock offsets, which will affect the accuracy of PCE. Certainly, if there is no ISB
between BDS-2 and BDS-3, the BDS virtual datum, BDS-2 datum, and BDS-3 datum
are the same reference clock datum, and the PCE will not be affected by additional
errors.

Fig. 2. The receiver clock datum for BDS-2 and BDS-3.



Improving BDS-2 and BDS-3 Integrated Satellite Clock Determination 119

2.3 BDS-2 and BDS-3 Combined PPP Models

Similar to PCE models, there are two BDS-2 and BDS-3 combined PPP models. The
first PPP model with ISB estimation (PPP0) can be written as:

[
Ps
r,IFi,j

�s
r,IFi,j

]

=
[
e2 ⊗ A eT2 ⊗ e2 ⊗ em N ⊗

(
f Ti,j · 	i,j ⊗ Im

)]

⎡

⎢
⎢
⎢
⎣

x

δtr,IFi,j
ISB

NIF

⎤

⎥
⎥
⎥
⎦

+
[

εPIFi,j

ε�IFi,j

]

⎡

⎣
f Ti,j ·

(
q′
i,j ⊗ cP

)
· fi,j

f Ti,j ·
(
q′
i,j ⊗ c�

)
· fi,j

⎤

⎦ ⊗ Qm

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(10)

where x denotes the vector of receiver three-dimensional position increments and ZWD
values; A is the corresponding design matrix.

The second PPP model without ISB estimation (PPP1) can be written as:

[
Ps
r,IFi,j

�s
r,IFi,j

]

=
[
e2 ⊗ A eT1 ⊗ e2 ⊗ em N ⊗

(
f Ti,j · 	i,j ⊗ Im

)]

⎡

⎢
⎣

x

δtr,IFi,j
NIF

⎤

⎥
⎦ +

[
εPIFi,j

ε�IFi,j

]

⎡

⎣
f Ti,j ·

(
q′
i,j ⊗ cP

)
· fi,j

f Ti,j ·
(
q′
i,j ⊗ c�

)
· fi,j

⎤

⎦ ⊗ Qm

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

(11)

If the different satellite clocks are adopted by PPP, the corresponding receiver clock
offsets and ISB are also different. If the satellite clock offsets obtained from PCE0 is
used to perform PPP0 (PCE0PPP0), the receiver clock offsets and ISB can be written
as:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

δtBr,IFi,j =
(
δtr + br,BIFi,j

+ B̃r,B
IFi,j

)
−

(
δtr + br,BIFi,j

+ B̃r,B
IFi,j

)

ref

δtCr,IFi,j =
(
δtr + br,CIFi,j

+ B̃r,C
IFi,j

)
−

(
δtr + br,CIFi,j

+ B̃r,C
IFi,j

)

ref

ISB = δtCr,IFi,j − δtBr,IFi,j =
(
br,CIF + B̃r,C

IF − br,BIF − B̃r,B
IF

)
−

(
br,CIF + B̃r,C

IF − br,BIF − B̃r,B
IF

)

ref

(12)

If the satellite clock offsets obtained from PCE1 is used to perform PPP0
(PCE1PPP0), the receiver clock offsets and ISB can be written as:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

δtBr,IFi,j =
(
δtr + br,BIFi,j

+ B̃r,B
IFi,j

)
−

(
δtr + brIFi,j + B̃r

IFi,j

)

ref

δtCr,IFi,j =
(
δtr + br,CIFi,j

+ B̃r,C
IFi,j

)
−

(
δtr + brIFi,j + B̃r

IFi,j

)

ref

ISB = δtCr,IFi,j − δtBr,IFi,j = br,CIF + B̃r,C
IF − br,BIF − B̃r,B

IF

(13)
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If the satellite clock offsets obtained from PCE0 is used to perform PPP1
(PCE0PPP1), the receiver clock offsets can be expressed as:

⎧
⎪⎨

⎪⎩

δtBr,IFi,j =
(
δtr + br,BIFi,j

+ B̃r,B
IFi,j

)
−

(
δtr + br,BIFi,j

+ B̃r,B
IFi,j

)

ref

δtCr,IFi,j =
(
δtr + br,CIFi,j

+ B̃r,C
IFi,j

)
−

(
δtr + br,CIFi,j

+ B̃r,C
IFi,j

)

ref

(14)

If the satellite clock offsets obtained from PCE1 is used to perform PPP1
(PCE1PPP1), the receiver clock offsets can be expressed as:

⎧
⎪⎨

⎪⎩

δtBr,IFi,j =
(
δtr + br,BIFi,j

+ B̃r,B
IFi,j

)
−

(
δtr + brIFi,j + B̃r

IFi,j

)

ref

δtCr,IFi,j =
(
δtr + br,CIFi,j

+ B̃r,C
IFi,j

)
−

(
δtr + brIFi,j + B̃r

IFi,j

)

ref

(15)

The actual PPP1 estimated receiver clock offsets δtr,IFi,j is determined by theweights
ofBDS-2 andBDS-3. In otherwords, the value of δtr,IFi,j is ranged from δtBr,IFi,j to δtCr,IFi,j .
During data processing, if the weight of BDS-2 is greater than BDS-3, δtr,IFi,j is closer
to BDS-2 receiver clock offsets, while if the weight of BDS-3 is greater than BDS-2,
δtr,IFi,j is closer to BDS-3 receiver clock offsets.

In addition, the reference clock datums of BDS-2 and BDS-3 satellite clock offsets
obtained by PCE1 are the same BDS virtual datum, which can be eliminated in PPP
progress. Therefore, the ISB obtained by PPP using PCE1 satellite clocks only contains
hardware delay bias of ordinary receiver. However, the reference clock datums of BDS-2
and BDS-3 satellite clocks obtained by PCE0 are difference, they both maintain their
own reference clock datum. Hence, the ISB obtained by PPP using PCE0 satellite clocks
contains hardware delay bias of reference and ordinary receiver.

3 Datasets and Processing Strategies

Approximately 90 stations are used to get the BDS-2 and BDS-3 satellites clock offsets.
The observations collected from IGSMGEX for the period day of year (DOY) from 011

Fig. 3. Distribution of the selected GNSS tracking stations for PCE
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to 015, 2021 are used to perform PCE. The distribution of the selected GNSS stations
for PCE can be fined in Fig. 3.

The BDSPCE processing strategies are illustrated in Table 1. The B1I/B3I/ B1C/B2a
observations are used to obtain precise satellite clock offsets. The GFZ products with
the reference frame of IGS14 and time system of GPS time (GPST) are used to fix
satellite orbit, and the station coordinates are fixed to IGS SINEX-files coordinates. To
eliminate rank deficiency, one receiver equipped high-precision atomic clock is selected
as the reference clock to obtain receiver and satellite clock. As for ISB estimation,
two ISB schemes, i.e., ignoring ISB and estimating ISB are designed to process ISB.

Table 1. The data processing strategy for BDS-2 and BDS-3 integrated PCE

Items PCE

Observations Code and carrier phase observations

Frequency point BDS-2: B1I/B3I
BDS-3: B1I/B3I and B1C/B2a

Elevation cutoff 7°

Observation weighting Elevation weight [sin(elevation)]

Satellite orbit Fixed to GFZ precise orbit products

Satellite clock offsets Estimated as random walk

Receiver coordinate Fixed to IGS SINEX-files coordinates

Reference clock Receiver clock

Receiver clock offsets Ordinary station: Estimated
Reference station: Fixed

ISB Scheme1: ignored ISB (ISBOFF)
Scheme2: estimated ISB (ISBON)

Tropospheric delay Modified Hopfield for dry part and estimated for wet part
(10−9 m2/s)

Ionospheric delay Eliminated first order by IF observations

Satellite antenna IGS MGEX values

Receiver antenna IGS MGEX values

Phase windup effect Corrected

Relativistic effect Corrected [15]

Earth rotation Corrected [21]

Tide effect Solid Earth, Pole and Ocean tide [21]

Satellite multipath effect BDS-2: Corrected
BDS-3: Non-existent

Ambiguity Estimated as constants

DCB Corrected

IFCB Absorbed by clock offsets
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The modified Hopfield model based on Global Pressure and Temperature 3 (GPT3) and
Viennamapping functions 3 (VMF3)model is used to correct the dry tropospheric delay,
and the wet tropospheric delay is estimated by setting parameter based on the wet part
of VMF3 [16, 17]. The phase center offset (PCO) and phase center variations (PCV)
of BDS-2 and BDS-3 are corrected using IGS MGEX antenna file [18]. In the Kalman
filter of the PCE processing, the ambiguities are estimated as float constants, the ZWD
is estimated as a random walk process, the satellite and receiver clock is estimated as
a random walk process and white noises, respectively. The BDS pseudorange and CP
observation precision is set to 0.3 and 0.003 m, respectively. GFZ only provides satellite
clock offsets calculated by B1I and B3I observations. Therefore, the GFZ clock offsets
need to be corrected by differential code bias (DCB) and carrier phase inter-frequency
clockbias (IFCB) in order to evaluate our estimated newsignals clock offsets andperform
new signals PPP. The satellite DCB files are provided by Chinese Academy of Science
(CAS) [19]. The satellite carrier phase IFCB is obtained by using epoch-difference IFCB
estimation strategy [20].

4 Validation and Results

4.1 The ISB Between BDS-2 and BDS-3

The existence of ISB between BDS-2 and BDS-3 affects the PPP and PCE by confusing
the receiver clock datum. To clearly describe the characteristic of ISB, Fig. 4 illustrates
the ISB between BDS-2 (B1I/B3I) and BDS-3 (B1I/B3I) and the ISB between BDS-
2 (B1I/B3I) and BDS-3 (B1C/B2a). The ISB values between BDS-2 (B1I/B3I) and
BDS-3 (B1I/B3I) are ranged from −5 to 10 ns, while the ISB values between BDS-2
(B1I/B3I) and BDS-3 (B1C/B2a) are ranged from −100 to 20 ns. Because there are
significantly difference between old and new signals in terms of frequency band, signal

Fig. 4. Time series of the ISB between BDS-2 and BDS-3 on the DOY 011, 2021.
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Fig. 5. Time series of the ISB between BDS-2 and BDS-3 for different receiver types based on
the same reference station BRUX on DOY 011, 2021. The receiver type of ALIC, GAMG, OUS2,
POTS, HUEG, MAYG, CUT0, MATE and BRUX is SEPT POLARX5, SEPT POLARX5TR,
SEPT ASTERX4, JAVAD TRE_3, JAVAD TRE_3 DELTA, TRIMBLE ALLOY, TRIMBLE
NETR9, LEICA GR30 and SEPT POLARX5, respectively.

modulation, precision and so on [1, 11], the ISB for new signals is significantly larger
than ISB for old signals. The ISB contains not only the hardware delay bias of the current
station, but also the hardware delay bias of the reference station. Typical stations with
different receiver types showed in Fig. 5. Moreover, the ISB reference station is unified
to avoid the influence of the different reference station. Form Fig. 5, we can get three
key findings. First, ISB is stable for both old and new signals, and the STD are all better
than 0.25 ns. The second thing we should notice that the ISB of the receiver from the
same manufacturer such as ALIC (SEPT POLARX5)-BRUX (SEPT POLARX5) and
the OUS2 (SEPT ASTERX4)-BRUX (SEPT POLARX5) is smaller and closer to 0. Due
to the significant difference between old and new signals in frequency band and signal
modulation, the ISB for new signals is large.

4.2 Assessment of Satellite Clock Offsets

The double-difference (DD) method of selecting one satellite to eliminate the clock
datum [22] is used to assess the precision of the estimated satellite clock offsets. BDS-2
pseudorandom noise (PRN) code 10 (C10) and BDS-3 PRN20 (C20) are selected as the
reference satellite to assess the estimated clock offsets.
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The time series of DD clock offsets for BDS-2-only, BDS-3-only, and BDS-2/BDS-
3 integrated PCE using old and new signals are shown in Fig. 6. Due to the existence
of ISB, there is obvious stratification between PCE0 and PCE1. As depicted in Fig. 2,
ignoring ISB will destroy the receiver clock datum, which will cause these systematic
errors to be absorbed by the clock offsets of receiver and satellite, ambiguities, and
residuals. Estimating ISB can separate the BDS-2 and BDS-3 receiver clock datum and
avoid the confusion. Therefore, there is no significant stratification between PCE0 and
BDS-2-only, BDS-3-only solutions.

Theoretically, the precision of clock offsets for BDS-2 and BDS-3 integrated PCE
should be better than that of BDS-2-only and BDS-3-only due to the more redundant
observation. The STD of clock offsets for PCE0 is indeed better than that of BDS-2-only
and BDS-3-only, while the PCE1 is worse than BDS-2-only and BDS-3-only. Because
the clock offsets for PCE1 absorbs the redundant systematic errors caused by ISB, the
stability of clock offsets is reduced. In addition, we also find that the STD of PCE1 using
new signals is worse than that using old signals. As mentioned earlier, the ISB between
BDS-2 (B1I/B3I) and BDS-3 (B1C/B2a) is larger than ISB for old signals. The higher
ISB values, the satellite clock offsets will absorb more the redundant systematic errors,
the precision of clock offsets will be worse.

To illustrate the precision of each BDS satellite clock offsets in detail, Fig. 7 depicts
the STD of each satellite clock offsets for BDS-2-only, BDS-3-only and BDS (BDS-
2/BDS-3) PCE using old and new signals. From Fig. 7, we can get some key findings.

Fig. 6. Time series of DD clock error between GFZ rapid clock offsets and the estimated clock
offsets for BDS-2-only, BDS-3-only and BDS (BDS-2/BDS-3) on DOY 011, 2021.
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Fig. 7. The STD of each satellite clock offsets for BDS-2-only, BDS-3-only and BDS (BDS-
2/BDS-3) PCE.

The BDS-2 and BDS-3 integrated PCE can effectively improve the precision of clock
offsets. The STD of clock offsets for PCE0 is better than BDS-2-only and BDS-3-only.
The STD of BDS-2 clock offsets is basically better than 0.15 ns, and that of BDS-3 is
better than 0.08 ns except for C39. The main reason why C39 is slightly worse is that
there are few C39 usable stations for PCE as shown in Fig. 8. Since C38 to C46 are
new satellites, there are few receivers capable of tracking these satellites currently. This
problem will be well solved with the upgrading of the software and hardware versions
of the GNSS receiver. Whether for old signals or new signals, the PCE1 significantly
reduces the precision of clock offsets. Moreover, the precision of clock offsets for PCE1
using new signals is obvious worse than that using old signals since the ISB between
BDS-2 (B1I/B3I) and BDS-3 (B1C/B2a) is larger than ISB using old signals.

To clearly compare the precision of clock offsets obtained by different PCE models
and different signals, Fig. 9 shows the average STD of the estimated clock offsets. By
comparing old and new signals clock offsets, we can find that the precision of clock
offsets using old signals is more optimal than that using new signals due to the few
available stations for new signals. Then, the precision of BDS-3 clock offsets is better
than that of BDS-2 due to the improvement of signal quality and orbit accuracy for
BDS-3 [23]. In addition, PCE0 model can well handle the negative impact of ISB on
clock offsets and ensure the accuracy of clock offsets.
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Fig. 8. Number of usable stations for BDS-2 and BDS-3 satellite clock offsets estimations.

Fig. 9. The average STD of the estimated clock offsets for the BDS-2-only, BDS-3-only and BDS
(BDS-2/BDS-3) estimation.

4.3 PPP Validation

The PPP experimentswill be performed to validate the practicability and reliability of the
estimated satellite clock offsets. The 10 GNSS stations (ENAO, HUEG, KRGG, LEIJ,
MCHL, POTS, PTGG, SGOC, ULAB, and URUM) excluding satellite clock offsets
determination observation networks are selected to perform PPP. In the PPP processing
progress, the processing strategy is basically the same as that of PCE. The PPP solutions
using GFZ products are also conducted as the reference. To verify the theory correctness
of the effect of BDS-2 and BDS-3 integrated PCE bias on PPP analyzed in Eq. 12, 13, 14
and 15, the reference station in PCE progress is used for PPP. For PCE0PPP0 solutions at
the reference station, the receiver clock offsets for BDS-2 andBDS-3 should be 0, and the
corresponding ISB is 0. About PCE0PPP1 solutions at the reference station, the receiver
clock offsets for BDS-2 and BDS-3 should be 0. As mention earlier, the actual estimated
receiver clock offsets are between BDS-2 and BDS-3 receiver clock offsets. Therefore,
the receiver clock offsets for PCE0PPP1 are 0. Fortunately, the results from Fig. 10
prove this discusses, the receiver clock offsets and ISB for PCE0PPP0 and PCE0PPP1
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are around 0. If the satellite clock offsets obtained from PCE1 is used to preform PPP0 at
the reference station, the receiver clock offsets for BDS-2 and BDS-3 minus the virtual
clock datum is not 0. Therefore, the actual estimated receiver clock offsets and ISB are
not 0. Similarly, the actual estimated clock offsets for PCE1PPP1 scheme should not be
0. It is worth mentioning that the receiver clock offsets for PCE1PPP1 using old signals
are near 0 in Fig. 10. The most likely reason is that the ISB for BDS-2 and BDS-3
overlapping B1/B3I signals is relatively small. The BDS-2 receiver clock datum, BDS-3
receiver clock datum and BDS virtual receiver clock datum are close. Consequently, the
receiver clock offsets for PCE1PPP1 using old signals are close to 0, while the receiver
clock offsets of PCE1PPP1 using new signals are not close to 0. From this analysis, we
can draw that the PCE0 models more self-consistent and more suitable for BDS-2 and
BDS-3 combined PCE.

Fig. 10. Receiver clock offsets of PPP at USUD (left) and BRUX (right) on DOY 011, 2021.

Now pay attention to the effect of different PCE models on PPP performances.
Figure 11 depict the positioning error of BDS-2 and BDS-3 combined PPP using old
B1I/B3I signals and new B1C/B2a signals at KRGG and PTGG station. Comparing the
two sets of results, we can get some key findings. From the perspective of PCE model,
estimating ISB can effectively avoid the negative effect of hardware delay bias between
BDS-2 and BDS-3 on satellite clock offsets and improve the PPP performances. From
the perspective of PPP model, the PPP0 model is obviously better than the traditional
PPP1 model. In addition, since the precision of clock offsets for PCE1 using new signals
is obvious worse than that using old signals, this feature is obviously reflected in PPP.
Figure 12 shows the corresponding receiver clock offsets and ISB at KRGG and PTGG
station. From Fig. 12, we can get that the receiver clock offsets calculated by PCE0PPP0,
PCE1PPP0, PCE0PPP1 and PCE1PPP1 schemes has obvious stratification due to the
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existence of ISB. Table 2 shows the statistical results of positioning accuracy. Com-
bined Fig. 11 and Table 2, we can conclude that PCE0PPP0 is the optimal scheme. The
PCE0PPP0 scheme can improve the positioning accuracy by 40.4%, 20.0% and 35.4%
for old signals compared with GFZPPP0 in the north, east and up components. Because
there are few stations that can be used to solve B1C/B2a PCE, the corresponding clock
offsets accuracy is poor, the improvement for PCE0PPP0 scheme using B1C/B2a signals
is not obvious with respect to GFZPPP0 and GFZPPP1. Through reasonable estimation
of ISB, the clock offsets perform slightly better than GFZ in PPP positioning accuracy.
According to the comprehensive statistical results, the server adopts PCE0model and the
client adopts PPP0 model, which can effectively improve BDS-2 and BDS-3 combined
service performance.

Fig. 11. Positioning errors ofBDS-2 andBDS-3 combinedPPPusing oldB1I/B3I signals and new
B1C/B2a signals at KRGG (left) and PTGG (right) station in the north, east and up components
on DOY 011, 2021.

Now turn to the convergence time, Fig. 13 and 14 appear the convergence time
for six PPP schemes using old and new signals, respectively. PCE0 can improve the
convergence time, especially for new B1C/B2a signals. Due to the significant difference
between old and new signals in frequency band and signal modulation, the ISB for new
signals is large, which seriously reduces the B1C/B2a clock offsets accuracy estimated
by PCE1model. Hence, the PCE1PPP0 and PCE1PPP1 shemes for B1C/B2a are poor in
both convergence time and positioning accuracy. From the perspective of PPPmodel, the
PPP0model is slightly better than the traditional PPP1model. Adding ISB parameters to
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Fig. 12. Receiver clock offsets and ISB of BDS-2 and BDS-3 combined PPP using old B1I/B3I
signals and new B1C/B2a signals at KRGG (left) and PTGG (right) station on DOY 011, 2021.

Table 2. The statistics of positioning accuracy for PCE0PPP0, PCE0PPP1, PCE1PPP0,
PCE1PPP1, GFZPPP0 and GFZPPP1 schemes using new and old signals.

Type BDS-2 (B1I/B3I)
+ BDS-3 (B1I/B3I) PPP

BDS-2 (B1I/B3I)
+ BDS-3 (B1C/B2a) PPP

North
(cm)

East
(cm)

Up (cm) 3D (cm) North
(cm)

East
(cm)

Up (cm) 3D (cm)

PCE0 PPP0 0.25 0.48 1.11 1.23 0.49 0.86 1.62 1.90

PPP1 0.28 0.96 1.06 1.46 0.60 1.00 1.78 2.13

PCE1 PPP0 0.38 0.58 1.77 1.90 3.11 3.69 10.53 11.58

PPP1 0.31 1.80 1.59 2.42 3.27 5.82 11.48 13.28

GFZ PPP0 0.42 0.60 1.72 1.86 0.40 0.55 1.11 1.30

PPP1 0.39 0.58 1.77 1.91 0.42 0.67 1.49 1.69
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Fig. 13. Convergence time of BDS-2 and BDS-3 combined PPP using old B1I/B3I signals at
selected stations in the north, east and up components.

Fig. 14. Convergence time of BDS-2 and BDS-3 combined PPP using new B1C/B2a signals at
selected stations in the north, east and up components.

the PPP client algorithm can better avoid the negative influence of hardware delay bias
on PPP performance. Only when the server and the client can reasonably and uniformly
handle the ISB, and the combined service performance of BDS-2 and BDS-3 will be
better.

In summary, the PCE0 model is the optimal BDS-2 and BDS-3 integrated satellite
clock offsets estimation model for the server, and the PPP0 model is the optimal PPP
model for the client. The cooperation between PCE0 and PPP0 can improve the BDS
service performance.
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5 Conclusion

To improve the BDS global service performance, this contribution focused on the ISB
between BDS-2 and BDS-3 for both new and old signals and its impact on PCE and
PPP. We presented the BDS-2 and BDS-3 integrated PCE and PPP models with and
without ISB estimation, and analyzed the connection between different PCE and PPP
models theoretically. Through the analysis and discussion, we can draw the following
conclusions.

Because of the inconsistency between BDS-2 and BDS-3 in hardware units and the
signal processing algorithms on receiver side, there is an obvious ISB for both old and
new signals. The ISB is stable for both old B1I/B3I and new B1C/B2a signals. The ISB
between BDS-2 (B1I/B3I) and BDS-3 (B1C/B2a) is larger than the ISB between BDS-2
(B1I/B3I) and BDS-3 (B1I/B3I), due to the obvious difference between old and new
signals in frequency band and signal modulation. In addition, during the BDS-2 and
BDS-3 integrated PCE using overlapping B1I/B3I signals, selecting the observations of
the receiver from the same manufacturer for solution as much as possible can effectively
reduce the ISB.

The combination of BDS-2 and BDS-3 indeed improves the precision of satellite
clock offsets estimations. The average STD for BDS-2 and BDS-3 clock offsets using
old signals is improved by 15.8% and 11.1% compared with BDS-2-only and BDS-3-
only estimation, respectively. For new signals, the improvement for BDS-3 clock offsets
is 14.6% from 0.081ns to 0.069ns. However, the improper PCE model will reduce the
precision of satellite clock offsets estimations. Significantly, whether for new or old
signals, the precision of clock offsets for PCE0 model is better than that for PCE1
model. The PCE0model is more self-consistent andmore suitable for BDS-2 and BDS-3
integrated PCE.

The proper procedures for dealing with ISB can effectively avoid the negative effect
of ISB on satellite clock offsets and improve the PPP performances. The optimal scheme
is PCE0PPP0 in terms of positioning accuracy and convergence time. The PCE0PPP0
scheme can improve the positioning accuracy by 40.4%, 20.0%and 35.4% for old signals
compared with GFZPPP0 in the north, east and up components. As for new signals,
although the number of available stations for PCE is small, the positioning performance
for PCE0PPP0 scheme is basically at the same level as that of GFZPPP0 and GFZPPP1.

Synthesize the analysis and discussion above, the PCE0 and PPP0 are the optimal
models for the server and client, respectively.We recommend the optimal PCE0 forBDS-
2 and BDS-3 combined satellite clock estimations and the optimal PPP0 for BDS-2 and
BDS-3 combined positioning.
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