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Foreword by Philip L. Woodworth

Two recent events have underlined the importance of extreme natural events to our
planet’s populations. The first event was the publication in 2021 of The Physical
Science Basis byWorkingGroup I (WG1) of the Intergovernmental Panel on Climate
Change (IPCC). Two further reports concernedwith Impacts, Adaptation andVulner-
ability and Mitigation of Climate Change will be published by Working Groups II
and III, respectively in 2022, thereby completing the overall IPCC’s Sixth Assess-
ment Reports (AR6). These reports provide irrefutable evidence for anthropogenic
climate change during the past century and show that extreme events connected with
climate change are now occurring more frequently than previously, with the largest
events often impacting on developing countries. The reports provide projections of
changes in many climate parameters towards 2100 and beyond, and thereby changes
in the occurrence of extreme events, from which one concludes that, without mitiga-
tion and adaptation measures being taken, impacts on developing countries will be
even more severe.

The second event was the 26th United Nations Climate Change Conference of the
Parties (COP26) held in Glasgow during October–November 2021. Discussions at
that conference underlined the need for urgency in tackling climate change, so that
its impacts might be constrained as far as possible. It also demonstrated how difficult
and costly that effective action will be.

For example, within my own field of sea-level science, the AR6 WG1 suggested
that global average sea level could rise by 0.28–0.55 m by 2100 (relative to 1995–
2014), assuming a very low greenhouse gas emission scenario, or 0.63–1.01 m,
assuming a very high emission scenario. Such a rise in sea level, combined with
possible changes in the frequency and intensity of storms and their associated storm
surges, will require major expenditure in raising coastal defences, with sometimes
consequent undesirable modifications to coastal environments. Moreover, in some
cases, such as small island states, sea-level rise will represent a major threat to the
people.

The AR6 and COP26 have made clear that climate change will impact every
country in the world in different ways. In particular, rising temperatures and sea
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vi Foreword by Philip L. Woodworth

levels and modifications to rainfall patterns will have major impacts on natural envi-
ronments and agriculture and have many consequences for the built environment and
infrastructure. A large number of these topics are discussed in this volume.

The editors are to be congratulated on assembling an excellent set of chapters
which together underline the importance of the above topics. The first chapters in
the volume are concerned with the provision of information on, and systems for
addressing, extreme climate events. There then follow two sets of chapters dealing
with extreme rainfall and thunderstorm events, which often lead to river flooding,
and extreme wave and sea-level events, which can lead to coastal flooding. Further
chapters discuss the extreme events associated with earthquakes and landslides, a
reminder that extreme natural events are not confined to those associatedwith climate
change. For example, recent years have demonstrated the threat posed to coastal
populations by undersea earthquakes and tsunamis. Some of the chapters in the book
discuss impacts of climate change on agriculture and integrated methods to reduce
the impacts of disastrous events.

The chapters in this volume show that although the importance of individual types
of extreme event varies between countries, they all require addressing worldwide.
The chapters also demonstrate that major investment is required in infrastructure,
including regional and global monitoring networks for a range of climate parame-
ters. In addition, development is needed in new analysis and modelling techniques
for the forecasting of extreme events (e.g. downscaling of global and regional climate
projections to the more practically useful short spatial scales). International collab-
oration will be essential in network development and the use of the resulting data
sets. The ultimate aim must be to provide the best possible information and advice
to decision makers and the public, so that systems can be constructed by which the
impacts of extreme events might be mitigated.

Therefore, it is gratifying that the chapters in this volume are written by authors
from so many developing countries. I can recommend the volume as an impor-
tant contribution to research into the extreme events which have such scientific and
practical importance for us all.

Philip L. Woodworth, Ph. D.
Former Director of the Permanent

Service for Mean Sea Level
Emeritus Fellow

National Oceanography Centre
Liverpool, UK



Introduction by Amitava Bandopadhyay

Extreme natural events such as avalanches, earthquakes, tsunamis, wildfires, floods,
droughts, cyclones, volcanoes, thunderstorms and intense rainfall events occur across
the world. Many of these phenomena are affected by the climate change. Various
climate assessment reports have indicated that their frequency or intensity has
increased, and projections show further increase in the future. Developing countries
are far more vulnerable to these extreme events due to their inadequate technological,
financial and logistic capabilities.

Extreme events are likely to push millions in the developing world into poverty
and reduce the prospects for sustainable development. Such events are likely to have a
significant impact both on human growth and economics. Variations in the frequency,
severity and duration of some extreme weather events increase risks to children’s
mental health and impact their development from infancy to adolescence. Similarly,
these extremes will primarily impact economic growth of a nation through damage to
property and infrastructure, loss in productivity, mass migration and security threats.

Solutions developed in technologically-advanced countries often cannot be simply
applied in the developing world. It is thus imperative that the natural and social
scientists and engineers in the developing world improve their ability to forecast
and manage these extreme events in order to reduce the economic, social (human)
and environmental impacts. Adaptation to these extreme natural events must be an
integral part of the national policy of the developing countries dealing with disaster
management.

This book in its seventeen chapters intends to explore the challenges of the devel-
oping countries to understand and manage the risks of extreme natural events. The
book brings together scientific communities fromGhana, India, Indonesia,Malaysia,
Philippines, Sri Lanka, South Africa and Venezuela to share their experience and
expertise in different aspects of managing extreme natural events, particularly those
related to climate.

In this connection, I am proud to mention that in the past the NAM S&T Centre
has made significant contributions in capacity building and exchange of knowledge
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viii Introduction by Amitava Bandopadhyay

among its member countries on the subject of extreme natural events in partner-
ship with various S&T institutions and agencies by organizing international work-
shops, roundtables, symposiums and training programmes and bringing out relevant
scientific publications that are of significant interest to the global south.

I am extremely delighted that theNAMS&TCentre has reached anothermilestone
by publishing its next scientific monograph titled Extreme Natural Events: Sustain-
able Solutions for Developing Countries. I gratefully acknowledge the contributions
made by eminent experts from various countries on different themes on extreme
natural events including climate extremes, such as extreme rainfall events and thun-
derstorms, extreme waves, extreme sea-level changes, storm surges and coastal inun-
dation, earthquakes and landslides, impact assessment and integrated disaster risk
reduction. I maymention here that the subject of “Lightning” as an important compo-
nent of extreme natural events has not been included in the scope of this monograph
as NAM S&T Centre has published a separate monograph titled Lightning: Science,
Engineering, and Economic Implications for Developing Countries in August 2021
through Springer Nature, Singapore.

I am thankful to the editorial team of this book: Dr. A. S. Unnikrishnan
(Former Chief Scientist, Physical Oceanography Division, CSIR-National Institute
of Oceanography, Goa, India), Prof. Fredolin Tangang (Chairman and Professor,
Department of Earth Sciences and Environment, Faculty of Science and Technology,
Universiti Kebangsaan Malaysia, Kuala Lumpur) and Prof. Raymond J. Durrheim
(South African Research Chair in Exploration, Earthquake and Mining Seismology,
University of the Witwatersrand, Johannesburg, South Africa) for the scientific
evaluation of the manuscripts and ensuring the best selection of the contents for
dissemination of scientific knowledge on the subject in the developing world.

In addition, I am also grateful to some of the invited reviewers from India :
(i) Dr. Umesh Chandra Kulshrestha (Professor, School of Environmental Sciences,
Jawaharlal Nehru University, New Delhi); (ii) Dr. Someshwar Das (Former
Adviser/Scientist ‘G’,Ministry of Earth Sciences, Government of India, NewDelhi);
(iii) Dr.M. R. Ramesh Kumar (Former Chief Scientist, Physical Oceanography Divi-
sion, National Institute of Oceanography, Dona Paula, Goa); (iv) Dr. Kalachand Sain
(Director, Wadia Institute of Himalayan Geology, Dehradun, Uttarakhand); (v) Dr.
Smitha V. Thampi (Scientist F, Space Physics Laboratory, Vikram Sarabhai Space
Centre, Indian Space Research Organisation, Trivandrum, Kerala); (vi) Prof. Bimal
Kumar Roy (Head, R. C. Bose Centre for Cryptology and Security, and Former
Director, Indian Statistical Institute, Kolkata) and (vii) Prof. SubimalGhosh (Institute
Chair Professor, Department of Civil Engineering and Convener, Interdisciplinary
Program in Climate Studies, Indian Institute of Technology Bombay, Mumbai) for
extending their support to the Centre in bringing out this valuable publication.

I express my sincere gratitude to Dr. Philip L. Woodworth, Former Director of
the Permanent Service for Mean Sea Level at the National Oceanography Centre,
Liverpool, UK, for kindly agreeing to write the “Foreword” of the monograph.

I am thankful to Dr. Loyola D’Silva, Executive Editor, Springer Nature, Singa-
pore, for considering this book for publication through the reputed publishing house
Springer Nature, and Ms. Vinothini Elango, Project Coordinator, Springer Nature,
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for monitoring and streamlining the publication process. I am confident that our
association with “Springer” would lead to many more such valuable collaborative
endeavours in future.

My sincere thanks are also due to the entire team of the NAM S&T Centre, espe-
cially to Mr. M. Bandyopadhyay, Senior Adviser and Ms. Jasmeet Kaur Baweja,
Programme Officer and Contributing Staff Editor, NAM S&T Centre for facili-
tating this project. I am also thankful to Dr. Ranadhir Mukhopadhyay, Former Chief
Scientist, CSIR-National Institute of Oceanography (NIO), Goa, for helping to bring
out this publication. I also record my appreciation for the assistance rendered by
my colleagues Mr. Rahul Kumra and Mr. Pankaj Button towards bringing out this
publication.

I am sure that this book would be a valuable reference material for the scientists,
researchers and other professionals working in the areas of extreme natural events,
particularly those related to climate.

Amitava Bandopadhyay, Ph.D.
Director General, NAM S&T Centre

New Delhi, India



Preface

Extreme events of atmospheric, coastal, hydrological and geological origins (e.g.
intense rainfall events, droughts, hurricanes, storm surges, floods, earthquakes, land-
slides) cause fatalities, property damage and socio-environmental disruption. The
disasters occurring all over the globe have affected millions of people, causing loss
of life and inflicting huge financial loss. Natural disasters the world over have been
increasing due to global warming.

This state of affairs is particularly daunting for low-income developing coun-
tries, since they lack the resources to prepare, respond and mitigate. These extreme
events represent major development impediments for low-income countries, as they
hamper access to shelters, clean water, sanitation, cause food/nutritional shortage
and increase the threat of communicable diseases.

Extreme events inflict considerable economic burden. The additional funding
required for reconstruction and economic recovery efforts, particularly for devel-
oping countries, demonstrates the need to link the efforts for emergency disaster
response to long-term development projects to sustain recovery. Hence, adapting
and mitigating extreme events become a priority for governments the world over.
The first step for achieving this is to understand these events, their occurrences in
the past and changes that have been happening in recent years. It is also important
to understand how climate-related disasters can be influenced by climate change in
future periods.

The present monograph provides a comprehensive description of some of the
major extreme events in atmosphere, ocean and land. Though the list may not
be complete, a good attempt has been made to cover a wide spectrum of events
covering different countries in many regions. The contributed articles are from
authors belonging to various countries in the Non-Aligned Movement (NAM). The
articles, in general, describe extreme events in the regions surrounding these coun-
tries. Developing countries are more vulnerable to the impacts of these events,
because of lack of preparedness, lack of adequate adaptation andmitigation practises.
Moreover, the high cost of mitigation also adds to the slow progress in implementa-
tion. We hope that this volume will be useful for improving the understanding of the
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xii Preface

extreme events in region-wise basis so that various governments and policymakers
can develop long-term strategies for tackling these events.

Some articles in the present monograph focus on the scientific understanding of
extreme events, while some are on adaptation and mitigation strategies to tackle
these extremes. The seventeen articles are divided into five parts. Part I deals with
a description of climate extremes. Part II covers extremes atmospheric events, such
as intense rainfall and thunderstorms. Part III deals with a description of extremes
waves, sea level and coastal flooding. Part IV deals with articles on earthquakes
and landslides. Part V has only one article that deals with impact assessment, and
Part VI deals with adaptation and mitigation approaches dealing in particular with
hydroclimatic extreme events.

We believe that this volume will enhance public awareness and promote educa-
tional efforts to increase understanding of these events and their management, which
will be the first step for planning, adaptation and mitigation. The Intergovernmental
Panel on Climate Change (IPCC) published the Sixth Assessment Report (AR6) of
WG I in 2021 and the reports of WG II and WG III are expected to be published
in 2022. These reports provide comprehensive descriptions of the past changes and
future projections of extreme events due to climate change and their impacts, vulner-
ability and mitigation. The present monograph provides a description of some of
these events and adaptation practises followed in selected regions. A unique feature
of the monograph is that it covers many regions in different continents such as Asia,
Africa, North and South America. This will provide information on extreme events
in different regions for various governments and policy makers. We hope that this
monograph will generate a lot of public awareness and be useful for educational
purposes. It is hoped that the monograph will complement AR6 reports of IPCC.

Goa, India
Selangor, Malaysia
Johannesburg, South Africa

A. S. Unnikrishnan
Fredolin Tangang

Raymond J. Durrheim
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Chapter 1 
CORDEX Southeast Asia: Providing 
Regional Climate Change Information 
for Enabling Adaptation 

Fredolin Tangang, Jing Xiang Chung, Faye Cruz, Supari, 
Jerasorn Santisirisomboon, Thanh Ngo-Duc, Liew Juneng, Ester Salimun, 
Gemma Narisma, Julie Dado, Tan Phan-Van, Mohd Syazwan Faisal Mohd, 
Patama Singhruck, John L. McGregor, Edvin Aldrian, Dodo Gunawan, 
and Ardhasena Spaheluwakan 

Abstract This chapter describes the activities, progress and relevance of the Coor-
dinated Regional Climate Downscaling Experiment—Southeast Asia (CORDEX-
SEA) in providing regional climate change information for enabling adaptation in
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4 F. Tangang et al.

Southeast Asia. Southeast Asia is a region that has been affected by climate change, 
particularly by the weather and climate extremes, and will likely to be impacted 
more in the future decades as global temperature continues to increase. The number of 
climate-related disasters, particularly floods, has increased since the last few decades. 
For climate resilience, countries in the region need to mitigate and adapt, which both 
require regional future climate change information. However, for robust formulation 
of adaptation measures, future climate change information at local scales is required. 
CORDEX-SEA was established to provide multi-model and high-resolution climate 
projections and fulfil climate model data requirements in the region. CORDEX-SEA 
has generated a reasonably good model ensemble of regional climate downscaling 
from 11 global climate models (GCMs) using 7 regional climate models (RCMs) 
at a spatial resolution of 25 km. Based on these projections, depending on region 
and seasons, significant changes in mean and extreme precipitation are projected 
to occur in the future decades. The generated downscaled data can now be used for 
climate risk assessment in the Southeast Asia region. Furthermore, the establishment 
of the Southeast Asia Regional Climate Change Information System (SARCCIS), a 
data node of the Earth System Grid Federation (ESGF), facilitated the data archiving 
and dissemination of CORDEX-SEA data to end users and scientists involved in the 
assessment of vulnerability, impacts and adaptation (VIA). 

1.1 Introduction 

The world is at a critical juncture with respect to its current annual CO2 emission of 
over 50 Gt. The Intergovernmental Panel on Climate Change (IPCC) Special Report 
on 1.5 °C concluded that the annual CO2 emission would need to be reduced to 20–30 
Gt by 2030 for ensuring the temperature increase is capped below 1.5 °C (Rogelj et al. 
2018). Under the Paris Agreement, zero net emission would need to be achieved by the 
end of the century in order to cap global warming below 2.0 °C. However, the current 
Nationally Determined Contribution (NDC) pledges of the agreement are projected 
to elevate the global mean temperature by 2.5–2.8 °C relative to pre-industrial levels

P. Singhruck 
Department of Marine Science, Faculty of Science, Chulalongkorn University, Bangkok, Thailand 

J. L. McGregor 
CSIRO Oceans and Atmosphere, Aspendale, Australia 

E. Aldrian 
Agency for the Assessment and Application of Technology (BPPT), Jakarta, Indonesia 

A. Spaheluwakan 
Center for Applied Climate Services, Agency for Meteorology Climatology and Geophysics 
(BMKG), Jakarta, Indonesia 

F. Tangang 
Natural Disaster Research Centre, Universiti Malaysia Sabah, Kota Kinabalu, Sabah, Malaysia



1 CORDEX Southeast Asia: Providing Regional … 5

(OurWorldinData.org 2020). With current policies, the level of warming is projected 
to be even higher, i.e. around 2.8–3.2 °C (OurWorldinData.org 2020). In fact, to 
meet the 2 °C target, the emission reductions should increase by 80% beyond NDC 
(Liu and Raftery 2021). These uncertain prospects of climate change mitigations and 
magnitude of future warming emphasise the need for adaptation measures to increase 
climate resilience, especially in the developing and least-developed countries. In 
Southeast Asia, where the level of exposure and vulnerability to climate change 
impacts are considered high, adaptation measures are required for climate resilience. 

The latest Sixth Assessment Report (AR6) of the Intergovernmental Panel on 
Climate Change (IPCC) indicated that observed hot extremes and heavy precipi-
tation events in Southeast Asia have increased significantly over a period from the 
1950s to the present (IPCC 2021; Seneviratne et al. 2021). Despite contributing mini-
mally to the accumulated concentration of atmospheric greenhouse gases (GHG) thus 
far, many developing and least-developed countries have been impacted significantly 
and may face increasing risks of climate change impacts in the future decades, espe-
cially from weather and climate extremes. In Southeast Asia, where most countries 
are either developing or least developed (Fig. 1.1), many countries have experi-
enced increased occurrences in climate-related disasters since the last few decades. 
In fact, from 1980 to 2017, Southeast Asia recorded the highest number of disasters 
compared to other regions in Asia (Dagli and Ferrarini 2019). The losses associated

Fig. 1.1 The map of Southeast Asia and the geographical locations of 11 countries within the 
region
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with climate-related disasters, such as floods, droughts, forest fires and transboundary 
haze episodes and typhoons, have been steadily increasing over the last two decades 
(Hijioka et al. 2014).

In 2011, Thailand was struck by a massive flood event with staggering economic 
losses of USD46.5 billion and 815 deaths (Supharatid et al. 2016). Vietnam was 
hit by the worst-ever typhoon Linda in 1997 affecting more than 500,000 people 
with 3000 deaths (Anh et al. 2019). Typhoon Haiyan, which was the strongest ever 
recorded in the Philippines, struck the country in 2013 killing more than 6300 people 
and resulted in USD1.8 billion in economic losses (Hernandez et al. 2015). Typhoon 
Nargis that hit Myanmar in 2008 was considered the deadliest in the region killing 
more than 138,000 people (Firtz et al. 2009). Malaysia, despite being located outside 
the typhoon belt, had been experiencing recurrences of major flood events like the one 
in December 2014 that affected more than 500,000 people (Hai et al. 2017). Droughts 
are also becoming more frequent across the region. In 2015, Indonesia experienced a 
severe drought event that resulted in widespread forest fires and a prolonged period of 
haze episode that affected not only Indonesia but the surrounding countries including 
Malaysia, Singapore and Brunei (Lohberger et al. 2018). These are some examples 
of the major climate-related disasters that have occurred in the region in the past 
decades. As global temperature increases, extreme weather and climate events are 
likely to shift towards higher frequency, longer duration and greater intensity, which 
is projected to be the case in Southeast Asia in the future decades (e.g. Tangang et al. 
2018; Supari et al. 2020). 

As the world faces a real prospect of warming beyond 2 °C by the end of the twenty-
first century, developing and least-developed countries, especially in Southeast Asia, 
need to increase their climate resilience through adaptation efforts. These countries 
should embrace sustainable development agendas as unsustainable practices would 
often exacerbate the risk of climate change impacts in the future. Climate risk assess-
ments on key sectors often require future climate information, which together with 
the information on exposure and vulnerability will determine the level of risk (IPCC 
2012; Lavell et al.  2012). Because such an assessment is often implemented at local 
scales, climate information needs to be tailored at similar scales. However, gener-
ating such future climate information, ideally using multiple global climate models 
(GCMs) and regional climate models (RCMs), can be highly technical and expensive 
for most least-developed and developing countries to implement individually unless 
conducted in a collaborative manner involving multiple institutions or countries. Top-
down initiatives such as the Coordinated Regional Climate Downscaling Experiment 
(CORDEX), a programme developed under the World Climate Research Programme 
(WCRP) (Giorgi et al. 2009), can be a feasible platform for least-developed and 
developing countries to participate, either in running climate models or directly 
using the model’s outputs. This chapter highlights how the CORDEX Southeast 
Asia, a CORDEX initiative of this region, can be a solution and a provider of climate 
information in the region.
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1.2 Climate Information for Enabling Adaptation 

Understanding the risk of future climate-related impacts to socio-economic sectors 
and the environment is crucial to the formulation of climate resilience policies. 
Managing a changing climate requires dual approaches, i.e. mitigation and adaptation 
(Fig. 1.2). Mitigation works in avoiding the risk, whereas adaptation reduces the risks 
of climate changes already locked in and possible future changes. While mitigation 
requires a globally coordinated effort to reduce the GHG emission to predetermined 
levels, adaptation is implemented at the local scales and can be sector or location 
dependent. Nonetheless, both approaches require future climate information. The 
levels of risk of climate-related impacts on sectors, assets, livelihoods and communi-
ties are shaped by the interactions of climate-related hazards and the levels of expo-
sure and vulnerability of these sectors to the hazard concerned (Fig. 1.2). Hence, 
information on hazards, exposure and vulnerability needs to be quantified. In fact, 
these requirements have been outlined in the National Adaptation Plan (NAP) Process 
of the United Nations Framework Convention for Climate Change (UNFCCC LDC 
Expert Group 2012). In such a process, analysing current and future climate scenarios 
and assessing climate exposure and vulnerabilities are key factors in determining 
adaptation options. 

Climate information should encompass both natural variability and anthropogenic 
climate change (Fig. 1.2). In future warmer periods, extreme events, e.g. floods, 
droughts and heatwaves, could be influenced both by anthropogenic climate change 
and climate variability. Modelling of climate change requires a GCM, a complex 
tool that is best described as a mathematical representation of the climate system 
and its processes. In addition, GCMs need to have the ability to simulate major

Fig. 1.2 Illustration highlighting the key concepts of the risk of climate impacts (IPCC 2012)
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modes of natural variability in the climate system such as the El Niño–Southern 
Oscillation (ENSO), Indian Ocean Dipole (IOD) and Madden–Julian Oscillation 
(MJO). An RCM, which is nested within a GCM, should also have the ability to 
simulate information related to climate change and climate variability.

Relevant climate information can directly come from the model’s output variables 
such as mean, minimum and maximum temperatures, rainfall, humidity, winds and 
solar radiation, usually presented in the form of changes over a particular future 
period relative to the historical period. For example, Tangang et al. (2020) described 
the changes in mean precipitation over Southeast Asia for early, middle and late 
periods of the twenty-first century. Such information on projected changes is relevant 
in assessing the risk of impacts in a particular sector. Climate indices are also often 
used to characterise future climatic conditions, e.g. standard precipitation index (SPI) 
for drought. For climate extremes, indices such as the extreme indices of the Expert 
Team on Climate Change Detection and Indices (ETCCDI) (Zhang et al. 2011) can 
be used. These indices can be computed from the basic climate model’s variables, 
and future changes relative to historical periods can be quantified. For example, 
Supari et al. (2020) used ETCCDI indices in projecting changes of precipitation 
extremes in Southeast Asia. Such climate information can be useful in assessing the 
level of risk of climate and extremes impacts in relevant sectors. Supari et al. (2020) 
projected the changes in the consecutive dry days (CDD) over Indonesia under the 
highest-emission scenario (RCP8.5) exceeding 50% at the end of the twenty-first 
century (2081–2100) for the months of June to November relative to the historical 
period (1986–2005). These projected changes in CDD are comparable to those of 
past El Niño events, which were attributed to causing prolonged drought, forest fires 
and haze episodes (Supari et al. 2018). Hence, in future warmer periods, there is a 
greater likelihood for annual dry conditions in Indonesia from June to November 
even without the presence of an El Niño event. The intensity of dry conditions could 
further increase during El Niño periods. Changes in the intensity and frequency of 
El Niño could also pose additional risks to the region. Cai et al. (2014) indicated that 
extreme El Niño such as those of the 1997/98 and 2015/2016 could be twice more 
frequent in future warmer periods. Furthermore, relevant climate model output can 
also provide input to impact models, which in turn provide information on climate 
change impacts in specific sectors. For example, hydrological models such as the Soil 
and Water Assessment Tool (SWAT) model use future climate inputs to determine 
how climate change can impact water resources including hydrological droughts 
in future periods (e.g. Tan et al. 2019). Other examples are crop models such as 
the Decision Support System for Agro-technology Transfer (DSSAT), which use 
climate model output to predict yields of certain crops, which can be used to estimate 
the risk of impacts of climate change on certain crops, agriculture or food security 
(Boonwichai et al. 2018).
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1.3 Climate Change Modelling: GCM and Regional 
Climate Downscaling 

Assessment of the level of risks of climate change impacts requires climate model 
outputs for future periods. Forced with emission scenarios, GCMs can be numeri-
cally integrated to produce climate information in future periods. However, GCMs 
operate globally with coarse spatial resolutions, typically 100–300 km, ignoring local 
features such as local topography and coastlines. Hence, the simulated climate may 
not adequately represent that of a particular locality. To enable adaptation to future 
climate change impacts, GCM outputs need to be further refined through a process 
called regional climate downscaling (RCD). Dynamical downscaling (DD) is the 
most common approach in RCD where another model, called RCM, is nested within 
the GCM covering a particular region of interest (Fig. 1.3). The RCM is similar to the 
GCM but operates at much higher resolution typically < 50 km. At such resolutions, 
the RCM sees local features much better than the GCM. This is particularly important 
in a complex and unique region such as Southeast Asia that comprises thousands of 
islands that require high-resolution RCM to resolve (Fig. 1.1). However, the RCM 
cannot be integrated independently to simulate the future climate over the region of 
interest. The model is forced at the boundaries and at the surface by GCM outputs. 

Over six decades since the first GCM was built in the 1960s (Manabe et al. 1965), 
tremendous advancement has been achieved with the development of many GCMs by 
various countries and institutions. Complete reviews of GCM development are avail-
able in Randall et al. (2007), Flato et al. (2013) and Stocker et al. (2014). GCMs can 
be different in terms of how the processes in the climate system are mathematically 
represented. For inter-comparisons of different GCMs, a well-coordinated commu-
nity effort has been organised on a regular cycle, following the cycle of the IPCC, 
under the framework of the Coupled Model Inter-comparison Project (CMIP), e.g.

Fig. 1.3 Illustration depicting nesting of an RCM over Southeast Asia region with a GCM
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CMIP3, CMIP5, CMIP6 (Meehl et al. 2000; Eyring et al. 2016). Due to differences 
in the models, different GCMs often simulate different responses to the same forc-
ings. This is also the case for RCMs. These different responses reflect uncertainties 
in the simulated climate (Latif 2011). Hence, a simulated climate response based on 
a combination of a particular GCM–RCM and an emission scenario is merely repre-
senting one realisation of many possible outcomes. For robust climate information, 
adequate sampling of many possible outcomes is needed. This is achieved by the 
application of multiple GCMs, RCMs and emission scenarios (Valle et al. 2009). 
This requirement makes multi-model and multi-emission scenarios by RCD very 
expensive and time consuming to implement and can be a daunting task, especially 
for countries in Southeast Asia.

1.4 Regional Climate Downscaling Activities in Southeast 
Asia 

Not until very recently when CORDEX-SEA delivered its high-resolution multi-
model climate simulation outputs, RCD in Southeast Asia has been limited mostly to a 
single GCM and a single RCM. Only a few countries have been able to conduct multi-
model simulations over a domain best suited for them. Countries such as Vietnam 
(MONRE 2016), Malaysia (NAHRIM 2006) and the Philippines (PAGASA 2011) 
were able to conduct regional climate downscaling of CMIP3 GCMs but limited to a 
single RCM through collaboration between local and international institutions. At the 
regional level, the Centre for Climate Research Singapore (CCRS) of Meteorological 
Service Singapore and Hadley Centre, UK Met Office conducted the Southeast Asia 
Climate Analysis and Modeling (SEACAM) Project (Rahmat et al. 2014). Although 
this initiative is a step in the right direction for a coordinated effort, scientists in 
the region were mainly involved in analysing the model outputs. Another initiative 
on simulations at the regional scale was carried out by the Singapore-MIT Alliance 
for Research and Technology (SMART) and Center for Environmental Sensing and 
Modeling (CENSAM), Singapore (Kang et al. 2019). However, the application of 
a single RCM in both initiatives limits the assessment of uncertainty in regional 
climate downscaling (Rahmat et al. 2014; Kang et al. 2019). 

There have been a number of other regional climate downscaling simulations 
in Southeast Asia. However, since these simulations are conducted with specific 
scientific objectives with limited temporal and domain coverage, it limits their usage 
in assessing the impacts of climate change. Overall, lack of coordinated effort in 
high-resolution multi-model regional climate downscaling was one of the key issues 
faced by the region. As a consequence, climate data end users and scientists from the 
vulnerability, impact and adaptation (VIA) assessment community had limited or no 
access to such climate information, which has had a negative impact on the progress 
in the climate change impact assessments for critical sectors in the region. Indeed, 
the assessment carried out by the Working Group II of the IPCC revealed significant
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knowledge gaps on impacts of climate change on critical sectors in Southeast Asia in 
the future (Hijioka et al. 2014). This eventually led to slow progress in addressing the 
issues related to climate change, including implementing adaptation in the region. 
These were the prime motivations that led to the establishment of CORDEX-SEA in 
2013 (Tangang et al. 2020). 

1.5 CORDEX Southeast Asia: Origin, Progress and Key 
Findings 

CORDEX, a programme of the WCRP, was established to facilitate a coordination of 
activities in regional climate downscaling across the globe (Giorgi et al. 2009; www. 
cordex.org). Among the fourteen simulation domains under CORDEX, CORDEX-
SEA covers Southeast Asia encompassing a region of 12.95° S to 25.64° N and 91.29° 
E to 145.15° E (Fig. 1.2). CORDEX can be a real opportunity for developing and 
least-developed countries to overcome barriers in generating and assessing climate 
change information for enabling adaptation. This has been the case for countries 
in Southeast Asia where climate data end users and VIA scientists can now have 
access to the high-resolution multi-model regional climate simulation outputs from 
CORDEX-SEA (Tangang et al. 2020). 

Prior to being recognised as CORDEX-SEA, this initiative existed as the South-
east Asia Regional Climate Downscaling (SEACLID), a project funded by the Asia– 
Pacific Network for Global Change Research (APN; Tangang et al. 2018). SEACLID 
was then streamlined in CORDEX after its inception in 2013 and subsequently re-
named as SEACLID/CORDEX Southeast Asia (http://www.ukm.edu.my/seaclid-
cordex). Lately, it is referred to as CORDEX-SEA. The involvement of modelling 
groups from Thailand, Vietnam, Malaysia, Indonesia and the Philippines provided 
opportunity for capacity building in regional climate modelling through research 
and development activities and climate modelling training workshops. Many young 
scientists have been trained and secured their MSc and PhD degrees for their 
works in CORDEX-SEA. The scientists in these countries also had the opportu-
nity to build their networks in regional climate modelling with the involvement 
of other modelling groups from countries outside the region including Australia, 
Germany, China, South Korea, Japan, Sweden and the United Kingdom. Tremen-
dous progress has been achieved in scientific understanding of regional modelling and 
climate change in the region through various published articles in international jour-
nals (https://www.apn-gcr.org/project/southeast-asia-regional-climate-downscaling-
project-seaclid/). In the earlier stages of CORDEX-SEA, the modelling groups in 
the region coordinated sensitivity experiments using the Regional Climate Model 
System (RegCM), a model developed by the Abdus Salam International Centre for 
Theoretical Physics (ICTP). This work enhanced understanding of various climate 
processes in the region and parameterisation schemes in the model, which led to the 
publications of three important publications, namely Juneng et al. (2016), Ngo-Duc

http://www.cordex.org
http://www.cordex.org
http://www.ukm.edu.my/seaclid-cordex
http://www.ukm.edu.my/seaclid-cordex
https://www.apn-gcr.org/project/southeast-asia-regional-climate-downscaling-project-seaclid/
https://www.apn-gcr.org/project/southeast-asia-regional-climate-downscaling-project-seaclid/
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et al. (2017) and Cruz et al. (2017). Further works on evaluating land surface schemes 
in the model led to the publication of Chung et al. (2018). 

The first round of RCD of GCMs into 25 km spatial resolution over the CORDEX-
SEA domain involved 11 CMIP5 models using 7 RCMs, representing a reasonably 
good size of ensemble members (Tangang et al. 2020). These simulations cover the 
historical period of 1976–2005 and future periods up to 2100, following two emission 
scenarios, i.e. the Representative Concentration Pathway 8.5 (RCP8.5) and RCP4.5. 

Analysis of this high-resolution multi-model climate ensemble or its subset has 
yielded significant findings on future changes in climate and climate extremes in 
Southeast Asia. Tangang et al. (2018) found that duration, intensity and frequency 
of precipitation extremes were projected to increase and intensify over this region 
when global mean temperature increase reaches 2 °C above pre-industrial level. 
In Thailand, rainfall is projected to increase (decrease) over central and northern 
(southern) regions during boreal winter for the rest of the twenty-first century, but 
is projected to decrease throughout the country in boreal summer (Tangang et al. 
2019). With the application of quantile mapping bias correction, Trinh-Tuan et al. 
(2019) projected a tendency for a drier condition over central and northern Vietnam 
during the wet season in the mid-twenty-first century. 

The comprehensive analysis of Tangang et al. (2020) highlighted the added values 
of RCMs compared to those of GCMs in Southeast Asia. Other key findings include 
a projected increase in rainfall over most of Indo-China countries during boreal 
winter but with a tendency for drier conditions over Maritime Continent, especially 
Indonesia, during boreal summer (Tangang et al. 2020). While some countries in 
Indo-China, e.g. Thailand, Cambodia, Vietnam and Laos, were projected to experi-
ence a drier condition in boreal summer, Myanmar was projected to be in a wetter 
condition for both seasons (Fig. 1.4). Supari et al. (2020) extended the analysis and 
found significant and robust projected changes of extreme precipitation in most areas 
in Southeast Asia by the end of the twenty-first century if climate is not mitigated. 
Notably, consistent with the significant decrease of mean rainfall at the end of the 
twenty-first century under RCP8.5, the Maritime Continent, especially Indonesia, 
is projected to have significant and robust increase in consecutive dry days (CDD) 
during June to August (JJA) and September to November (SON) (Fig. 1.5). In a 
recent paper, Nguyen-Thi et al. (2021) conducted an interesting analysis of a climate 
analogue that presented the projection of novel climate in about 20% of the region 
by the end of the twenty-first century if climate change is not mitigated. CORDEX-
SEA simulations have also been analysed to detect time emergence of climate change 
signals in Vietnam (Nguyen-Thi et al. 2021), and in the characterisation of typhoons 
affecting the Philippines (Tibay et al. 2021). 

Other scientists or groups that were not involved in the CORDEX-SEA regional 
climate simulations have started using the model outputs. Ge et al. (2019) used a  
subset of CORDEX-SEA simulations for an analysis related to the extreme precipita-
tion risks under global warming 1.5 and 2.0 °C over Southeast Asia. Some VIA scien-
tists or groups have started to use CORDEX-SEA data in assessing climate change 
impacts of critical sectors (e.g. Tan et al. 2019, 2020). Furthermore, CORDEX-SEA 
simulation outputs have also been used by authorities in Indonesia, Vietnam and the
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Fig. 1.4 Projected changes of rainfall based on CORDEX-SEA simulations during early century 
(2011–2040), mid-century (2041–2070) and late century (2071–2099) relative to the historical 
period (1976–2005). Forward slashes indicate changes are significant at 90% level, while backward 
slashes signify 75% agreement among models (adapted from Tangang et al. 2020)

Philippines for their national climate change assessments and analyses. It was also 
used in the Interactive Atlas for Southeast Asia of Working Group 1 of the IPCC 
Sixth Assessment Report (AR6) (https://interactive-atlas.ipcc.ch/). 

https://interactive-atlas.ipcc.ch/
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Fig. 1.5 Projected seasonal changes in CDD by the end of the twenty-first century (2081–2100), 
relative to the historical period (1986–2005). Forward slashes indicate significance backward slashes 
signify agreement among models (adapted from Supari et al. 2020)
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1.6 SARCCIS: CORDEX-SEA Data Sharing Portal 

It is crucially important that CORDEX regional climate simulation outputs be acces-
sible to users and VIA scientific communities to generate climate information for 
enabling adaptation. With hundreds of terabytes of model output from CORDEX 
simulations, a systematic data sharing platform is needed for high accessibility and 
efficient data dissemination. CORDEX utilises the Earth System Grid Federation 
(ESGF) for data archiving and dissemination. The ESGF networks a global system 
of federated data centres located around the globe that archive and disseminate the 
world’s largest collections of climate model data (Williams et al. 2013). 

CORDEX-SEA archives and disseminates its climate model outputs through a 
data centre called the Southeast Asia Regional Climate Change Information System 
(SARCCIS; http://www.rucore.ru.ac.th/SARCCIS), which is an ESGF data node 
hosted by the Ramkhanghaeng University Center of Regional Climate Change 
and Renewable Energy (RU-CORE) in Bangkok, Thailand. SARCCIS is jointly 
managed by the Ramkhamhaeng University, Thailand and the National University 
of Malaysia, Malaysia. SARCCIS was launched on May 7, 2018, at the National 
University of Malaysia, Bangi, Selangor, Malaysia, jointly by the President of 
Ramkhamhaeng University and the Deputy Vice-Chancellor of the National Univer-
sity of Malaysia, reiterating the commitment of these universities in supporting 
SARCCIS and enabling climate change adaptation. SARCCIS can also archive in-
house data in addition to those indexed under ESGF. It also provides spaces for 
archiving relevant information of case studies using CORDEX-SEA data. Additional 
features such as online analysis tools and visualisation can also be added. Hence, 
SARCCIS will strengthen initiatives in Southeast Asia in addressing climate change 
adaptation, disaster risk reduction and sustainable development goals, especially 
Goal 13 of Climate Action. 

1.7 Challenges and the Way Forward 

Regional climate simulation activities in Southeast Asia are relatively recent 
compared to countries in developed regions. Despite the progress and advance-
ment made in regional climate downscaling within CORDEX-SEA, many challenges 
remain. First, representing the region’s climate processes in a climate model can be 
very challenging, given its physical geography of sparsely distributed landmasses 
surrounded by many regional seas. Despite the climate model sensitivity experi-
ments conducted in CORDEX-SEA (Juneng et al. 2016; Ngo-Duc et al. 2017; Cruz  
et al. 2017), many climate processes remain poorly understood. In fact, the 25 km 
model resolution adopted may not be optimum as large biases tended to be present 
in areas comprising many small islands, e.g. the Philippines and eastern parts of 
Indonesia (Tangang et al. 2020). This prompted some further downscaling at a reso-
lution of 5 km over a number of subdomains, which is currently carried out under the

http://www.rucore.ru.ac.th/SARCCIS
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second phase of CORDEX-SEA. Preliminary results showed that the 5 km simula-
tions provided added values to the 25 km in a complex region such as Southeast Asia, 
especially in capturing extremes (e.g. Ngai et al. 2020). However, resolution may not 
be the only factor that determines the quality of the simulations. Various parameteri-
sation schemes in the model can be potential sources of biases if not properly tuned. 
One particular scheme, the cumulus parameterisation scheme, is used to parameterise 
the precipitation process that occurs at a sub-grid scale. A simulation without such a 
parameterisation scheme can be done at a much high resolution (e.g. < 4 km) using 
a convective-permitting model (Prein et al. 2015). This could be the way forward for 
CORDEX-SEA in future simulations as it addresses the needs to resolve complex 
topography and precipitation processes. However, long-period climate simulations at 
such very high-resolution come at the expense of huge computing resources, which 
most modelling centres in the region do not have. 

Regional climate downscaling exercises need to be repeated to follow the cycle 
of CMIP experiments. CORDEX-SEA simulations thus far have been based on the 
CMIP5 GCMs. With the availability of CMIP6 GCMs simulations, another round of 
CORDEX-SEA simulations would need to be carried out. This is also the requirement 
to be consistent with the AR6 cycle of the IPCC. While this can be another challenge 
to coordinate, this is also an opportunity to address some of the issues in the previous 
round of CMIP5 GCMs downscaling. For example, domain expansion may be needed 
and can only be ascertained through proper numerical experiments. Tibay et al. (2021) 
indicated that the existing simulations of CORDEX-SEA were not able to simulate 
the typhoons affecting the Philippines adequately, possibly due to the domain not 
extending far enough to the east to cover the cyclogenesis areas in the Pacific Ocean. 
Extension of the western boundary of the domain may also be needed to adequately 
cover the summer monsoonal wind, which is important for countries in Indo-China. 
Furthermore, the northern boundary needs to be extended as the previous domain 
excluded the northern part of Myanmar. 

CORDEX-SEA also faces challenges in communicating the climate data to VIA 
communities. While the data are freely accessible, understanding the format and 
familiarisation with the data can be a real challenge to some scientists in VIA 
communities. Issues related to model uncertainty in the projection would need to 
be communicated to data users and VIA communities (Daron et al. 2018). Regular 
technical workshops may be needed to better communicate the technical aspects 
of climate data in SARCCIS or ESGF data nodes. Within CORDEX-SEA, this has 
been implemented a number of times. However, conducting technical workshops on 
a regular basis can be a real challenge without proper funding. Moreover, sustained 
engagement between climate scientists and end users may be necessary, especially 
if the climate information needs to be customised to fit the needs of the end users, 
which would require significant time and effort.
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1.8 Conclusions 

The establishment and successful implementation of CORDEX-SEA are a game 
changer for Southeast Asia in the generation of regional climate change informa-
tion for enabling adaptation. From mostly relying on coarse GCM data or single 
model regional simulations, climate data users and VIA scientists in Southeast Asia 
now have free access to multi-model and high-resolution climate model data, which 
can be input to impact models to assess the risk of impacts of climate change and 
extremes on critical sectors and enable adaptation for climate resilience. With the 
current and future efforts in continuing the production of high-resolution multi-model 
simulations for CORDEX-SEA, especially for CMIP6 GCMs, and in making these 
available through SARCCIS, some of the gaps identified in Hijioka et al. (2014) 
can eventually be addressed. Southeast Asia will eventually be equipped with robust 
climate information to enable adaptation for climate resilience of the region. 
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Abstract The Indonesian archipelago is situated between the Asia and Australia 
continents and the Pacific and Indian Oceans. It has a typical monsoon climate, with 
monsoon rainfall generally peaking during boreal winter. The seasonal asymmetries 
annual cycle is geographically complex and reflects multiscale interactions between 
lands and seas. Monsoon rainfall exhibits pronounced variability and affecting 
variability on all timescales from diurnal to interannual and longer in interannual 
timescale. There are some extreme phenomena in this region. This chapter discusses 
some phenomena from the daily up to interannual variability for the extreme and 
how the country, Indonesia, manages the extreme cases. It aims to give educations 
and introductions to other regions of the world. On intraseasonal and synoptic scales, 
the region is heavily influenced by the MJO and cold surges especially during the 
peak of the rainy season, which can interact with each other as well as with in situ 
synoptic systems such as the Borneo vortex, often leading to torrential rainfall, flash 
floods, and severe storms, including the possible rare case, a typhoon. The chapter 
also discusses the type of observation and analyses and the type of instruments for 
extreme analysis. Further, this chapter introduces major institutions that are involved 
for early warning for weather and climate in the country. 

2.1 Introduction 

Indonesia is a tropical archipelago whose climate is mainly monsoonal by definition. 
It lies between two continents and two oceans. Monsoon is the area’s major climate 
control, simply because it is located in the location above and affected by the solar 
solstice movement. The situation is similar to land and sea breeze over the coastal 
area but on a continental scale. Although not all locations are monsoonal, some areas
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with two times solar solstice over them will have an equatorial climate, when the 
same place will experience higher and much extreme weather. The most prominent 
climate phenomenon for this region is the El Nino–Southern Oscillation (ENSO), 
modulating the regular monsoonal system and bringing extreme rainfall in high and 
low variability. On the annual scale, the prominent phenomenon modulated the total 
rainfall amount on the quasi-biennial scale. 

2.2 Annual Cycle 

Indonesia experiences a marked seasonal cycle in precipitation characteristic of a 
monsoon climate. The north–south movement is not exactly straight north–south 
because Asia and the Australian continent are slightly deflected toward northeast and 
southeast. Chang et al. (2005) showed that the greater Asian–Australian monsoon 
region’s annual cycle is characterized by two fundamental asymmetries between 
boreal summer and winter and between boreal spring and fall. The exact monsoonal 
movement follows the solar solstice location, where the high solar radiation is directly 
reflected perpendicular to the earth’s surface. This precise location of the solstice 
movement is usually marked with the location of ITCZ or the Inter-Tropical Conver-
gence Zone (Chang et al. 2004, 2005; Wheeler and McBride 2005). According to the 
solar solstice, ITCZ modulates north and south, but the exact location depends on 
the wind convergence. Usually, in the equator, the wind flows to the equator as the 
trade wind. While this wind flows to the west, their convergence zone is where wind 
flows to the east. The location of ITCZ does not follow the straight line but follows 
the lowest point where the surface pressure is at the lowest. Since then, the location 
is highly wet and has much precipitation. The ITCZ does not only draw pressure 
for extreme but also the main engine in the tropics. One of the large phenomena, 
such as the Madden Julian Oscillation, is similar to the ITCZ, exerting eastward in 
the tropics. The MJO propagates to the east in the tropics and is also a significant 
phenomenon controlling extreme in the tropics. Indonesia’s monsoonal processes 
will eventually bring the wet or rainy season on the half of the year or around months 
ONDJF, during the dry season during the other second half of the year, or during 
months MJJAS (Aldrian and Susanto 2003; Giannini et al. 2007). The southern part 
of Indonesia is a monsoonal type, while the northern part is mostly the equatorial 
type (see Fig. 2.1). The very different type over a small area exists in the eastern 
part, mainly related to the Indonesian throughflow. The Indonesian throughflow in 
the water mass flows from the Pacific Ocean to the Indian Ocean through Indonesia 
that flows in the eastern part. The incoming water mass over this region determines 
the type of climate in the area. The monsoonal pattern or type has one clear peak of 
dry and one the wet season, while the equatorial type has two peaks of dry and wet 
seasons. 

Most climate analysis of Indonesia will eliminate the normal seasonal pattern 
or the monsoonal pattern first. Then the rest of the analysis is conducted. Over the 
area, monsoonal patterns occupy more than 70% of the whole pattern, thus need to
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Fig. 2.1 Advancement of monsoon onset in the scale of decade (10 days) in the color bar for dry 
season (left) onset and wet season (right). Gray color means an area with always > 50 mm per 
decade (non-monsoonal) and black areas with always < 50 mm per decade (non-monsoonal). One 
year has 36 decade, and each month has 3 decade. Data from Tropical Rainfall Measuring Mission 
(TRMM) satellite observation 1998–2010 

be eliminated first. In the basic monsoonal criteria, which are the wind differences 
on the peak of the dry and wet season, i.e., in January and July, most areas will be 
monsoonal. By modern definition, using the difference of precipitation difference in 
two seasons, the definition is obscure. The monsoonal region will be remaining in 
the southern region. 

2.3 Definition of Extreme Rainfall of the Area 

The Indonesian Agency for Meteorology Climatology and Geophysics BMKG does 
not clearly define the definition of extreme. By their definition, daily water budget 
or the precipitation and evaporation account roughly for 5 mm (Wati et al. 2019). 
This number is from the average evaporation pan number for a day. An excess 
of water at the surface will occur if the precipitation reaches above 5 mm a day. 
Although in some areas, the number is less than that. The double and quadruple 
amount would be excess to rapid surface saturation or flood. This may be one way to 
define extreme rainfall besides the population definition. Statistically, usually, people 
will take 5% or even 1% top population as the definition of extreme rainfall. The 
following definition of extreme rainfall constitutes the return period or ranking of 
occurrence. If the event often occurs, then they are not part of the local area. The 
event becomes local normality, and this makes the definition of extreme that could 
vary locally. The following definition also considers the impact of the environment 
on the rainfall that occurs. In certain areas, the same rainfall amount could constitute 
a flood but not to the other area. Although the same amount, one could be considered 
extreme but not for the other. Occasionally, the duration of extreme even matters, 
and the duration could increase the vulnerability in certain areas. 

There are three types of floods in the areas which are often occurring. First is the 
local flood or inundation due to long periods of heavy or extreme rainfall pour over the 
local specific areas. The second type is the flash flood, which occurs when the rainfall 
falls over an upstream region and causes a flood in the downstream region. Again
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it is possible that the upstream region has long-term local rainfall and is flooded or 
spilled over to the downstream region. The third type of flood is due to the inundation 
of water from the sea or ocean’s incoming event. In most cases, it would be the tides 
or waves of the coast. The inundation is also possible due to local inundation at the 
land area due to the land subsidence. 

In Indonesia where the climate is tropical, the extreme type is dominated by 
rainfall extreme. The extreme temperature events somehow occurred over specific 
location, for instance daytime temperature more than 35 °C occurred over Nusa Teng-
gara which is area with the lowest annual rainfall in the country. Also, the nighttime 
temperature below freezing point sometimes occurred over Dieng highland, recog-
nized by frost in the morning damaging crops (Pradana et al. 2018; Aini and Faqih 
2021). Other types of extremes of this area include extreme wave and air quality 
pollution. Even though extreme events do not often occur, they often follow the 
regular monsoonal pattern; they can have the most marked impacts: causing signifi-
cant devastation to infrastructure, affecting our economy and health, and resulting in 
the loss of life. It is essential for meteorological communities to improve the under-
standing and characterization of extreme weather and climate events in time and 
space with regionally and globally consistent methodologies. 

2.4 Extreme Phenomena of the Area 

To understand the extreme situations of the area, we also need to understand climate 
phenomena contributing to extreme situations. 

2.4.1 ENSO Variability 

El Nino–Southern Oscillation is the most persistent climate phenomenon in the 
tropics (Hackert and Hastenrath 1986; Aldrian et al. 2007). So much consistency 
that the phenomenon will come at a certain time of the year and almost has a similar 
cycle. It starts at the end of boreal spring and reaches a peak at the end of the year 
and will end in the next year boreal spring. The phenomenon is measured with the 
anomaly of sea surface temperature over the Pacific Ocean and peaks at the end of 
the year near Christmas Eve. There are the El Nino and La Nina situations, whereby 
the first one happens when the anomaly is positive and negative for the second type. 
The year is declared as the El Nino and La Nina year when the anomaly exceeded a 
certain threshold over a certain period, usually above three months. 

The impact of ENSO will usually be the opposite of Indonesia. When the positive 
anomaly occurs over the Pacific Ocean, then Indonesia will be a negative anomaly. 
Consequently, the negative anomaly of sea surface temperature will be less evapo-
ration and means less precipitation. Consequently, there will be dryer situations (see 
Fig. 2.2). Since the onset and withdrawal of the phenomena are known, there will
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Fig. 2.2 Spatial patterns of rainfall anomaly during specific months of ensemble El Nino year in 
summer of El Nino year. The ensemble ENSO years are a combination of 1965, 1969, 1972, 1982, 
1987, and 1991. The contour scales are given in percentage of rainfall anomaly. For complete spatial 
analysis of other seasons for El Nino and La Nina cases, please see Aldrian (2002)

be an anomaly during the dry season or MJJAS and the wet or rainy season ONDJF 
over Indonesia (Aldrian 2002; Supari et al. 2018)). There will be a more evident 
impact during the dry season than the wet season. This is mainly due to some known 
fact (mainly due to the ocean surface streamflow overIndonesia) that is not discussed 
here (Wyrtki 1961). 
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One of the worst impacts will be El Nino during the dry condition when the actual 
dryer condition worsens the dry situation. The opposite of the La Nina during the 
wet or rainy season does not bother much; however, it is a normal perception that the 
excessive rainfall in the rainy season may be linked to the La Nina season. However, 
sometimes during the dry season, there is some flooding at some places, as the result 
of the combined impact of La Nina and wet Madden Julian Oscillation of the area. 
Usually, the MJO will be longer and wetter during La Nina and drier and shorter 
during El Nino. Thus in some cases, there will be excessive rainfall during La Nina 
year, which results in flooding. 

On the other end, ENSO, especially El Nino, creates another extreme in the 
region’s climate. The already dry condition is even more dryer in the dry season. 
The dry spell will increase up to more than 40% during June–July–August and 
September–October–November season of El Nino years compared to Neutral years 
(Supari et al. 2018). Hence, there is sometimes extreme dryness. Even worse, the 
situation is at the end of the dry season, when the dryness reaches its peak. There are 
many studies on this extreme and all consequences of this kind of extreme. This type 
of disturbance is pretty much known to scientists in this region. The knowledge of this 
is pretty much well understood in comparison with the effect on the other side of the 
extreme. The operational early warning for this case is pretty much better prepared 
since the timing is almost consistent and still have time for further preparation. 

2.4.2 ITCZ Convergence 

This is a common phenomenon in the tropics. The convergence occurs due to trade 
winds from the northern and southern hemispheres converging in the tropics. Sailors 
know the location as the doldrums or the calms because of its monotonous, windless 
weather, which is the area where the northeast and southeast trade winds converge. 
Since the Coriolis force and earth rotation that the trade wind flows to the west (in the 
northern hemisphere to the southwest and the southern hemisphere to the northwest), 
then the result of energy balance, the converge is the area where the wind stream 
flows to east. By definition, this is the definition of the tropical zone. The wind flows 
eastward, and clouds gather at this place and has lower pressure at the surface than 
the surrounding. 

The Inter-Tropical Convergence Zone or ITCZ is where the extreme occurs, 
and this area changes position from north to south and back and forth (Pike 1971; 
Waliser and Sommerville 1994). The back and forth north–south movement is mainly 
controlled by the solar solstice or roughly corresponding with the thermal equator’s 
location. The exact location is not defined and is mainly controlled by the changing 
pressure over the tropics. By definition, the solar solstice at a particular area below 
the solstice’s edge around 23.5° latitude will pass twice the solstice. Then the equa-
torial type of climate will have twice the time where ITCZ passes over them. The 
other limitation to the twice occurrence will be the border between land and ocean 
and surface ocean current.
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Fortunately, ITCZ is quite active, and is located in Indonesia, during the wet or 
rainy season. This condition is really in favor of extreme rainfall (Freitas et al. 2017). 
Combined with the warm sea surface temperature and other disturbances, it will 
make the ideal condition for extreme situations. Low surface pressure will attract 
water vapor from surrounding areas. Moreover, trade wind also contributes to the 
active sea surface temperature. The active or abnormal sea state will also contribute 
to the higher sea surface temperature. The most common indicator of ITCZ is the 
presence of eastward wind in the tropics. In most cases, it is not the lowest pressure 
level area in the tropics or near-equatorial trough, but they are surrounded by some 
lower pressure areas like vortices and wind saddle points. They are also places where 
clouds are usually gathered, which eventually create extreme weather conditions. 

2.4.3 Madden–Julian Oscillation 

The Madden–Julian oscillation is characterized by an eastward progression of large 
regions of both enhanced and suppressed tropical rainfall, observed mainly over the 
Indian and Pacific Ocean (Madden and Julian 1971). This phenomenon is one of the 
most persistent patterns in the tropics besides the ENSO (Zhang and Gottschalck 
2002). It travels to the east or propagates eastward, at approximately 4–8 m/s. The 
anomalous rainfall is usually first evident over the western Indian Ocean. It remains 
evident as it propagates over the very warm ocean waters of the western and central 
tropical Pacific (Matthews and Li 2005). The MJO enhances and suppresses rainfall 
regions at the variability of 30–90 days periodically. 

Over the tropics, none of the regions is more pronounced for MJO impact 
than Indonesia (Hidayat 2016). The enhanced rainfall and reduction are very clear. 
Furthermore, they are modulated with the presence of ENSO, the El Nino, and La 
Nina phenomenon. In the El Nino year, the dryer MJO will be extended and less 
enhanced rainfall during that year. While on the other hand, during La Nina year, the 
MJO will be much enhanced and sometimes leave with excessive rainfall and flood 
in some areas (Hidayat 2016). After all, we have for MJO the oscillation between 39 
and 90 days oscillation. Although moving eastward, the MJO has different features 
during the rainy and dry seasons. In the dry season, after leaving the maritime conti-
nent, it will go northward, following where the ITCZ is, while in the wet season, 
MJO will mostly stay in the maritime continent because the ITCZ is in it. Another 
reason is that the maritime continent is the area with the most southland area, no 
more island, for example southward Java and Sumatra. 

Right now, there is an excellent monitoring mechanism done by the Bureau of 
Meteorology Australia for MJO (Wheeler and McBride 2005). They measure the 
average Outgoing Longwave Radiation in the tropics (e.g., see Fig. 2.3). They are 
undoubtedly the average albedo or the cloud top height in the tropics. The OLR 
indicator is a nice indicator of how the MJO evolved in the tropics. Since MJO under 
a consistent movement to the east, we could easily predict by looking presently what 
is going on in the west of our present location. This is an accurate prediction yet
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Fig. 2.3 Time–longitude plot of the 5S–5N averaged of a 30–60-day bandpass filtered OLR anoma-
lies (Wm2). The daily anomalies of OLR were filtered using a Lanczos filter with 121 weights. b 
Daily TMI SST anomaly (c), c The difference of the daily mean interpolated OLR from a value of 
200 Wm2. Red indicates enhanced convective. Source Modified from Tangang et al. (2008) 

so far. However, right now, there are also zonal or quadrant predictions based on 
the presence of MJO location so far. Nonetheless, the prediction of upcoming MJO 
phases, whether dry or wet, will be readily predicted. In the OLR analysis, the colder 
the number represents, the higher the cloud top height. Then it will represent the wet 
condition. Then, the higher the values, the OLR average will be the dryer situation 
with sometimes no cloud at all. 

2.4.4 Cold Surge 

Cold surge is a unique phenomenon of Southeast Asia. It originally began in the 
high latitude Siberia in the boreal winter (Chang and Hendon 2006). Sometimes 
the blocking over this high latitude occurs that stops the Ferrel cell that was orig-
inally supposed to move eastward in that latitude. The cold surge can reach equa-
torial latitudes where it manifests as strengthened northerly or northeasterly winds 
(Tangang et al. 2008). A corresponding temperature and dry signature may not be
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present due to the influence warm seawater have on the surge. Depending on the 
thermodynamic characteristics of the pre-incursion environment, cold surges may 
also substantially impact convection and rainfall in the tropics (Chen et al. 2002). 
The cold and dry situations over there will push air moving to the East Asian coast-
line down to Southeast Asia. Usually, high wind pressure accompanies cold and dry 
conditions. Sometimes in Hongkong, it occurs during the Chinese New Year Eve. It 
is a common phenomenon in the boreal winter which mostly occurs in November 
till March (Hattori et al. 2011). The indicator is the pressure and temperature drop in 
Hongkong by a few numbers in a short time. Occasionally, there will be snow bliz-
zards in Hongkong. The ocean sea surface temperature that the ocean passes by will 
be cold and dry. Usually, this surge takes the path Hongkong, Vietnam, the Malaysian 
peninsula, and the northeast tip of Kalimantan or Borneo Island. Sometimes, the surge 
could reach the equator and push southward. 

The path that the surge passes will be dry and cold. The air southward will be 
compressed because of that. In some areas in Sumatra, the phenomena leave forest 
fire conditions if it lasts longer than a week. What happened south of the dry area 
will be the extreme condition. Although it will be dry and cold in some areas, there 
will be a possibility that the compressed dry air will cause the wet air south of the 
area to create extreme rainfall. In some cases, there will be a flood; for example, 
if the surge could push up to the equatorial line in south Sumatra, then there will 
be extreme on the west Java, especially the capital city of Jakarta. Some high flood 
events in Jakarta are attributed to these surge activities. So this phenomenon could 
result in dry and forest fire and at the same time flood in other areas. 

Depending on the strength, sometimes the surge creates more weather phenomena 
such as vortices along the way. The surge is a very short period event. Sometimes the 
presence could last several days and create a Mesoscale Convective System, which 
is even more extreme. 

The surge has two stages (Chang et al. 2005): 

• The edge, a pressure surge, travels at a speed of ~ 40 m/s, which is much faster than 
the advective speed and is therefore suggestive of a gravity wave-like propagation; 

• The front, a significant drop in dew point that travels at speeds of only ~ 10 m/s. 

2.4.5 Tropical Cyclone 

Indonesia is not a tropical cyclone path, nor it is located in the cyclogenesis (Chang 
et al. 2003). The cyclone genesis area is usually an area located more than 10° latitude 
north and south. The weak earth Coriolis force is the main reason for that. Most 
locations in Indonesia are far below that number. The problem lies in the cyclone 
tail. Although not in their paths, the impact due to the presence of tails will create 
another extreme. In fact, every tropical cyclone induces two tails: the dry and wet 
tail. The wet tail usually comes with extreme rainfalls (Mulyana et al. 2018). With 
the impact of climate change, the tail of tropical cyclones is getting stronger, longer,
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and far reaching, hence creating more severe problems. In some events, the cyclone 
tails bring a flood situation when it is high extreme enough. 

Near Indonesia, there are three locations of tropical cyclone areas: the Philippine 
archipelago, the Bengal sea off the coast of Bangladesh, and southern Java between 
the Australian and Indonesia. There was one cyclone developed in the South China 
sea before at the degree of Singapore and additionally in the Banda sea eastern 
maritime continent. Both are located within a low latitude area, and the appearances 
were not common and only lasted a few hours. The appearance follows the cyclone’s 
definition when it is declared by its name when they reach a certain threshold and 
demise when reaching another threshold. 

2.4.6 Mesoscale Convective System 

The Mesoscale Convective System (MCS) is a cloud system associated with a convec-
tive system complex that generates an adjacent rainfall area of about 100 km in at 
least one horizontal direction (Houze 2014), which is the life cycle has longer lifetime 
(greater than 3 h) than the individual convective element (Nuryanto et al. 2019). The 
majority of heavy rainfall events are triggered by these convective systems (Doswell 
et al. 1996; Choi et al. 2011; Jeong et al. 2016; Nuryanto et al. 2019). The development 
of convection over tropical regions is a key component of the global climate system 
as it vertically transports mass, momentum, and heat with large-scale atmospheric 
circulation patterns (Chen et al. 1996; Laing and Fritsch 2000; Moncrieff 2010). Inter-
estingly, Indonesia is one of the tropical regions with extensive convective activity. 
So the attention should be more. 

MCSs consist of convective cores and stratiform anvils, whose vertical and hori-
zontal forms develop at different life cycle stages (Houze 1982). In particular, MCSs 
are embedded in tropical waves (Jakob and Tselioudis 2003), super-clusters of 
synoptic scale, and the Madden–Julian Oscillation (Nakazawa 1988), affecting the 
coupling of the atmosphere and atmosphere–ocean over a range of scales (Moncrieff 
2010). For 100 years, scientists have been investigating the phenomenon of MCS, 
and it is still worth studying to this day. 

Many MCS studies have been widely carried out in the tropics (e.g., Mohr and 
Zipser 1996; Zolman and Zipser 2000; Yuan and Houze 2010; Virts and Houze 2015; 
Putri et al. 2017, 2018; Nuryanto et al. 2017, 2018, 2019). However, there is still 
very limited research on MCS in Indonesia, i.e., the general life cycle of MCS in 
IMC (Putri et al. 2017); some cases of MCS events in Sumatra and Java (Putri et al. 
2018); and the preliminary propagation study (Nuryanto et al. 2017); as well as MCS 
kinematic and thermodynamic structures (Nuryanto et al. 2018); also the case of the 
MCSs (Nuryanto et al. 2019) corresponding to the heavy rainfall event at Greater 
Jakarta area using satellite data. 

The sea breeze merges to the center of the island during the daytime and enhances 
the inland convection, providing a favorable environment for MCS development over 
land. During the night, MCS formation is more concentrated over the sea, as the land
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breeze converges from the surrounding islands to some straits (Qian 2008). Huang 
et al. (2018) discovered that MCSs occur more frequently over land than over oceans 
and are more intense. However, except in South America, India, and some parts of 
tropical Africa, ocean MCSs are usually larger and last longer than land. 

Diurnal variation in the size of deep-convective systems over the western Pacific 
and maritime continent was observed by Chen and Houze (1997). The fractional area 
with cold TBB (< 208 K) reached a peak over the land in the afternoon, followed 
by a peak of moderate TBB (235–208 K) and a peak of warm TBB (260–235 K) 
at midnight. They also observed that the diurnal cycle amplitude was much more 
significant in the land than in the ocean. 

For oceanic MCS, the rain fraction is also greater than for land MCS. In the 
developing and mature stages, the difference between land and oceanic MCS is 
especially noticeable, suggesting faster convection changes over land relative to the 
sea due to a strong diurnal cycle inhibited by the land area (Putri et al. 2017). Although 
the growth of land and oceanic MCSs varies at the beginning, at the end of their life 
span, both forms display similar characteristics as the dominant convections of the 
MCSs disappear. 

The MCSs in Indonesia vary in the spatial distribution in different seasons 
according to different atmospheric conditions (Putri et al. 2017). The frequency of 
MCS is high across the entire area in December–January–February (DJF), associated 
with the movement of the wet monsoon from the north. In comparison, the distribu-
tion is usually sparser in June–July–August (JJA), with almost no MCS developing 
over Indonesia’s southern part because most of the Indonesia’s regions are affected 
by dry Australian monsoon. The MCS latitudinal distribution description in Fig. 2.4 
shows that the hemisphere where the ITCZ resides is located with a high concentra-
tion of MCS. However, the maximum occurrence of MCSs persists at around 2° S 
irrespective of the season, likely due to the richest distribution of land–sea and more 
complex topography at this latitude over Indonesia (Putri et al. 2017). 

The MCS seasonal variation amplitude varies regionally. With a frequency value 
of 1.5 months−1 (10,000 km2)−1, Sulawesi has the most concentrated MCS. Due 
to its unique surface inhomogeneity, high concentrations of MCSs are likely in this 
region. Papua (1.4), Borneo (1.3), Sumatra (1.0), and Java (0.9) follow this value. 
During the dry monsoon season in JJAS, the small value of mean frequency in Java 
may be attributed to the strong suppression of MCS development (Putri et al. 2017). 

Java Island exhibits a peak in seasonal rainfall in boreal winter. During this season, 
the highest occurrence of MCSs in Java also can be seen (Putri et al. 2017; Nuryanto 
et al. 2019). MJO’s active phase also is well known for enhancing large-scale convec-
tive activities throughout the maritime continent of Indonesia (Hidayat and Kizu 
2010). MJO, therefore, provided a more favorable atmospheric environment for the 
growth of the MCSs in this situation. 

During the June–July–August (JJA) season, the Sumatra area has minimum MCS 
occurrence and rainfall peaks (Putri et al. 2017). Combined with a supporting topog-
raphy and a strong vertical wind shear, the MCSs were initiated in favor of the warm 
SST around northern Sumatra (Putri et al. 2018). Although during the positive IOD, 
the convection is restricted to the northern part of Sumatra Island (Fujita et al. 2013),
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Fig. 2.4 Frequency of MCS in the study area in a December–January–February (DJF) and b June– 
July–August (JJA). c Latitudinal variation of MCS occurrence in DJF, JJA, and transitional seasons 
(SON and MAM), normalized by maximum latitudinal frequency in each season. Source Modified 
from  Putri et al.  (2017) 

and the sheer magnitude was between two and three times greater than that around 
Java (Putri et al. 2018). 

2.4.7 Vortices 

This is a smaller version of the cyclone. Usually, in Indonesia, it is like a twister 
version. Local people name it the “puting beliung”. They are the size of water sprouts 
or smaller twisters. On the mesoscale version, the vortices could last several days. 
The cold surge can inhibit such a version called a Borneo vortex. In some other 
places, similar conditions may occur. The area is the location of many coasts and 
mountains, where this combination is perfect for a small twister. This happens when 
cold air from the hilly mountain meets the warm air from the coast. When there are 
changes in the local and regional winds, this is usually happening. Although small, 
the period of its lifetime is less than an hour. It is still dangerous, and the extreme 
it creates is sometimes devastating. Many of this kind occur in the transition time 
between two monsoonal periods when the local wind usually in the form of land and 
sea breeze meets the regional wind usually in the form of mountain wind.
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Additionally, the presence of a land–sea breeze will favor the warm uphill breeze 
from the sea coast. In the blogger scale or mesoscale, the wind changing direction, 
such as trade wind and surface pressure change, also contributes to the Borneo vortex 
in the presence of cold surges (Tangang et al. 2008). With the presence of trade wind 
and ITCZ, sometimes vortices form during the saddle point at the surface pressure 
level. The combination of this phenomenon with others such as the cold surge or tail 
of a tropical cyclone will sometimes favor extreme conditions for extreme weather. 

2.4.8 Air Quality Extreme 

Air quality extreme is the condition whenever the ambient air quality drops to a 
certain level that causes ambient air to be unable to fulfill its function due to the 
entry of substances, energy, and/or other components into the air ambient by human 
activities (President of Indonesia Regulation 41 1999). Air quality extremes are 
associated with air pollution events. Air pollutant standard index (ISPU), which is 
a unitless number, is calculated to describe the condition of ambient air quality in a 
particular location based on the impact on human health, aesthetic value, and other 
living things (Indonesian Minister of Environment P.14 2020). ISPU established 
by the Indonesian Ministry of Environment is based on seven major air pollutants 
as particulate natter (PM10), PM2.5, carbon monoxide (CO), ozone (O3), sulfur 
dioxide (SO2), nitrogen dioxide (NO2), and total hydrocarbon (HC) (Indonesian 
Minister of Environment P.14 2020). Each of these pollutants has a national air 
quality standard set by the Indonesian Ministry of Environment following the World 
Health Organization (WHO) Air Quality Guidelines (AQGs) to protect public health 
and is a pivotal component of national risk management and environmental policies. 
These standards may vary with other countries according to the approach adopted 
for balancing health risks, technological feasibility, economic considerations, and 
various other political and social factors, which in turn will depend on, among other 
things, the level of development and national capability in air quality management 
(WHO 2006). 

Air quality extreme occurs if the concentration of the atmosphere’s pollutants 
is above the national air quality threshold. The increase of pollutants concentration 
is mainly due to human activities and natural phenomena. Nowadays, Indonesia’s 
population is concentrated in urban areas like Jakarta Greater City and exposed 
to air pollution (Kusumaningtyas et al. 2021; Permadi and Kim Oanh 2008; Suhadi 
et al. 2005; Wasi’ah and Driejana 2017). Rapid economic growth coupled with trans-
portation and industrial facilities in urban areas become the crucial sources of pollu-
tants emission such as CO, NO2, volatile organic compounds (VOCs), and other 
secondary pollutants (Permadi et al. 2017; Lestari et al. 2020). Meanwhile, recurrent 
forest and land fires in some parts of Sumatra and Kalimantan also contribute to 
the worst air pollution due to the release of very high concentrations of greenhouse 
gasses and aerosols (Eck et al. 2019; Gaveau et al. 2014; Hayasaka et al. 2014). 
Air quality extreme due to emission from peatland fire in Sumatra and Kalimantan
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has profoundly perturbed the chemical composition of the atmosphere and proven 
impacted the regional air quality around neighborhood countries (Kusumaningtyas 
and Aldrian 2016; Koplitz et al. 2018). The impact of emissions from peatland fires 
on air quality and livelihood is much higher several orders of magnitude compared 
to other sources of emissions. 

The alteration of atmospheric composition (in terms of physical and chemical 
properties of gaseous and aerosol) can lead to climate changes. A perturbation to the 
atmospheric concentration of meaningful greenhouse gas and or aerosols induces a 
radiative forcing that can affect climate (Brasseur et al. 2003). As commonly known 
from the Intergovernmental Panel on Climate Change (IPCC), greenhouse gasses 
have a positive radiative forcing, meaning that they tend to warm the surface due to 
the absorption of solar radiation. Black carbon emitted from biomass burning is also 
a strong absorbing aerosol. On the other hand, aerosols in the form of sulfate, nitrate, 
and carbonaceous aerosols scatter solar radiation, thus cooling the surface. The scat-
tering of solar radiation produces a negative radiative forcing (IPCC 2007; Seinfeld 
and Pandis 2006; Brasseur et al. 2003). Aerosols from forest/land fires could also 
affect the climate system by modulating cloud microphysical processes resulting in 
large perturbations in the regional water cycle and circulation of entire Southeast 
Asia, including the South China Sea, southern China, and Taiwan (Tsay et al. 2013; 
Lin et al. 2014). The aerosol burden is strongly influenced by meteorological parame-
ters such as humidity, wind speed and direction, and rainfall. These parameters could 
be changed in response to El Nino–Southern Oscillation (ENSO) (Yu et al. 2019). 
During strong El Nino, the drought increases more intensely and extends to more 
expansive spatial areas. Drought reduces humidity and the absence of precipitation, 
leaving a drier condition that ease of drained peatland is burned by humans, such as 
Sumatera and Kalimantan. Therefore, aerosol effects provide positive feedback to 
ENSO’s evolution or the meteorological response to ENSO. 

Worst air pollution due to smoke from peatland fires in Sumatera and Kalimantan 
leaves giant consequences to many sectors. This event impacts the economic, public 
health, environmental, and political situation among Indonesia and neighboring coun-
tries. During the fire in Riau 2013, the air quality index reached 1084, categorized 
as hazardous. The smoke haze led to the disruption of transportation facilities and 
airport closure with an estimated loss of ~ 108 thousand USD due to delays and cance-
lation of domestic and international flights (Kusumaningtyas and Aldrian 2016). An 
extreme El Nino event coupled with a positive phase Indian Ocean Dipole in 2015 
triggered severe drought and eventually inducing peatland burning to spread farther 
than in typical rainfall years (Eck et al. 2019). Very high aerosol loading as indicated 
from aerosol optical depth (AOD) value at 550 nm was estimated to reach ~ 11 to 
~ 13 during prominent peat burning in Central Kalimantan as presented in Fig. 2.5 
(Eck et al. 2019). According to Eck et al. (2019), this AOD value was the highest, 
and they have no knowledge of such high smoke AOD values having been previously 
reported in the scientific literature. Recent forest and land fires that coincided with El 
Nino also reoccurred in Sumatera and Kalimantan in 2019. BMKG recorded the daily 
average concentration of PM10 in Palembang (South Sumatera) and Pekanbaru site 
(Riau Province) reached almost 500 µg/m3 as presented in Fig. 2.6. This number is
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Fig. 2.5 Time series of AOD at 550 nm at the Palangkaraya, Indonesia, site from August 01 through 
November 15, 2015. Shown in red are AOD at 550 nm computed when measured values at 500 and 
675 nm were available. Also shown are estimates of 550 nm AOD, utilizing the measured 870 nm 
AOD in conjunction with assumed Angstrom exponents (500–870 nm) of 1.0 (blue) and 1.4 (green). 
Source Eck et al. (2019) 

Fig. 2.6 Daily average of PM10 concentration during the burning period in August–October 2019 
in several fire-prone areas in Sumatera

three times above the national threshold (150 µg/m3). Uda et al. (2019) estimated the 
long-term exposure of PM2.5 from recurrent peat fires and smoke events in Central 
Kalimantan. They found that there were 648 premature mortality cases per year, 
which include 55 mortality cases due to chronic respiratory diseases, 266 mortality 
cases due to cardiovascular diseases, and 95 mortality cases due to lung cancer. 
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Another event of extreme air quality was the volcanic eruption. The emission 
plume from Mount Agung eruption in Bali 2017 headed to Denpasar, the capital 
city, and caused several flights to be delayed and canceled. Economics and tourism 
sectors were lost. However, due to a lack of air quality monitoring in the field, we 
could not retrieve information on the concentration of air pollutants. 

2.5 Works for Extremes 

As for the task and function of BMKG to provide data services for extreme warnings 
from their observed stations, currently, in 2021, BMKG has 22 climatology stations, 
more than 120 meteorological stations, and 31 geophysics stations that all supply 
climate data and more than 5000 meteorological network posts. Additionally, there 
are automatic weather networks, automatic rain gauge networks, and agricultural 
automatic weather stations. Currently, there are 697 online instrument networks with 
more than 120 agricultural automatic weather stations. The BMKG stations usually 
monitor rainfall, evaporation, wind, relative humidity, and surface pressure. 

BMKG also operates more than 40 weather radar networks. Almost all radar 
networks have been integrated and can be used for the public using their mobile 
devices. The public may know exactly using their location about the presence of 
weather conditions, especially rainfall from one hour ago, up to 30 min ahead. The 
one and half hour animation of the current weather will give the public enough 
options for their action. The animation also gives a clear situation of the threat of 
extreme danger for the public. 

At the center of the BMKG office, satellite monitoring is also conducted. Satellite 
images provide information for future warnings and give indicators for the next 
analysis of extreme. Information on fronts, wet atmosphere condition, and wind 
direction locally and regionally can be derived from the satellite information. With 
the help of applications such as windy, the warning can be done easily and faster. 
BMKG also operates some weather modeling for weather prediction. The model runs 
from European Center for Medium-Range Weather Forecast or ECMWF, and BMKG 
obtains only the extreme indicator for analysis from ECMWF. BMKG subscribes 
to the service of ECMWF. Regularly, BMKG could provide parameter analysis of 
extremes such as information on probabilistic extreme precipitation. 

Several indicators on extremes are derived from services of other meteorolog-
ical and climatological agencies outside the country. The primary information for 
El Nino–Southern Oscillation comes from ocean observation in the Pacific Ocean. 
The Toga COARE (Tropical Ocean Global Atmosphere—Coupled Ocean–Atmo-
sphere Research Experiment) deployed an array of buoys to monitor sea surface 
and subsurface temperature on the Pacific. From this array of buoys, we derived 
the ENSO indicators. For ENSO prediction, we produce our BMKG indicators and 
information from other agencies such as NOAA, JAXA, BoM Australia, and NCEP. 
Other extreme indicators all also derived from international cooperation, such as the 
MJO, cold surge, and tropical cyclones. For MJO indicators, usually people follow
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the BoM Australia MJO monitoring that is now readily available on the Internet. 
BMKG operates its own Tropical Cyclone Warning Center (TCWC) after being 
given the authority and operation area for cyclone monitoring. 

For forest fire and volcano observation usually, BMKG works in cooperations 
with other agencies such as the National Agency for Space and Aeronautics and the 
Ministry for Forestry and Environment. The Volcanic Agency under the Ministry for 
Energy and Mineral Resources is the last important agency for cooperation. 

2.6 Future Extremes 

Climate change is characterized by changes in the mean and changes in variability 
and extremes (Tank 2003). It has been reported that temperature and precipita-
tion extremes will likely be changing due to global warming, which is “extremely 
likely” influenced by anthropogenic factors (IPCC 2014). Experimental studies using 
both global and regional models indicated that the temperature increases could 
increase extreme rainfall events (e.g., Watterson and Dix 2003; Wehner 2004). For 
the Indonesia case, there are several kinds of literature reporting experiments on 
the projection of extremes over Indonesia using either statistical (Karlina 2016; 
Daksiya et al. 2017) or dynamical approach (Jadmiko and Faqih 2014; Chandrasa 
and Montenegro 2020; Supari et al. 2019). 

Karlina (2016) downscaled the global model of HadCM3 using a statistical 
approach to estimate the future drought over Wonogiri District. She found that the 
number of drought events at the end of the twenty-first century is projected to be less 
than that in the historical period. Daksiya et al. (2017) document their study on the 
possible impact of changing climate on the frequency of daily rainfall extremes in 
Jakarta. A total of 15 GCMs were involved in their statistical downscaling process. 
Two statistical methods were applied, i.e., the Long Ashton Research Station-Weather 
Generator (LARS-WG) and the Statistical Downscaling Model (SDSM). Outputs of 
those two methods were compared with data from NASA Earth Exchange Global 
Daily Downscaled Projections (NEX-GDDP), the downscaling product which is 
freely available. They found that the annual maximum daily rainfall may significantly 
change in the future, with an average increase as high as 20% in the 100-year return 
period daily rainfall (see Fig. 2.7). The seasonal daily rainfall maximum increases 
for the wet season. However, the dry season did not exhibit a consistent increase or 
decrease across the models suggesting that the annual scale changes are mostly due 
to changes in the wet season. 

Additionally, some dynamical downscaling experiments also contribute to our 
insight on the future extremes of Indonesia. Jadmiko and Faqih (2014) dynami-
cally downscaled the GCM EH5OM using RegCM3 over Indramayu District. They 
found that extreme rainfall (rainfall > third quartile) may not change in the future. 
In a larger experiment, Chandrasa and Montenegro (2020) investigate the potential 
impact of climate change on rainfall over the whole country. They downscaled the 
Max Planck’s Institute Earth System Model with Medium Resolution (MPI-ESM)
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Fig. 2.7 Estimated value of daily rainfall for several return periods under RCP 4.5 (left) and RCP8.5 
(right) for locations around Jakarta city. The 20GCM predictions for the period of 2041–2070 are 
indicated with thick gray lines. Source Modified from Daksiya et al. (2017)

using WRF regional model under RCP8.5. Four cumulus schemes were tested to 
find the best option in simulating the Indonesian climate. Two time intervals were 
selected to represent the future, the near future (2036–2040), and the far future 
(2096–2100). They found that during the monsoonal wet season, the number of 
rainy days and consecutive wet days (CWD) increases in most regions, and contrast, 
consecutive dry days (CDD) decrease. Additionally, Sumatra may have a higher 
risk of drought because of the future decreases in soil moisture projected in most 
of its area for all seasons. Supari et al. (2019) explore the output of downscaling 
data produced by BMKG to investigate precipitation extremes’ possible response 
under global warming of 2 and 4 °C. They use the Regional Climate Model system 
RegCM4 to downscale CSIRO Mk3.6. It is reported from their study that under
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Fig. 2.8 Possible changes in CDD, under two global warming thresholds (2 and 4 °C). Source 
Supari et al. (2019) 

these two global warming levels, there will be a decrease in total annual precipita-
tion (PRCPTOT) in most parts of the country. Consistently, the dry spell duration 
is projected to increase as represented by the CDD index (consecutive dry days, see 
Fig. 2.8). On the other hand, a mixed increase and decreased tendency is found for 
the projection of the frequency and precipitation extremes. Seasonally, PRCPTOT 
tends to decrease during the dry season (June–July–August, JJ) and tends to increase 
during the wet season (December–January–February, DJF).

A more complex experiment on the future extremes using multi-GCMs, multi-
RCMs, and multi-scenarios is documented in Supari et al. (2020) under the 
CORDEX-SEA Project. The project was run by a collaboration of institutions from 
countries within the South East Asia region. An ensemble of regional climate simu-
lations consisting of eight members taking from a subset of archived CORDEX-SEA 
simulations at 25 km spatial resolution was used for their study covering the South 
East Asia domain, including Indonesia. The assessment of changes was done by 
comparing precipitation indices during the end of the century (2081–2100) rela-
tive to the reference period (1986–2005) under RCP4.5 and RCP8.5 scenarios. They 
selected four ETCCDI indices, i.e., PRCPTOT, CDD, R50mm, and RX1day, to repre-
sent precipitation extremes. They conclude that substantial changes in the charac-
teristics of precipitation extremes may occur over the domain in the future, where 
changes under RCP8.5 are generally in greater magnitude compared to that under 
RCP4.5. Those changes include a decrease in PRCPTOT over most countries and 
consistently an increase of dry spell duration (CDD). In general, the southern part 
of SEA region will experience a greater magnitude of drying signal in PRCPTOT
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Fig. 2.9 Projected changes in precipitation indices during the end of the century, under RCP8.5. 
Source Supari et al. (2020) 

and CDD compared to the northern part (see Fig. 2.9). In contrast, for the index 
of R50mm and RX1day, they reported a strong significant wetting signal over the 
northern part, while in the southern part those indices show a mixed weak wetting 
and drying tendency. 

2.7 Institutions for Disaster in Indonesia 

After understanding Indonesia’s extreme situation and the corresponding climate and 
air quality phenomena, we now introduce institutions responsible for managing and 
administering the disaster analysis for climate and air quality. 

2.7.1 BMKG or the Agency for MeteorologyClimatology 
and Geophysics 

BMKG has the authority to issue early warnings for future weather and climate. 
BMKG is like the NOAA version for Indonesia. From this agency, the public will
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receive extreme warnings. This agency should also issue multiple hazards related 
to extreme weather and climate and air quality. This agency also provides extreme 
weather for air navigation and sea state. It provides the meteorological early warning, 
climate early warning, and air quality. BMKG is part of the World Meteorological 
Organization or WMO a UN specialized agency for meteorological and climate early 
warning. BMKG operates many instruments and models to observe and analyze the 
current weather and climate information. It includes the upper air, surface, and means 
states of the ocean. For weather prediction, two dynamical numerical models are used 
by BMKG, i.e., the ECMWF model and the CFS model which is downscaled using 
WRF. 

The chance of extreme weather and climate events is quantified based on the prob-
ability forecast of rainfall exceeding certain threshold with the minimum probability 
to release warning as 70%. 

2.7.2 BNPB or the National Disaster Management Authority 

BNPB is the specialized agency for disaster management, primarily when a disaster 
occurs. It also provides disaster management for disaster prevention and precaution if 
possible. As the BMKG prepares the early warning system, BMNP provides informa-
tion on the impact and risk level of a disaster. Together they provide the risk-based 
warning and impact-based forecast, as proposed by the International Strategy for 
Disaster Risk ISDR by the UN and endorsed by World Meteorological Organization 
WMO in their Congress. 

2.7.3 BPPT or the Agency for Assessment and Application 
of Technology 

BPPT is the clearing technology, audit technology, and technology innovation needed 
by assessing and applying technologies. One of the products under collaboration 
with BMKG is the Fire Danger Rating System or FDRS, an early warning system 
developed for forest fires. BPPT also develops the ASEAN Coordinating Centre for 
Humanitarian Assistance on Disaster Management (AHA Center and the NeoNet is 
another version of WMO GEOS (Global Earth Observation) for Indonesia. 

2.7.4 LAPAN or the Agency for Space and Aeronautics 

LAPAN is an agency like NASA for the USA or JAXA for Japan. LAPAN has the 
authority for remote sensing services by law in Indonesia. However, some of the
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remote sensing satellites are also done within BMKG. Precipitation, cloud coverage, 
and remote sensing analysis for wind direction and water content level are done 
separately in BMKG. Many remote sensing businesses are similar to the one in 
BMKG. The information on hotspots for a forest fire is also legally by LAPAN. 
However, BMKG and the Ministry for Forest and Environment also derived their 
information using outside satellite observation. 

2.7.5 Ministry for Forestry and Environment 

This Ministry is vital for the forest fire and the peatland restoration business. Peatland 
restoration keeps the water level for peatland, which is vital to maintain the capacity 
not to increase hotspots associated with a forest fire. 

2.7.6 Ministry for Energy and Mineral Resources 

This Ministry holds the Volcanology Agency, a critical agency for monitoring and 
declaring the airport operation’s air quality index. 

2.7.7 Ministry for Public Work and Housing 

This Ministry is essential for catchment water management. It is essential for surface 
water management and control flood and inundation in housing areas. 

2.8 Conclusions 

This chapter depicts the extremes of climate phenomena in Indonesia. The purpose 
will be for education and general public information on how the country manages 
the extreme information. It discusses the climate phenomena that attribute to some 
extremes and modalities to handle the extreme in Indonesia. The situation might be 
different from country to country. The definition of extreme and the future extreme 
type is also discussed here. Then the chapter also introduces institutions for climate 
extremes. Extreme phenomena described here are not exhaustive, but there are some 
more. However, major climate extremes phenomena presented here are enough for 
most causes of extremes. The final section also introduces some works for future 
extremes based on the model projections. This chapter also discusses one of the 
notable extremes in air quality, especially during the dry season.
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The studies of the extreme in Indonesia monsoon over Indonesia have progressed 
extensively for the past years. The broad spectrum of spatiotemporal occurences of 
extreme phenomena and the interrelations between the strong diurnal cycle in the 
combined land–sea breeze, subseasonal weather types such as the MJO, and ENSO-
related interannual variability. Not to mention the timing and frequency of the tropical 
cyclones, surges, and small scale and mesoscale vortices. The unique feature also 
includes the influence of the upper ocean streamflow that also controls the climate 
type (Wyrtki 1961), a feature that may not exist in other regions of the world. 
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Chapter 3 
Challenges in Predicting Extreme 
Weather Events Over the South Asian 
Region 

Someshwar Das 

Abstract The South Asian region is prone to extreme weather annually resulting 
in loss of lives and damage to the properties. While some people have attributed 
the cause of such events to the global warming and climate change, the fact is that 
the anomalous weather is a result of the changes in the three-dimensional structures 
of the atmosphere. While predicting the extreme weather events at precise loca-
tion, intensity and lead time have been a challenge to the Meteorologists due to the 
limit of the deterministic forecasts, our observation system should be able to sense 
the changes in the structure of the atmosphere and the numerical weather predic-
tion models should be able to provide accurate solutions to the future state of the 
atmosphere with usable skills. Accurate prediction of the extreme weather events 
requires observations of 3-dimensional structure of atmosphere at good temporal 
and spatial resolutions, applications of numerical models at cloud-resolving scale, 
and high-performance computing resources. The observations are required several 
times a day on routine basis from different sources such as satellites, radars, aircrafts, 
radiosonde balloons, automatic weather stations, surface meteorological observato-
ries over land, and ocean from ships, and buoys. A review of the challenges faced 
by the Meteorologists in predicting the extreme weather events over the South Asian 
region is presented in this article. 

Keywords Extreme weather · South Asia · Storm · Prediction · Modeling · NWP 

3.1 Introduction 

The South Asian region (including Afghanistan, Bangladesh, Bhutan, India, 
Maldives, Myanmar, Nepal, Pakistan, and Sri Lanka) is frequently affected by 
different types of extreme weather events, such as severe thunderstorms, dust 
storms, hailstorms, intense lightnings, cloudbursts, heavy rainfalls (causing floods), 
Cyclones, strong winds (causing damages to houses, uprooting of trees, snapping of
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electric and telephone lines, etc.), dense fogs (causing poor visibility that affects civil 
aviation, railways, transport sector and road accidents), scanty rainfall or droughts 
(affecting agriculture and food productions), heat and cold waves resulting in deaths 
of several hundred people annually. While some scientists have attributed the cause 
of such events to the climate change, predicting the extreme weather events at precise 
location, intensity and lead time have been a challenge to the Meteorologists. 

3.1.1 What is Severe? 

Severe weather is an anomalous weather event that is rare for the place where it occurs. 
For example, if the amount of rainfall that occurs in one day at a place “Mawsynram” 
in Meghalaya occurred in Rajasthan in India, that would be anomalous and an extreme 
event for Rajasthan. Similarly, if the highest temperature reported at Turbot (53.7 °C 
in Baluchistan, Pakistan) occurred somewhere in Nepal, that would cause a severe 
heat wave. The Intergovernmental Panel on Climate Change (IPCC) suggests that 
“rare” means in the bottom 10% or top 10% of severity for a given event type in a 
given location. While extreme weather describes unusual weather events that are at 
the extremes of the historical distribution for a given area, severe weather is generally 
defined as any aspect of the weather that poses risks to life, property or requires the 
intervention of authorities. 

Also, since severe weather events have always occurred, even before anthro-
pogenic (human-caused) climate change began to be unequivocally present since 
about 1980, it is impossible to attribute any one extreme event to climate 
change. Climate change is likely to increase the frequency of extreme weather 
events, but it will never be possible to point to one such event and say that it was 
caused by climate change. There is evidence that some weather extremes have already 
shifted: cold nights have decreased globally, for example, while warm nights have 
increased (associated with heat waves). Droughts, storm intensity, and heat waves 
have increased and will continue to do so. 

3.1.2 What Are Different Types of Severe Weather Over 
South Asia? 

Different types of severe weather encountered in the South Asian region are thunder-
storms (Nor’westers), dust storms, hailstorms, intense lightnings, cloudbursts, heavy 
rainfalls/flash floods, Cyclones, strong winds, dense fogs, scanty rainfall or droughts, 
heat, and cold waves. They are briefly described below.
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3.1.2.1 Thunderstorms (Nor’westers) 

Thunderstorms occur almost everywhere on the earth’s surface. It is estimated that 
at any given time there are about 2000 thunderstorms taking place on the globe 
(http://www.nssl.noaa.gov/education/svrwx101/thunderstorms/). While they occur 
both during the summer and the winter seasons, their frequency is highest during the 
pre-monsoon season over the Indian subcontinent. During the pre-monsoon season, 
severe thunderstorms generally travel from northwest to southeast direction over the 
east and northeast parts of India and Bangladesh. Therefore, they are also called 
the Nor’westers. Three ingredients that must be present for a thunderstorm to occur 
are moisture, instability, and lifting. Therefore, they also occur during the winter 
season associated with the Western Disturbances even though the land is cool (Tyagi 
2007). Additionally, there is a fourth ingredient (wind shear) for severe thunder-
storms. Instability is what allows air in the low levels of the atmosphere to rise into 
the upper levels of the atmosphere. The instability supports the atmosphere for deep 
convection and thunderstorms. Instability can be increased through daytime heating. 
Lifting gives a parcel of air the impetus to rise from the low levels of the atmosphere 
to the elevation where positive buoyancy is realized. Very often, instability will exist 
in the middle and upper levels of the troposphere but not in the lower troposphere. 

It is lift that allows air in the low levels of the troposphere to overcome low-level 
convective inhibition. Lift is often referred to as a trigger mechanism. There are many 
lift mechanisms, some of them are fronts, low-level convergence, low-level warm air 
advection (WAA), low-level moisture advection, mesoscale convergence boundaries 
such as outflow and sea breeze boundaries, orographic upslope, frictional conver-
gence, vorticity, and jet streak. All these processes force the air to rise. The region that 
has the greatest combination of these lift mechanisms is often the location that storms 
first develop. Moisture and instability must also be considered. A thunderstorm will 
form first and develop toward the region that has the best combination of: high PBL 
moisture, low convective inhibition, CAPE, and lifting mechanisms. Thunderstorms 
often form in clusters with numerous cells in various stages of their life cycle. While 
each individual cell behaves as a single cell, the prevailing conditions are such that as 
the first cell matures, it is carried downstream by the upper-level winds and new cell 
forms upwind of the previous cell. Figure 3.1 illustrates a multi-cell cloud cluster. 

3.1.2.2 Dust Storm 

The northwest India, Pakistan, and Afghanistan get convective dust storms called 
locally “Aandhi” during the pre-monsoon season (Joseph et al. 1980). Convective 
dust storms also occur in the region extending westwards across Pakistan and Arabia 
to the arid regions of Africa like Sudan, Chad, etc. (Hussain 2005). In this season the 
lowest atmospheric layers have very high temperatures and relatively low moisture 
content which makes the thunderstorms to have high bases above the ground of the 
order of 3–4 km. The ground being dry over long periods, there is loose and fine dust 
available in plenty. These factors enable severe thunderstorms of northwest India

http://www.nssl.noaa.gov/education/svrwx101/thunderstorms/
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Fig. 3.1 Illustration of a typical multi-cell storm (Houze 1993) 

generate dust storms. They are usually brief but can block out the sun, drastically 
reduce visibility and cause property damage and injuries. Joseph et al. (1980) have  
done pioneering work on dust storms and the variations in horizontal visibility caused 
by it, studying 40 cases that occurred at Delhi airport. Studies on the climatology 
of dust storms and thunderstorms over Pakistan have been carried out by Hussain 
et al. (2005) and Mir et al. (2006). Their results indicate that extreme eastern and 
western parts of Northwest Frontier of Pakistan, whole Jammu and Kashmir, and 
north/north-eastern parts of Punjab share about 65% of the total TS frequency (over 
Pakistan). 

3.1.2.3 Hail Storm 

India is among the countries in the world having large frequency of hail. There are 
about 29 hail days per year of moderate to severe intensity (Nizamuddin 1993). Hail 
sizes comparable to mangoes, lemons, and tennis balls have been observed. Eliot 
(1899) found that out of 597 hailstorms in India 153 yielded hailstones of diameter 
of 3 cm or greater. India and Bangladesh are different from other northern hemisphere 
tropical stations in that hail is observed in the winter and pre-monsoon seasons with 
virtually no events after the onset of the southwest monsoon. Chaudhury and Banerjee 
(1983) show that the percentage of hailstorm days out of thunderstorm days decreases 
from 5% to less than 2% from March to May for NE India and Bangladesh. Figure 3.2
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Fig. 3.2 Hailstorm over Delhi and NCR on 7th February 2019 (1000 UTC-1200UTC). 
Source https://www.livemint.com/news/india/delhi-hailstorm-may-bea-warning-sign-of-climate-
change-1549921322894.html 

shows an example of severe hailstorm over NOIDA in the National Capital Region 
(NCR) of Delhi on 7th Feb 2019. 

Hail forms only when the height of a thundercloud is very high, water content is 
large, and updraft velocities large enough to make the size of hail larger. Figure 3.3 
illustrates the development of a hail-bearing thunder cloud. Evaporation of shallow 
clouds results in the formation of cold fronts. The warm moist air rises over the cold 
fronts thus leading to clouds with great vertical height. 

Winter hailstorms are caused due to Western Disturbance (WD). WD is cyclonic 
circulation associated with subtropical westerly jets in the midlatitude. South west-
erly jets produce heavy rain in the winter months. WD gets the moisture from Mediter-
ranean Sea and Atlantic Sea. Studies suggest that deep instability in the atmosphere 
is responsible for formation of hailstones. In winter, the instability is caused due 
to low-level Available Potential Energy and moisture coming along with upper-
level baroclinic instability due to the presence of WD. It lowers the tropopause with 
increased temperature gradient, thus leading to the formation of winter hailstorms. 

3.1.2.4 Intense Lightnings 

Each year lightning strikes kill many people and animals. Lightning causes thousands 
of fires and billions of Rupees in damage to buildings, communication systems, power 
lines, and electrical systems. Lightning also costs airlines billions of Rupees in flight 
rerouting and delays. Observations indicate that the number of lightning strikes over 
the earth per second is about 100 of which 80% are in-cloud flashes and 20% are

https://www.livemint.com/news/india/delhi-hailstorm-may-bea-warning-sign-of-climate-change-1549921322894.html
https://www.livemint.com/news/india/delhi-hailstorm-may-bea-warning-sign-of-climate-change-1549921322894.html
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Fig. 3.3 Conceptual description of development of Hailstorm. Source Murthy et al. (2017) 

cloud-to-ground flashes. This implies that there are about 8,640,000 lightning strikes 
over the earth per day. Each year, lightning flashes about 1.4 billion times over Earth. 
The greatest flash density averages only 36 discharges per square kilometer per 
year. A lightning flash is composed of a series of strokes with an average of about 
four. The length and duration of each lightning stroke vary but typically average 
about 30 μs. An average bolt of lightning carries a current of 30 kA, transfers a 
charge of 5 coulombs, has a potential difference of about 100 MV and dissipates 
500 MJ (enough to light a 100-W light bulb for 2 months). 

The Lightning Imaging Sensor (LIS) aboard TRMM measures total lightning 
(intracloud and cloud-to-ground) using an optical staring imager. This sensor iden-
tifies lightning activity by detecting changes in the brightness of clouds as they are 
illuminated by lightning electrical discharges (Christian et al. 1999). Albrecht et al. 
(2009) constructed climatology maps for the tropical region based on 10 years (1998– 
2007) of LIS total lightning data. His study showed that more lightning occurs over 
land than ocean and more lightning occurs near the equator than near the poles. The 
highest mean flash rate on the earth is 17.43 flash km−2 year−1 and is located over 
the Maracaibo Lake in Venezuela (9.625° N, 71.875° W). The maximum flash rate 
during March–April–May (MAM) is located at Sunamganj, Bangladesh, at the foot 
of Khasi Hills, Meghalaya, India, before the onset of Indian Monsoon (Albrecht et al. 
2009; Das et al. 2010).
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3.1.2.5 Cloudbursts 

A cloudburst, also known as a rain gush or rain gust is a sudden heavy downpour over 
a small region, is among the least well known and understood types of mesoscale 
systems. An unofficial criterion specifies a rate of rainfall equal to or greater than 
100 mm per hour featuring high-intensity rainfall over a short period, strong winds, 
and lightning. A remarkably localized phenomenon affecting an area not exceeding 
20–30 km, cloudbursts in India occur when monsoon clouds associated with low-
pressure areas travel northward from the Bay of Bengal across the Ganges plains 
onto the Himalayas and “burst” in heavy downpours (75–100 mm per hour). It repre-
sents cumulonimbus convection in conditions of marked moist thermodynamic insta-
bility and deep, rapid dynamic lifting by steep orography. Cloudburst events occur 
at the meso-gamma (2–20 km) scale as defined by Orlanski (1975) and may be 
difficult to distinguish from thunderstorm. Orographic lifting of moist unstable air 
releases convective available potential energy (CAPE) necessary for a cloudburst, 
but the complex interaction between cloud dynamics and orographic dynamics is 
only beginning to be addressed. Numerical simulation is useful in this regard. 

Cloudburst events over remote and unpopulated hilly areas often go unre-
ported. The states of Himachal Pradesh and Uttaranchal in India and Nepal are 
the most affected due to the steep topography. Most of the damage to prop-
erty, communication systems, and human causalities result from the flash floods 
that accompany cloudbursts. Prediction of cloudbursts is challenging and requires 
high-resolution numerical models and mesoscale observations, high-performance 
computers, and Doppler weather radar. Societal impact could be markedly reduced 
if high-resolution measurement (~ 10 km) of atmospheric parameters and vertical 
profiles are provided through a mesonet observations such as Automatic Weather 
Station (AWS), Radiosonde/Rowinsonde (RS/RW), and Doppler weather radar. Also, 
education and training of local administrators to give short-notice warnings would 
greatly help disaster mitigation. 

3.1.2.6 Heavy Rainfall/Flash Flood 

Intense rainfall often leads to floods and landslides in the Himalayan region. Heavy 
rainfall resulting from mesoscale convergence, mesocyclone, cloudburst, and the 
resulting flash floods are a form of extreme weather event that disrupts human lives 
during the monsoon season. In recent years many devastating floods occurred due 
to abnormal rainfall resulting in loss of lives even over the plain regions. Some 
of them are, for example, the extremely heavy rainfall (993 mm in one day) in 
Mumbai on 25–26 July 2005 that resulted in cancelation of 700 flights, disrupted rail 
links, affected an unprecedented 5 million mobile phones, electric poles and ATM 
machines. Another monsoonal deluge occurred in July 2010 over northern Pakistan 
that resulted in catastrophic flooding, loss of life and property, and an agricultural 
crisis. In September 2014 a catastrophic flood occurred in Kashmir Valley that led
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thousands of people homeless and devastated the agricultural lands. In November– 
December 2015, a devastating flood affected more than 4 million people, claimed 
more than 470 lives, and resulted in enormous economic loss in Chennai, India. In 
August 2018 severe floods affected the south Indian state of Kerala, due to unusually 
high rainfall during the monsoon season that resulted in the death of over 483 people 
and evacuation of about a million people. The question is that were these events 
predictable? 

3.1.2.7 Tropical Cyclones 

A tropical cyclone is a rotational low-pressure system in tropics when the central 
pressure falls by 5–6 hPa from the surrounding (Goyal et al. 2016) and maximum 
sustained wind speed reaches 34 knots (about 62 kmph). It is a vast violent whirl 
of 150–800 km, spiraling around a center and progressing along the surface of 
the sea at a rate of 300–500 km a day. These are most devastating phenomenon 
among all natural disasters. It is accompanied by very strong winds, torrential rains, 
and storm surges. Out of 80 global annual number—4 form over Bay of Bengal 
and 2–3 intensify to severe intensity. Nearly 7% of the global TCs form in the 
North Indian Ocean. About five Tropical Cyclones (TCs) occur in the North Indian 
Ocean annually including four over the Bay of Bengal and one over the Arabian 
Sea (Mohapatra and Sharma 2019; Mohapatra et al. 2017; Kotal and Bhattacharya 
2013; IMD  2013). Tropical cyclones occur in the North Indian Ocean prominently 
during the pre-monsoon season (March–April–May) and the post-monsoon season 
(October–November–December). The Bay of Bengal TCs more often strike Odisha-
West Bengal coast in October, Andhra coast in November, and the Tamil Nādu coast 
in December. Over 60% of the TCs in the Bay of Bengal strike different parts of the 
east coast of India, 30% strike coasts of Bangladesh and Myanmar and about 10% 
dissipate over the sea itself (Tyagi et al. 2010). The life period of a TC is about 5– 
6 days in case of a Very Severe Cyclonic Storm (VSCS) (Kumar et al. 2017). The TC 
over NIO mostly moves west-northwest wards with wind speed of above 15 kmph. 
The climatology of heat potential due to TCs has been analyzed by Mohapatra and 
Kumar (2017). In the past 300 years more than 75% of total cyclones causing death 
of 5000 or more occurred over North Indian Ocean (Dube et al. 2013). The death toll 
had exceeded 300,000 and 140,000 in earlier Bangladesh severe cyclones of 1970 
and 1991 respectively in which the damages were beyond imagination. The Orissa 
Super Cyclonic Storm of 29–30 October 1999 had caused over 10,000 human deaths 
(Mohapatra 2002). Recently there was death toll of 140,000 in Myanmar due to Very 
Severe Cyclonic Storm (VSCS) Nargis during April–May 2008. 

Tropical Cyclones (TCs) are formed when heat is released as moist air rises 
during evaporation. The resultant condensation of water vapor fuels the formation of 
cyclonic windstorms. This phenomenon leads to the formation of a warm-core storm 
system. They are characterized by a low-pressure core that generates thunderstorms.
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Observational studies have established that a tropical cyclone is a complex synoptic-
scale system (Scale = 1000 km and a few days) of interacting physical and multi-
scalar processes in which the genesis of the system is controlled to a large extent by 
large-scale processes interacting with mesoscale cloud formations, associated deep 
convection, and air-sea interactions. Organized convection supplies the energy for 
maintaining and intensification of the system. 

The tropical cyclones were devastating a few decades ago causing loss of lives 
of tens of thousands of people and damage to properties of the order of millions 
of dollars. In the recent decades, the accuracy of predicting the track, intensity, 
time, and place of landfall has improved substantially due to the advancement of 
observation technology, computers, and numerical weather prediction techniques. 
Uncertainties in the 24–96 h forecast errors have potentially large societal impacts. 
It is estimated that the cost of evacuation of people is about 1 million dollars per mile 
in the coastal areas. In view of the high socio-economic importance of the TCs over 
the Indian region, the Govt. of India (Ministry of Earth Sciences) launched a Forecast 
demonstration Project (FDP) on landfalling cyclones over the Bay of Bengal in 2008. 

3.1.2.8 Windstorms/Strong Winds 

Strong winds experienced during severe thunderstorms and cyclones uproot trees, 
electric poles, telephone lines, and houses, disrupting the lives of the people. A down-
burst is a strong ground-level wind system that emanates from a point source above 
and blows radially, that is, in straight lines in all directions from the point of contact 
at ground level. Microbursts and macrobursts are downbursts at very small and larger 
scales, respectively. Downbursts create vertical wind shear or microbursts, which is 
dangerous to aviation, especially during landing, due to the wind shear caused by 
its gust front. Several fatal and historic crashes have occurred over the past several 
decades due to downbursts. The flight crew training goes to great lengths on how to 
properly recognize and recover from a microburst/wind shear event. Their lifetime 
is usually for seconds to minutes. 

Wind is stronger when the pressure gradient is high. Strong winds experienced 
during a thunderstorm are due to the downdrafts beneath the cumulonimbus. Rain 
from the storm evaporates below the cloud, causing the air to cool beneath it. This 
cold air is heavy and crashes into the ground below. When it hits the ground, this 
cold air must turn sideways, and the result is strong winds. These winds are known as 
microbursts. Wind speeds in microbursts can exceed 160 km h−1 and cause significant 
damage even though they only last for 5–15 min. A typical thunderstorm is made up of 
a single cumulonimbus (CB) cloud. The CB cloud consists of strong vertical updrafts 
and downdrafts. Depending upon their intensity (wind speed), they are classified as 
Gust wind, Squall wind, Light Nor’wester, Moderate Nor’wester, Severe Nor’wester, 
or a Tornado. 

In a typical cyclone, the central pressure can drop to about 900 hPa and the average 
radius of maximum wind (RMW) is estimated about 47 km (Hsu and Yana 1998). 
In case of a tornado, the RMW is typically about 46–150 m with an extreme case of
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about 800 m (USDE 2009; Wurman et al.  2007). The highest peak sustained wind 
for 1 min is recorded as 345 and 260 km h−1 for 10 min (JMA 2017; NHC 2016). 
Extreme wind speed recorded in a tornado is about 484 ± 32 km/h (F5), the central 
pressure is estimated about 810 hPa with a pressure drop of 100 hPa (CSWR 2006; 
Lyons 1997). 

3.1.2.9 Dense Fogs 

Fog is a major traffic hazard during winter season causing economic loss and casual-
ties. It is estimated that the airlines’ loss is above Rs. 18–20 Crores in 7 days period 
due to the fog. Fog may be defined as a cloud at surface sufficiently thick to reduce 
visibility to below some threshold. Formation of fog of water particles is a result 
of a complex interplay of several processes. A description of fog formation must 
account for the genesis and maintenance of a cloud at the earth’s surface. Cloud 
dynamists often classify fog as a micrometeorological phenomenon because it forms 
next to the earth in the atmospheric boundary layer, a domain traditionally covered 
by micrometeorologists. The physical mechanisms responsible for the formation of 
fog involve three primary processes: (a) Cooling of air to its dew point temperatures 
(b) Addition of water vapor to the air, and (c) Vertical mixing of moist air parcels 
having different temperatures. 

Fog forecasting using dynamical models is still in a preliminary stage in India. 
The operational forecasts are generally based on empirical/statistical techniques. 
Forecasting the location, visibility, time of onset, duration, and dissipation of fog is 
a challenging issue. As the fog is a small-scale phenomenon, it requires application 
of very high-resolution model. Recent studies on fog in India have shown significant 
socio-economic concern due to increase in frequency, persistence, and intensity of fog 
occurrence over the northern parts of the country. Land use changes and increasing 
pollution in the region are responsible for growing Fog occurrence. 

Considering the importance of Fog in different sectors of human lives, the Govt. 
of India (Ministry of Earth Sciences) launched a Forecast demonstration Project on 
Fog in 2008 (FDP-Fog 2008). More recently, the Govt. of India has conducted an 
intensive field experiment on Fog during the winter months (Dec–Feb) of 2016–2018 
called the Winter Fog Experiment (WiFEX). It was a multi-institutional campaign on 
ground-based measurement at the Indira Gandhi International Airport (IGIA), Delhi, 
to understand different physical and chemical features of Fog and factors responsible 
for its genesis, intensity, and duration. The objectives of the WIFEX were to develop 
better nowcasting (next 6 h) and forecasting of winter fog on various time and spatial 
scales and help reduce its adverse impact on aviation, transportation and economy, 
and loss of human life due to accidents.
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3.1.2.10 Drought/Flash Drought/Scanty Rainfall 

Drought is a phenomenon that depends on the effects of relatively prolonged and 
abnormal moisture deficiency (Palmer 1965). Drought is controlled by large-scale 
coupled atmosphere-ocean system directly (or indirectly), which can control precip-
itation and temperature. For instance, rainfall and temperature anomalies are closely 
related to the El-Nino Southern Oscillation (ENSO) which is fundamentally driven 
by changes in the coupled atmosphere-ocean system and leads to various disasters, 
including droughts and floods (Sigdel et al. 2010; Schubert et al. 2008). The other 
variables that affect drought include sea surface temperature (SST) and pressure, 
deforestation, level of CO2, and levels of other greenhouse gases. Wilhite and Glantz 
(1985) proposed four categories to measure droughts: (a) meteorological drought 
due to precipitation shortage (degree of dryness) over a certain period for a specific 
region, (b) hydrological drought due to the presence of below-average surface and 
subsurface flow for a longer time duration that accelerates inadequate water supply, 
(c) agricultural drought due to low soil water availability to support agricultural 
growth, and (d) socio-economic drought, which defines the imbalances in supply 
and demand of drought-dependent socio-economic commodities. 

The Standardized Precipitation Index (SPI) is mostly adopted in South Asian 
countries to quantify and monitor droughts. However, the assessment and monitoring 
of drought using drought indices are more appropriate than the direct use of hydro-
meteorological indicators (Chandrasekara et al. 2021). More specifically, indicators 
are hydro-meteorological variables used to define drought situations such as rainfall 
and temperature. On the other hand, drought indices are obtained by numerically 
using hydro-meteorological inputs and the drought indicators. The indices intend 
to estimate the drought state (i.e., severity, spatio-temporal attributes of drought 
events) for a certain period. The drought quantification can be conducted using (a) 
an individual index, (b) multiple indices, and (c) a composite index. 

The South Asian countries have experienced frequent drought incidents in recent 
years. In South Asia, drought occurs frequently in arid and semi-arid regions 
(Chandrasekara et al. 2021; IWMI 2021). From early 2000 onwards, severe droughts 
affected vast areas of South Asia, including western India, and southern and central 
Pakistan. The South Asian regions have been among the perennially drought-prone 
regions of the world. India, Pakistan, and Sri Lanka have reported droughts at least 
once in every 3 years in the past five decades, while Bangladesh and Nepal also suffer 
from frequent droughts. The increased pressure on natural resources, soil degrada-
tion, decrease in water resources, and projected future climate change scenarios 
have become important areas of concern. Proper quantification of drought impacts 
and monitoring of areas prone to such events are needed for formulating management 
plans. 

Recent studies have identified India among global flash drought hotspots (Chacko 
Susan; Down To Earth, 10 Nov 2021). Flash drought is the rapid onset or intensifi-
cation of drought and is set in motion by lower-than-normal rates of precipitation, 
accompanied by abnormally high temperatures, winds, and radiation. Together, these 
changes in weather can rapidly alter the local climate. The highest frequency of flash
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drought occurrence is primarily found within the tropics and subtropics. The risk 
for flash drought development may continue to increase in certain locations due to 
increased evaporative demand (PET). Given that flash droughts can develop in only 
a few weeks, they create impacts on agriculture that are difficult to prepare for and 
mitigate. Even when environmental conditions seem unfavorable for rapid drought 
development, a persistent, multi-week lack of rainfall coupled with hot weather can 
create flash drought development with its associated impacts. 

The International Water Management Institute (IWMI) is developing an opera-
tional drought monitoring system for South Asia, using remote sensing data from 
multiple sources. The main monitoring tool is the Integrated Drought Severity Index 
(IDSI) covering South Asia on a weekly basis, which reflects the effects of droughts 
as observed through (i) satellite-derived vegetation data, and (ii) the level of dryness 
expressed by traditional, climate-based drought indices. 

3.1.2.11 Heat and Cold Waves 

Heat Wave 

The WMO has defined a heatwave as five or more consecutive days of prolonged 
heat in which the daily maximum temperature is higher than the average maximum 
temperature by 5 °C or more. However, some nations have come up with their own 
criteria to define a heatwave. Heatwaves form when high pressure aloft (from 3000 to 
7600 m) strengthens and remains over a region for several days up to several weeks. 
The heat waves come in spells of 5–6 days normally and can even go up to 15 days. 
The Heat Wave Early Warning System and Forecasts are issued based on numerical 
weather prediction models for different temporal scales in India. Based on these, an 
outlook is prepared for Mar-May and issued on the last day of February. The central, 
state, and district agencies review the Heat Wave preparedness coordination based 
on the seasonal outlook. This outlook is revised at the end of March for April–June. 
The forecasts for weekly maximum–Minimum temperatures and rainfall are issued 
once a week out for the next four weeks. 

Dehydration, kidney-related diseases, respiratory diseases, heat cramps, and heat 
stroke are some of the health impacts due to heatwaves. To protect people from 
heatwave strategies could include keeping the home cooler, staying out of the heat, 
staying hydrated, and protecting from direct sun. The health impacts of heat are more 
severe in urban areas, wherein the heat stress-induced deaths in 2100 are estimated 
to be about 85 per 100,000 globally and above 100 per 100,000 in lower-income 
groups. The lost productivity from heat stress at work, particularly in developing 
countries, is expected to be valued at 4.2 trillion USD per year by 2030 (Magotra 
2021). 

To protect populations from the preventable health impacts of extreme ambient 
heat a South Asian Heat Health Information Network (SAHHIN) is established, 
which is a member-driven forum of scientists, practitioners, and policymakers
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focused on improving capacity to protect populations from the avoidable health 
risks of extreme heat in a changing climate. 

Cold Wave 

Cold wave is a localized seasonal phenomenon prevalent in the northern parts of the 
South Asian region including Afghanistan, Bangladesh, Bhutan, Myanmar, India 
(except in southern India), and Pakistan. The northern parts of India, especially the 
hilly regions and the adjoining plain areas are affected by the cold waves (NDMA 
2021). 

A cold wave occurs in plains when the minimum temperature is 10 °C or below 
and/or is 4.5° lesser than the season’s normal for two consecutive days. Cold wave 
is also declared when the minimum temperature is less than 4 °C in the plains. Cold 
waves occur in association with incursion of dry, cold winds from the north into 
the subcontinent. The northern parts of India, especially the hilly regions and the 
adjoining plains, are influenced by transient disturbances of the midlatitude wester-
lies, which often have weak frontal characteristics. A cold wave or frost condition 
is a rapid fall in temperature within a 24-h period requiring substantially increased 
protection of agriculture, health, livestock, and other activities. 

In India, cold wave has caused 4712 deaths from 2001 to 2019 across various 
states. IITM data shows an increasing trend of cold waves in the last three decades 
(1991–2019). With effective planning and interventions, such loss of life could be 
easily avoided. Especially in the health sector, interventions can be introduced to 
address cold wave impacts. 

3.2 How to Predict the Severe Weather? 

Accurate prediction of the extreme weather events requires observations of 3-
dimensional structure of atmosphere at good temporal and spatial resolutions, 
applications of numerical models at cloud-resolving scale, and a high-performance 
computing system. The observations are required several times a day on routine basis 
from different sources such as satellites, radars, aircrafts, radiosonde balloons, auto-
matic weather stations, surface meteorological observatories over land, and ocean 
from ships, and buoys. The observed data are assimilated in a Numerical Weather 
Prediction (NWP) model at least four times a day in real-time on routine basis. 
The NWP model consists of complex differential equations representing the physics 
and dynamics of the atmosphere. The governing equations of the atmosphere are 
summarized below. 

dV 

dt 
+ f k  × v = −g∇σ · Z − RT 

σ Ph + Pt 
σ∇ Ph + F (3.1) 

dT 

dt 
= RT 

cp(σ Ph + P t ) 
· dP 
dt 

+ 
Q 

cp 
(3.2)
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∂ Ph 
∂t 

= −  
1 ∫
0 
∇σ (Ph .V) dσ (3.3) 

gz = gH  + R · Ph 
1 ∫
σ 

T 

σ Ph + Pt 
(3.4) 

σ̇ = 
σ 
Ph 

1 ∫
0 
∇σ (Ph .V) dσ − 

1 

Ph 

σ ∫
0 
∇σ (Ph .V) dσ (3.5) 

σ = 
(P − Pt ) 
Ps−Pt 

(3.6) 

The above equations are written in the terrain following (Sigma) coordinate system 
defined in (3.6). Equations (3.1, 3.2, 3.3, 3.4, 3.5 and 3.6) are the equations of motion, 
thermodynamic equation, the continuity equation or pressure tendency equation, and 
hydrostatic equation. Equation (3.5) is for the vertical velocity derived in Sigma 
coordinate. The first three equations are used to predict the changes in wind speed, 
direction, temperature, and surface pressure fields. The geopotential height of an 
isobaric surface is computed from (3.4). The symbols have their standard meanings. 

Some of the severe weather features are diagnosed based on the atmospheric 
parameters predicted by the above set of equations. For example, the Lightning 
Potential Index (LPI), is an advanced index for evaluating the potential for lightning 
activity (Yair et al. 2010). It is strongly correlated with the Convective Available 
Potential Energy (CAPE) and is calculated based on the dynamics and microphysics 
of clouds. Figure 3.4 illustrates the correlation between the lightning rate density 
with the CAPE over a state of India (Maharashtra). 

Some of the indices for forecasting the severe thunderstorms and lightning are 
summarized below. 

3.2.1 Lightning Potential Index (J/kg) 

Lightning potential index (LPI) is a measure of the potential for charge generation 
and separation that leads to lightning flashes in convective thunderstorms. The basic 
formula is as follows (Lynn and Yair 2010; Yair et al.  2010) 

LPI = 
1 

V 

˚ 
∈ω2 dxdydz (3.7) 

Here, volume of air in the layer between zero and − 20 °C is denoted by V, vertical 
wind speed (in m s−1) is denoted by ω. ∈ is the function of cloud hydrometeors like 
mixing ratios of snow, ice, graupel. These are computed by the WRF model (in kg 
kg−1). It is a dimensionless number whose value lies between 0 and 1 (Lynn and Yair 
2010).
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Fig. 3.4 Monthly mean flash rate density and CAPE. Annual variations over the Maharashtra 
during 10-year period (1998–2007). Source Tinmaker et al. (2015) 

∈ = 
2(Qi Q1)

0.5 

Qi + Q1 
(3.8) 

Total liquid water mass mixing ratio is Ql (kg kg−1). The ice fractional mixing 
ratio is Qi (kg kg−1) (Lynn and Yair 2010) 

Qi = qg 

⎡ (
qsqg

)0.5 
(qs + qg) 

+ 
(
qiqg

)0.5 
(qi + qg) 

⏋ 

(3.9) 

∈ is a scaling factor for the cloud updraft. When the mixing ratio of supercooled water 
and combined ice species are equal then scaling factor reaches to extreme. Calculation 
of the LPI from the WRF output fields can provide maps of the microphysics-based 
potential for electrical activity and lightning flashes. 

The threat of LPI has been categorized as Low, Moderate, and High. 
LOW: LPI < 0.001 and > 0.0005. 
Moderate: LPI: < 0.01 and > 0.001. 
Threat Level: High: LPI > 0.01.
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3.2.2 Lightning Flash Rate Density 

In WRF models, lightning predication is depended on electric parameterization 
scheme. WRF model uses electric scheme defined by McCaul et al. (2009), to 
generate the lightning flash count. Using this scheme electric field can’t be computed. 
But it explains two different methods for calculating the flash rate, one named graupel 
flux which is obtained by the multiplication of the upward vertical velocity and 
graupel mixing ratio at the − 15° C level, even though mass units are absent because 
the air density is not used in its calculation. The second approach utilizes the relation-
ship between the total storm flash rate and the total volumetric amount of precipitating 
ice (other hydrometeors). This can be used on a model grid in terms of the vertically 
integrated ice content in each grid column. Furthermore, a blended version has used 
that attempts to capitalize on the strength of each approach using weighted aver-
ages (0.95 for the first approach; 0.05 for the second approach). Therefore, the total 
model-estimated lightning flash rate density at one grid point in the model is given 
as follows (Sandeep et al. 2021). 

F = k1
(
wqg

)
m + k2 ∫ ρ(qg + qs  + qi  )dz (3.10) 

where k1 = 0.042 m−1 is lightning-graupel flux factor (slope of maximum graupel 
flux and maximum flash density), k2 = 0.2 kg−1 m2s−1 is lightning-storm ice factor 
(slope of maximum vertical integrated ice and maximum flash density), w is upward 
vertical air motion, qg is the graupel mixing ratio, the subscript m attached to the 
flux implies evaluation at the − 15 ºC level in the mixed-phase region, q is the local 
air density, and qg, qs, and qi are the simulated mixing ratios of graupel, snow, and 
cloud ice, respectively. The integration in Eq. (3.1) is over the full storm depth. Full 
details about the electric scheme and derivation of constants k1 and k2 can be found 
in McCaul et al. (2009). 

3.2.3 SuperCell Composite Parameter (SCP) 

It is defined by Carbin et al. (2016) as  

SCP = (CAPE/1000) ∗ (SRH/50) ∗ (BWD/20), 

where 

CAPE (J/kg) is the moist unstable convective available potential energy. 
SRH (m2/s2) is storm-relative helicity. 
BWD is bulk wind shear between 500 hPa and ground surface. 
SCP > 1 implies that the atmosphere is favorable for formation of thunder-

storm.
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SCP is characterized in low, moderate, and high threat levels. 

LOW:  3 < SCP < 5.  
Moderate: 5 < SCP < 7. 
High: SCP > 7. 

3.2.4 Data Assimilation 

All forecast models, whether they represent the state of the weather, the spread of a 
disease, or levels of economic activity, contain unknown parameters. These parame-
ters may be the model’s initial conditions, its boundary conditions, or other tunable 
parameters which have to be found for a realistic result. Four-dimensional variational 
data assimilation, or “4d-Var”, is a method of estimating this set of parameters by 
optimizing the fit between the solution of the model and a set of observations that 
the model is meant to predict (Bannister Ross 2007). In this context, the procedure 
of adjusting the parameters until the model “best predicts” the observables, is known 
as optimization. The “four dimensional” nature of 4d-Var reflects the fact that the 
observation set spans not only three-dimensional space but also a time domain. For 
weather forecasting, the method of 4d-Var has been adopted by many numerical 
weather prediction (NWP) agencies as it is flexible enough to allow a range of atmo-
spheric observations of many different types to be digested within a framework of 
a numerical model of the atmosphere. This has proved to be a valuable tool in esti-
mating the initial conditions of a weather prediction model, which are essential for 
a good forecast. 

There are two types of data assimilations based on the scale of the model: large-
scale and convective scale. Although the fundamental data assimilation theory does 
not depend on the scale of interest, convective-scale data assimilation possesses a 
number of important differences from the large-scale. First, the main objective of 
the convective-scale data assimilation for NWP is to improve quantitative precipita-
tion forecasts (QPF) and severe weather systems like thunderstorm, while the major 
concern for the large-scale is to reduce the error in the prediction of the 500 hPa 
geopotential height. Second, the major observational data source for the convective 
scale is from Doppler radar (although other observations are also important) while 
radiosonde and satellite observations are indispensable for the large-scale. Third, 
the model constraints are different: for the large-scale, balance constraints, such as 
geostrophic balance, are good approximations to the full set of atmospheric equa-
tions; however, for the convective scale, there are no simple balances and approxi-
mations, other than the full set of model equations describing the convective-scale 
motion. Lastly, synoptic-scale dynamics are quasi-linear (except for subgrid-scale 
parametrization) for approximately 6 h (Gilmour et al. 2001) while the time scale of a 
developing thunderstorm can be as short as a few minutes. Because of this number of 
differences, the implementation of data assimilation methods for the convective scale 
can be different from the large-scale. The Doppler Weather Radar observations are
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generally assimilated in rapid update cycle for the convective-scale systems, because 
of radar’s unique capability in sampling the atmospheric convective-scale. 

3.3 What Are the Challenges in Observations? 

How observations are processed is vital to the provision of monitoring and fore-
casting services for weather and climate. Assimilation of observational data into 
NWP models is the established way of exploiting observations for weather fore-
casting beyond a few hours ahead. Advances in global observation since the 1970s 
have been accompanied by considerable progress in modeling and data assimila-
tion, resulting in very substantial improvements in the accuracy of forecasts (Simons 
2011). Reanalyses of the observations made over past decades with fixed modern 
assimilation systems provide a widely used record of weather and climate. 

The question is how much observations are required to accurately predict a phys-
ical phenomenon? The spatial and temporal density of observations required to 
simulate a phenomenon accurately depends on the spatial and temporal scale of 
the phenomenon. Figure 3.5 illustrates how there has been a revolutionary improve-
ment of the forecasts of 500 hPa anomaly correlation between observations and the 
ECMWF forecasts globally due to the increase of observations from satellite during 
the last three decades. 

In the early nineties, forecast skill was considerably lower in the southern hemi-
sphere than in the northern hemisphere. This was because there were fewer weather

Fig. 3.5 The chart shows the evolution of the 12-month running mean of the anomaly correlation, 
a measure of skill, for 500 hPa geopotential height forecasts in the northern and the southern 
hemisphere at various lead times. Source ECMWF (2018)
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observations in that part of the globe to help initialize forecasts. The gap in skill 
narrowed when data assimilation at ECMWF moved from 3D-Var to 4D-Var, and 
again when NOAA-15 satellite was launched. Subsequent satellite launches reduced 
the gap to virtually zero (ECMWF 2018).

Figures 3.6 and 3.7 illustrates how the simulation of wind fields is improved when 
more data obtained from ARMEX (Arabian Sea Monsoon Experiment) is assimilated

Fig. 3.6 Observations network during the Arabian Sea Monsoon Experiment (ARMEX), June– 
August 2002. The right panel shows the extra observations from BUOY, PILOT balloons, RSRW, 
Radar, and Surface observations collected during ARMEX (Das et al. 2007) 

Fig. 3.7 Wind at 850 hPa on 00 UTC 28 June 2002 a with FDDA and b without FDDA. Terrain 
heights above 850 hPa are shaded. Reproduced from Das et al. (2007)
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into the model during a monsoon depression over the west coast of India (Das et al. 
2007).

Extra observations collected from ARMEX (SYNOP, SHIP, BUOY, TEMP, 
PILOT, AIREP, SATEM, SATOB, ATOVS, SSMI) were assimilated in the MM5 
model at 2 km resolution. Figure 3.7 illustrates the 850 hPa wind field analysis 
obtained by using the FDDA with additional observations collected during the IOP 
(Intensive Observation Period) and the control analysis without the ARMEX obser-
vations. The control analysis contained only the routine surface and upper-air obser-
vations including AIREP, SATEM, SATOB, ATOVS, and SSMI. Results clearly 
show that the location of the vortex is improved in the reanalysis as compared to 
the control (Fig. 7b). The vortex is also better organized with stronger intensity and 
wind shear in the southwest sector. The results illustrate that extra observations and 
higher resolution of the model can improve the skill of the forecasts. 

Doppler Weather Radars (DWR) play significant role in forecasting the extreme 
weather events besides the satellite, upper air, and surface observations. While the 
satellites cover good parts of the earth (Fig. 3.8), there are significant gaps in the 
coverage by the DWR and lack of high-density observations over the South Asian 
region (Figs. 3.10 and 3.11). Owing to this generally, there is a lack of consensus of 
the monsoon rainfall forecasts by the models (Fig. 3.9). 

Figures 3.10 and3.11 shows the present coverage of DWR and surface observato-
ries over the South Asian region. The figures clearly show the lack of observatories, 
particularly over Afghanistan and the remote areas of the Hindu-Khus Himalayas

Fig. 3.8 The current global satellite network. Source https://www.metlink.org/resource/satellites

https://www.metlink.org/resource/satellites
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Fig. 3.9 Consensus outlook for 2020 Northeast monsoon rainfall over South Asia 

and other mountain regions. It is a big challenge and will take a long time to fill up the 
data gap regions. Until that happens, we shall keep missing many extreme weather 
events predicted by the NWP models. While the extreme weather systems are simu-
lated by the present models fairly well, there is still a big challenge in predicting the 
exact location, time, and intensity of the events at sufficient lead times.

It is another important fact that not all the observations available over the South 
Asian region are assimilated into the model in real-time. The main reasons for that 
are not all the observations collected by the stations are available on the GTS (Global 
Telecommunication System) in real-time and some of those which are available in 
real-time fail to pass the quality control check by the data assimilation system and 
thus, get rejected by the model. Since there has been substantial improvement in 
the availability of global data in real-time during the last one decade, the number of 
observations assimilated in the model has also increased accordingly. Figure 3.12 
illustrates the number of different types of observations assimilated by the model at 
the National Center for Medium-Range Weather Forecasting (NCMRWF), India in 
2013 and 2021.
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Fig. 3.10 a, b Doppler weather radar (DWR) networks over India and Bangladesh. c–i Doppler 
weather radar (DWR) networks over Nepal, Myanmar Pakistan, and Sri Lanka (c–f). Only the 
surface network of observatories are shown for Afghanistan, Bhutan, and Maldives as either there 
is no DWR or they are not functional in those countries
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Fig. 3.10 (continued) 

3.4 What Are the Challenges in Modeling? 

Understanding, modeling, and predicting weather and climate extremes is identified 
as a major area necessitating further progress in climate research and has thus been 
selected as one of the World Climate Research Program (WCRP) Grand Challenges 
(Zhang et al. 2014; Alexander et al. 2016). In general, the development of an extreme 
event depends on a favorable initial state, the presence of large-scale drivers, and 
positive local feedback, as well as stochastic processes (Sillmann et al. 2017a, b). 
Figure 3.13 illustrates these processes. 

The relative importance of these factors varies for different types of extremes. 
For example, feedbacks for short-lived events (blue) like convective storms are typi-
cally associated with unstable atmospheric dynamics, whereas longer duration events 
(red) like heatwaves or droughts typically involve soil moisture-atmosphere inter-
action. External factors like global warming can influence extremes through these 
factors. For example, the increased water vapor in a warmer atmosphere can enhance 
convective feedback, or increased surface evaporation might amplify heatwaves and 
droughts. 

In a nutshell, weather is a result of the motion of air caused by a balance between 
various forces. This motion may be described by the equations as discussed in the 
previous section. Some of these equations are nonlinear partial differential equations. 
So the question arises if we know the laws and the variables, why can’t we make 
perfect forecasts even with a short lead time? There are many reasons for this. Some 
of them are (1) Inaccurate Initial Conditions, (2) Multiscale Interactions, (3) Chaos, 
and Limit on Deterministic Predictability. We discuss these briefly in the following 
sections, which are mostly based on Goswami (1997).
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Aeronautical (6) 

Synoptic (9) 

Agrometeorological (21) 

Climatological (76) 

Precipitation (169) 

Fig. 3.11 Surface meteorological and automatic weather stations over India, Bangladesh, Nepal, 
Myanmar, Pakistan, and Sri Lanka
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Observation file Observation details: Global 

as on 00 UTC, 15 June 2021 

Surface Land SYNOP, Ship SYNOP, Mobile,  
AWS, BUOY: Tot= 54727 

Sonde TEMP (Land & Ship), PILOT, 
DROPSONDE, Wind Profilers 

Total = 3762 

Aircraft AIREP, AMDAR; 97532 

Satwind GOES, Meteosat, MTSat, INSAT-
3D, MODIS, MetOp & NOAA = 

Scatwind ASCAT = 606705 

GPSRO (COSMIC, GRAS) = 281617 

GOES Radiance GOES Imager Radiance (Clear)= 
352285 

ATOVS MetOp & NOAA satellites 

(including HRPT data) 

IASI MetOp = 59254 

AIRS + HIRS AQUA: 0 + 316498 

Fig. 3.12 Number of different types of observations assimilated by the models at the national center 
for medium-range weather forecasting (NCMRWF), India in 2013 in the GFS T574L64 model 
(right) and the NCUM model in June 2021 (left). Only those observations (surface and upper air, 
i.e., SYNOP, TEMP, SHIP, PILOT, etc.) which are put on the GTS are normally assimilated. Some 
satellite observations are directly downloaded from the FTP server of the satellite data providing 
agencies and assimilated 

3.4.1 Inaccurate Initial Conditions 

To make the forecast for a future time, the initial state of the atmosphere over the 
whole earth at all heights must be provided as an initial condition. But, as discussed 
in the previous section, the observations are not sufficient as per the requirements. 
Satellites are now providing some observations of wind and temperature profiles over 
the oceans. But there are errors in the retrieval algorithms of wind and temperatures. 
Therefore, now the Radiance observations are directly assimilated in the model. In 
addition to instrumental errors in the observations, the large data void regions lead 
to errors in the specifications of the initial conditions. In principle, the paucity of 
observations and the inherent instrumental errors in measurement gives rise to errors 
in the specification of the initial state. As we improve the observing network, this
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Fig. 3.13 Schematic processes involved in the development of weather extremes (Sillmann et al. 
2017a, b) 

error may be reduced but we may never be able to totally eliminate errors in the 
initial conditions! 

In addition to errors in the initial conditions, there are some errors in the formu-
lation of the equations themselves. Although the formulation of the adiabatic forces 
such as the pressure gradient, Coriolis and gravitation are well known, the formula-
tion of the frictional forces and heating requires approximations leading to certain 
number of inherent errors. The frictional forces involve the turbulent eddies. As these 
eddies have very small scales, it is formidable to resolve them in a weather predic-
tion model. Therefore, we have to develop a model of how the small-scale eddies 
influence larger-scale circulation. This process is often known as parametrisation. 
This involves certain approximations leading to errors in the formulation. Similarly, 
heating by radiation depends in a complex way on moisture distribution, temperature 
and cloudiness. Approximations are used to represent these effects. Also, the equa-
tions are so complex that exact solutions are impossible. So again, approximations 
are made which produce errors. 

Even though many important problems of the atmosphere have been successfully 
addressed using the governing equations, exact solutions of these equations may still 
not give us the complete state of the atmosphere as there are other variables not 
described by these equations. For example, the amount of ozone or aerosols (e.g., 
dust) is not accounted mostly. These and other variables also affect the state of the 
atmosphere. While the radiative effects of ozone and aerosols may not be crucial for 
short-range weather forecasting, they are quite important in determining the mean 
state of the atmosphere. If we want to understand the behavior of ozone, we must 
add one equation for ozone concentration and another equation for ozone changes. 
Ozone can be affected by the concentration of other gases. So we need to introduce
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more equations. This illustrates that we have to make approximations at some stages 
and that a perfect model formulation for atmospheric motion is almost impossible. 
These small but unavoidable imperfections of the equations add another source of 
errors in the prediction of weather. 

The presence of water vapor in the atmosphere makes the weather prediction even 
more difficult. When water condenses (freezes) it releases 597 (80) calories of heat per 
gram. This heat transferred to the air represents an important source of energy. Thus 
thunderstorms, tornadoes, and tropical cyclones all depend on the release of latent 
heat. Wherever precipitation takes place, condensation of water vapor and release of 
latent heat occurs. The tropical region receiving tremendous amount of rainfall is a 
major source of heat for the atmospheric heat engine. Therefore, to be able to predict 
the weather correctly, we should be able to predict when and where precipitation 
occurs. This turns out to be the most difficult problem in meteorology. This is partly 
because precipitation usually occurs from individual clouds which have a typical 
horizontal size of about 1–10 kms. However, they can form only when the large-scale 
environment is conducive. For example, clouds cannot form in the regions of large-
scale subsidence. Ascending motion in the equatorial region produces subsidence 
over subtropics inhibiting cloud formation. In other words, again there is interaction 
between small- and large-scale processes. Moreover, condensation of water vapor 
into water droplets that fall as rain involves numerous microphysical processes such 
as condensation nuclei, coagulation of small droplets into bigger droplets, and others. 
In a large-scale model, explicit calculation of these processes is impossible. Again, we 
make certain approximations leading to errors in our model formulations. In fact, the 
interaction between the small-scale cumulus cloud and the large-scale environment 
is not yet fully understood. 

3.4.2 Multiscale Interactions 

The atmosphere is a giant laboratory in which different phenomena with a wide 
range of time and space scales coexist. There are phenomena ranging from turbulent 
eddies with a horizontal scale of a few meters and time scale of few seconds to large 
weather disturbances (e.g., depressions and tropical cyclones) with a horizontal scale 
of about 1000 km and time scale of about a week. In addition, there are larger-scale 
phenomena such as the meridionally narrow cloud bands extending thousands of 
kilometers in the east-west direction often seen in cloud pictures, known as the 
intertropical convergence zone (ITCZ), with horizontal scale of about 10,000 km 
and time scale of weeks to months. 

However, if we examine the kinetic energy in different scales of motion in the 
atmosphere, we notice that except for the annual cycle due to external solar forcing, 
the large-scale weather disturbances with time scales of a few days are the most 
energetic. The primary aim of weather prediction is therefore to predict the large-
scale weather disturbances (called synoptic disturbances) correctly. However, the
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biggest hurdle is that these weather disturbances owe their very existence to smaller-
scale processes. For example, the tropical cyclone owes its existence and strength to 
the condensation of a large amount of water vapor. The water vapor is produced by 
evaporation and sucked into the cyclone by frictional convergence due to small-scale 
turbulent eddies. As the moisture goes up, it forms a large number of cumulonimbus 
clouds, individually having a horizontal scale of about 10 km. These individual clouds 
organize themselves into spiral bands having a horizontal scale of several hundred 
kilometers. Although the small-scale processes are not energetic themselves, without 
them the large-scale systems cannot be sustained. Therefore, there is continuous 
interaction going on between the small and large scales. Existence of multiple scales 
from turbulent eddies (L ~ 1 Mt) to tropical cyclones (L ~ 1000 km) in the atmosphere 
and the fact that one scale of motion depends on the other makes it hard to models. 

However, it is almost impossible to model all the scales of motion together. There 
are two major problems. First, the physical laws governing the evolution of some 
of these small-scale turbulent processes are not well known. Therefore, even if we 
wanted to model them in detail, we will have to make certain approximations. The 
second problem is technical in nature. If we want to resolve all the scales of motion, 
up to let us say 2 m, we have to solve the same equations over the entire globe with a 
grid spacing of at least 1 m. This means there will be about 5 × 1015 points over the 
entire globe. Then we have to consider at least 20 vertical levels. Thus, the governing 
equations will have to be solved in about 1017 grid points in every time step! This is 
a formidable task even for the fastest supercomputer in the foreseeable future! 

Thus, the large-scale models of the atmosphere cannot resolve the small-scale 
eddies. But their effect on the larger scales must be taken into account in some 
way. As mentioned earlier this is the problem of parametrisation of the sub-grid 
scale processes. To be successful, we must understand clearly how the small scales 
influence the large ones. There are some major lacunae in our understanding of this 
field. Over the last three decades, great strides have been made in parametrisation 
of rain formation and its effect on the large-scale environment and formulations of 
evaporation and frictional forces. However, there is a lot more to be done in this area. 

3.4.3 Chaos and Limit on Deterministic Predictability 

Suppose that the uncertainties in the formulation of the governing equations were not 
there and that the model of the atmosphere represented by the governing equations 
was perfect, could we then predict the atmosphere indefinitely in advance? The 
fact is that even if the equations governing the atmospheric motions were known 
exactly, due to the intrinsic nonlinearity of the system, weather prediction would be 
limited to about two weeks in advance. E. N. Lorenz of Massachusetts Institute of 
Technology (Lorenz 1969) showed that even if the equations are perfect, infinitesimal 
unavoidable errors in the initial conditions can make a forecast differ significantly 
from the observations within a period of about two weeks. Such a divergence of a 
forecast from observation is characteristic of all nonlinear systems and is known
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as deterministic chaos. Lorenz’s original work has opened up a whole new field 
of research on deterministic chaos. Thus, even if the model was perfect, intrinsic 
nonlinearity of the atmosphere would restrict our ability to predict the weather to 
about two weeks. This limit of deterministic predictability is different in different 
nonlinear systems. It depends on the instabilities present in the system and the nature 
of the nonlinearity of the system. 

While these intrinsic problems may never allow the Meteorologists to make perfect 
forecasts, as we shall see in the next sections that, tremendous progress has been made 
in weather forecasting over the past four decades. 

3.4.4 Ensemble Forecasting System 

Since the atmosphere behaves like a chaotic system, a little change in the initial 
conditions of the model can lead to large differences in the forecasts. Therefore, the 
challenge is to get accurate initial conditions that are as close to the real atmosphere as 
possible. The initial conditions are obtained by assimilating observations in the model 
in real-time. However, how good are those initial conditions depend on the number of 
observations assimilated/rejected by the model, the type of assimilation system (3D-
var, 4D-var, EnKF, etc.), model resolution, update cycle (6, 3, 1 hourly), etc. Since 
the accuracy of the initial conditions remains uncertain, the problem is mitigated 
through ensemble forecasting. An ensemble prediction system usually includes a 
control forecast and a good number of perturbed forecasts. Initial conditions for other 
ensemble members are generated by adding perturbations (or errors) to the analysis. 
During the early stage of the forecast, error grows more or less linearly with time and 
the deterministic forecast shows good skill. Beyond this range of linear error growth, 
deterministic forecast loses its skill, but ensemble mean (or average) can be treated 
as a single forecast representing the best available estimate of the future atmosphere. 
Spread in the forecast is a measure of disagreement between the ensemble members. 
A good agreement among the members results in less spread and a good reason 
to become confident about the forecast. The third important aspect of ensemble 
prediction is that it provides a quantitative basis for probabilistic forecasting. 

Ensemble forecasting methods vary in different operational centers around the 
world mostly by the way in which initial condition perturbations are generated. 
The simplest way to generate perturbations is to add random (Monte Carlo) noise 
to the original analysis. By construction, perturbations generated by Monte Carlo 
method do not include the “growing errors of the day”. A second class of methods 
that take care of growing errors in the initial perturbations were developed, tested, 
and implemented at operational centers around the world. “Breeding” and “singular 
vector” methods of perturbation generation lie in this class. Breeding vectors (BVs) 
are used to generate perturbations to the initial condition at NCEP and the singular 
vector (SV) approach is used at ECMWF. In Met Office, UK, Ensemble Transform 
Kalman Filter (ETKF) is used in its Global and Regional Ensemble Prediction System
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(MOGREPS) to generate initial perturbations. This method is similar to the error 
breeding method. 

The NCMRWF global ensemble prediction system (NEPS-G) has a horizontal 
resolution of 12 km and the model has 70 vertical levels reaching up to the height 
of 80 km. A total of 23 ensemble members (22 +1 members lagged ensemble; 11 
members from current day 00 UTC and control +11 members from previous day 
12 UTC) constitute this ensemble system. The perturbations for all the ensemble 
members are generated by ETKF system four times a day (at 00, 06, 12 and 18 UTC) 
from the previous 6 h short forecast of the evolved perturbations for the variables 
u, v, θ, q and exner pressure on all levels. These analysis perturbations are added 
to the reconfigured analysis from the four-dimensional variational data assimilation 
system (4D-VAR) of Unified Model. A 10-days forecast of NEPS-G is routinely 
generated based on 00 UTC initial conditions which include a control forecast with 
the 4D-VAR analysis and 22 ensemble member forecasts with 22 perturbed initial 
conditions. 

3.4.5 Horizontal and Vertical Resolution 

The microphysical and dynamical processes involved in most of the extreme weather 
events operate at very small horizontal and time scales. The scale of eddies (dust 
devils) is about a few meters, while the clouds in thunderstorms, hailstorms, and 
cloudbursts range from one to tens of km in clustered form. Their vertical extent 
may also go from middle to high atmospheric levels 10–15 km. To resolve them 
properly the horizontal resolutions of the model must be about 1 or 2 km while 
vertically there must be 30–50 levels. This demands millions of calculations per 
second while solving the nonlinear partial differential equations, and thus we must 
have a Supercomputer to be able to forecast the extreme events accurately on time. 

3.4.6 High-Performance Computing 

As discussed in the previous sections, we need to have a High-Performance 
Computing (HPC) system to be able to forecast the extreme weather events accurately 
on time. The NCMRWF, IMD, and IITM under the Ministry of Earth Sciences, Govt. 
of India today have together up to about 8 Peta Flops computing systems. They are 
used to run complex NWP models on routine basis operationally. Yet, we know that 
there are errors in the forecasts of the location, intensity, and time of occurrences of 
the extreme weather events. It implies that we must have dense network of observa-
tions, high-resolution models (~ 1 km horizontally), rapid update cycle (1 hourly) for 
data assimilation and a good ensemble prediction system (more than 50 members) 
to be able to get better forecasts of the events. The models must be run many times 
a day with latest observations. Problems are still complicated over the mountains
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due to steep topography. Thus, accurate forecasting of the extreme weather events 
requires very High-Performance Computing resources (Supercomputers). 

3.4.7 AI and ML in Extreme Weather Forecasting 

Some efforts are made recently to apply AI (Artificial Intelligence) and ML (Machine 
Learning) techniques in Extreme Weather Forecasting. Numerical modeling of 
weather and climate has dominated meteorological forecasting, to the extent that 
only 10 years ago prediction using statistical empirical models seemed rather anti-
quated. With the recent advances in deep neural networks and other related machine 
learning techniques, statistical empirical prediction is firmly back in vogue (Chantry 
et al. 2021). This raises a number of questions. Will the methods of artificial intel-
ligence replace numerical models? Or can they be used to supplement or enhance 
numerical models? 

We know that the weather forecasting is done at different time scales (Nowcasting, 
Short-range, Medium-range, Sub-seasonal, Seasonal, and Climate). Nowcasting 
applications appear to be a good starting point for Hard AI (i.e., replacing all predic-
tions by AI). On these timescales, physical constraints, such as conservation laws, 
can be ignored as errors will not accumulate significantly over a couple of hours. 
Furthermore, the wealth of Internet data, for example, in the form of mobile phone 
data, is increasingly available and usable for weather predictions. Assimilating this 
data using conventional methods will be very difficult due to the high number of 
measurements and large errors. In promising recent work, machine learning methods 
are becoming competitive for short timescales. These approaches combine the data 
assimilation and forecasting problems, directly using observations (e.g., satellites) 
as inputs to the prediction system. 

For short and medium-range predictions, an approach using Hard AI becomes 
more challenging. Skillful forecasts on these timescales would implicitly require 
the representation of the equations of motion and the interactions between features 
of the system (such as clusters of deep convection, gravity waves, and midlatitude 
jets). It is in principle possible to learn the equations of motion from data using 
machine learning methods, however, challenges with this approach include satisfying 
conservation principles and stability of the simulations. Forecast skill is found to 
decrease after a few days, such that it is currently difficult to envisage Hard AI 
outperforming and hence potentially replacing numerical models on medium-range 
timescales. However, for short-range, this approach can produce skillful forecasts 
indicating potential for Hard AI to compete with numerical models. 

One of the biggest challenges for Hard AI on short and medium-range timescales 
is the lack of high-quality data that is available for training. For seasonal predictions, 
machine learning methods are more likely to beat conventional prediction systems. 
Here, the systematic errors of models are sufficiently large that AI may soon be 
competitive. However, the same challenges of training datasets size still exist for the 
seasonal prediction problem. Adopting the Hard AI approach on the climate change
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timescale is particularly difficult. The problem is inherently one of extrapolation, 
predicting climates not yet observed. It is a major challenge for machine learning 
techniques. One key question for climate change is whether cloud feedbacks are 
positive or negative. There is no indication from existing data that global cloud cover 
is increasing or decreasing. Hence a single black-box AI scheme would struggle in 
giving us meaningful projections of the future. 

Several infrastructure requirements to support machine learning applications 
within weather and climate modeling have been identified (Chantry et al. 2021). 
These include, 

• To design standard methods that enable researchers to easily link Python and 
Fortran programs as most machine learning methods are trained and used within 
Python code (based on machine learning libraries such as TensorFlow or Keras) 
while weather and climate models are typically based on Fortran code. 

• To develop benchmark training datasets to allow for a qualitative comparison 
between machine learning approaches 

• To make better use of heterogeneous hardware when running weather and climate 
models. Most current weather forecasting models run on CPU hardware only, 
whereas machine learning solutions are typically faster on GPU hardware. This 
may generate tension for weather and climate computing centers with their own 
supercomputing facilities. 

It is still unclear how the workflow of weather and climate modeling will change 
in the coming 5–10 years. However, it is very likely that machine learning will be 
used in many components within the workflow. The new research work will mostly 
focus on Medium AI (using tools that have learned from observations or via the 
emulation of existing kernels of weather forecasting models), or Soft AI (to allow for 
improvements in computing efficiency), looking to improve parameterization kernels 
of weather and climate models or optimize existing kernels. There are several works 
concerning the problem of data assimilation, which is an important and expensive 
part of weather prediction. Contributions also take about probabilistic forecasting, a 
key approach to forecasting on all timescales, as well as the exciting topic of machine 
learning for post-processing. 

3.5 What is the Current Status of Severe Weather 
Forecasting? 

Despite many intrinsic problems and limitations of predictability, Meteorologists 
have continued to improve the skills of the weather forecasts and save millions of 
lives annually. In this section, we shall illustrate the forecasting skills of some of the 
extreme weather events that occurred over the South Asian region in recent years, 
i.e., some cases of severe thunderstorms, lightning, cloudburst, tornado, cyclone, and 
heavy rainfall causing catastrophic floods.
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3.5.1 Numerical Prediction of Severe 
Thunderstorms/Nor’westers 

Thunderstorms are mesoscale phenomena. They are also referred to as Nor’westers 
over the Eastern, North-eastern parts of India and Bangladesh. Mesoscale weather 
systems refer to those which are smaller than synoptic-scale (about 1000 km) and 
larger than the cumulus scale (~ 1 km). Mesoscale models are designed for the simu-
lation and prediction of mesoscale weather systems. Such models remain important 
for an operational numerical weather prediction center, because they can be run at 
very high resolution on a nested grid with a wide variety of options for the parame-
terization of physical processes. The global models do not have such privileges and, 
they are very expensive to run at high resolutions. Moreover, at finer resolution, the 
mesoscale models are also capable of assimilating large number of high-resolution 
observations available from present-day satellites and Doppler radars. The mesoscale 
models such as the Weather Research and Forecasting (WRF) model can be config-
ured to run from global to cloud-resolving scale for simulation of thunderstorms 
and cloud cluster properties. Since the early 1990s, several important changes took 
place in mesoscale modeling. Presently, mesoscale models have been developed 
with a wide variety of flexibilities in terms of changing horizontal and vertical reso-
lutions, nesting domains, and choosing options for different physical parameteriza-
tion schemes, i.e., MM5, WRF, RAMS, ETA, ARPS, HIRLAM, etc. (Anthes 1990; 
Dudhia 1993; Cotton et al. 1994; Mesinger 1996; Toth  2001; Case et al.  2002). These 
models require initial and boundary conditions from a large-scale/global model and 
may be used for forecasting up to 72 h. Such models can be run at cloud-resolving 
scale for simulation of thunderstorms and cloud cluster properties. 

Das et al. (2015a) studied several cases of Nor’westers that formed over 
northeast India and adjoining Bangladesh region during the pre-monsoon season 
employing observations from ground-based radar, Tropical Rainfall Measuring 
Mission (TRMM) satellite, and synoptic stations. Subsequently, they tried to simu-
late the storms using the WRF model. Figure 3.14 depicts the precipitation rates 
retrieved from the Dhaka radar of Bangladesh Meteorological Department (BMD) 
for different thunderstorm days. Following the classification of Parker and Johnson 
(2000), it is found that almost all the Nor’westers as well as the squall lines of 
East/Northeast India and Bangladesh belong to the trailing and parallel stratiform 
(TS/PS) categories. TS type squall-line is more common in this region (Dalal et al. 
2012). Precipitations were simulated by the model (Fig. 3.15) for all the observed 
cases presented in Fig. 3.14. The model shifted the areas of precipitations both in time 
and location. But the intensities of the precipitation rates are simulated very well. 
The model simulated the storms generally 3–4 h ahead of the observations. Several 
sensitivity experiments were conducted by Das et al. (2015a) with different combi-
nations of cumulus parameterizations, cloud microphysics, and planetary boundary 
layer schemes to examine the root mean square errors (RMSE) of forecasts. The 
NOAH scheme was used for land surface processes in all the experiments. They also 
analyzed the skill scores of forecasts based on the Taylor and Box-Whisker diagrams.
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Fig. 3.14 Precipitation rate (mm h−1) retrieved from the Dhaka radar on the days of Nor’westers 
in 2008 (Reproduced from Das et al. 2015a) 

Their results showed highest correlation coefficient between model and observa-
tions, lowest RMSE, and reasonable standard deviation using the combinations of 
no-cumulus (explicitly resolved convection), Milbrandt (Cloud Microphysics), and 
YSU (Planetary Boundary Layer) schemes. 

3.5.2 Lightning Threat Forecasts 

Lightning is a characteristic of severe weather and is often associated with convec-
tive processes that lead to hail and heavy rainfall. Hence, the spatial pattern of light-
ning occurrence is of substantial interest for emergency services, insurance wildfire 
management, and the energy sector. Lightning mainly occurs in the cumulonimbus 
clouds. Lightning is reckonable as posing a significant threat to human life, as per 
the annual lightning report of IMD 2020–2021. Lightning strikes over India have 
increased by 34, and 168% rise in Bihar. The total death toll reported in Bihar 
is 401 during 2020–2021, which is the maximum among all the states. Lightning 
is generally observed in the second half of the day. However, during extreme cloud
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Fig. 3.15 Precipitation rate (mm h−1) simulated by the WRF model on the days of the Nor’westers 
in 2008 (Reproduced from Das et al. 2015a) 

movement with high wind speed, particularly during pre-monsoon (March-May) and 
post-monsoon (October–November) lightning may occur at any time. It also depends 
on local geographical factors such as topography, river basins, vegetation cover, 
and coastal regions. Upper-air thermodynamic instability and cloud microphysical 
parameters are good indicators for predicting lightning (Mccaul et al. 2009). 

Lightning observations are available from the Lightning Imaging Sensors (LIS) 
on board some of the satellites like TRMM (Tropical Rainfall Measuring Mission), 
GOES (Geostationary Observation Environmental Satellite), ISS (International 
Space Station), and ground-based lightning networks. Not many countries of South 
Asia have good lightning detection networks over the ground. In India, ground-based 
lightning network is maintained by IITM and NCESS under the Ministry of Earth 
Sciences. IMD provides map of real-time lightning strikes over the South Asian 
region up to last 30 min superimposed on the INSAT3D brightness cloud IR imagery 
(see Fig. 3.16). 

Intense lightnings occurred at many places in Rajasthan and UP-Bihar region on 
12 July 2021, which killed 11 people and injured many on the Amer fort, Jaipur. 
IITM, NCMRWF, and IMD provides 3 hourly accumulated lightning flash counts on 
real-time experimental basis predicted by their NWP models (Fig. 3.17). IITM also
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Fig. 3.16 Lightning strikes over the South Asian region superimposed on the INSAT3D brightness 
temperature at 12 UTC on 12 July 2021. Source IMD 

provides 3 hourly lightning threats based on Lightning potential index predicted by 
the models. These products can be very useful for providing lightning warnings to 
the public in real-time. 

3.5.3 Cloudburst Forecasts 

Cloudbursts occur in India when monsoon clouds associated with low-pressure areas 
travel northward from the Bay of Bengal across the Ganges plains onto the Himalayas 
and “burst” in heavy downpours (75–100 mm per hour). It represents cumulonimbus 
convection in conditions of marked moist thermodynamic instability and deep, rapid 
dynamic lifting by steep orography. The associated convective cloud can extend up to 
a height of 15 km above the ground. Cloudburst events over remote and unpopulated 
hilly areas often go unreported. The states of Himachal Pradesh and Uttaranchal 
are the most affected due to the steep topography. Most of the damage to prop-
erty, communication systems, and human causalities result from the flash floods 
that accompany cloudbursts. Prediction of cloudbursts is challenging and requires 
high-resolution numerical models and mesoscale observations, high-performance 
computers, and Doppler weather radar. Cloudbursts over the Himalayan region have
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Fig. 3.17 Three hourly lightning threats based on lightning potential index and flash counts on 12 
July 2021 (upper and middle panel). The lower panel shows three hourly lightning flash forecasts 
based on NCMRWF 4 km resolution regional model for another case of 5th June 2020
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been studied by many researchers (Das et al. 2006;Ashrit  2010; Chevuturi et al. 2015; 
Dimri et al. 2017; Sarkar et al. 2017). One of the events is demonstrated below.

A cloudburst leading to heavy rainfall occurred over Uttarkashi (30.73° N, 78.45° 
E) in the Western Himalayas on 3rd August 2012. Sarkar et al. (2017) investigated 
the event using the WRF model at nested 9 and 3 km horizontal resolutions. They 
also studied the impact of data assimilation (DA) on the simulation of the heavy 
rainfall episode. Figure 3.18 illustrates the simulated rainfall by the model with and 
without using the DA at 3 km inner domain. 

The diagram also shows the observed rainfall (merged IMD-NCMRWF-TRMM). 
The WRF model run with DA could predict a heavy rainfall greater than 24 cm 
(Fig. 3.18a) at a location close to and southeast of Uttarkashi. The location of rainfall 
is better predicted in the WRF simulation with DA. 

Fig. 3.18 WRF simulated 24 h accumulated rainfall (cm) a with GTS data assimilation, b without 
data assimilation and c IMD-NCMRWF merged rainfall over inner domain (Sarkar et al. 2017)
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3.5.4 A Historic Tornado of Nepal 

A deadly storm struck the Bara and Parsa districts of Nepal on 31st March 2019 in 
the evening around 13–14 UTC, which was the first officially recorded tornado in the 
nation. A supercell thunderstorm spawned the tornado in the Chitwan National Park. 
Traveling along a 90 km path, which was visible from space (Sentinel-2satellite) and 
reaching a maximum width of 200 m, the tornado caused considerable damage in 
the Bara and Parsa districts of Nepal. It caused 28 deaths, 1176 suffered injuries, and 
damaged 2600 homes according to press reports. Tornadoes are common during the 
pre- and post-monsoon months in the Ganges Basin to the south of Nepal. During 
this time, the convective available potential energy and wind shear are high and 
conducive to the development of rotating thunderstorms. 

Figure 3.19 illustrates the cloud imageries from Himawari satellite and INSAT 
3DR Brightness temperature. The diagrams show a big cloud cluster moved over 
the Bara and Parsa districts of southern Nepal from northern hills. The INSAT 3DR 
also shows that simultaneously there was another system over northern Bangladesh 
causing severe thunderstorms over there. 

An attempt was made to simulate the severe storm using the WRF model with 
nested domains at 18 and 6 km resolutions. The Convective Available Potential 
Energy (CAPE), the Storm Relative Environmental Helicity (SREH), and the Bulk 
Richardson Number Shear (BRNSHR) are considered to be good indicators for 
the formation of supercell tornadoes (Das et al. 2015b, 2016). Figure 3.20 depicts

Fig. 3.19 Cloud imageries from Himawari satellite and INSAT 3DR brightness temperature on 
31st March 2019, 14: 30 UTC
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Fig. 3.20 The 24 h accumulated rainfall (upper panel) and CAPE, SREH, and BRNSH (lower 
panel) as simulated by the model. CAPE (> 1200 J kg−1 is in blue contours), SREH (> 300 m2 s−2 

in green contours) and BRNSHR (> 150 m2 s−2 in red contours) as simulated by the model for 12 
UTC, 31 March 2019. Rainfall is shaded
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the accumulated rainfall and the three parameters (CAPE, SREH, and BRNSH) 
simulated by the model.

Note that the model simulated some rainfall near the location of the event, but its 
intensity was not as expected. Moreover, the values of CAPE, SREH, and BRNSH 
simulated by the model are very weak and they do not show environment conducive 
for the formation of a tornado. The supercell storms are expected over the region 
where CAPE is greater than 1200 J kg−1, SREH is greater than 300 m2 s−2, and 
BRNSHR is greater than 150 m2 s−2. Tornadoes are likely where the three lines 
(blue, green, and red) coincide with each other in Fig. 3.20. While the model could 
not simulate the tornado well, it simulated the severe thunderstorms over northern 
Bangladesh very well as seen from Fig. 3.20. 

Possible Causes of the failure of the model to produce the tornado could be the 
lack of good initial conditions for the model. The quality of initial conditions was 
not conducive due to lack of surface and upper-air data at high resolution over the 
mountains. As discussed earlier, NWP is an initial value problem. It must get good 
initial conditions to be able to forecast an event successfully. There is no Doppler 
Weather Radar (DWR) in the vicinity of the event. The nearest DWR is located in 
Patna (India), but unfortunately, the Radar was down for maintenance on that day. 
These results emphasize the need for convective scale Rapid Cycle Data Assimilation 
with good quality dense observations over the mountainous region. 

3.5.5 Tropical Cyclone Forecasting 

There is a substantial improvement in the skill of forecasting the cyclones in the 
last two decades mainly due to the improvement in the observation technology, 
understanding, and modeling capability. The improvements have also occurred due 
to increase in the computing resources (HPF). Here we illustrate the example of 
Extremely Severe Cyclonic Storm (ESCS) “Fani”, which formed over the Bay of 
Bengal and had a long track history crossing the Odisha coast in India, recurving 
thereafter and reaching up to Bangladesh during 26 April–4 May 2019 (IMD 2019). 
Figure 3.21 depicts the satellite imagery of ESCS FANI over Bay of Bengal and the 
Radar reflectivity from the DWR paradeep for near landfall time. 

Observed and forecast track with cone of uncertainty and wind distribution based 
on 0530 IST of 30th April (72 h prior to landfall) of ESCS FANI indicating accurate 
landfall prediction near Puri is presented in Fig. 3.22. The “cone of uncertainty 
(COU)”—also known colloquially as the “cone of death”, “cone of probability” and 
“cone of error”—represents the forecast track of the center of a cyclone and the likely 
error in the forecast track based on predictive skill of past years. The COU in the 
forecast of IMD was introduced with effect from the TC, “WARD ”during December 
2008 (Mohapatra et al. 2012). 

There is a continuous reduction in the errors of the landfall point forecasts, landfall 
time, intensity, and track errors forecast by the model as illustrated in Figs. 3.23 and 
3.24 (Mohapatra et al 2012, 2013a, 2015, 2019).
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Fig. 3.21 Typical a satellite imagery for ESCS FANI over Bay of Bengal and b radar imagery from 
DWR paradeep for ESCS FANI over Bay of Bengal near landfall time 

Fig. 3.22 Observed and forecast track based on 0530 h IST of 30th April (72 h prior to landfall) 
of ESCS FANI indicating accuracy in landfall predictions near Puri (Odisha) 

Fig. 3.23 Average landfall a point forecast error (km) and b time forecast error (h) during 2014–18 
as compared to that during 2009–13. Source Mohapatra and Sharma (2019)
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Fig. 3.24 Average track forecast a error (km) and b average intensity forecast error RMSE (knots) 
during 2014–18. Source Mohapatra and Sharma (2019) 

IMD also issues Extended Range Outlook giving 15 days probabilistic cycloge-
nesis forecasts based on a Multi-Model Ensemble Prediction System (MMEPS). 
The product is available at http://www.rsmcnewdelhi.imd.gov.in/images/bulletin/ 
eroc.pdf. 

3.5.6 Heavy Rainfall Causing Catastrophic Floods 

In Sect. 1.2.6 we discussed about some of the recent episodes of heavy rainfall that 
caused catastrophic floods over the South Asian region. We shall discuss one of them 
here to illustrate the state-of-art in heavy rainfall/flood forecasting. We illustrate the 
case of the monsoonal deluge that occurred in July 2010 over northern Pakistan 
and resulted in catastrophic flooding, loss of life and properties. Almost 20 million 
people needed shelter, food, and emergency care due to the flood that affected the 
Indus Valley of Pakistan in July–August 2010. The July–August 2010 floods were 
the worst ever known to have occurred in that region. The event was investigated by 
many researchers (Houze et al. 2011; Webster et al. 2011, 2013). 

Webster et al. (2011) used the NOAA CPC Morphing Technique (CMORPH) 
Precipitation Product to analyze the results and the European Center for Medium-
Range Weather Forecasts (ECMWF) 15-day Ensemble Prediction System (EPS) to 
assess whether the rainfall over the flood-affected region was predictable (Figs. 3.25 
and 3.26). The ECMWF EPS forecasts consisted of 51 ensemble members initialized 
twice per day (00 and 12 UTC), each ensemble member having a 15-day forecast 
horizon. The horizontal resolution of the model was 50 × 50 km from 0 to 10 days 
and then 80 km × 80 km from day 10–15 (Buizza et al. 2007). A multi-year analysis 
showed that Pakistan rainfall was highly predictable out to 6–8 days.

http://www.rsmcnewdelhi.imd.gov.in/images/bulletin/eroc.pdf
http://www.rsmcnewdelhi.imd.gov.in/images/bulletin/eroc.pdf
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Fig. 3.25 May-August CMORPH precipitation [mm/day] climatology for 2003–2010. The blue 
rectangle covers entire Pakistan (62° N–74° N; 24° E–36° E) and the red rectangle covers the 
northern Pakistan (70° E–74° E, 30° N–36° N) where the rainfall exceeded 20 mm/day (Webster 
et al. 2011) 

3.5.7 How Reliable Are Weather Forecasts? 

Accuracy of Weather forecasts depends on the scale (temporal and spatial) of a 
phenomenon and the lead time of forecasts. For example, a short-lived small-
scale phenomena like turbulence, dust devils, tornadoes, thunderstorms, and cloud-
bursts are difficult to forecast at longer lead time, while the long-lived large-scale 
phenomena like the cyclones, wide-spread rainfall, monsoon circulations, western 
disturbances, etc., are easy to forecast even at long lead time of 7–10 days in advance. 
In general, a five-day forecast can accurately predict the weather about 60% of the 
time and a one-day forecast can accurately predict the weather approximately 80% 
of the time. However, a 10-day or longer forecast is only right about half the time. 
Recent developments in the observation and modeling techniques have improved the 
skills of the weather forecasts substantially. 

Analysis of skill scores of forecasting thunderstorms (Fig. 3.27) shows that there is 
a continuous improvement in the Ratio Score, Probability of Detection (POD), False 
Alarm Rate (FAR), Critical Success Index (CSI), Equitable Threat Score (ETS) of 
convective storms in 24 h over the Indian region during 2016–2020 (IMD 2020). 

Results show that there is a continuous improvement in the forecast skills of 
the annual average track errors, landfall point errors, time of landfall errors, and 
intensity errors of the cyclones over the Indian region (Fig. 3.28) since 2003 (IMD 
2020). While there is more accuracy in cyclone prediction as it is a larger system, 
there has also been a lot of improvement in the accuracy of heavy rainfall warning
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Fig. 3.26 Total precipitation [mm/day] for a CMORPH over 28–29 July 2010 and b ECMWF 
ensemble mean of the forecast initialized four days previously (July 24, 2010) for the same time 
period. White contour shows 20 mm/day. ECMWF 15-day forecast of the precipitation [mm/day] 
in the red rectangle (Fig. 3.25) initialized on July c 22nd, and d 24th, 2010. Black dashed line shows 
the ensemble mean. Colored shading depicts the probability of precipitation rate based on the 51 
ensemble members. Dark blue line represents the observed CMORPH precipitation averaged for 
the same region (Webster et al.  2011) 

Fig. 3.27 Comparative 24 h 
thunderstorm verification 
scores during 2016–2020 
over Indian region

from around 50% in 2014 to 77% in 2020. IMD started issuing lightning forecasts 
since 2019. The accuracy of lightning alerts is about 88% in 3 h. The accuracies of 
forecasts also vary from season to season. Generally, the winter weather systems are 
more predictable than that of the summer season. 
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Fig. 3.28 Five year moving average of RMSE of forecasts at different lead times from 12 to 120 h, 
a track error (km), b landfall point error (km), c time of landfall error (hour), and d intensity at the 
landfall (knots). Source IMD (2020) 

3.5.8 What is the Projection of Extreme Weather Events 
in a Changing Climate? 

According to IPCC AR6 assessments, the frequency and intensity of hot extremes 
have increased and those of cold extremes have decreased on the global scale since 
1950. The frequency and intensity of hot extremes will continue to increase and 
those of cold extremes will continue to decrease, at both global and continental 
scales and in nearly all inhabited regions with increasing global warming levels. 
Heavy precipitation will generally become more frequent and more intense with 
additional global warming. This will result in an increase in the frequency and magni-
tude of pluvial floods—surface water and flash floods—(high confidence). Climate 
change has contributed to decreases in water availability during the dry season 
over a predominant fraction of the land area due to evapotranspiration increases 
(medium confidence). Precipitation deficits and changes in evapotranspiration (ET) 
govern net water availability. A lack of sufficient soil moisture, sometimes ampli-
fied by increased atmospheric evaporative demand (AED), results in agricultural 
and ecological drought. Lack of runoff and surface water results in hydrological 
drought. Increases in evapotranspiration have been driven by AED increases induced 
by increased temperature, decreased relative humidity, and increased net radiation 
(high confidence). Several regions will be affected by more severe agricultural and 
ecological droughts even if global warming is stabilized in a range of 1.5°–2 °C 
of global warming (high confidence). The proportion of intense Tropical Cyclones
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(TCs), and peak wind speeds of the most intense TCs will increase on the global scale 
with increasing global warming (high confidence) according to IPCC. The total global 
frequency of TC formation will decrease or remain unchanged with increasing global 
warming (medium confidence). Future wind speed changes are expected to be small, 
although poleward shifts in the storm tracks could lead to substantial changes in 
extreme wind speeds in some regions (medium confidence). There is low confidence 
in past trends in characteristics of severe convective storms, such as hail and severe 
winds, beyond an increase in precipitation rates. Fire weather conditions (compound 
hot, dry, and windy events) have become more probable in some regions (medium 
confidence) and there is high confidence that they will become more frequent in some 
regions at higher levels of global warming. 

3.6 What is the Severe Weather Forecast Demonstration 
Project? 

As the observation technology is improving rapidly, field campaigns are frequently 
organized to collect intensive observations on extreme weather events. Field obser-
vations of severe weather phenomena are collected to improve our understanding of 
their structures and life cycles and develop better models for forecasting the events. 
Over the years several field experiments have been conducted both over the Indian 
region and outside. IMD had conducted three field experiments during 1929–1941 
to study the outbreak of severe convective storms (IMD 1944; Tyagi et al. 2012). A 
number of field experiments have been conducted since then in USA and elsewhere 
to understand and predict the convective storms. 

The Severe Weather Forecasting Demonstration Project (SWFDP) of the World 
Meteorological Organization (WMO) is an initiative to strengthening capacity of 
National Meteorological and Hydrological Services (NMHSs) in developing and 
least developed countries including Small Island Developing States to deliver 
improved forecasts and warnings of severe weather to save lives, livelihoods, and 
property (https://public.wmo.int/en/programmes/severe-weather-forecasting-progra 
mme-swfp). SWFDP was initiated in 2006 to make the NWP products, including 
Ensemble Prediction System (EPS) products, of the most advanced Global Data-
Processing and Forecasting System Centers available to all WMO Members. The 
Project made global-scale products available to Regional Specialized Meteorological 
Centers (RSMC) that integrate and synthesize them in order to provide daily guid-
ance for short-range and medium-range forecasts of hazardous weather conditions 
and weather-related hazards to NMHSs in their geographical region. Thus, NMHSs 
are enabled to issue effective severe weather warnings to disaster management and 
civil protection authorities in their respective countries. Currently, SWFP covers over 
80 developing countries. 

Several field experiments have been conducted in India under the Indian Climate 
Research Program (ICRP). We shall briefly discuss here three field experiments on

https://public.wmo.int/en/programmes/severe-weather-forecasting-programme-swfp
https://public.wmo.int/en/programmes/severe-weather-forecasting-programme-swfp
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(1) Thunderstorm (SAARC STORM), (2) Tropical Cyclone (FDP-Cyclone), and (3) 
Winter Fog Experiment (WiFEX). 

3.6.1 SAARC STORM 

Realizing the importance of the pre-monsoon thunderstorms and their socio-
economic impact, the India Department of Science and Technology started the 
nationally coordinated Severe Thunderstorm Observation and Regional Modeling 
(STORM) program in 2005. It is a comprehensive observational and modeling effort 
to improve understanding and prediction of severe thunderstorms (STORM 2005). 
The STORM program was a multi-year exercise and was quite complex in the formu-
lation of its strategy for implementation. Two pilot experimental campaigns were 
conducted during the pre-monsoon seasons (April–May) of 2006 and 2007 (Mohanty 
et al. 2006, 2007). However, the weather knows no political boundaries. Since the 
neighboring South Asian countries are also affected by the Nor’westers, the STORM 
program was expanded to cover the South Asian countries under the South Asian 
Association for Regional Cooperation (SAARC) in 2009 (Das et al. 2014). The 
STORM program covered all the SAARC countries in three phases (Fig. 3.29). 

In the 1st phase, the focus was on Nor’westers that form over the eastern and 
north-eastern parts of India, Bangladesh, Nepal, and Bhutan. In the 2nd phase, the 
dry convective storms/dust storms and deep convection that occur in the western parts 
of India, Pakistan, and Afghanistan were investigated. Similarly, in the 3rd phase, the 
maritime and continental thunderstorms over southern parts of India, Sri Lanka, and 
Maldives were investigated. Thus, overall, the SAARC STORM program covered 
investigations about formation, modeling, and forecasting, including nowcasting of 
severe convective weather in the pre-monsoon season over South Asia. Pilot field 
experiments were conducted during 1–31 May of 2009–14 jointly with the SAARC 
countries. The program was put on hold after the closure of the SAARC Meteo-
rological Research Center, Dhaka in 2015. The SAARC STORM program is now 
continued as annual exercise within India during the pre-monsoon season. 

3.6.2 Forecast Demonstration Project (FDP)—Cyclone 

During the past few years, huge technological advancements have been achieved 
in the world to observe the inner core of the cyclone. Accordingly, a program was 
evolved for improvement in prediction of track and intensity of tropical cyclones over 
the Bay of Bengal resulting in the Forecast Demonstration Project (FDP-BOBTEX 
2008). FDP program was aimed to demonstrate the ability of various NWP models to 
assess the genesis, intensification, and movement of cyclones over the north Indian 
ocean with enhanced observations over the data-sparse region and to incorporate 
modifications into the models which could be specific to the Bay of Bengal based
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Fig. 3.29 The South Asian countries: Afghanistan, Bangladesh, Bhutan, India, Maldives, Nepal, 
Pakistan, and Sri Lanka, which participated in the SAARC STORM program (Das et al. 2014)

on the in-situ measurements (Mohapatra et al. 2013b). FDP Program was sched-
uled in three phases, viz., (i) Pre-pilot phase (15 Oct–30 Nov 2008, 2009), (ii) Pilot 
phase (15 Oct–30 Nov 2010–2012) and (iii) Final phase (15 Oct–30 Nov 2013– 
14). India also has plan of probing the cyclones with hired aircraft and dropsonde 
experiments. To accomplish the above objectives, initiative was made with priorities 
on (i) observational upgradation, (ii) modernization of cyclone analysis and predic-
tion system, (iii) cyclone analysis and forecasting procedure, (iv) warning products 
generation, presentation, and dissemination, (v) confidence-building measures and 
capacity building. 
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Various strategies were adopted for improvement of observation, analysis, and 
prediction of cyclone. Several national institutions participated for joint observa-
tional, communicational, and NWP activities during the pre-pilot and pilot phases 
of FDP campaign during 2008–11. The comparison of observational systems before 
and after FDP indicates a significant improvement in terms of Radar, Automatic 
Weather Station (AWS), high wind speed recorders over the region. It has resulted 
in reduction in monitoring and forecasting errors. The performance of NWP models 
has improved along with the introduction of NWP platforms like IMD GFS, WRF, 
HWRF, and ensemble prediction system (EPS). Salient features of achievements 
along with the problems and prospects of this project are discussed in Mohapatra 
et al. (2013b). 

3.6.3 Winter Fog Experiment (WiFEX) 

Fog is one of the major weather hazards, impacting aviation, road transportation, 
economy, and public life in the northern parts of India. During the winter of 2013– 
2014 a total of 140 flights were canceled, 143 were diverted and 363 were delayed 
from the Indira Gandhi International Airport (IGIA), New Delhi causing a loss of 
Rs. 120 million to the aviation sector (Kulkarni 2016). Radiation and advection fog 
is common in the winter season. Radiation fog forms generally in the rear sector of a 
western disturbance (WD), whereas advection fog develops in the forward sector of 
the WD. The WD causes light to moderate rain during winter, which advects large 
amount of moisture into the lower troposphere. In addition, irrigation for winter 
crops adds significant amount of moisture into the lower atmosphere. As soon as the 
lower-level ridge line forms over the northern region, it enforces persisting stable 
(calm winds) and clear atmosphere conditions and lower surface temperature leading 
to the formation of strong surface-based inversions, which facilitate fog formation 
and its sustenance. The land surface processes and emission sources in the Indo-
Gangetic Plains (IGP) contribute to moisture supply and high concentrations of 
pollutants, which favor hazy/foggy conditions for extended periods. Sometimes the 
fog continues for weeks over a vast area with only partial lifting in the late afternoon. 
Combinations of these factors introduce formidable challenges for fog forecasting 
over the region. 

The Winter Fog Experiment (WiFEX) was conducted at IGIA and Indian Agri-
culture Research Institute (IARI), New Delhi between 15 December 2015 and 15 
February 2016. Details of the experiment are given in Ghude et al. (2017). The two 
sites are about 12 km apart. The airport site has a vast open area with frequent forma-
tion of fog during the winter season. The IARI site has more vegetation cover. It is 
characterized by irrigated agricultural fields about 1 km in radius and surrounded by 
densely populated residential areas. A set of in-situ and remote sensing instruments 
were deployed at IGIA and IARI campus from four Indian research/educational insti-
tutions: Indian Institute of Tropical Meteorology, Pune; IMD, Delhi; Indian Institute
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of Science Education and Research (IISER), Mohali, and IARI, Delhi. The instru-
ments measured ground and surface properties, surface layer meteorology, atmo-
spheric profiles, microphysical parameters, radiation, aerosol chemical, and optical 
properties of fog. The aim of such a combination was to measure simultaneously all 
key processes in fog genesis and lifecycle. The data collected from WiFEX are being 
used for research, development, and improvement of the models. 

3.7 Summary and Discussion 

South Asia (including Afghanistan, Bangladesh, Bhutan, India, Maldives, Myanmar, 
Nepal, Pakistan, and Sri Lanka) is home to an annual cycle of powerful, destruc-
tive weather, including severe thunderstorms, hailstorms, lightnings, cloudbursts, 
cyclones, heavy rainfall, flash flood, drought, heatwave and cold wave, etc., causing 
losses of lives and damages to properties. Extreme weather events triggered by 
climate change cost South Asia, billions of dollars annually according to a report by 
the State of the Climate in Asia 2020. The extreme weather caused over 5000 human 
deaths in 2020. While the frequent anomalous weather may be blamed on the effects 
of global warming and climate change, any such event is routed to the changes in 
the structure of the atmosphere. Our observation systems are supposed to sense any 
such change in the structure of the atmosphere and the weather and climate models 
are supposed to predict such changes with sufficient lead time, so that warnings may 
be issued to the public. Hence, it is a challenge to the Atmospheric Scientists. 

Failure to observe the changes in the structure of the atmosphere implies that our 
observation network/technology is insufficient. We have discussed that the observa-
tion network is insufficient in many South Asian countries and in the remote areas 
and over the mountains. The discrete observation points have coarse resolution and 
hence, often they are unable to represent the sub-grid scale weather phenomena accu-
rately. There is also a problem in accurately representing a continuous weather by 
the discrete observation points in space and time. These are somehow managed by 
the data assimilation. Many countries in South Asia do not even have a proper data 
assimilation system. 

We discussed that weather is a result of the motion of air caused by a balance 
between various forces. This motion is described by the governing equations of 
the atmosphere based on the principles of hydrodynamics and thermodynamics. 
Some of the equations are nonlinear partial differential equations whose solutions 
are to be obtained numerically by making billions of calculations on the fastest 
supercomputers. So, regardless of the causes of extreme weather events, if we know 
the laws and the variables, why can’t we make perfect forecasts even with a short lead 
time? The main reasons for this are (1) Inaccurate Initial Conditions, (2) Multiscale 
Interactions, (3) Chaos and Limit on Deterministic Predictability. We discussed that 
the numerical weather prediction is an initial value problem. Little change in the 
accuracy of the initial condition can cause large errors in the solutions of the model. 
There are uncertainties in the formulation of the governing equations. But even if the
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model was perfect, intrinsic nonlinearity of the atmosphere would restrict our ability 
to predict the weather to about two weeks, because there is a limit to the deterministic 
predictability due to chaos. 

Despite the limitations in the observations and the modeling, the techniques of 
weather forecasting have continuously evolved in the past 3–4 decades. We have seen 
that the number of deaths that used to occur during tropical cyclones has reduced 
substantially. People have gradually started trusting the accuracy of weather forecasts 
as their skills have improved due to gradual improvements in the observation tech-
nology such as Satellites, Doppler Weather Radars, Automatic Weather Stations, etc., 
and improvements in our understanding of the atmosphere, data assimilation system 
and modeling techniques. The numerical weather prediction centers are providing a 
wide range of products and advance warnings of severe weather systems like the thun-
derstorms, lightnings, cyclones, heavy rainfall, strong winds, etc. The quality of fore-
casts will keep improving with time due to further improvements in the technology, 
modeling techniques, and computing resources. 
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Chapter 4 
Statistical Characteristics of Extreme 
Rainfall Events Over the Indian 
Subcontinent 

P. C. Anandh, Naresh Krishna Vissa, and Bhishma Tyagi 

Abstract The understanding of various characteristics of rainfall is essential for 
water resources management. However, the highly varying nature of rainfall is 
constrained in accurate estimation of rainfall over a particular region. Such vari-
ability in rainfall leads to either floods or droughts, and both are potentially catas-
trophic. Moreover, anthropogenic climate change further complicates understanding 
the various characteristics of rainfall. Thus, understanding this chaotic nature of 
rainfall is not only interesting but also challenging. Over the Indian subcontinent, 
considerable attention is given to understanding the various statistical characteris-
tics of seasonal, daily and extreme rainfall. However, the daily rainfall distribution 
inequality is not fully understood across the seasons over the Indian subcontinent. 
In this regard, the present study aims to employ the GINI inequality index to under-
stand the daily rainfall concentration. The investigation of spatial and temporal vari-
ation in daily rainfall concentration helps in understanding atmospheric processes 
that influence rainfall variability. In addition, the peak over threshold method and 
two-parameter gamma distributions are employed to understand the statistical char-
acter and its relationship with rainfall distribution over the Indian subcontinent for 
all the seasons. The results would have significant implications in the flood and 
drought forecasting and water resources planners for sustainable water resources 
management. 
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4.1 Introduction 

4.1.1 Extreme Weather Events and Climate Change 

The frequent occurrences of extreme weather events (EWE) pose a significant chal-
lenge to sustainable living and development across the globe. For instance, according 
to the global climate risk report 2021, more than 475,000 people lost their lives 
between 2000 and 2019 due to eleven thousand EWE, which occurred globally, with 
US$2.56 trillion direct losses in the economy (Eckstein et al. 2021). Even though 
many factors are responsible for the EWE, the role of anthropogenic climate change 
is invariably evident in most of the EWE that occurred in recent decades. In addition, 
there is a high probability of increasing frequency, intensity and duration of EWE 
due to the rising carbon footprint in the climate systems. The lack of long-term data 
in environmental, climatic indicators and socio-economic fields makes it difficult to 
assess the sector wise risk associated with EWE, either in advance or after. There-
fore, for efficient mitigation and adaption, the scientific understanding of the various 
temperament of the EWE process, drivers and their relationship with human-induced 
climate change is essential and inevitable. 

4.1.2 Precipitation Extremes and Climate Change 

Among the various EWE, the precipitation extremes are most disruptive and 
cause widespread devastation. The intensification of the global water cycle due to 
the increased moisture availability in the atmosphere, according to the Clausius– 
Clapeyron relation (Trenberth 2012). Such as per degree rise in temperature increases 
seven per cent of moisture in the atmosphere. Thus, increasing moisture content, other 
climate variables and changes in large-scale circulation patterns result in precipita-
tion extremes. The future climatic simulations as coupled model intercomparison 
project phase 5 (CMIP5) and phase 6 (CMIP6) highlight increasing in the precipita-
tion extremes in not only daily time scale but also in sub-daily time scales (Prein et al. 
2017; Li et al.  2020). The results are in accordance with the observational evidence 
with low bias. In addition, global warming intensifies and increases the frequency of 
ocean-atmospheric coupled phenomena such as Madden Julian Oscillation (MJO), 
El Niño–Southern Oscillation (ENSO) and Indian Ocean Dipole (IOD) than earlier 
with associated atmospheric circulation patterns (Subramanian et al. 2014; Cai et al. 
2014a, b, 2015). It is also a significant concern. Thus, the precipitation extremes 
occurring with the large-scale climatic drivers are stronger and destructive.
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4.1.3 Precipitation Extremes-Indian Scenario 

There have been several attempts to understand extreme rainfall events and intensity 
from observations and modelling efforts at the national level. Based on daily rainfall 
data, trend analysis was conducted by previous studies. Rakhecha and Soman (1994) 
reported the significant increase of extreme rainfall events over the west coast of 
India (north of 12° N) and the central parts of the peninsula. Under a global warming 
environment, increases in extreme rain events and decreased trend of frequency 
of moderate events are reported over central India during the summer monsoon 
season from 1951 to 2000 (Goswami et al. 2006). The weakening of the Indian 
summer monsoon (ISM) circulation is evident from analysing rain events over six 
homogenous rainfall zones (Dash et al. 2009). Analysis of long-term historical rain-
fall data trends reveals that monsoon rainfall has decreased; whereas, the rest of 
the season’s rainfall increased at the national level (Kumar et al. 2010). Pattanaik 
and Rajeevan (2010) examined the variability of extreme rainfall events during 
ISM. Over the Himalayas, rainfall events with one-day duration have been reported 
during both excess and drought rainfall years; moreover, these extreme rainfall events 
were reported in the ENSO years (Nandargi and Dhar 2011). Extreme rainfall and 
flash floods are increasing at an alarming rate except in some parts of central India 
(Guhathakurta et al. 2011). Jain and Kumar (2012) identified the increasing trend 
of rainfall over the east coast of India. Spatial trends of summer monsoon rainfall 
climatology over the northeast and west coast of the Indian region suggest increasing 
trends. The western Himalayas and north-central Indian regions, respectively, show 
decreasing trends (Kishore et al. 2016). Ghosh et al. (2016) reported the contrasting 
rainfall trends in the spatial variability of means and extremes during the ISM. Their 
findings contradict the conventional notion of ‘dry areas becoming drier and wet areas 
becoming wetter under global warming in India. Over the monsoon core regions, 
threefold increases of extreme rainfall are reported during the ISM, and few studies 
advocate that increases of wet spells during ISM (Singh et al. 2014; Roxy et al. 
2017). Recently, the southward shift in the ERE during ISM, and primarily concen-
trating over the southern India regions due to the eastward shift in the moisture flux 
over the Indian Ocean regions (Suman and Maity 2020) Similarly, during the other 
seasons, the occurrences of precipitation extremes are escalating. The frequency of 
the number of tropical cyclones during the pre-monsoon and post-monsoon increases 
and gets stronger (Deshpande et al. 2021). The influence of climate change on the 
thunderstorms frequencies and other climate variables was also reported over eastern 
and northeast India during the pre-monsoon seasons (Sahu et al. 2020). Similarly, 
during the winter monsoon over the Himalayan and northern Indian regions, the 
probability of extremes is more due to changes in western disturbances character-
istics (Madhura et al. 2015).Based on the above studies thus the occurrences of 
precipitation extremes are prevalent across the seasons and regions. Thus, the quali-
tative and quantitative analysis of extreme rainfall using various statistical methods 
would enhance the understanding of precipitation extremes. Thus, the present study
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investigates the statistical characteristics using percentile threshold methods, Gamma 
probability and GINI index over the Indian subcontinent. 

4.2 Data and Methodology 

4.2.1 The Tropical Rainfall Measuring Mission 
(TRMM)-Multi-satellite Precipitation Analysis (TMPA) 

The tropical measuring mission (TRMM)-based multi-satellite precipitation analysis 
(TMPA) 3B42 version 7 (Huffman et al. 2007) daily rainfall (mm day−1) data has been 
used to study the various statistical characteristics of rainfall over the Indian region. 
The TRMM TMPA data has a spatial resolution of 0.25° × 0.25° with a temporal 
resolution at three hours. The present study was conducted from 1998 to 2018. It is 
one of the high-quality data available over the tropics and sub-tropics for an extended 
period. The algorithm combines the various satellites high-quality microwave and 
infrared readings. It includes new techniques such as surface reference, modified 
attenuation characteristics for solid and melting layers and non-uniform beam filling 
corrections in version 7 of TRMM TMPA. The data product has been validated with 
the rain gauges and found in agreement with the IMD rainfall data. In addition, 
the representation of rainfall has been improved in the latest version 7 compared 
to version 6 over the various sub-regions over the Indian regions and neighbouring 
oceans (Prakash et al. 2015, 2016). However, overestimation of rainfall was reported 
over the Himalayan orography at higher latitudes (Bharti et al. 2016). The data 
product enhanced the knowledge of various rainfall characteristics over the Indian 
subcontinent since its inception. For instance, the primary component of the hydro-
logical cycle, such as the long-term diurnal cycle of rainfall, has been investigated 
over the Indian subcontinent. The rainfall “hot spot regions” during the different 
octets has been well discussed across the seasons with the influence of intraseasonal 
and interannual phenomena (Varikoden et al. 2012; Anandh et al. 2018). The studies 
have also proved the ability of TRMM precipitation data to investigate the weather 
extremes over the Indian subcontinent, such as extreme rainfall events and droughts 
(Yaduvanshi et al. 2015; Bharti et al. 2016; Anandh and Vissa 2020). 

4.3 Methodology 

4.3.1 Daily Extreme Rainfall Indices 

The percentile-based threshold method or the peak over threshold method used to 
identifies the daily extreme rainfall events. Such as aggregating the rainfall events,
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which are greater than particular threshold values over every grid point. Notably, 
the daily threshold values will be different with each grid point. In this study, 
extreme daily rainfall is defined as exceeding 95th percentile threshold (hereafter, 
R95) values over every grid point. The frequency and intensity of the R95 values 
would vary with every grid point. The R95 values were calculated for each season as 
defined by the Indian Meteorological Department (IMD), such as winter (January– 
February), pre-monsoon (March–May), ISM (June–September) and post-monsoon 
(October–December). All the analysis was carried out only for the wet day, i.e. rain-
fall ≥ 1 mm day−1. The sum of total extreme rainfall to the total seasonal rainfall 
at each gird gives the extreme rainfall contribution (ERC) (Mishra and Singh 2010; 
Anandh and Vissa 2020). The number of rainy days that exceeds the R95 threshold 
over the particular grid points gives the frequency of extreme events over each grid 
point (Anandh and Vissa 2020). 

4.3.2 GINI Index 

The disparity in rainfall distribution is a common phenomenon; particularly, over 
the Indian subcontinent. The GINI index will accurately quantify such disparity in 
rainfall concentration. In general, the GINI index is widely used in economics to 
study the inequality in income or wealth distributions. However, due to its robust-
ness, insensitive to the scaling or probability distribution provides easy interpretation 
between the different climatic zones. So, the index has been widely used in hydrology 
and climatic sciences. The values of GINI coefficient vary between 0 and 1, “0” 
represents the even distribution of rainfall; whereas, “1” signifies the uneven rainfall 
distribution. Such as the lowers GINI values on a rainy day are equally distributed 
within the seasons; whereas, the higher values signify most of the rainfall occurs in 
fewer days. The GINI index is also computed for the seasonal wise as described in 
Sect. 3.1 (Martin-Vide 2004; Rajah et al. 2014; Singh et al. 2017). The GINI index 
was calculated using the formula given in Eq. (4.1), where n signifies the number of 
observations and yi represents the rainfall amount belongs any observations i. 

G = 
1 

n 

⎧ 
n + 1 − 2 

⎧Σn 
i=1(n + 1 − i )yiΣn 

i=1 yi 

⎞⎞ 
(4.1)
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4.3.3 Gamma Probability Distribution Function (Gamma 
PDF) 

The daily rainfall consists of light, moderate and heavy rainfall events and such rain-
fall distributions are highly asymmetric and positively skewed. The Gamma prob-
ability distribution elucidates the rainfall distribution in two parameters: the scale 
and the shape. Thus, these two parameters are easy to interpret and describe rain-
fall characteristics between different climate zones. Among all the many probability 
distributions, the rationale to choose the Gamma PDF is as follows. (A) It has been 
widely used to describe rainfall distribution in both observed and modelled data. 
(B) The lower limit of the Gamma distribution on the left side is bounded to zero 
so that the possibility of negative rainfall values is absent. (C) The values of the 
Gamma PDF positively skewed, i.e. more values on the right side of the distribution. 
(D) Flexibility in the distribution of the shape parameter, such as the values may 
vary from one to higher values. Such variations have many rainfall regimes. (E) The 
different time scales of rainfall, such as daily to seasonal, could be easily modelled 
using the two-parameter Gamma PDF with relatively high accuracy. 

The Gamma PDF is calculated by Eq. (4.2), and α denotes the shape parameter; 
whereas, the β denotes the scale parameter. τ denotes the Gamma PDF (Wilks 1990; 
May 2004; Husak et al. 2007). 

f (x) = 1 

βα. ⎡(a) 
.xα−1 .e−x/β x, α, β  >  0 (4.2)  

4.4 Results and Discussion 

4.4.1 Seasonal Spatial Distribution of R95 Threshold Values, 
Number of Extreme Rainfall and Extreme Rainfall 
Contribution 

4.4.1.1 Winter Season 

The spatial distributions of R95 percentile threshold values are shown in Fig. 4.1 for 
the winter season. A large spatial difference is found in the distributions of R95 values. 
Defining the seasonal extreme rainfall value at every grid point is essential instead of 
the fixed threshold value for larger regions. Oceanic regions: Over the south-western 
Bay of Bengal (BoB) and eastern equatorial Indian Ocean (EIO) regions, the R95 
values are higher than 80 mm day−1; whereas, over the other oceanic regions, the 
R95 values are less than 40 mm day−1. Land regions: The higher values of R95 are 
observed over the south of 18° N and north of 28° N, such as over the southern east
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Fig. 4.1 Extreme rainfall (R95 percentile) threshold values for a winter, b pre-monsoon, c Indian 
summer monsoon (ISM) and d post-monsoon 

coastal regions of BoB and north-western Himalayan orography (60 mm day−1). 
Over the other regions, the R95 threshold values prevail less than 30 mm day−1. 

The total number of extreme rainfall events during the winter season is shown in 
Fig. 4.2a. Over the oceanic regions, the south-western BoB regions and eastern equa-
torial Indian Ocean regions, the events are comparatively higher during the winter 
season (~ 40–50 events). Over the western equatorial Indian Ocean, regions ~ 25 
ERE are evident; whereas, over the northern regions of BoB and Arabian Sea (AS), 
the events are less during the winter season. Over the land regions, the ERE were 
prevalent over the Himalayan orography; whereas, the Indian subcontinent ERE were 
comparatively lesser during the winter season. The extreme rainfall contribution for 
the winter is shown in Fig. 4.3a. Over the Himalayan orography and southern east 
coastal regions, the ERC are higher; whereas, over the oceanic regions, equatorial 
Indian Ocean regions ~ 30% of the total rainfall is associated with the ERE. The 
higher ERC may be associated due to less number of events. The major rain-bearing 
systems over the Himalayan mountains are western disturbances during the winter
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Fig. 4.2 Total number of extreme rainfall events during a winter, b pre-monsoon, c Indian summer 
monsoon (ISM) and d post-monsoon 

monsoon and the late withdrawal of post-monsoon season (Raj 2003) and intrasea-
sonal convective activity (Vialard et al. 2011) might be responsible for the ERE over 
the southern BoB regions. 

4.4.1.2 Pre-monsoon Season 

The spatial distribution of R95 for the pre-monsoon is shown in Fig. 4.1b, respec-
tively. During this season, over the oceanic regions, the northern BoB and AS regions, 
the R95 values are higher (~ 100 mm day−1); whereas, over the southern of BoB 
(AS) and EIO, the R95 values are ~ 40 mm day−1. Over the land regions, peak values 
are evident over northeast India (NEI), the Arkan Mountains of Myanmar and the 
Ganges Delta regions (~ 80–100 mm day−1). The secondary peak is evident over the 
Himalayan mountains, western (eastern) Ghats orography and coastal regions (30– 
60 mm day−1). The frequency of extreme rainfall events during the pre-monsoon 
is shown in Fig. 4.2b, respectively. Oceanic regions, the maximum ERE over the
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Fig. 4.3 Extreme rainfall contribution for a winter, b pre-monsoon, c Indian summer monsoon 
(ISM) and d post-monsoon 

EIO regions (~ 70) and decreases towards the poles. The presence of active winter 
monsoons over the equatorial regions might influence the frequency of ERE. Over the 
land, the frequency of events is higher over the NEI, Himalayan mountains, western 
Ghats (WG) and eastern Ghats (EG) mountains. 

Similarly, over the Chota Nagpur plateau and the Ganges Delta regions, events 
frequency were higher. The formation of the strong localized mesoscale convective 
system and tropical cyclones during pre-monsoon might be the plausible reasons for 
the ERE over these regions (Tyagi et al. 2011; Vissa et al. 2013). In addition, the 
western disturbances might influence the ERE over the high altitude regions of the 
Himalayan mountains and occasionally over the northern Indian plains. The seasonal 
ERC is shown in Fig. 4.3b. 20–30% total rainfall occurred as extremes during the 
pre-monsoon over the major rainfall zones of land and oceanic regions. Over the 
off-shore regimes of coastal regions, Chota Nagpur regions and the north-western 
Himalayan region, the ERC are notably higher, are as shown in Fig. 4.3b.
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4.4.1.3 Indian Summer Monsoon 

The spatial distribution of R95 is shown in Fig. 4.1c. Significant spatial heterogeneity 
of R95 is evident during this ISM. Over the oceanic regions, the poleward increase 
of R95 values is evident over the BoB. Such as the highest R95 values found over the 
northern BoB regions, followed by the central BoB regions (~ 80–100 mm day−1). 
Over the other oceanic regions, values are less than 20–50 mm day−1. Over the land 
regions, the orography regions of Himalayan, NEI and WG show the R95 prominent 
peak (~ 100 mm day−1), followed by the monsoon core regions, where the values 
are R95 peak lies around 40–70 mm day−1. 

The distribution of the ERE events during the ISM is shown in Fig. 4.2c. Over 
the oceanic regions, except the south-western BoB region, the ERE frequency is 
comparatively higher during ISM. For instance, off-shore regions of west and east 
regions of BoB and AS, more than 100 ERE are evident. Over the land regions, the 
maximum number of events found over the orographic regions of Himalayan arc, 
NEI and WG regions more than 100 events were evident. The secondary peak was 
evident over the monsoon core regions and the EG orographic regions. The ERC 
during the ISM is given in Fig. 4.3c. ERC over major rainfall zone of oceans and 
land regions contributes about 20–30% to the seasonal totals during ISM. 

Over the higher altitude regions (WG, Arakan mountains and Himalayas moun-
tains), the interaction between moisture-laden low-level jet and orography leads to 
high precipitation occurrences over the windward side (Shige et al. 2017). Over the 
WG, the mechanism for the ERE and associated persistent convection is mainly 
attributed to stratiform heating, low-level moisture convergence, higher latent heat 
fluxes and strong wind shear between the low and middle troposphere (Maheskumar 
et al. 2014). During the active monsoon conditions, rain-fed systems such as off-shore 
vortices, on-shore vortices, monsoon depressions, tropical convergence zone, low-
pressure systems, cloud bursts and mid-tropospheric cyclones are primarily respon-
sible for the ERE over the Indian monsoon core region (Francis and Gadgil 2006; 
Pattanaik and Rajeevan 2010; Maheshkumar et al. 2014; Flynn et al. 2017; Fletcher 
et al. 2020). Over central India, the ERE is associated with the monsoon trough, 
monsoon depressions and low-pressure systems (Ajayamohan et al. 2010). The pres-
ence of the monsoon trough acts as a zone of active convection can lead to severe 
thunderstorms, lightning and flash floods (Sato 2013). 

4.4.1.4 Post-monsoon Season 

The spatial variations of R95 values and ERE contribution to the seasonal total 
are shown in Figs. 4.1d and 4.3d, respectively. Unlike other seasons, higher R95 
(50–90 mm day−1) is found along the east coast of India, south-western BoB and 
Bangladesh. Results are in concurrence with the findings of Hamada et al. (2014). 
Over the eastern equatorial Indian Ocean and the Arabian Sea, the R95 range 40– 
60 mm day−1; however, low R95 values are evident over the other regions. The 
poleward decreases of ERE are evident over the oceanic regions, such that more ERE
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was found over the EIO and southern BoB regions, as shown in Fig. 4.2d. Over the 
land regions, the frequency of events is higher over the southern Indian peninsula and 
Himalayan orography (< 60). In contrast, the number of events over the other regions 
is less during post-monsoon seasons, as shown in Fig. 4.2d. The ERE contributes ~ 
20–40% of the seasonal rainfall during the post-monsoon season (Fig. 4.3d).During 
the post-monsoon season, major rain-producing weather systems over the Indian 
subcontinent are tropical cyclones over the BoB, thunderstorms and active northeast 
monsoon season associated convective systems. Recent studies indicate the influence 
of interannual phenomenon and intraseasonal over the post-monsoon ERE (Vissa 
et al. 2013; Boyaj et al. 2018; Anandh and Vissa 2020). 

4.4.2 Gamma Probability Density Function 

The Gamma PDF was employed to delineate the extreme rainfall zones during all the 
seasons. Theoretically, the shape (α)-dominated areas signify the symmetric distri-
bution of rainfall and fewer extremes; whereas, in the scale (β) dominated rainfall 
regimes, the extreme rainfall events are more prevalent. Oceanic regions: Over the  
BoB regions, the scale-dominated regions are more during the pre-monsoon, ISM 
and post-monsoon seasons; whereas, during winter, the scale values are high over 
the south-western BoB and central EIO regions shown in Fig. 4.4. Similarly, over the 
AS regions, scale values are dominant across the seasons except during winter. Land 
and Coastal regions: During ISM, scale values are high over the northern and central 
BoB regions (AS), and shape values are low. The monsoon rain-bearing systems such 
as monsoon depressions, off-shore trough and mid-tropospheric cyclones prevalent

Fig. 4.4 The shape and scale parameter from a gamma probability distribution for a winter, b 
pre-monsoon, c Indian summer monsoon (ISM) and d post-monsoon
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over the regions would result in more extreme rainfall, resulting in dominant scale 
values. Whereas, over the south-western BoB and south-eastern AS during post-
monsoon, the scale values are dominant, where the frequency of the ERE and the 
tropical low-pressure system is prevalent. Land and Coastal regions: During ISM, 
the large-scale and low-shape values are prominent over the geographically distinct 
region of the Indian subcontinent. Over the WG and Himalayan mountains, NEI, 
monsoon core regions and west (northern east) coastal regions, the scale values are 
dominant than shape values and signify more rainfall extremes. Similarly, during the 
post-monsoon, east coastal regions of BoB, the scale values significantly. Overall, 
the “rainfall hot spot” regions are consistent with the higher R95 extreme event distri-
butions over the oceanic and land regions. A detailed description of the significant 
rainfall zones and their plausible rain-bearing systems is given in Table 4.1 for all 
the seasons.

4.4.3 GINI Index 

GINI index was employed to get insights regarding the inequality in rainfall distri-
bution across the seasons (Fig. 4.5). The perusal of results provides valuable insights 
over the relative rainfall contribution during all the seasons. Oceanic regions: The 
high GINI values are evident during the winter, and pre-monsoon over the northern 
BoB regions indicates fewer rainy days. In contrast, during the ISM and post-
monsoon season, values between around 0.5–0.75 signify moderate to heavy rainfall 
occurrences. Notably, the extreme rainfall zones of different seasons could be easily 
identified using GINI index. For instance, the GINI values are higher during winter 
and ISM (> 0.8) over the southern western BoB and adjoining coastal regions denotes 
the rainfall that occurred in the fewer rainy days and might be associated with extreme 
rainfall. Over the EIO regions, the values are comparatively higher during winter and 
pre-monsoon (> 0.65) than ISM and post-monsoon seasons (< 0.65), which denotes 
the moderate to heavy rainfall events during the former and moderate to light rainfall 
events during the latter. Over the land regions: The Himalayan orography shows more 
than 0.6 during all seasons denotes the absence of light rainfall over these regions, 
and most events occur as moderate to heavy rainfall events. The GINI values lie 
between (0.5 and 0.8) during ISM, which signifies moderate to heavy rainfall events 
over the monsoon core regions. The results are consistent with Rajah et al. (2014), 
who reported increasing extremes rainfall and decreasing the light rainfall globally 
using the GINI index.
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Table 4.1 Major rain-bearing systems over distinct geographic parts of India across the seasons 
(adopted from Anandh and Vissa 2020) 

Regions Pre-monsoon ISM Post-monsoon Winter 

Himalayas Western 
disturbances and 
deep-convective 
mesoscale 
convective 
systems (MCS) 
associated with 
thunderstorms 
(Dimri et al. 2015) 

The interaction 
synoptic 
low-pressure 
systems with 
Himalayan 
orography, 
extratropical 
Rossby breaking 
(Romatschke et al. 
2010; Houze et al. 
2017) 

Western 
disturbances, 
thunderstorms 
and remnants of 
tropical cyclones 
convection (Dimri 
et al. 2015) 

Western 
disturbances 
(Dimri et al. 
2015) 

Central India 
and 
Indo-Gangetic 
plains 

Nor’westers with 
deep-convective 
cores and tropical 
cyclones (Tyagi 
et al. 2011; Vissa 
et al. 2013) 

Tropical 
convergence zone 
(TCZ) and 
synoptic-scale 
monsoon 
low-pressure 
systems 
(Krishnamurthy 
and Ajayamohan 
2010; Romatschke 
et al. 2010) 

Tropical cyclones 
formed over BoB 
and AS regions 
(Vissa et al. 2013; 
Anandh and Vissa 
2020) 

Western 
disturbances 
(Dimri et al. 
2015) 

Southern India 
and Deccan 
plateau 

Thunderstorms, 
MCS and TCZ 
(Virts and Houze 
2016) 

TCZ and 
low-pressure 
systems 
(Krishnamurthy 
and Ajayamohan 
2010) 

Tropical cyclones 
and convective 
systems 
associated with 
the northeast 
monsoon (Vissa 
et al. 2013; 
Anandh and Vissa 
2020) 

Low-level 
troughs related 
to the 
easterlies and 
the late 
withdrawal of 
northeast 
monsoon 
(Vialard et al. 
2011) 

Bay of Bengal 
and east coast of 
India 

A tropical 
cyclone, isolated 
and widespread 
thunderstorms 
(Vissa et al. 2013) 

Low-pressure 
systems, MCS and 
TCZ (Romatschke 
et al. 2010; Virts  
and Houze 2016) 

Tropical cyclones 
and the convective 
systems 
associated with 
the northeast 
monsoon (Vissa 
et al. 2013; 
Anandh and Vissa 
2020) 

The late 
withdrawal of 
northeast 
monsoon 
associated 
convection and 
easterly trough 
(Vialard et al. 
2011)

(continued)
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Table 4.1 (continued)

Regions Pre-monsoon ISM Post-monsoon Winter

The Arabian 
Sea, west coast 
of India and WG 

Thunderstorms 
and tropical 
cyclones (Vissa 
et al. 2013) 

Northward 
propagation of 
TCZ, off-shore 
trough and vortex 
and mid 
troposphere 
cyclones (Francis 
and Gadgil 2006) 

Thunderstorms, 
tropical cyclones 
and convective 
systems 
associated with 
the northeast 
monsoon (Vissa 
et al. 2013; 
Anandh and Vissa 
2020) 

The troughs 
are related to 
the easterly 
winds 

Fig. 4.5 The GINI index values for a winter, b pre-monsoon, c Indian summer monsoon (ISM) 
and d post-monsoon
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Fig. 4.6 India Meteorological Department (IMD) best tracks for tropical low-pressure systems for 
a winter, b pre-monsoon, c Indian summer monsoon (ISM) and d post-monsoon (adopted from 
Anandh and Vissa 2020) 

4.4.4 Tracks of the Low-Pressure Systems 

The tracks of the low-pressure systems such as tropical cyclones and tropical depres-
sions for the pre-monsoon post-monsoon seasons are given in Fig. 4.6. During pre-
monsoon, the frequencies of the tropical cyclones (14) are higher than the tropical 
depression (3), as shown in Fig. 4.6a. During ISM, there were 38 tropical depres-
sions, and nine tropical cyclones occurred. The high vertical wind shear during ISM 
does not favour the formation of tropical cyclones. However, over the post-monsoon 
season, the activity of tropical cyclones and tropical depressions is more pounced, 
such as 41 and 31. Overall, 71 tropical low-pressure systems occurred post-monsoon 
season, followed by ISM (47) and pre-monsoon seasons (17). The tropical low-
pressure systems are significant rain-bearing systems over the Indian subcontinent 
and eventually would cause ERE (Vissa et al. 2021). The genesis and tracks of 
these low-pressure systems agree with the extreme rainfall zones as elucidated in the 
previous sections. For instance, during ISM, the tracks of the low-pressure systems 
(Fig. 4.6b) are matched with the regions of high ERE frequency and scale values. 
Notably, over the regions of northern BoB and central India. Similarly, during the 
post-monsoon season (Fig. s4.6c), in BoB regions and the eastern coastal regions, 
the genesis and tracks of the tropical low-pressure systems are higher. They agree 
with the extreme rainfall statistics as discussed in the previous sections. 

4.5 Conclusion 

The sudden catastrophe would affect the people’s socio-economic well-being even 
after cessation. Therefore, to mitigate the vast impact, the understanding of various 
characteristics of weather and climate extremes is essential. In this regard, the present 
study investigated the various extreme rainfall characteristics over the Indian subcon-
tinent. The frequency of extreme rainfall events is higher during the ISM, followed by
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the post-monsoon and pre-monsoon season. The finding from the present study high-
lights the prevailing of extremes across the seasons. The identified “rainfall hot spot” 
regions are consistent gamma probability distributions. In addition, the GINI index 
employed to understand the inequality rainfall distributions shows that the occur-
rences of extremes are prevalent and the decrease in the little to moderate rainfall 
events in the Indian subcontinent. The findings from the present study will help for 
the water management and mitigation measures. The further scope of the work is to 
employ the high-resolution global precipitation measurement data to understand the 
hourly extreme rainfall characteristics over the Indian subcontinent. In addition, the 
coupled model intercomparison project phase 6 models simulations and projections 
will be used to understand the rainfall extremes in future scenario. 
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Chapter 5 
Complexities of Extreme Rainfall 
in the Philippines 

Lyndon Mark P. Olaguera, Faye Abigail T. Cruz, Julie Mae B. Dado, 
and Jose Ramon T. Villarin 

Abstract Extreme rainfall events are among the prevalent hazards in the Philippines. 
Better understanding, monitoring, as well as accurate forecasting of such events can 
help communities to prepare for and mitigate their disastrous impacts. In this chapter, 
some examples of past extreme rainfall events in the Philippines are presented, which 
highlight the complexity in the various weather systems contributing to extreme 
rainfall. Further research is still needed, particularly to improve understanding of 
the environment that leads to extreme rainfall events. Advances in science, data, and 
tools are important in these efforts, including improvements in forecasting extreme 
rainfall events in the Philippines, which can help reduce disaster risk and increase 
resilience in the country, especially in the face of projected increases in extreme 
rainfall events in a globally warmer future. 

Keywords Extreme rainfall · Philippines · Monsoon · Tropical cyclone ·
Thunderstorm · Cold surge 

5.1 Introduction 

The Philippines is highly exposed to extreme rainfall hazards, including tropical 
cyclones. The archipelago is situated within the Asian monsoon region and along 
the path of tropical cyclones (TC), predominantly originating from the Western 
North Pacific. In addition, the high vulnerability of communities and sectors that 
are exposed to these hazards increases the country’s risk to disasters. Based on data 
from the International Disaster Database, EM-DAT, the Philippines has experienced 
at least 432 natural disaster events from 1990 to January 2020, about 80% due to 
storms and floods (Brucal et al. 2020). Damage costs associated with TCs over the
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Fig. 5.1 a Annual total rainfall (mm) from 1981–2010 and percentage (%) of the annual total rain 
during the months of b May to September (MJJAS) and c November to March (NDJFM). Source 
APHRODITE (Yatagai et al. 2012) 

Philippines have also been increasing in recent decades (Cinco et al. 2016). Hence, 
better understanding, monitoring, as well as accurate, timely, and reliable forecasts, 
are needed in order to prepare for extreme rainfall events that can potentially cause 
flooding, landslides, and other hydrometeorological disasters. 

Figure 5.1 shows the climatological (1981–2010) annual total rainfall in the Philip-
pines, where rainfall is higher (above 3000 mm) along the eastern coast of the country. 
The spatial pattern of seasonal rainfall in the country is influenced by the inter-
action of the prevalent winds with local topography (Matsumoto et al. 2020). In 
Luzon Island, the Cordillera mountain range and Sierra Madre mountain range that 
run over the western and eastern sides of the island, respectively, induce monsoon 
blocking effects, such that the western coast receives about 40–80% of its annual 
rainfall during the southwest monsoon (SWM, locally known as Habagat) season 
from as early as May until September, while areas along the eastern coast receive 
20–40% of its annual rainfall (Fig. 5.1b). In contrast, areas along the eastern coast 
receive 40–80% of its annual rainfall during the northeast monsoon (NEM, locally 
known as Amihan) season from November to March, with less rainfall received in 
the western coast (Fig. 5.1c). Apart from the monsoons, TCs, both landfalling and 
non-landfalling, also contribute to rainfall in the country. On average, about 19–20 
TCs pass through the Philippine Area of Responsibility (PAR) every year, nine of 
which make landfall in the Philippines (Cinco et al. 2016). Analysis of TC tracks 
indicates that TCs are more frequent during July to September and usually traverse 
the north and central Philippines (see Fig. 9 of Cinco et al. 2016). Higher percentage 
of TC-induced rainfall can also be found in these areas, where it accounts for more 
than 40% of the total annual rainfall (Cinco et al. 2016; Bagtasa 2017). Furthermore, 
there is also rainfall contribution from local convective systems (e.g., Bañares et al. 
2021).
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The interaction between a non-landfalling TC and the prevailing winds can lead 
to high rainfall amounts, often higher than the monthly climatological normal, which 
can be considered as extreme. Systems can interact with each other such that TCs 
can further enhance the SWM (Cayanan et al. 2011), a cold surge vortex enhancing 
the NEM (Olaguera et al. 2021a), or the active convection associated with the 
Madden–Julian Oscillation (MJO) coinciding with an enhanced NEM in the Philip-
pines (Pullen et al. 2015). Furthermore, the interaction of these systems with local 
topography affects rainfall distribution and intensity over the Philippines (Chang et al. 
2005). Other systems also induce extreme heavy rainfall events over the country such 
as cold surges (Lim et al. 2017; Abdillah et al. 2021), cold surge shearline (formerly 
locally termed as “tail-end of a cold front”) (Olaguera et al. 2021a, b), cold surge 
vortices, i.e., westward propagating cyclonic circulations that are weaker than trop-
ical cyclones (Chen et al. 2013, 2015), and localized thunderstorms embedded within 
the inter-tropical convergence zone (ITCZ; Yumul et al. 2011). 

In this chapter, some examples of past extreme rainfall events in the country are 
discussed to highlight the complexity of these events, as well as identify possible ways 
forward in improving understanding. Section 5.2 presents several notable extreme 
weather events in the country and the potential mechanisms that induced them. 
Current challenges and directions for future research are discussed in Sect. 5.3, 
and the concluding remarks in Sect. 5.4. 

5.2 Historical Extreme Rainfall Events 

Extreme rainfall can be characterized by indices based on actual values or thresh-
olds exceeded, in terms of magnitude, intensity, duration, and/or frequency. Several 
indices have been defined by the Expert Team on Climate Change Detection and 
Indices (ETCCDI) (Karl et al. 1999; Peterson 2005), which have been used to examine 
trends and changes in rainfall extremes globally and for particular areas. From the 
1950s to 2000s, there has been an increasing trend in the annual total rainfall and 
annual number of days with rainfall above 50 mm over many parts of the Philip-
pines (Endo et al. 2009). Villafuerte et al. (2014) also noted increasing trends in the 
maximum 5-day rainfall and decreasing trends in the length of dry spells during the 
July to September season from 1951 to 2010, particularly in stations located in the 
center and northwest of the country. Bagtasa (2017) found increasing trends in the 
TC-induced rainfall by more than 1 mm day−1 per decade since 2000 in most parts 
of the country. 

In this section, some examples of past extreme rainfall events in the Philippines 
have been selected based on their notable impacts such as flooding and to show the 
different weather systems that can result in extreme rainfall. A working definition of 
extreme is used based on exceedances of certain thresholds. For example, these events 
have exceeded the climatological monthly total rainfall, or the monthly maximum 
5-day precipitation. It should also be noted that only cases of “wet” extremes are 
discussed here.
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5.2.1 Tropical Cyclones 

In the Philippines, tropical cyclones (TC) are classified by the Philippine Atmo-
spheric, Geophysical and Astronomical Services Administration (PAGASA), the 
country’s official weather bureau, according to the maximum 10-min sustained wind 
speed (Table 5.1; Cinco et al. 2016). Tropical cyclones, both landfalling and non-
landfalling, remain one of the most destructive natural phenomena that induce heavy 
to extreme rainfall, resulting in flooding and landslides in many regions around 
the globe including the Philippines. Both rainfall and strong winds associated with 
landfalling TCs have devastating impacts, as well as induce storm surges as these 
approach the coastline (Cruz and Narisma 2016; Takagi and Esteban 2016). Over 
Luzon Island, TCs before landfall that are slow-moving or have high intensity (i.e., 
typhoons) tend to induce more extreme precipitation than TCs that are fast-moving 
or have low intensity, especially during the June to September season (Racoma et al. 
2022). 

The Philippines has been ranked second in terms of TC landfalls following China 
(see Table 5.1 of Fudeyasu et al. 2014). However, no significant long-term trends 
in both the annual number of TCs that enter PAR and those that make landfall 
over the whole Philippines have been found (Cinco et al. 2016). Recent analysis of 
Basconcillo and Moon (2021) indicated about 210% increase in the TCs over the 
Philippines during the December to February season from 2012 to 2020 and as much 
as 480% increase in Mindanao Island, where the TC number is climatologically 
lower than those in the central and northern Philippines (Cinco et al. 2016). 

Modes of variability also add complexity to TC variability in the country. Kubota 
and Chan (2009) compiled historical records of TCs over the Philippines and analyzed 
the interdecadal variability of landfalling TCs from 1902 to 2005. They found a close 
relationship between the annual landfalling TCs and the different phases of El Niño-
Southern Oscillation (ENSO) and the Pacific Decadal Oscillation (PDO). That is, the 
annual number of landfalling TCs during the low PDO phase decreases (increases) 
in El Niño (La Niña) years. This relationship becomes unclear during the high phase 
of PDO. Their monthly analysis shows a larger difference in TC landfalls during

Table 5.1 PAGASA tropical 
cyclone intensity scale 

Category Intensity (maximum sustained 
wind speed at 10-min average) 

Super Typhoon (STY) >220 kph (>120 kts) 

Typhoon (TY) 118–220 kph (64–120 kts) 

Severe Tropical Storm (STS) 89–117 kph (48–63 kts) 

Tropical Storm (TS) 62–88 kph (34–47 kts) 

Tropical Depression (TD) ≤61 kph (≤33 kts) 

Note: This table is based on previous PAGASA tropical 
cyclone classification before March 2022 
https://bagong.pagasa.dost.gov.ph/information/about-tropical-
cyclone#classification-of-tc

https://bagong.pagasa.dost.gov.ph/information/about-tropical-cyclone\#classification-of-tc
https://bagong.pagasa.dost.gov.ph/information/about-tropical-cyclone#classification-of-tc
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the September to November (SON) season between the El Niño and La Niña years 
compared to the June to August (JJA) season. They also found that the annual TC 
landfalls over the Philippines had a periodicity of about 32 years before 1939 and 
became shorter to 10−22 years after 1945. Similar to Cinco et al. (2016), they also 
found no significant trend in the annual landfalling TCs. Wu et al. (2004) examined 
the impacts of ENSO on the landfalling TCs over the Western North Pacific (WNP). 
They found that the TC landfalls are greatly reduced (increased) during SON in El 
Niño (La Niña) years. They suggested that the decreased TC landfalls during El Niño 
years are related to the eastward shift in the mean genesis location of TCs and that 
a break in the 500-hPa subtropical high appears around 130°E, which favors more 
recurving TCs toward Korea and Japan. On the other hand, the increase in landfalling 
TCs during La Niña years is related to the westward shift of the mean genesis position 
and westward expansion of the WNP subtropical high (Wang and Chan 2002). Takagi 
and Esteban (2016) examined the trends of landfalling TCs over the Philippines from 
1945−2013, while focusing on the unusual characteristics of Super Typhoon Haiyan, 
the most devastating TC on record. They divided the Philippine domain by 2° latitude 
and found a significant increasing trend in the annual landfalling TCs along 10°N 
− 12°N and suggested that this might be related to the southward shift of the inter-
tropical convergence zone (ITCZ) between 1949 and 2005, which is conducive to 
the increase in TCs in the lower latitudes over the WNP. Fudeyasu et al. (2014) 
and Cinco et al. (2016) found two peaks in TC landfall in July and October and a 
remarkable decrease in TC landfall around August, highlighting the seasonality in 
the TC landfalls over the country. Kubota and Wang (2009) and Lyon and Camargo 
(2009) also found a difference in ENSO phase-TC activity relationship around the 
Philippines before and after September.

One example of an extreme rainfall event due to a TC is Typhoon (TY) Ketsana, 
which made landfall in the Philippines in late September 2009 and brought excep-
tionally high rainfall leading to widespread flooding from central to southern Luzon 
including Metropolitan Manila (Abon et al. 2011). The estimated damage cost to agri-
culture and infrastructure was about PhP 11 billion (approx. US $244 million) (Cruz 
and Narisma 2016; https://reliefweb.int/report/philippines/philippines-ndcc-update-
situation-report-no-48-tropical-storm-ondoy-ketsana-and; last accessed January 5, 
2022). Figure 5.2a shows the track of TY Ketsana based on the JMA archive, while 
Fig. 5.2b shows the spatial distribution of accumulated rainfall from September 25 
to 27, 2009, based on the TRMM (TMPA) 3B42 v7 rainfall estimates. It developed 
into a Tropical Depression (TD) on September 25, 2009, and made landfall over the 
Philippine landmass on September 26, 2009, as a Tropical Storm (TS) (Cruz and 
Narisma 2016). The lifetime maximum 10-min wind speed attained by this TC is 
130 kph, after it exited the Philippine landmass. The spatial distribution of rainfall 
shows that the high amounts of rainfall were mostly concentrated along the path of 
the TC between 12°N and 15°N. The highest 3-day accumulated rainfall (555 mm) 
was recorded at Science Garden, Quezon City, synoptic station of PAGASA from 
September 25 to 27, 2009, which exceeded the climatological mean monthly rainfall 
in this station (451 mm) from 1981 to 2010.

https://reliefweb.int/report/philippines/philippines-ndcc-update-situation-report-no-48-tropical-storm-ondoy-ketsana-and
https://reliefweb.int/report/philippines/philippines-ndcc-update-situation-report-no-48-tropical-storm-ondoy-ketsana-and
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Fig. 5.2 a Track of Typhoon Ketsana from September 26 to 30, 2009, provided by the Japan Mete-
orological Agency (JMA) and archived by the National Institute of Informatics “Digital Typhoon” 
(http://agora.ex.nii.ac.jp) and  b accumulated rainfall from September 25 to 27, 2009, based on 
TRMM (TMPA) 3B42 v7 

The interaction of TCs with topography can further enhance rainfall, espe-
cially on the windward side of mountains, induced by orographic lifting. In the 
Philippines, Racoma et al. (2016) and Minamide and Yoshimura (2014) examined 
the impacts of topography on the TC-induced rainfall and track over Luzon and 
Mindanao Islands, respectively, using numerical model simulations. In Luzon Island, 
the Sierra Madre mountain range can affect the distribution of TC rainfall, as well 
as slow down TC movement, resulting in higher and prolonged rainfall over land 
(Racoma et al. 2016). Minamide and Yoshimura (2014) found that the presence of 
the mountains was essential for the heavy rainfall induced by Severe Tropical Storm 
(STS) Washi in 2011 over Mindanao Island. Espinueva et al. (2012) also examined 
the impacts of STS Washi in 2011 and noted that the disastrous flooding brought 
by this TC is due to a combination of climatic, environmental, and societal factors. 
The short-duration rainfall events to the north of the river basin, encroachment in the 
sandbars and river banks due to urbanization, and coincidence with high tide were 
some of the factors noted in their study. 

5.2.2 Tropical Cyclone-Enhanced Southwest Monsoon 

During the SWM season, non-landfalling TCs located east and north of the Philip-
pines may enhance the prevailing southwesterly winds and cause extensive flooding 
over the western coast of the country (e.g., Cayanan et al. 2011; Lagmay et al. 2015). 
Over this area, high precipitation events (HPEs) associated with landfalling TCs 
accounted for no more than 15% of the total identified HPEs from 1958 to 2017, indi-
cating a higher percentage contribution from non-landfalling TCs (Bagtasa 2019).

http://agora.ex.nii.ac.jp
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For daily rainfall above the 85th percentile, there are also significant increasing trends 
in the mean annual number of HPE days by about 6% per decade and in the annual 
total precipitation of the HPEs by about 12.7% per decade (Bagtasa 2019). 

Recent examples of enhanced SWM events occurred in August 2012 and 2013. In 
August 2013, extensive flooding occurred over Metro Manila and other cities along 
the west coast of Luzon Island due to continuous rains brought by the interaction of the 
SWM and Tropical Storm (TS) Trami located northeast of Luzon Island. Figure 5.3a 
shows the spatial distribution of the accumulated rainfall based on TRMM (TMPA) 
3B42v7 rainfall estimates from August 18–22, 2013. Higher rainfall amounts can 
be seen on the western coast of Luzon Island, with maximum rainfall observed 
west of Metro Manila. A similar case occurred in August 2012 (Fig. 5.3b) when 
the SWM was enhanced by Typhoon Haikui. In both cases, the total rainfall for 
these events has exceeded the average monthly total rainfall in August over Metro

Fig. 5.3 a Five-day accumulated rainfall (mm) from August 18–22, 2013; b five-day accumulated 
rainfall (mm) from August 6–10, 2012; c monthly total rainfall in August averaged from 1998 to 
2015; percent difference of d August 18–22, 2013 and e August 6–10, 2012 rainfall relative to the 
average August monthly total. Source TMPA (3B42_Daily; Huffman et al. 2016)
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Manila (Fig. 5.3d, e). Observations from synoptic stations of PAGASA recorded 
an accumulated rainfall of 1067.4 mm from August 18–22, 2013, in Sangley Point, 
Cavite, and 1007.4 mm from August 6–10, 2012, in Science Garden, Quezon City. 
These rainfall amounts exceeded the climatological monthly rain values of both 
stations (Lagmay et al. 2015). Lagmay et al. (2015) proposed that the interaction of 
SWM with the stratovolcanoes west of the city resulted in a dispersive tail of clouds 
that were pulled by the tropical cyclones northeast of the Philippines toward Metro 
Manila and brought high rainfall over the city.

Using spectral decomposition analysis, Cayanan et al. (2011) isolated the TC 
contribution to the enhancement of the SWM westerlies. They found that when 
TCs are located northeast of Luzon Island, the SWM westerlies are enhanced over 
the western coast resulting in enhanced vertical ascent in that area. When TCs are 
located to the north or northwest of Luzon Island, strong northwesterly winds are 
generated that converge with the prevailing SWM westerlies. Both cases result in 
enhanced rainfall over the western coast of Luzon Island. However, this enhanced 
SWM rainfall induced by a TC can also occur in other parts of the western seaboard of 
the country. On June 20, 2008, as Typhoon Fengshen moved westward across central 
Philippines, anomalously high rainfall was observed over Panay Island, which was 
attributed to the interaction of SWM with the typhoon for the western and southern 
part of the island and to rainfall from cloud bands associated with the typhoon for 
the northern part of the island (Yumul et al. 2012). In particular, Iloilo City received 
354 mm of rainfall that day, exceeding both the climatological monthly average, and 
the previous high recorded at 319.8 mm in July 1994 (Yumul et al. 2012). 

5.2.3 Tropical Cyclone-Enhanced Northeast Monsoon 

Unlike the SWM-TC interaction, the enhancement of the NEM by TCs has received 
less attention. There are cases when TCs located in the central and southern Philip-
pines enhance the interaction between the northeasterly winds and the topography on 
the eastern coast of the country. One such example is Typhoon Kammuri in December 
2019 that enhanced the NEM and brought heavy rainfall and flooding over northern 
Luzon. Figure 5.4a shows the track of Typhoon Kammuri from November 25, 2019, 
to December 6, 2019, based on the Japan Meteorological Agency (JMA) best track 
archive. This tropical cyclone entered PAR as a Typhoon Category (max 10-min. 
sustained winds at ~167 kph), made landfall over Gubat, Sorsogon on December 2, 
2019, and exited the Philippine landmass on December 4, 2019. Even though the TC 
was already west of the Philippines, it still enhanced the NEM and caused flooding 
over northern Luzon until December 6, 2019 (http://floodlist.com/asia/philippines-
northeast-monsoon-floods-cagayan-december-2019; last accessed January 5, 2022). 

Figure 5.4b, c shows the interaction of the TC with a cold front to the north of 
Luzon Island at 06Z December 2, 2019, before making landfall. The location of 
the cold front can be determined by the negative meridional gradient of equivalent 
potential temperature as shown in Fig. 5.4c. In this case, the cold front is located

http://floodlist.com/asia/philippines-northeast-monsoon-floods-cagayan-december-2019
http://floodlist.com/asia/philippines-northeast-monsoon-floods-cagayan-december-2019
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Fig. 5.4 a Track of TY Kammuri from November 25 to December 6, 2019, provided by the 
Japan Meteorological Agency (JMA) and archived by the National Institute of Informatics 
“Digital Typhoon” (http://agora.ex.nii.ac.jp). b Vertically integrated moisture flux (streams; × 
10–5 kg m−1 s−1) and convergence (VIMFC; shades; ×10–5 kg m−2 s−1) at 06Z December 2, 2019, 
and c meridional gradient of equivalent potential temperature (shades; ×10–5 K m−1) and winds at 
925 hPa (streams; m s−1) at 06Z December 2, 2019. The dataset used here is based on NCEP-DOE 
AMIP-II Reanalysis (https://psl.noaa.gov/data/gridded/data.ncep.reanalysis2.pressure.html)

to the north of the Philippines. Enhanced moisture flux convergence can be seen to 
the east of the Philippines around the TC and to its north. Enhanced ascent usually 
occurs along and ahead of the cold front as the warm air is forced to rise there. 
In the case of Typhoon Kammuri, the southerlies along its eastern flank, which 
brings the warm air, interacts with the cold air from the mid-latitudes leading to 
enhanced ascent and subsequently, rainfall. This will further add moisture to the 
rainfall brought by the TC. Lee et al. (2017) analyzed satellite infrared images of 
Super Typhoons Haiyan (in 2013) and Hagupit (in 2014) and suggested that the cold 
fronts in both cases might have contributed to their intensification to Super Typhoon 
categories. However, no physical mechanisms were provided in their paper as this 
is still an ongoing research. The NEM-TC interaction is also experienced in other 
regions with complex topography. In October 1998, the interaction of the NEM and

http://agora.ex.nii.ac.jp
https://psl.noaa.gov/data/gridded/data.ncep.reanalysis2.pressure.html
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Typhoon Babs with the terrain induced heavy rainfall over the north and northeastern 
Taiwan (Wu et al. 2009).

5.2.4 Cold Surges, Vortices, and Shearlines 

From November to March, the areas over the eastern coast of the Philippines experi-
ence HRF events, i.e. heavy rainfall events that often lead to flooding. The HRF events 
are associated with cold surges (e.g., Chang et al. 2005; Pullen et al. 2015; Lim et al. 
2017) due to the southward expansion of the Siberian high and their interaction with 
the topography. Abdillah et al. (2021) recently identified four dominant pathways 
of cold surges over the tropics that include South China Sea (SCS) type (northerly 
surge over the SCS alone), Philippine Sea (PHS) type (northerly surge over the PHS 
alone), SCS-PHS type (northerly surge over the SCS and PHS), and blocked type 
(northerly surges other than the two regions) based on the 160 cold surges that they 
classified for 40 winters from 1979/80 to 2018/19. They identified 19 cases (11.9%) 
for the PHS type, which is comparable to those over the SCS with 18 cases (11.3%). 
Lim et al. (2017), on the other hand, examined the interaction between the MJO and 
cold surges over Southeast Asia using satellite data from 1998 to 2012. They found 
that the presence of the MJO over the Maritime Continent provides more favorable 
conditions for extreme rainfall in the region. In addition, they showed that the rainfall 
extremes associated with cold surges are more likely to occur over the southeastern 
coast of the Philippines when both MJO and cold surge are present. This is also 
corroborated by an earlier study of Pullen et al. (2015), where they showed that the 
presence of MJO, cold surge, and La Niña condition then contributed to the enhanced 
rainfall over the eastern coast of the Philippines in February 2008. 

Chen et al. (2015) found that westward propagating cold surge vortices (CSVs; 
low-level cyclonic circulation) induce heavy rainfall events over Malaysia, Vietnam, 
and the Philippines. These vortices are formed by the interaction of the East Asian 
cold surges during the NEM season and the easterly waves or by the interaction 
between the East Asian cold surges and Borneo’s topography. The CSVs only form 
in the vicinity of the Philippines and over Borneo (i.e., the so-called Borneo Vortex), 
but the formation mechanism of the CSVs in the two regions is different. Chen et al. 
(2013) examined the winter rainfall of Malaysia from 1979 to 2009 and found that 
the CSVs alone contribute about 33% (34%) to the mean total November–December 
(December–February) rainfall over Peninsular Malaysia (West Borneo). 

The contribution of CSVs to the NEM rainfall of the Philippines has not been 
quantified previously. Olaguera et al. (2021a) examined a heavy rainfall event on 
January 16, 2017 (JAN2017) when a westward propagating cyclonic circulation 
interacted with the trailing end of a cold frontal system, forming a cold surge shear-
line (formerly locally known as “tail-end of a cold front”) that induced urban flooding 
over Cagayan de Oro City in northern Mindanao Island. The spatial distribution of 
the meridional gradient of equivalent potential temperature can be used to determine 
the location of the cold front as shown in Fig. 5.5a for the JAN2017 HRF event. In this
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Fig. 5.5 Spatial distribution of a meridional gradient of equivalent potential temperature (shades; 
× 10–5 K m−1) and winds at 925 hPa (streams; m s−1) and  b vertically integrated moisture flux 
(streams; × 10–5 kg m−1 s−1) and convergence (shades; × 10–5 kg m−2 s−1) at 06Z January 16, 
2017. The “D” indicates the location of the col of the deformation zone. The axis of dilatation is 
indicated by the thick red line. The dataset used here is based on NCEP-DOE AMIP-II Reanalysis 
(https://psl.noaa.gov/data/gridded/data.ncep.reanalysis2.pressure.html)

event, the location of the cold front is just to the north of Mindanao Island (Fig. 5.5a). 
A deformation zone formed by two anticyclonic circulations oriented in a northwest-
southeast direction (East Asia and Central Eastern Pacific) and two cyclonic circula-
tions oriented in a northeast-southwest direction (North Pacific and Mindanao Island) 
can be depicted in this event. The axis of dilatation of the deformation zone, where 
the southerlies from the eastern flank of the cyclonic circulation converge with the 
northeasterlies, extends from 145 °E to the northern coast of Mindanao Island. This 
is also where the enhanced moisture convergence (Fig. 5.5b) and, hence, high rainfall 
amounts were found by Olaguera et al. (2021a). The warm air from the tropics is 
forced to ascend along the boundary of the cold front because it is less dense than 
the cold air. It is also worth mentioning that the deformation zone evolves at a fast 
pace in this case. At 12Z January 16, 2017, the axis of dilatation is already located to 
the south of Mindanao Island and dissipates afterward (not shown). Hence, datasets 
with high temporal resolution are required to investigate this kind of event. Contin-
uous rainfall that is also associated with a cold surge shearline induced multiple 
landslides and swelling of drainage systems in the same city between January 1 and 
18, 2009 (JAN2009; Faustino-Eslava et al. 2011; Olaguera et al. 2021b). During this 
event, the 99th percentile of daily rainfall records of January from 1979 to 2017 was 
exceeded for several days in Cagayan de Oro city and Hinatuan on the eastern coast 
of Mindanao Island. Olaguera et al. (2021b) attributed this event to the southward 
expansion of the anticyclone to the north of Luzon Island, enhanced meridional and 
zonal advection of cold and warm temperatures to the northeast of Mindanao Island,

https://psl.noaa.gov/data/gridded/data.ncep.reanalysis2.pressure.html
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and enhanced moisture convergence along the cold surge shearline. They identified 
15 similar cases of this extreme weather event that occurred during January from 
1979 to 2017. The results of their study demonstrate that extreme weather events in 
this region during the northeast monsoon season may occur even without the pres-
ence of such westward propagating cyclonic circulations to the south of Mindanao 
Island.

To understand the ocean–atmosphere interaction of a cold surge event, Ogino 
et al. (2018) conducted radiosonde observations from the Hakuho-maru research 
vessel over the Philippine Sea in December 2012 and compared their results with a 
previous campaign over the East China Sea in February 1974. They found that the 
strong horizontal advection of cold and dry air is more dominant below 850 hPa 
level. They further showed that although such strong horizontal advection of cold 
air suppressed the local convective instability, it was balanced by the eddy heat 
and moisture transport from the sea surface. Hence, the convective instability was 
maintained and still led to the observed enhanced rainfall over the eastern coast of 
the Philippines during their observation period. Nonetheless, their findings as well 
as the multi-scale interaction (Pullen et al. 2015) of the systems involved add to the 
complexity of extreme rainfall events in the country. 

5.2.5 Local Thunderstorms 

Localized thunderstorms occur throughout the year in the Philippines (Flores and 
Balagot 1969). According to Yumul et al. (2011), some areas in the country may 
experience up to 125 thunderstorms per year. However, there are limited studies of 
these events. In Metro Manila, high rainfall due to short-lived thunderstorms can 
result in flooding (Lagmay et al. 2017). Bañares et al. (2021) found that a number of 
these thunderstorms are localized rain events that occurred in the afternoon in Metro 
Manila during the months of April to May in the 2013–2014 period. Changes in mete-
orological variables recorded by stations in the city suggest that these thunderstorms 
appear to move in the direction of the prevailing wind. During the afternoon thunder-
storm event on May 8, 2013, stations in Metro Manila recorded a large decrease in 
temperature (up to 4.2 °C) some minutes before high rainfall was detected (Bañares 
et al. 2021). 

5.3 Challenges and Directions for Future Research 

Advances in observations and numerical modeling have aided our understanding 
of the weather systems that contribute to extreme rainfall in the Philippines, but 
some challenges remain. Available synoptic stations of PAGASA are mostly located 
in low elevation regions, with less coverage for mountainous areas (Villafuerte et al. 
2021). In recent years, there have been efforts to install automatic weather stations
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(AWS) by both public and private institutions for real-time monitoring of rainfall 
and other weather variables (Hilario et al. 2021). Gridded datasets can also be used 
to augment gaps in either spatial or temporal coverage, but these datasets also have 
limitations. In a comparison study of gridded datasets, Peralta et al. (2020) suggest 
TRMM 3B42v7 can be used to study extreme rainfall in the Philippines, but also 
note some limitations. A denser network of stations providing data at sub-hourly 
resolutions that is maintained over a long time period is also essential in monitoring 
and further understanding thunderstorms, especially in cities. With a comprehensive 
dataset, extreme rainfall events can be identified and be analyzed to determine their 
characteristics and contributing factors. 

Further research is also needed to improve understanding of the environment 
that leads to extreme rainfall events. Villafuerte et al. (2015) showed an increase in 
the intensity of extreme rainfall related to ENSO. Moreover, multi-scale interactions 
among the different drivers of rainfall extremes such as monsoons, ITCZ, MJO, PDO, 
and ENSO remain to be a challenge in tropical meteorology. For example, Cayanan 
et al. (2011) only examined a limited number of enhanced SWM cases. How TCs 
enhance the SWM in a climatological sense as well as the underlying atmospheric 
conditions that enhance rainfall need further investigation. This question may be 
addressed by high-resolution numerical simulations, as demonstrated by Olaguera 
and Narisma (2015) for the case of the enhanced SWM in 2013. 

Modeling and forecasting extreme rainfall are challenging given the complex 
multi-scale interactions that involve synoptic-scale to mesoscale systems, and local-
scale features, such as topography and land use (Dado and Narisma 2019). Numerical 
models are useful tools but still tend to have model biases, for example, in terms of 
amount and spatial distribution of extreme rainfall or tracks and intensities of tropical 
cyclones (e.g., Espinueva et al. 2012; Cruz and Narisma 2016; Racoma et al. 2016). 
Cruz and Narisma (2016) demonstrated that TC Ketsana and its associated rainfall 
can be simulated using the Weather Research and Forecasting (WRF) model but also 
noted some shortcomings in simulating the amount, timing, and spatial distribution 
of rainfall, as well as TC track and intensity. Calibration of the model, e.g., adjusting 
coefficients of parameters in the cumulus parameterization scheme (Tolentino and 
Bagtasa 2021) and assimilation of observed data into the model (Hou et al. 2013) are  
some ways to improve forecasting accuracy, but this is dependent on the availability 
and quality of observation datasets. In addition to classical methods of numerical 
weather predictions, methods such as analog forecasting (Bagtasa 2021) are explored 
for best estimates of intense rainfall events associated with tropical cyclones. 

Extreme rainfall events translate to other hazards such as flooding and landslides. 
Early warning systems are therefore crucial especially for communities situated 
near river basins, mountainous regions, and even cities. Data from AWS and radar 
are used for real-time monitoring of these extreme events, but these data can also 
be used for streamflow and flood simulations (Abon et al. 2016). Doppler radar and 
AWS data can also be used to train and develop a nowcasting model, which can be a 
viable option for monitoring probable extreme rainfall events (Panaligan et al. 2016).
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5.4 Conclusion 

Extreme rainfall events in the Philippines are caused by different weather systems at 
multiple scales, ranging from local thunderstorms to monsoons and tropical cyclones 
and their interactions. There has been some progress toward understanding these 
events; however, more research is still needed, including more in-depth climato-
logical studies at seasonal timescales to quantify the contribution of these weather 
systems to extreme rainfall, which require better temporal and spatial coverage of 
observation data and improved numerical models. 

With continued global warming, heavy precipitation events are projected to inten-
sify by about 7% per degree of warming at the global scale (IPCC 2021). In the 
Philippines, Villafuerte et al. (2015) already estimated an increase of about 4.3% 
in extreme rainfall intensity per 1 °C near-surface global warming over the period 
1911–2010, which implies a potential increase in extreme rainfall as global tempera-
tures increase. Recent projections for the Philippines indicate this projected increase 
in extreme rainfall in some areas, even though drier conditions overall are projected 
in the country in both moderate and high emissions scenarios (DOST-PAGASA et al. 
2021). While this chapter has focused on “wet” extremes, analysis on “dry” extremes 
such as droughts, including its projected changes, will also need to be examined. 
Hence, it is important to continue efforts in advancing the science, data, and tools to 
improve understanding and forecasting of extreme rainfall events in the Philippines 
to help reduce disaster risk and increase resilience in the country. 
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Chapter 6 
A Case Study of an Unexpected Extreme 
Rainfall Event on September 1, 2020, 
in Sri Lanka 

A. R. P. Warnasooriya, M. M. P. Mendis, and Malth Fernando 

Abstract Sri Lanka is in the tropical belt and has monsoonal climate. Southwest 
monsoon is the longest monsoon season (May to September) which brings about one-
third of the total annual rainfall of the country. Usually, southwest monsoon starts 
to weaken gradually in September. There are some monsoon-related phenomena 
which are very much prominent in deciding the strength of the monsoon. Low-
level Jet (LLJ), Tropical Easterly Jet (TEJ) and monsoon surge are among them. On 
September 1, 2020, unexpected very heavy rainfall occurred, more than 250 mm 
within 24 h, in southwestern part of Sri Lanka causing a local flood situation and 
affecting more than 7000 people. This study is focused on analyzing the synoptic 
situation on September 1, 2020. Synoptic observation, ERA and JRA 55 Reanalysis 
data are used to generate synoptic charts. Behavior of wind patterns at different 
levels of the atmosphere and change of atmospheric pressure were analyzed. Satellite 
data were also analyzed, and analysis clearly showed that this extreme rainfall was 
associated with a north–south-oriented trough in the southwestern monsoon flow 
from the Arabian Sea. 

Keywords Monsoon · Synoptic · Extreme rainfall ·Monsoon surge · Vorticity ·
Wind shear 

6.1 Introduction 

Many parts of Sri Lanka are vulnerable to extreme events leading to flood and drought 
(Arunasalam et al. 2019). The yearly monsoons, associated floods and landslides 
cause the most damages in Sri Lanka in terms of economic impact and human casu-
alties (UNDRR 2019). Sri Lanka comprehensive disaster management program 2014 
noted that marginal increase of figures on loss of life during the past five years is 
partly due to the high-intensity precipitation leading to flash floods (MoDM 2014). 
On average over long term, Sri Lanka’s sector-specific losses per year from natural
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disasters (flood, landslide, cyclone and drought) are estimated at US$380 million 
(GFDRR 2016). It is further mentioned that annual expected losses (AEL) are the 
highest for flood peril, with an AEL of US$240 million (GFDRR 2016). 

Sri Lanka is an island located close to the equator (Fig. 6.1). It is influenced by two 
monsoon and weather systems that originate within the inter-tropical convergence 
zone (ITCZ). The two monsoon seasons are the southwest monsoon (SWM) from 
May to September and the northeast monsoon (NEM) from December to February. 
These two monsoons account for around 57% of annual total rainfall and are different 
in the sense that in southwest monsoon season, warm equatorial maritime air predom-
inates over the country. In northeast monsoon season, the air masses are replaced by 
the cool tropical continental air which originates from Siberian high-pressure cell.

Fig. 6.1 Topography and the location of Sri Lanka
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The normal onset of the SW monsoon is around the last week of May and with-
drawal starts in the middle of September, and the NEM establishes around last week 
of November and recedes from last week of February. The NEM brings rainfall to 
the northern and eastern parts of the country. Within these monsoons, there are two 
inter-monsoon seasons from March to April and from October to November. Weather 
systems such as convergence, convection and depressions bring intense rain during 
the inter-monsoon seasons.

During the SWM season, heavy rainfall is received by low land areas in the 
southwestern part of Sri Lanka and the western slopes of the hill country. Southwest 
monsoon rains can be experienced at any time of the day and night, sometimes inter-
mittently, mainly in the southwestern part of the country. Amount of rainfall during 
this season varies from about 100 mm to over 3000 mm. The highest rainfall received 
in the mid-elevations of the western slopes (Ginigathhena—3267 mm, Watawala— 
3252 mm, Norton—3121 mm). Rainfall decreases rapidly from these maximum 
regions toward the higher elevation and in Nuwara-eliya drops to 853 mm. The 
variation toward the southwestern coastal area is less rapid, with the southwestern 
coastal belt experiencing between 1000 and 1600 mm of rain during this 5-month 
long period (source: Department of Meteorology). 

There are some monsoon-related phenomena which are very much prominent 
in deciding the strength of the monsoon. Low-level Jet (LLJ), Tropical Easterly 
Jet (TEJ) and monsoon surge are among them. These two synoptic-scale jets are 
associated with the southwest monsoon and located at 850 hPa and 150 hPa, respec-
tively, over Southern India (Joseph and Raman 1966; Find later 1966, 1967; Mokashi 
1974; Desai et al. 1976). Usually, a Low-level Atmospheric Jet is supposed to be a 
nocturnal phenomenon. Joseph and Raman (1966) first examined the LLJ features 
over the peninsular India followed by Desai et al. (1976), which confirms the exis-
tence of a westerly LLJ stream with strong vertical and horizontal wind shear. Weather 
phenomena change substantially when there is a significant increase in wind speed 
(Fang et al. 2007). 

Monsoon surge is a meteorological phenomenon where a weather event happened 
when there is a substantial increase in wind speed or precipitation (Xiang et al. 
2007). These surges can be classified as northeast or southwest monsoon. Southwest 
monsoon surge while depressions or tropical storms in Bay of Bengal brings heavy 
localized rainfalls to Sri Lanka particularly over southwestern part of the country. 
According to joined study conducted by the researchers Dr. J Williams and Dr. G 
Jung, in 1993, monsoon surges have been categorized weak, moderate and strong 
or deep by considering maximum wind speed, extent and characteristics of weather. 
Southwest monsoon surge is characterized according to the following categories by 
Williams and Jung (1993) (Table 6.1; Fig.  6.2). 

On September 1, 2020, showery condition was enhanced over Sri Lanka with very 
heavy falls exceeding 200 mm reported within 24 h at several places in southwest 
quarter of the country. Highest rainfall received during 24 h was 286 mm at Ketendola 
(Galle district). According to Disaster Management Center (DMC), Sri Lanka, total 
7166 families were affected and 31 houses were partially damaged by strong winds
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Table 6.1 SWM surge is characterized according to the following categories by Williams and Jung 
(1993) 

Monsoon surge 
categories 

Southwesterly winds Extent Characteristics of weather 

Weak monsoon 
surge 

Maximum 
15 knots/7.7 mps 

1524 m Isolated cumulonimbus 
and dense cirrostratus 
near the thunderstorms 

Moderate monsoon 
surge 

Maximum 
25 knots/12.9 mps 

4572 m, strong 
easterlies above 
6096 m 

Nimbostratus clouds, 
imbedded cumulonimbus 
and moderate patchy 
rainfall 

Strong or deep 
monsoon surge 

Maximum 
30–50 knots/15–25 mps 

10,668 m Nimbostratus clouds, 
imbedded cumulonimbus 
and abundant rainfall 

Fig. 6.2 Vertical wind profile associated with weak, moderate and strong monsoon surges (Williams 
and Jung 1993) 

and heavy rain in Galle district. Some property damages were also reported at some 
places in northwestern, southern and western parts of the country due to strong winds. 

Understanding of dynamics of various hazardous weather systems is crucial part 
of skillful weather forecasting to provide an accurate indication of developing such 
a weather event from hours to days ahead. They are, therefore, one of the most rele-
vant components of routine and severe weather forecasting and warnings at National 
Meteorological and Hydrological Services (NMHSs) to provide more reliable infor-
mation to Disaster Management Authorities in order to reduce loss of lives and 
properties. Emergency managers as well as general public need to know where and 
when damaging weather conditions will impact their region to perform an earlier 
response. If extreme weather events are more common in certain months or regions
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of the service area, the utility can better prepare in terms of staffing and infrastruc-
ture development. This is where the importance of weather forecasting in disaster 
management comes in. 

National Meteorological and Hydrological services (NMHS) improvements to 
reduce disaster losses in developing countries—Benefit Coast Ratios (BCRs)—range 
from 4 to 1 to 36 to 1 (WMO-No. 1153). 

The objective of this study is to identify and document the possible synoptic and 
environmental characteristics of the heavy rainfall events on the September 1, 2020, 
over western part of Sri Lanka. 

Figure 6.3 shows the spatial distribution of rainfall in Sri Lanka on September 1, 
2020. It can be seen that rainfall is concentrated on the western and southern parts of 
the country. The actual rainfall amount was observed to reach more than 250 mm/day 
at some places in western and southern provinces. It is also observed that there is 
no significant rainfall reported from southwestern slopes of the mountainous region 
located in the middle of the country. It is suggested that the orographic effect did not 
play a remarkable role in this heavy rainfall event. 

Figure 6.4 shows hourly rainfall distribution reported at automated rain gauge 
located in Salawa area (marked by a black star in Fig. 6.3) from 7.30 p.m. on 
September 1, 2020, to 11.30 a.m. on September 2, 2020. Accordingly, the rain-
fall started from around 08.30 p.m. on Sep. 1, 2020, and continued until 10.30 a.m. 
on September 2, 2020. Very intense rainfall was reported within the period of 9.00 
p.m.–10.30 p.m. on September 1, 2020. 

6.2 Data and Methodology 

The large-scale atmospheric pattern associated with the very heavy rainfall was 
reconstructed using ERA, JRA 55 and NCEP Reanalysis data and spatial resolution 
of the data of JRA 55 and NCEP was (2.5° × 2.5°) and (1° × 1°), respectively. 
Interactive Tool Analysis of Climate Systems (ITACS) software, which is developed 
by Japan Meteorological Agency (JMA), was used to study the data. Rainfall analysis 
during the heavy rainfall event was done using more than 250 daily observation data, 
and ArcGIS was used to develop the spatial rainfall distribution map. 

Grid Analysis and Display System (GrADS) was used to analyze the horizontal 
and vertical profiles of the atmosphere. Diagrams displaying amounts of precipitation 
were plotted by using ArcGIS software. 

6.3 Results and Discussion 

The data have been used to explore the possible causes and mechanisms behind 
the occurrence of the heavy rainfall event over Sri Lanka on September 1, 2020. 
Figures 6.5, 6.6, 6.7, 6.8, 6.9, 6.10, 6.11, 6.12, 6.13, 6.14, 6.15, 6.16 and 6.17 contain
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Fig. 6.3 Spatial daily rainfall distribution over Sri Lanka on September 1, 2020. Data—Department 
of Meteorology
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Fig. 6.4 Hourly rainfall distribution reported at automated rain gauge located in Salawa area 
(marked by a black star in Fig. 6.3) from 7.30 p.m. on September 1, 2020, to 11.30 a.m. on 
September 2, 2020 

Fig. 6.5 a, b Daily average mean sea-level pressure (hPa) distribution on August 31, 2020, and on 
September 1, 2020, and c, d surface wind (m/s) distribution on August 31, 2020, and on September 
1, 2020
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Fig. 6.6 ASCAT sea surface winds at 02.40 UTC on September 2, 2020 

the analysis of various synoptic maps of the flow variables on September 1, 2020. 
The results are described in the following section in details.

6.3.1 Synoptic Situation 

(a) Mean Sea-level Pressure and Wind 

The mean sea level (Fig. 6.5a, b), the pressure distribution, the isobars which are 
indicated by colors, suggest an increase in pressure gradient, while surface wind 
pattern (Fig. 6.5c, d) shows an enhancing wind speed over the vicinity of Sri Lanka 
on September 1, 2020. 

Figure 6.7 is also evident that the strong winds around 25-30kts over just south 
of Sri Lanka during the morning on September 2, 2020.
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Fig. 6.7 Wind direction and speed (m/s) at 925 hPa level at 0600, 1200, 1800 UTC on September 
1, 2020, and 0600Z on September 2, 2020 

Fig. 6.8 Wind direction and speed (m/s) at 850 hPa level at 0600, 1200, 1800 UTC on September 
1, 2020, and 0600Z on September 2, 2020
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Fig. 6.9 Wind direction and speed (m/s) at 700 hPa level at 0600, 1200, 1800 UTC on September 
1, 2020, and 0600Z on September 2, 2020 

Fig. 6.10 Wind direction and speed (m/s) at 500 hPa level at 0600, 1200, 1800 UTC on September 
1, 2020, and 0600Z on September 2, 2020
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Fig. 6.11 Wind direction and speed (m/s) at 200 hPa level at 0600, 1200, 1800 UTC on September 
1, 2020, and 0600Z on September 2, 2020 

Fig. 6.12 Relative vorticity at 850 hPa level at 0900, 1500, 2100 UTC on September 1, 2020, and 
0300Z on September 2, 2020
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Fig. 6.13 Vertical cross section of winds and relative vorticity on September 1, 2020, over the 
region of 5 N–8 N 

Fig. 6.14 Daily average vertical profile of divergence on September 1, 2020 

(b) Lower, Middle and Upper-level Wind 

Figures 6.7 and 6.8 show the temporal change in 925 and 850 hPa level wind speed 
and directions during the heavy rainfall event over the country. Horizontal wind shear 
over the western part of the country is also clearly evident during the event over these
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Fig. 6.15 a Outgoing longwave radiation (OLR) W/m2during September 1–2, 2020 and b track of 
Madden Julian Oscillation (MJO) during July to September 2020. Source BOM Australia 

Fig. 6.16 a Dew point depression (T-Td) (K) analysis at 925 hPa level and b vertical profile of 
dew point depression within latitudes (5–8)°N on September 1, 2020 

both layers. It can be seen that a low-level (westerly winds and northwesterly) wind 
convergence in 925 hPa level over southwestern part of the country during the event, 
and it was gradually decreasing from 0600 UTC on September 2, 2020. 

In contrast with the lower levels, light variable winds over 700 hPa level (Fig. 6.9) 
were seen during the event over the country. A mild cyclonic circulation with hori-
zontal wind shear was observed over the vicinity of Sri Lanka during the event in 
700 hPa level providing favorable condition for the cloud formation. 

Figure 6.10 shows the 500 hPa wind pattern during the event. It is evident that the 
strong easterlies with significant horizontal wind shear over 500 hPa level presence 
over Sri Lanka during the event. A movement of mild cyclonic circulation from east 
to west during the event was observed.
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Fig. 6.17 Chinese FY 2H satellite imageries during 1200 UTC-2000 UTC on September 1, 2020 

Figure 6.11 depicts the upper level, 200 hPa level, wind pattern and the speed 
during the event. There were strong winds (around 40–50kts) and diverge pattern 
over western part of the country before and after the rainy condition. It was seen that 
the wind speed was reduced to some extent and diverge patter was not seen during 
the heavy rainfall. 

(c) Relative Vorticity 

Relative vorticity consists of two parts, due to curved flow through the base of a 
trough and due to wind shear. Horizontal wind shear is a difference in wind speeds; 
when the wind speeds are greater to the south of the parcel, it denotes the cyclonical 
spin of the parcel and vice versa. Figure 6.12a–d shows the temporal development and 
spatial movement of relative vorticity field along the southwestern coastal areas with 
maximum at around 1500 UTC, when intense rainfall occurred over the southwestern 
parts of the country. Figure 6.13 illustrates the vertical profile of relative vorticity 
over the region of 5 N–8 N. This plot readily reveals the favorable vertical updraft 
for the cloud development. As such it is suggested that very favorable conditions 
prevail in terms of vorticity over Sri Lanka for cloud formation during the event. 

(d) Low-level Convergence and Upper-level Divergence 

The daily average vertical profile of divergence on September 1, 2020, is given in 
Fig. 6.14. It is found that a distinct area of low-level convergence (negative diver-
gence) extends from Arabian Sea to western part of the country only up to 900hpa 
level and a positive divergence within 900–800hpa level. A well-defined area of the
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mid-tropospheric convergence with positive upper-level divergence, which is favor-
able for the cloud development, is evident in the divergence field. If the lifting strength 
is strong enough, the convective activity of convective boundary layer (CBL) can only 
shift the LLJ structure to higher heights by modifying from beneath. Previous study 
done by Mr. Sun et al. (2021) revealed that the regions of extreme precipitation 
are accompanied by the low-level convergence, positive vorticity disturbance and 
upper-level divergence disturbance. 

(e) Outgoing Longwave Radiation (OLR) and MJO 

The outgoing longwave radiation (OLR/W/m2) during September 1–2, 2020, is 
shown in Fig. 6.15a. It was found that the region of Sri Lanka is covered by low 
OLR of the order around 80–100 W/m2. It is evident that the dense clouds are 
characterized over Sri Lanka. 

Figure 6.15b shows the track and amplitude of Madden Julian Oscillation (MJO) 
index, which is an eastward propagating intra-seasonal oscillation with a low 
frequency on 30–60 day scale, during July to September 2020. The influence of MJO 
on precipitation could lead to extreme events such as record-breaking precipitation. 
On a global scale, extreme rainfall events during active MJO periods (situations in 
strong convective activity anomalous related to MJO) are about 40% higher than its 
quiescent periods (Jonas et al. 2004). Figure 6.16b revealed that the MJO exists in 
phase 3 (start date of blue line) with amplitude of more than 1on September 1, 2020. 
Accordingly, MJO also plays a substantial role in the enhancement of precipitation 
associated with the monsoon surge over the Sri Lanka on September 1, 2020. 

(f) Horizontal and Vertical Profile of Dew Point Depression (T-Td) and Wind 

Dew point depression (T-Td) is a useful indicator of how moist the air is. Figure 6.16a 
contains the analyzed dew point depression field at 925 hPa level, and it indicates that 
heavy incursion of moisture into the western part of the country. A leading tongue of 
high moisture, about 90–100%, extending from the Arabian Sea into western part of 
Sri Lanka is an exceptional feature of this map (Fig. 6.16b). A narrow zone of high 
moisture content, like a moisture river, is seen over and in the vicinity of Sri Lanka 
within 1000–900 hPa levels. In contrast, comparatively low amount of moisture in 
the middle level (800–650 hPa) of the troposphere is evident. A more detailed vertical 
wind profiles analysis could have been done radiosonde observations been available 
at that time. 

The FY 2H satellite imageries are presented in Fig. 6.17. Deep convective clouds 
are observed over western and northwestern coastal areas of Sri Lanka and the 
vicinity, which are supported by the outgoing longwave radiation fields (Fig. 6.15a). 

This study finds that potential atmospheric factors and relevant mechanisms are 
associated with monsoon surges, which induce very heavy rainfalls and strong winds 
over Sri Lanka. These extreme rainfall events and strong windy conditions can bring 
serious economic losses with great social damages. The analysis provides a useful 
reference in the predicting of such type of extreme events, which offers decisive 
information for disaster preparation and rescue planning.
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6.4 Conclusions 

Based on this study, the following conclusions can be drawn. 
The actual rainfall amount was observed to reach more than 250 mm/day at some 

places in western and southern provinces. It is also observed that there is no significant 
rainfall reported from southwestern slopes of the mountainous region 2(b) located 
in the middle of the country. It is suggested that the orographic effect did not play a 
remarkable role in this heavy rainfall event. 

Lower and mid-tropospheric analysis and observations suggest that the high 
intense rainfall was brought about by combination of factors. The results indicate 
that the short-duration very heavy rainfall was set-off by an anomalously active 
and as an influence of large-scale southwest monsoon activity with the following 
characteristics: 

• Lower-level and mid-tropospheric-level analysis suggested that vertical and 
horizontal wind shear was present over Sri Lanka during the event. 

• The strong positive relative vorticity was present up to middle tropospheric level 
during the event. 

• Lower and middle-level convergence and upper-level divergence were favorable 
for this precipitation event. 

• Lower and middle-level cyclonic circulations provided favorable environment for 
cloud development in this event. 

• A narrow zone of high moisture content, like a moisture river, is seen over and in 
the vicinity of Sri Lanka within 1000–900hpa levels. In contrast, comparatively 
low amount of moisture in the middle level (800–650 hPa) of the troposphere 
is evident. During the monsoon season, these low-level updrafts aid in pumping 
more moisture into the free atmosphere and help in the formation of convective 
clouds 

It is suggested that the high relative vorticity, horizontal and vertical wind shear, 
low-level convergence, upper-level divergence, favorable low-level moisture over Sri 
Lanka preceded the development of heavy rainfall. Presence of MJO in phase 3 with 
higher amplitude was favorable for enhancement of activity in the Bay of Bengal. As 
defined by Williams and Jung (1993), the monsoon event can be classified between 
weak and moderate monsoon surges (Table 6.1). 

According to knowledge, there has not been much work done on the extreme 
rainfall associated with monsoon surge over Sri Lanka. However, there are some 
notable studies performed related to extreme rainfall events over Sri Lanka (Premalal 
et al. 2014; Warnasooriya et al. 2018). 

Further study is required to understand more about such cases. It will be inter-
esting to study more such cases of rainfall events to provide better forecast support 
for predicting such anomalous events. High-resolution data are needed to identify 
localized effects.
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Chapter 7 
Thermodynamic Changes 
in the Atmosphere Associated 
with Pre-monsoon Thunderstorms Over 
Eastern and North-Eastern India 

Bhishma Tyagi, Rajesh Kumar Sahu, Manoj Hari, and Naresh Krishna Vissa 

Abstract During the pre-monsoon season (March–May), eastern and north-eastern 
India receives frequent thunderstorms. These thunderstorm events are responsible 
for sudden wind gusts, high rainfall and associated lightning, which destroy prop-
erty, the environment and human habitats. As thunderstorms are short span events 
with high vertical cloud development, they make noticeable changes in the ther-
modynamics of the atmosphere. Identifying these thermodynamical changes may 
enhance the understanding genesis of these convective events and their propagation 
and would improve forecasting of these events more accurately. The present work 
reviews the atmospheric thermodynamical changes due to pre-monsoon thunder-
storms over eastern and north-eastern India. The review found that the study region 
experiences frequent multi-cell clusters or squall line thunderstorms. The existence 
of small hills and plateaus in the area acts as triggering agents for thunderstorm initia-
tion (e.g. Chota Nagpur Plateau and Hazaribagh Plateau in eastern India), and the Bay 
of Bengal is the source of moisture supply. The convective instability indices work 
well over eastern India but fail to differentiate the thunderstorms over north-eastern 
India. Various studies reveal that the frequency and intensity of these thunderstorms 
are changing over the region due to global warming. The pre-monsoon thunder-
storms over eastern and north-eastern India inspired researchers to formulate new 
thermodynamic indices listed in the present review. The study also discusses the 
use of re-analysis data to calculate thermodynamic indices and their closeness to 
calculations based on in-situ data over the region.
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Abbreviations 

ANN Artificial Neural Network 
AWS Automatic Weather Station 
BOYD Boyden Index 
BPI Bordoichila Prediction Index 
BRN Bulk Richardson Number 
CAPE Convective Available Potential Energy 
CBHT Cloud Base Height 
CIN Convective Inhibition 
CMIP5 Coupled Model Intercomparison Project Phase 5 
C-NON Correct Non-occurrence 
CSI Critical Success Index 
CTI Cross Totals Index 
DCI Deep Convective Index 
DPT Dew Point Temperature 
DPT850 Dew Point Temperature at 850 hPa 
DWR Doppler Weather Radar 
FAR False Alarm Ratio 
GPS Global Positioning System 
HI Humidity Index 
hPa Hectopascal 
HSS Heidke Skill Scores 
IMD India Meteorological Department 
KI K Index 
LCL Lifting Condensation Level 
LFC Level of Free Convection 
LI Lifted Index 
LIDAR Light Detection and Ranging 
MCT Modified CTI 
MEI Modified Energy Index 
MKI Modified KI 
MODIS Moderate Resolution Spectral Radiometer 
MPI MODIS Profile Index 
MR Miss Rate 
MSWI Modified SWEAT 
MTT Modified TTI 
MVT Modified VTI 
NCAPE Normalised Convective Available Potential Energy
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NSS Normalised Skill Score 
NTD Non-Thunderstorm Day 
POD Probability of Detection 
RADAR Radio Detection and Ranging 
RAMS Regional Atmospheric Modelling System 
RH700 Relative Humidity at 700 hPa 
RINO Bulk Richardson Number 
RSS Rank Sum Score 
STORM Severe Thunderstorm Observations and Regional Modelling 
SAARC-STORM South Asian Association for Regional Cooperation- STORM 
SHEAR Vertical Wind Shear 
SHOW Showalter Index 
SODAR Sound Detection and Ranging 
SWEAT Severe Weather Threat Index 
SWISS Combined Stability and Wind Shear Index for Thunderstorms 

in Switzerland 
TD Thunderstorm Day 
TPI Composite Stability Index 
TSS True Skill Statistic 
TTI Total Totals Index 
VTI Vertical Total Index 
WRF-ARW Advanced Research Weather Research and Forecasting model 
WRF-NMM Weather Research and Forecasting-Non-hydrostatic Mesoscale 

Model 

7.1 Introduction 

Thunderstorms are characterised by violent thunder, lightning, wind gusts and asso-
ciated rainfall resulting in loss of life and destruction (Brooks 2013; Harel and Price 
2020). The global frequency of thunderstorms is very high, with around 1000 events 
every hour over the tropics (Williams 2005), resulting in associated lightning damages 
to infrastructure, property, lives and the cause of forest fires (Christian et al. 2003; 
Brooks 2013). Research on climate change impact on tropical thunderstorms has 
not gained prime focus, despite their association with ~80% of total global lightning 
(Finney et al. 2018). Maximum thunderstorms are observed over the African region 
(Harel and Price 2020), followed by the Indian subcontinent (Mezuman et al. 2014). 
As thunderstorms are associated with vertically developed clouds, assessing atmo-
spheric thermodynamics from surface to the upper level is one common approach 
to understand their development and progress (Haklander and Delden 2003). The 
vertical profiling of atmospheric thermodynamic parameters is done by various 
instruments (i.e. radiosonde, light detection and ranging: LIDAR, radio detection 
and ranging: RADAR, sound detection and ranging: SODAR) over a place, which in
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turn will give the meteorological parameters from surface to upper level for calcu-
lating the thermodynamic indices (Kunz 2007; Tyagi et al. 2013). Even the surface 
observations using an automatic weather station (AWS) help to analyse the lifting 
condensation level (LCL), which can substantially give a fair idea about the thun-
derstorm occurrence (Samanta et al. 2020). The Doppler weather radar proved to 
be a valuable instrument for real-time monitoring of updrafts/downdrafts associated 
with thunderstorm cell development and movement over a region (Pradhan et al. 
2012). The variability of these thermodynamic parameters with different stages of 
thunderclouds and associated stability of the atmosphere made them one choice for 
successful now casting of thunderstorms (Sahu et al. 2020a). 

The presence of instability is one of the main ingredients for the development 
of a thunderstorm event (da Silva et al. 2019). The atmospheric instability can be 
conditional, latent, potential or a combination of these instabilities (Kunz 2007). 
Depending on the instability type, different thermodynamic parameters or insta-
bility indices have been developed by researchers to account for the thermodynamic 
state of the atmosphere. As each of the indices are representing instability in the 
atmosphere, each of them has their own strengths and mostly combines the buoy-
ancy, moisture, temperature and wind properties in the low and medium levels of 
the atmosphere (Tajbakhsh et al. 2012). Over time, the development of thermody-
namic indices involves processing directly observed parameters with cloud charac-
teristics (i.e. Cloud base height and Cloud top temperature) to parameters involving 
multi-layer observations of temperature and humidity from vertical profiles of atmo-
spheric observations (McCann 1994; Romps et al. 2014). Thermodynamic indices 
aim to understand the associated atmospheric instability and assess thundercloud 
development/potential to produce thunderstorms (Peppier 1988). In general, a set of 
thermodynamic indices will be employed for the case study of thunderstorms or any 
convective activity (Sánchez et al. 2009). Various thermodynamic indices developed 
over time, which proved their utility to predict thunderstorm occurrence in different 
regions. An important point to note is that these thermodynamic indices have space 
and time variations and their threshold may change from place to place or season 
to season (Sahu et al. 2020a). Depending on the region and local environmental 
factors, the accuracy of any index for differentiating the convective activity may 
change (Vujović et al.  2015; Bikos et al. 2016). Despite these factors, the thermody-
namic indices are popular for quick assessment of thunderstorm occurrence over any 
region and are successful for global prediction also (Robinson et al. 2013; Schefczyk 
and Heinemann 2017). 

Thunderstorm occurrence is significantly high in the Indian region, and the 
convective system occurs in almost all seasons in different parts of the country. There 
has been proper documentation of thunderstorm climatology over India from time 
to time. Manohar and Kesarkar (2003) analysed thunderstorm climatological vari-
ations with considering the contrasting features of the eastern and western Indian 
regions. Their study reveals that eastern India has more favourable conditions for 
thunderstorm generation, and the frequency is higher than in the western region. It 
was found that thunderstorm frequency is highest during the monsoon season over
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the Indian area; however, the rainfall due to pre-monsoon thunderstorms is char-
acterised by vertically developed cumulonimbus clouds by continental convection 
(Manohar and Kesarkar 2004). Eastern and north-eastern India received the highest 
number of thunderstorms during the pre-monsoon season than other parts (Manohar 
and Kesarkar 2005). Tyagi (2007) prepared the thunderstorm climatology over India, 
and the study reveals higher thunderstorm occurrence over eastern and north-eastern 
India during the pre-monsoon season. Singh et al. (2011) reported the thunderstorm 
climatology for April and May 1981–2008 over eastern and north-eastern India. The 
study reported that a higher frequency of thunderstorms is experienced in May than 
in April, and the region experiences both increasing and decreasing trends in thunder-
storm frequency in different sub-regions. The thunderstorm-related causalities are 
also highest with pre-monsoon thunderstorms over eastern and north-eastern India 
(Bhardwaj et al. 2017). 

In eastern and north-eastern India, pre-monsoon thunderstorms are locally 
known as Kalbaishakhi or Bordoichila (STORM Science Plan 2015). Due to wind 
from northwest to south-east directions, these thunderstorms are also known as 
Nor’westers (Das et al. 2014a, b). It was noticed that wind speeds could be 140– 
150 km/h associated with these Nor’westers, which uprooted trees, damaged build-
ings and agriculture and resulted in the loss of life (Sahu et al. 2020a). The types 
of these Nor’westers are multi-cell clusters over eastern and north-eastern India 
(Mohanty et al. 2007). For more than a century, these Nor’westers were studied over 
the Indian subcontinent for deciphering the mechanism and improvement of their 
prediction (The Meteorological Office 1920; Sohoni 1928; Roy and Chatterji 1929; 
Brooks 1934; Pramanik and Alipore 1939; Desai 1950; Gupta 1952; Koteswaram 
and Srinivasan 1958; Rao and Raman 1961). However, there were not many obser-
vations available at different locations, and with the availability of data sets, most of 
the studies were focused on Kolkata (Ghosh et al. 2008). In 2006, the Department of 
Science and Technology, Government of India launched a field experiment, supple-
mented by regional modelling abbreviated as Severe Thunderstorm and Regional 
Modelling (STORM), focused on the east and north-east regions of India for studying 
the pre-monsoon thunderstorms. In the initial phase of the programme, other regions 
of India and neighbouring countries were not covered, which were added to STORM 
in 2009, and modified as SAARC-STORM (Das et al. 2014a, b). SAARC-STORM 
collected a lot of meteorological data helpful in understanding the movement of these 
Nor’westers over the region and resulted in a better prediction of these events (Das 
et al. 2014a, b; Madala et al. 2016). 

Thermodynamic indices adoption for understanding Nor’westers has proved their 
usefulness over the region in recent decades (Tyagi et al. 2011, 2013; Guha et al. 
2013; Sahu et al. 2020a, b). With the advanced knowledge of Nor’westers and inputs 
from STORM observations, the India Meteorological Department (IMD) showed a 
significant improvement in the now casting of thunderstorms all over India by incor-
porating thermodynamic indices threshold analysis (Ray et al. 2015). Although these 
Nor’westers are short-lived phenomena, they significantly change the soil tempera-
ture and soil heat flux (Tyagi and Satyanarayana 2010), surface energy balance (Tyagi 
2012; Tyagi et al. 2012, 2014; Tyagi and Satyanarayana 2015), turbulent kinetic
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energy and surface layer properties (Tyagi and Satyanarayana 2013a, 2013b, 2019), 
temporal and spatial variability of coherent structures (Tyagi and Satyanarayana, 
2014a, b) for the daily scales. With climate change, meteorological parameters over 
any place are changing, impacting the frequency and intensity of natural hazards 
globally (Diffenbaugh et al. 2013). The changing climate also changes the existing 
threshold values of thermodynamic indices globally (Kunz et al. 2009). The eastern 
and north-eastern Indian region also reveals these changes over the last few decades 
(Sahu et al. 2020a, b). Though the studies accounting for the climate change impact 
on thermodynamic indices over the Indian subcontinent are less, the Indian region 
exhibited pronounced changes for high rainfall events and flood risks (Guhathakurta 
et al. 2011; Sarkar and Maity 2020). 

The present chapter discusses usefulness of the thermodynamic indices for thun-
derstorm prediction over eastern and north-eastern India, along with a discussion 
of study sites and various indices used for prediction. The chapter will further 
progress with summarising newly developed indices for Nor’westers and the impact 
of climate change studies on various indices thresholds. Section 7.2 of this chapter 
will discuss the study region, topographical variations, moisture and heat avail-
ability over the region, availability of various observational data sets over the region 
and the classical Nor’westers nomenclature over the region. Section 7.3 will elab-
orate on the use and utility of various thermodynamic indices over the region, 
focusing on new indices development for Nor’westers. Section 7.4 will discuss our 
understanding of useful thermodynamic indices over the region, proposed threshold 
values, changing threshold values with time and frequency and intensity changes of 
Nor’westers. Finally, Sect. 7.5 will conclude the understanding of thermodynamic 
indices associated with Nor’westers over the eastern and north-eastern Indian region. 

7.2 Study Region and Availability of In-Situ Observations 

The regions for analysing pre-monsoon thunderstorms for the present study are 
eastern and north-eastern India. In the present study, eastern India comprises Odisha, 
West Bengal and Jharkhand states. The states considered are Arunachal Pradesh, 
Assam, Manipur, Meghalaya, Mizoram, Nagaland, Sikkim and Tripura for north-
eastern India. These states are home to many hills and plateaus, of which the main are 
Chota Nagpur Plateau, Hazaribagh Plateau, Garhjat Hills, Malayagiri Hills in eastern 
India. In north-eastern India, the prominent hills are Garo Hills, Shillong Plateau, 
Naga Hills, Khasi Hills, Jaintia Hills, Lushai Hills and Mizo Hills. The north-eastern 
states and parts of eastern India also encounter foothills of the Himalayan region, 
with bordering countries of Nepal and Bhutan, respectively. The primary source of 
moisture transport to the region is the Bay of Bengal, apart from local rivers and 
tributaries (STORM Science Plan 2005). During the pre-monsoon season, the region 
experiences hot, scorching summers, where the air temperatures may go well above 
45 °C on individual days (Sahu et al. 2020a). Various small hills and plateaus in the
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region act as triggering agents for initiating thunderstorms (STORM Science Plan 
2005). 

According to Ghosh et al. (2008) and Tinmaker and Ali (2012), the Nor’westers 
have a definite pattern of movement, based on earlier observations of the India Mete-
orological Department (IMD) (IMD TN 10 1944). These thunderstorms are denoted 
by Types A, B, C and D, respectively, based on their origin location, with Type A 
originated over Chota Nagpur Plateau, Type B originated over Nepal region, Type 
C originated over Shillong Plateau, Lushai and Jaintia hills and Type D originated 
over Garo and Khasi hills. The direction of movement for these A, B, C, D types 
of thunderstorms also differs. The study region with prominent hills and plateau is 
listed along with different colour arrows for Types A, B, C, D thunderstorms and 
their travel directions as per IMD TN (1944) in Fig.  7.1. Eastern India experiences 
Type A thunderstorms, mostly with fewer occurrences of Type B. North-eastern 
India, on the other hand, experiences Types B, C and D thunderstorms with the rare 
encounter of Type A thunderstorms during pre-monsoon season. As the India Mete-
orological Department started research on Nor’westers more than a century ago, the

Fig. 7.1 Eastern and North-eastern region with prominent hills/plateau names and location 
/movement-based Types A, B, C, D thunderstorms depicted by arrows (after IMD TN 1944)
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Table 7.1 Seasonal thunderstorm statistics over eastern and north-eastern India as per literature 

Sl. 
no. 

References Eastern/North-Eastern India Comments 

Pre-monsoon Monsoon Post-monsoon Winter 

1 Manohar 
and 
Kesarkar 
(2004) 

2.62/5.79 6.22/6.25 1.0/1.7 0.62/0.59 Area averaged 
values 

2 Manohar 
and 
Kesarkar 
(2005) 

456.30/469 1444/675 113.3/79.2 107.5/48.1 Arial total 
number of 
thunderstorms 

3 Tyagi 
(2007) 

20–30/30–40 40–70/50–70 3–7/2–14 2–4/ > 5 Seasonal 
thunderstorms 
frequency 

4 Singh and 
Bhardwaj 
(2019) 

6–12/ > 15 16- > 20/ > 20 1–5/3–5 0.8–1.6/ 
2.4–4.0 

Seasonal 
thunderstorms 
frequency 

5 Mahanta 
and 
Yamane 
(2020) 

11.33 3.63 2.25 2.0 Average 
seasonal 
values only 
over Assam 

availability of in-situ surface observations in eastern and north-eastern India is signif-
icant. Though the region has various rivers and tributaries present, they are primarily 
dry/having less water availability during the summer season. They may not serve 
for enough moisture transportation to produce thunderstorms over the region. Table 
7.1 discusses the seasonal variations of thunderstorms over eastern and north-eastern 
India. There are differences about the total number of thunderstorms over the region 
by different researchers, which arises mainly due to different time periods considered 
in their study and the area averaged for formulating the eastern and north-eastern 
regions.

Figure 7.2 shows the available automatic weather stations (AWSs) at various 
eastern and north-eastern India locations from IMD (http://www.imdpune.gov.in), 
where the information is available for more than fifty years. It is to be noted that we 
have not listed surface observations of state of Bihar in Fig. 7.2. As shown in Fig. 7.2, 
88 stations have long-term availability of surface observations, which are very useful 
for understanding the climatological variations of meteorological variables over the 
region and assessing the genesis of thunderstorm activity variation. The names of 
these stations are provided in Table 7.3 in Appendix 1. 

Other than surface observations, the upper air observations help to understand the 
convective updrafts, downdrafts associated with thunderstorms. The data sets are also 
helpful for understanding the thermodynamical variations of the atmosphere during 
different epochs of thunderstorm events (Madala et al. 2013, 2016). IMD set up a 
radar network over various coastal and inland stations to improve the prediction capa-
bility from natural hazards (e.g. thunderstorms, tropical cyclones, heavy rainfall).

http://www.imdpune.gov.in
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Fig. 7.2 Location of automatic weather stations (AWSs) with surface data available for more than 
fifty years in eastern and north-eastern India. Source IMD Pune

Figure 7.3 depicts such stations in eastern and north-eastern India where the radar 
and radiosonde observations are operational, and data may be available on request 
to IMD for research purposes. Some stations are having both radar and radiosonde 
observatories (e.g. Kolkata, Bhubaneswar, Patna, Ranchi and Gopalpur in eastern 
India; Mohanbari, Agartala and Guwahati in north-eastern India), while Paradip and 
Sohra have radar observations only and Jharsuguda, Jalpaiugudi, Shillong, Aizwal, 
Imphal, Dimapur, Passighat, Gangtok, Bankura stations are listed in IMD upper 
air rawinsonde/radiosonde sites (http://www.imdpune.gov.in). With the launch of 
the SAARC-STORM programme by the Department of Science and Technology, 
Government of India, radiosonde observations were made at the Indian Institute of 
Technology, Kharagpur for some years (Das et al., 2014a, b), which is not operational 
currently. Overall, the region has a good number of AWS and radar observations and 
well-represented radiosonde/upper air observations for understanding the variability 
in the atmosphere during the genesis or dissipation of any convective activity. 

http://www.imdpune.gov.in
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Fig. 7.3 Radiosonde and radar observations in eastern and north-eastern India. Source IMD Pune 

7.3 Thermodynamic Indices, Skill Scores and Rank Sum 
Score 

Convective activities over any region have different progression rates for the occur-
rence and associated precipitation, depending upon the existence and strength of 
several physical and dynamical atmospheric processes. These processes investigate 
the local and transported water vapour availability and the lower atmosphere’s predic-
tion for responsible vertical motions to produce any activity (Peppler 1988). The 
convective activity development can be understood based on the potential, latent 
and convective instabilities. Various indices and variables were developed over 
time, which proved their ability to differentiate the thunderstorm occurrence over 
the study regions. The most used thermodynamic indices are Boyden Index, Bulk 
Richardson number, Convective Available Potential Energy (CAPE), Convective 
Inhibition (CIN), Lifted Index (LI), K Index (KI), Showalter Index (SHOW), Severe 
Weather Threat Index (SWEAT), Cross Total Index (CTI), Vertical Totals Index 
(VTI), Total Totals Index (TTI), Humidity Index (HI), Relative Humidity at 700 hPa,
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Dew Point Temperature at 850 hPa, Deep Convective Index (DCI) and Normalised 
CAPE (NCAPE). These indices are calculated mainly by using different levels of 
temperature/humidity for assessing how the vertical variation of heat and moisture 
are distributed regions of the lower atmosphere resulting in thunderstorm develop-
ment. Some indices also combine more than one index for better accountability of 
atmospheric state and instability progression (e.g. TTI). 

As the definitions of these indices are classical, we do not mention the formulations 
in the main text but provide these leading indices in Appendix 1 of the present article. 
Apart from these popular indices, many other indices were developed at various 
regions (e.g. Jefferson Index, SWISS Index, wet bulb zero height, storm-related 
helicity) and worked well for some regions or types of thunderstorms (Kunz 2007). 

After defining the thermodynamic index, the next step involves fixing a threshold 
value over a particular region, using skill score analysis (Haklander and Delden 2003). 
The process of skill score development is based on dividing the information related 
to thunderstorm events into the elements of the contingency table (generally defined 
as A, B, C and D, for observed and predicted values of event agreement), described as 
Table 7.4 in Appendix 2. Once we have A, B, C, D values, we can calculate various 
skill scores. The contingency table method and calculation of skill scores are not 
limited to thunderstorm research and have been adopted by various meteorological 
applications to explain the probability of event occurrence based on the available 
information (Wilks 2001; Hyvärinen 2014). The commonly used skill scores are 
Probability of Detection (POD), False Alarm Ratio (FAR), Critical Success Index 
(CSI), True Skill Statistic (TSS), Heidke Skill Scores (HSS), Normalised Skill Score 
(NSS), Miss rate (MR) and Correct non-occurrence (C-NON), which are defined in 
Appendix 2. Another critical step after determining the threshold values is calculating 
the Rank Sum Score (RSS) of computed indices. RSS gives a quantitative assessment 
for the performance of a particular index for a specific study by assigning it a number 
indicating the usefulness of a particular index. The higher the value of RSS, the better 
the index is supposed to perform. The method of calculating RSS has also been briefly 
explained in Annexure B. 

7.4 Atmospheric Thermodynamics Over Eastern 
and North-Eastern India During Pre-monsoon 
Thunderstorms 

Thermodynamic indices for thunderstorm studies over India are one of the well-
explored research techniques for the past many decades. The studies covered pre-
monsoon thunderstorms of eastern and north-eastern India, the southern India Penin-
sular thunderstorms, northern Indian dust storms (Aandhi) and thunderstorms occur-
ring in almost all the seasons over different parts of the country. Though it is chal-
lenging to review every study in this aspect, we attempt to briefly summarise the 
progress of understanding developed by thermodynamic indices in thunderstorm
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research over eastern and north-eastern India. Kolkata is the most explored city in 
eastern India for thermodynamic changes during thunderstorms. Bhubaneswar and 
Ranchi in eastern India and the north-eastern region also reported many studies 
based on thermodynamics. This section can be explored by categorising studies 
based on Kolkata and other studies focusing on eastern and north-eastern Indian 
regions for defining atmospheric thermodynamic changes related to pre-monsoon 
thunderstorms. 

7.4.1 Thermodynamic Changes Related to Pre-monsoon 
Thunderstorms Over Kolkata 

Pre-monsoon thunderstorms over Kolkata got good attention from researchers to 
study the physical and dynamical behaviour, improve prediction and generate the 
associated weather data. Many research works deal with different aspects of thun-
derstorms over Kolkata, but we are discussing only published works with variations 
in thermodynamic indices. The Nor’westers have different characteristics than mid-
latitude thunderstorms, as the lapse rate between 700 and 500 hPa and storm rela-
tive helicity over mid-latitude is higher, whereas the lower to middle troposphere is 
drier compared to tropical regions during thunderstorm occurrences (Chaudhuri and 
Middey 2014). A combination of various thermodynamic indices (CAPE, CIN, LI, 
BRN, KI, TTI, SWEAT, wind shear and other indices) has also been used for the 
data over Kolkata to categorise the types of pre-monsoon thunderstorms for 1997– 
2008 (Chaudhuri et al. 2014). The results showed that multicellular thunderstorms 
are the most occurring types over Kolkata, followed by single-cell events and rare 
appearances of supercell thunderstorms. Another study over pre-monsoon seasons 
of 2006–2008 over Kolkata reveals that squall lines are the most common thunder-
storms occurring over the region (Dalal et al. 2012). These squall line thunderstorms 
can be further categorised as trailing stratiform, leading stratiform and parallel strat-
iform. In severe thunderstorms during the pre-monsoon season, overshooting top is 
a common associated feature. The analysis based on selected severe thunderstorm 
cases over Kolkata reveals that these overshooting tops thunderstorms have higher 
instabilities associated with them, defined based on thermodynamic indices, and the 
lightning is also reportedly higher (Chaudhuri et al. 2020). 

Thermodynamic indices for thunderstorm predictions during the pre-monsoon 
season over Kolkata area significantly explored research area. Basu and Mondal 
(2002) studied pre-monsoon thunder-squall lines over Kolkata during 1997–1998. 
The study utilised SHOW, BI, CAPE, CIN, precipitable water content, humidity 
mixing ratio, propagation speed and vertical wind shear for 26 cases selected over 
Kolkata Airport. The results showed that KI, CAPE and wind shear are some of 
the parameters helpful for thunder-squall prediction. Khole and Biswas (2007) used  
the radiosonde data over Kolkata for the pre-monsoon season of 1991–1996 and 
verified the accuracy of TTI in prediction. The study found that TTI is one index
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that can differentiate the thunderstorm occurrences to clear days over the site. To 
define the state of various thermodynamic indices threshold values related to pre-
monsoon thunderstorms over eastern India, Tyagi et al. (2011) analysed multiple 
indices and parameters over Kolkata during 2006–2008. The study was a significant 
step forward, as it defined the threshold values of many thermodynamic indices for 
differentiating pre-monsoon thunderstorms over the region. Thermodynamic indices 
have been used along with DWR products to formulate a condition support system 
using rough set theory over Kolkata for pre-monsoon thunderstorms by Chaudhuri 
and Middey (2012). The study formulated a model with CAPE, CIN, LI, BRN, 
SWEAT, TTI, KI and SHOW to combine them with DWR products. The model can 
predict thunderstorm occurrences better than individual thermodynamic indices. 

Nayak and Mandal (2014) used radiosonde data over Kolkata for the pre-monsoon 
season of 2005–2012 to calculate bulk Richardson number, vertical wind shear, 
energy helicity index and vorticity generation parameter in relation to rainfall. The 
thunderstorms have been categorised as low precipitation, medium precipitation and 
high precipitation events and the indices showed different ranges with these events. 
The thermodynamic indices show different trends (increasing or decreasing) with 
the frequency and severity of pre-monsoon thunderstorms over Kolkata (Saha et al. 
2014). Chakraborty et al. (2016) used in-situ observations of a microwave radiometer 
at Kolkata for the pre-monsoon season of 2011–2013. The study found that the stan-
dard deviation of brightness temperature at 22 GHz and LI, KI and HI can distin-
guish thunderstorm initiation. The study further developed a now casting algorithm 
using these parameters, which accurately predicted the thunderstorm events with an 
accuracy of 80% with about five days in advance. 

Atmospheric thermodynamic indices associated with thunderstorm occurrences 
are also helpful in various models, including mathematical and statistical models, 
soft computing tools and regional scale atmospheric model simulations over Kolkata. 
Dasgupta and De (2007) used binary logistic regression for Nor’westers over Kolkata 
using the difference of pressure and equivalent potential temperature at different 
levels in the atmosphere as input variables. Chaudhuri (2010) developed an arti-
ficial neural network (ANN) model with one hidden layer where CAPE and CIN 
values were used as input parameters. Using a fuzzy interface for pre-monsoon 
thunderstorm prediction over Kolkata for 1997–2006 reveals that LI, BRN, CAPE 
and BI indices as input to a fuzzy interface are better predicting indices (Chaud-
huri et al.  2015). Mukhopadhyay (2004) used a regional atmospheric modelling 
system (RAMS) to simulate a thunderstorm event over Kolkata. He suggested that 
horizontal resolution improves the thunderstorm prediction for modelling, as the 
1 km grid model simulated better than that with a 5 km grid. The Weather Research 
and Forecasting-Non-hydrostatic Mesoscale Model (WRF-NMM) has been used for 
simulating the case of the 20th May 2006 thunderstorm over Kolkata (Litta and 
Mohanty 2008). The model performed well for reproducing thermodynamic indices 
and 3 km resolution provided good results. Prasad et al. (2014) assimilated DWR 
observations to Advanced Research Weather Research and Forecasting model (WRF-
ARW) for two consecutive thunderstorms on 11th and 12th May 2009 over Kolkata.
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The DWR assimilated runs can produce more instability, as shown by the analysis 
of thermodynamic indices (CAPE, CIN and LI) and improved the model prediction. 

7.4.2 Thermodynamic Changes Over Eastern 
and North-Eastern India (Excluding Kolkata) Related 
to Pre-monsoon Thunderstorms 

Apart from conventional thermodynamic indices, it was observed by Ghosh and 
De (1997) that the lifting condensation level variation was able to differentiate the 
thunderstorm possibility over Ranchi and Agartala. The study analysed the equiv-
alent potential temperature and saturated equivalent potential temperature differ-
ence along with vertical wind shear and instability below lifting condensation level 
and discovered that this difference could pick up on the day with possibilities of 
thunderstorm occurrences. Mukhopadhyay et al. (2003) used radiosonde data over 
Guwahati, Dibrugarh and Agartala for 1980–1984 for calculating eleven thermo-
dynamic indices (KI, TTI, SLI, DCI, HI, BI, SWEAT, CAPE, NCAPE, SHEAR, 
RINO) and their respective threshold values using skill score analysis. The work 
suggested HI as the best index for differentiating thunderstorm days from clear days. 
Chakrabarti et al. (2008) studied atmospheric thermodynamics over north-eastern 
India during April–May 2006 by utilising STORM pilot phase experiment over the 
region. The study explored 62 events that occurred during 1–25th May 2006 over 
various locations of north-eastern India and analysed surface meteorological vari-
ables along with CAPE and satellite imageries. The results suggested that the regions 
showed inhomogeneous temperature variations with high thermodynamic instability. 
Although higher CAPE values favour the occurrence of severe thunderstorms, there 
were some reported cases where even with low values of CAPE, thunderstorms 
occurred with outbursts in the region. The reason for such episodic behaviour was 
attributed to topography providing enough triggering to convective cells. Tyagi et al. 
(2013) analysed radiosonde profiles to understand the thermodynamic structure of 
the atmosphere over Kharagpur (22.3 °N, 87.2 °E), West Bengal, collected during 
the STORM programme. The study revealed that although the CAPE values were 
high for almost all the study days, the CIN played a limiting factor for thunder-
storm occurrences over the site. The work also verified that humidity variations are 
important for differentiating the thunderstorm genesis, and HI is the best index for 
pre-monsoon thunderstorm now casting over the region. 

There were many publications based on case studies of pre-monsoon thunder-
storms over the region. Das et al. (2014b) took a case study of a severe thunderstorm 
over Guwahati (5th April 2010) and analysed the environmental thermodynamics 
with the help of CAPE, CIN and LI calculations. The study used Kalpana-1 satellite 
imagery for infrared channels to see the variations of cloud top temperatures and 
GPS obtained integrated water vapour information to understand the event’s genesis, 
development and dissipation. The study also verified the transportation of moisture by
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lower-level winds from the Bay of Bengal to the region, helpful for developing severe 
convection in the pre-monsoon season. Singh et al. (2014) analysed a case study of 
two consecutive thunderstorm events over Agartala (30th April and 1st May 2012) 
using radiosonde data, Doppler weather radar imageries, model outputs and infrared 
satellite imageries of Kalpana-1, along with synoptic and surface observations over 
the region. The study adopted the threshold values of various thermodynamic indices 
from literature and analysed the variation of thirteen thermodynamic indices. The 
findings supported the earlier observations of Chakrabarti et al. (2008), of having 
lower CAPE values during the thunderstorm occurrence on both the days; however, 
other indices described favourable conditions for convective activity. Based on the 
analysis of various thermodynamic indices, Narayanan et al. (2016) attempted to 
understand the development of pre-monsoon thunderstorms over eastern and north-
eastern India for three cases (11th May 2009 and 07th May 2010 over eastern India 
and 19th April 2013 over north-eastern India). The study utilised satellite, in-situ 
and re-analysis data to calculate CAPE, CIN, LI and perceptible water in addition 
to ten other indices, including LCL height and temperature, during pre-monsoon 
thunderstorm cases. 

As the importance of thermodynamic indices analysis paved its way for fore-
casting the thunderstorm occurrence over eastern and north-eastern Indian regions, 
some researchers adopted long-term data to understand the trends in these indices 
and the possible linkages with frequency and intensity thunderstorms occurrences. 
Chakraborty et al. (2019) analysed long-term variations (1980–2016) of thermo-
dynamic indices over the Indian region by dividing the country into six potential 
zones. The study took eastern and north-eastern Indian region thunderstorms in the 
North-East zone and analysed sixteen stability and thermodynamic indices. The study 
suggested a possible, increasing trend in most of the parameters over the region in 
association with thunderstorms. Meher and Das (2019) used KI, BI and TTI to 
analyse pre-monsoon thunderstorms over the Gangetic West Bengal region derived 
from CMIP5 climate model outputs. The work attempted to relate the trend of these 
three indices with earlier reported thunderstorm frequency changes of thunderstorm 
over the region. 

Sahu et al. (2020a) analysed radiosonde data for two decades (1987–2006) over 
Kolkata and Bhubaneswar and for fifteen years (1996–2010) over Ranchi, and various 
thermodynamic indices have been calculated with threshold values every five years. 
The surface temperature and humidity show an increasing trend and decreasing thun-
derstorm frequencies at all three sites. CAPE, CTI, LI and Showalter indices perform 
better for thunderstorm identifications at all three sites, whereas KI and SWEAT are 
also suitable for thunderstorm forecasting over Ranchi. The study advocated a change 
in threshold values of most of the thermodynamic indices; however, the change is 
different in magnitude for all three sites. Sahu et al. (2020b) used radiosonde observa-
tions along with rainfall and surface observations over Agartala and Guwahati from 
1987 to 2016 to understand the trends in fourteen thermodynamic indices (BOYD, 
CAPE, CIN, CTI, VTI, TTI, HI, KI, DPT850, LI, RH700, SWEAT, SHOW, BRN). 
The study calculated threshold values for five years each in these three decades, and 
the values for 12 UTC are changing with years. The study revealed a considerable
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variation in the threshold values and optimum thermodynamic indices: LI, SHOW, 
CAPE, CTI and BRN for Guwahati, and LI, SHOW, CAPE, DPT and CTI over Agar-
tala. In the thermodynamic indices, CAPE and CIN showed increasing trends, and 
SWEAT showed a decreasing trend in threshold values for Agartala and Guwahati, 
which may be associated with the frequency and severity of the thunderstorms. 

7.5 Newly Developed Thermodynamic Indices 
for Nor’westers 

As it is clear from the previous section, the use of thermodynamic indices for thunder-
storm research has proven its usefulness. Though most of the studies explored already 
defined thermodynamic indices from the literature, a few newly developed thermo-
dynamic indices are related to pre-monsoon thunderstorm studies over eastern and 
north-eastern India. The first attempt was made by Mitra et al. (2012) in their study 
over the Indian region. The study used Moderate Resolution Spectral Radiometer 
(MODIS) derived moisture and temperature profiles over the region. The profiles 
have been verified with real-time direct broadcast receiving systems located at three 
locations: Delhi, Chennai and Guwahati, for validating MODIS profiles for a period 
of March-June 2011. The receiving system located at Guwahati covers the whole 
eastern and north-eastern region, beneficial in assessing Nor’westers. The index has 
been named MODIS profile Index (MPI) and accounts for the vertical integration 
of specific humidity and pressure from the surface to 300 hPa height. MPI has been 
compared with traditional indices like LI, TTI and provides good results. The advan-
tage of MPI was its comprehensive coverage over the spatially extended regions, 
especially over the places with no availability of radiosonde data. It has also been 
advocated that MPI can detect the initial stage of thunderstorm development. The 
formulation of MPI has been provided in Table 7.2. 

Another attempt in this line was developing the Composite Stability Index (TPI) 
over Kolkata (Chaudhuri and Middey 2012). The study utilised radiosonde data 
for the pre-monsoon season (March–May) over Kolkata for 1997–2006. Various 
stability indices (e.g. LI, CAPE, CIN, BRN, Showalter, Boyden, KI, TTI, SWEAT, 
Storm-Related Helicity and surface Td) have been computed and using the rough 
set theory, many permutations of these indices have been attempted to formulate a 
better performing index. As LI, CAPE and CIN are the three best performing indices 
over the study region, the attempt to formulate a new composite index turns out to 
be successful with the inclusion of these three indices. TPI performed better than 
any individual index (LI, CAPE and CIN) used in its formulation and resulted in 
99.67% accuracy with a lead time of 12 h for thunderstorm prediction. The study 
also finds that a threshold value of TPI > 1 defines severe thunderstorms and the value 
of TPI between 0 and 1 indicated ordinary thunderstorm (not severe) occurrence. The 
TPI formulation is provided in Table 7.2. For predicting pre-monsoon thunderstorms 
over north-eastern India, locally known as Bordoichila, another composite index
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Table 7.2 New indices developed for thunderstorms 

Si. 
no. 

Index 
abbreviation/name 

Formula Area/region of 
development 

References 

1 MODIS (Moderate 
Resolution Imaging 
Spectroradiometer) 
profile index (MPI) 

1/2g 
n−1Σ 

i=1 
(qi + qi+1)( pi − pi+1) All over India 

with focus on 
Delhi, Chennai 
and Guwahati 

Mitra et al. 
(2012) 

2 Composite Stability 
Index (TPI) 

CAPE 
2000 

J 
kg × −150 

CIN 
J 
kg × LI −5 

◦ 
C Kolkata Chaudhuri 

and Middey 
(2012) 

3 Bordoichila 
prediction index 
(BPI) 

29 
20.9 × CTI × (−14) × SI Guwahati Chaudhuri 

et al. (2013a, 
b) 

4 KLURT index KLURT = TTI2 
KI × LI Kolkata Chakraborty 

et al. (2017) 

5 CBHT index Cloud base height/θ e at 850 hPa Kolkata Samanta 
et al. (2020) 

6 Modified Instability 
Indices: MCT, MVT, 
MTT, MSWI, MKI, 
MEI 

MCT: Td925 − T500 
MVT: T925 − T500 
MTT: MVT + MCT 
MSWI: 12 
Td925 + 20(MTT − 49) + 2 f9 + 
f5 + 125(S + 0.2) 
MKI: 
(T925 + Td925) − (Td700 + T500) 
MEI:MSE500 − MSE925 

Dhaka and 
Chittagong 
(Bangladesh), 
along with 
nearby Indian 
stations 

Karmakar 
and Alam 
(2011) 

a where q is specific humidity, p is pressure from the surface to top of the atmosphere (hPa), g = 
9.8 m/s2, Td: dew point temperature, T: dry bulb temperature, f 5 and f 9: wind speed at 500 and 
925 hPa, S: sin ∝5 − sin ∝9; MSE: moist static energy, θe: equivalent potential temperature 

was formulated with the available pre-monsoon radiosonde data from 1997 to 2006 
over Guwahati (Chaudhuri et al. 2013a, b). The study utilised computed thermo-
dynamic indices LI, CAPE, CIN, BRN, Showalter, VTI, CTI, TTI and SWEAT for 
performing rough set theory analysis for formulating a new index. Unlike the eastern 
India composite index (TPI), north-eastern India had found a different combination 
of best performing thermodynamic indices (CTI and Showalter Index) to produce 
the Bordoichila prediction index (BPI) (formulation given in Table 7.2). BPI also 
performs well compared to individual indices over the region, and the accuracy was 
at par with TPI over eastern India. 

One more study to be mentioned in this connection is performed using data 
over Dhaka and Chittagong (Bangladesh) and nearby Indian stations connecting 
the eastern and north-eastern Indian regions (Karmakar and Alam 2011). The study 
utilised the CTI, VTI, TTI, SWEAT, KI and energy index (difference of moist static 
energy at two different levels in the atmosphere) for 00 UTC of the pre-monsoon 
season of 1990–1995.
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With the change in levels for these indices, the study proposed Modified CTI 
(MCT), Modified VTI (MVT), Modified TTI (MTT), Modified SWEAT (MSWI), 
Modified KI (MKI) and Modified Energy Index (MEI). These modified indices 
perform better than traditionally computed indices, and the threshold has been fixed 
for these indices to differentiate the thunderstorms over Bangladesh and nearby 
Indian regions, Chakraborty et al. (2017) devised a new non-dimensional index 
named KLURT Using TTI, KI and LI For the pre-monsoon season of 2005–2015 
over Kolkata. KLURT shows a good correlation with meteorological variables and 
pollutants NO2 And SO2 over the study area. The efficiency of KLURT appears 
to be 75% in predicting thunderstorms over Kolkata. Recently, using cloud base 
height and equivalent potential temperature at 850 hpa, a new thermodynamic index 
was developed over eastern India, named CBHT (Samanta et al. 2020). The index 
utilised radiosonde data over Kolkata for the pre-monsoon season of 2016–2019 and 
was formulated as a ratio of these two parameters (Table 7.2). The index performs 
unexpectedly well compared to other traditional indices for individual thunderstorm 
days over Kolkata. However, The CBHT cannot differentiate the thunderstorm initi-
ation on the days with multiple thunderstorms. Table 7.2 summarises all these newly 
developed thermodynamic indices for the study region. 

7.6 Climate Change and Thunderstorms Activity 

With the climate change, the frequency and intensity of extreme events are changing 
in different parts of the world (IPCC 2021: Summary for Policymakers). For thunder-
storms, the intensity and frequency changes reports are relying on the local obser-
vations. The observations of frequency for extreme events like thunderstorms are 
difficult to account in climatic sense over a region. The primary issue comes with 
spatial fluctuations of extreme events and the coarser density of surface meteorolog-
ical stations. There are further complications with accounting methods at different 
stations (Doswell et al. 2005). However, based on local reports, a lot of research has 
been done on the frequency and intensity changes of thunderstorms globally. There 
are reports that thunderstorm frequency decreased due to other environmental factors 
over a region particularly due to pollution (Yang et al. 2013). However, the trends 
were not same for a long period, and it was observed that from 1950 to 1900, the 
dust storms were decreased, whereas the dust storms have increased from 1997 to 
2002 over northern China (Ding et al. 2005). However, with the temperatures rising 
continuously over the globe, different parts of world showed evidence that present 
change in climate will support increased frequency of thunderstorm events in future 
(Brooks 2013; Allen 2018; Rädler et al. 2019). 

The eastern and north-eastern India also face the consequences of global warming. 
The eastern region has reported a decrease in thunderstorm frequencies and increase 
in intensities over time. Parts of eastern India showed an increase in night-time 
thunderstorms over the past few decades (Sahu et al. 2020a). However, for the north-
eastern India, the expected frequency may increase over years with reduced severity
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for nocturnal thunderstorms and enhanced severity for daytime thunderstorms over 
certain regions (Sahu et al. 2020b). There is a need of more research for understanding 
the trends of thunderstorm frequency and severity over the eastern and north-eastern 
region with continuous data and information about thunderstorms at local scales. 

7.7 Summary and Conclusions 

The present work reviewed the thermodynamic changes in the atmosphere as revealed 
by thermodynamic indices and parameters for pre-monsoon thunderstorms over 
eastern and north-eastern India. Thermodynamic indices have proven their utility 
for prediction improving neural network approach, regional climate models and 
other mathematical and statistical approaches. The Nor’westers have been studied 
over a century over the region, and their forecasting was an essential goal in all 
related studies. Thermodynamic indices bridged this gap between observations 
and forecasting studies and improved the physical and dynamical understanding 
of Nor’westers. The understanding of different aspects of Nor’westers based on 
thermodynamic indices and parameters can be summarised in the following points: 

• Kolkata has maximum number of studies related to Nor’westers and the behaviour 
of thermodynamic indices compared to any other stations/regions of eastern and 
north-eastern India. 

• The radar network of IMD covers the whole eastern and north-eastern region. 
The upper air observations by radiosonde are available at 9 locations, maintained 
by IMD. However, not all the radiosonde observatories have long-term or regular 
data availability in the region, and some parts of the region need better coverage 
for upper air observations. The in-situ surface observatories in the region have 
good spatial coverage and long-term data availability, helpful in understanding 
these convective events. 

• The pre-monsoon thunderstorms are mostly multi-cell clusters or squall line 
thunderstorms in the region of study. There are significant single-cell air mass 
thunderstorm occurrences and rare events of supercell thunderstorms. 

• The eastern and north-eastern regions receive moisture supply from the Bay of 
Bengal. The pre-monsoon season is characterised by enormous heating of land-
mass over the region. Various small hills and plateaus are acting as triggering 
agents for starting the thunderstorm developments. Chota Nagpur Plateau and 
Hazaribagh Plateau are the leading triggering platforms for eastern India, whereas 
the north-eastern India has many hills acting for the trigger. The state of atmo-
spheric thermodynamics may differ at different locations of the region. The best 
working thermodynamic indices may also change considering this fact, as revealed 
by various studies. 

• The indices based on convective instability and moisture work better than other 
instability indices for eastern India. In contrast, in north-eastern India, convective 
instability may not differentiate between thunderstorm days to clear days. The
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north-eastern region may experience severe thunderstorms even when the CAPE 
values are low attributed to triggering. 

• The global warming scenario is visible in changing the thermodynamics of the 
atmosphere, as revealed by the changed Nor’westers frequency and intensity 
reported by various studies. In turn, the thermodynamic indices threshold values 
are also found to vary for differentiating these thunderstorm events. 

• New thermodynamic indices have been developed for these pre-monsoon thun-
derstorm predictions over eastern and north-eastern India, which worked better 
than previously formulated indices and parameters. 

Although the studies accounting for the thermodynamic indices and parameters 
over the region are voluminous, most of them use case studies of thunderstorms 
or deal with several cases in a couple of years to understand the threshold values 
and prediction accuracy of a particular index or validating some modelling results. 
To improve the thunderstorm forecasting, comprehensive mesoscale studies are 
needed to understand the regional changes for initiation of these thunderstorms. 
The thermodynamic indices can serve as a good tool for identifying atmospheric 
changes accountable for thunderstorm occurrence and improving forecasting. More 
radiosonde observations at strategically defined locations are needed to explore the 
land–atmosphere interactions. Studies dealing with long-term data and accounting 
for thermodynamic indices, or their threshold values are limited, and more efforts 
are needed to identify changing climate scenarios over the region. 
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Appendix 1 

See Table 7.3. 

Formulations of Popular Thermodynamic Indices 

The brief information of all the thermodynamic parameters calculation is discussed 
in this section as follows.
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(a) Boyden Index (BOYD) 
BOYD is the vertical temperature difference among 700 and 1000 hPa and 
the temperature at 700 hPa and then subtracted by 200, which reaches a value 
around 100. It is designed to measure the risk of a frontal thunderstorm; 
moisture is not considered in this calculation (Boyden 1963). 

BOYD = 0.1 ∗ (H700−H1000) − T700 − 200 

(b) Convective Available Potential Energy (CAPE) 
It is the positive buoyancy force of an air parcel rising adiabatically and is 
vertically integrated (Moncrieff and Miller 1976). CAPE is used for studying 
the conditional instability of the atmosphere (William and Renno 1993), and 
normally higher CAPE value signifies more convection. 

CAPE 
( 
J kg−1 

) = 
ZLNB∫ 

ZLFC 

g 

( 
Tve − Tvp 

Tvp 

) 
dz 

where T ve is virtual environmental temperature; T vp is virtual parcel temper-
ature; ZLNB is the height of equilibrium level; ZLFC is the height of the level 
of free convection; and g is the gravity. 

(c) Normalised Convective Available Potential Energy (NCAPE) 
The CAPE divided by the boundary layer height is called as NCAPE, which 
has units of ms−2. NCAPE is normally defined by terminology of skinny and 
fat depending on the value ranges of <0.1 and >0.3, indicating lower or higher 
potential of atmosphere instability. 

(d) Convective Inhibition (CIN) 
It is the energy preventing a parcel of air from rising from surface level to 
level of free convection (LFC). It is an effective negative buoyancy force of 
an air parcel which indicates atmospheric instability (Colby 1984). 

CIN 
( 
Jkg−1 

) = 
Z top∫ 

Zbottom 

g 

( 
Tv,parcel − Tv,env 

Tv,env 

) 
dz 

where T v, parcel is the virtual temperature of the parcel; T v, env is virtual envi-
ronmental temperature; Z top is the height at LFC; and Zbottom is the ground 
value. 

(e) Bulk Richardson Number 
It is the ratio between CAPE and lifted vertical wind shear of a parcel. 
BRN specifies the thunderstorm types, i.e. single-cell, multi-cell, supper cell 
(Weisman and Klemp 1982, 1984).
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BRN = CAPE/(U 2 /2) 

where U is a shear extent. 
(f) Lifted Index (LI) 

It is measured by the difference of temperature within a parcel of air with 
its environment at the 500 hPa level. It gives the convective stability of the 
atmosphere at 500 hPa. 

LI (K) = T500−Tparcel 

where T parcel is parcel temperature, and T 500 is the environmental temperature 
at 500 hPa. Thunderstorm development is only possible when the values of LI 
are negative (DeRubertis 2006). 

(g) K Index (KI) 
It is measured to determine the air mass thunderstorms and is the combination 
of the difference of temperature between 850 and 500 hPa and dew point or 
moisture at 850 and 700 hPa (George 1960) and is given by. 

KI (K) = (T850 − T500) + Td850−(T700 − Td700) 

(h) Showalter Index (SHOW) 
The Showalter index is the variance among the dry bulb temperature at 500 hPa 
and the temperature of a parcel of air following the parcel which is lifted from 
850 to 500 hPa pseudo-adiabatically (Showalter 1953). 

SHOW = T500−T850hPa−500hPa. 

(i) Severe Weather Threat Index (SWEAT) 
It is used for determining the severe weather potential (Miller 1972). 

SWEAT = 12Td850 + 20(TTI − 49) + 2 f850 + f500 
+ 125[sin (d500 − d850)] + 0.2 

where f is wind speed in knots at different levels and d gives the direction of 
wind. 

(j) Cross Totals Index (CTI) 
It is the variation amongst the temperature of dry bulb and dew point by 850 
and 500-hPa pressure level (Miller 1967). 

CTI = Td−850−T500. 

Here Td , dew point temperature, and T, dry bulb temperature. 
(k) Vertical Totals Index (VTI)
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It is the temperature contrast of dry bulb at 850 and 500 hPa level pressure 
(Miller 1972). 

VTI = T850 − T500 

Same as BOYD, VTI is not considering moisture and only assess the 
conditional instability among 850 and 500 hPa pressure level. 

(l) Total Totals Index (TTI) 
It accommodates the storm strength at diverse levels. However, it did not take 
latent instability below 850 hPa level (Miller 1967). It is a combination of CTI 
and VTI and is given as. 

TTI (K) = (T850 − T500) + (Td850 − T500) 

(m) Humidity Index (HI) 
It is the aggregate temperature of dry bulb and dew point difference on 850, 
700, 500 mb, respectively (Litynska et al. 1976). 

HI (K) = (T − Td )850 + (T − Td )700 + (T − Td )500 

Here Td and T are the dew point and the dry bulb temperature at 850, 700, 
500 mb. 

(n) Relative Humidity at 700 hPa (RH700 hPa) 
The RH700 hPa is considered as one of the important indexes to identify the 
moisture availability in the mid-tropospheric region for the development of 
any convective system (Dhawan et al. 2008; Tyagi et al. 2011). 

(o) Dew Point Temperature at 850 hPa (DPT850 hPa) 
The dew point temperature represents the saturation of air concerning to 
water vapour in the atmosphere, and the DPT850 hPa has been identified as 
a crucial variable to identify the moisture availability in the lower levels of 
the atmosphere for the development of any convective storm (Dhawan et al. 
2008). 

(p) Deep Convective Index (DCI) 
DCI accounts for latent instability of the atmosphere and used temperature 
and dew point temperature at 850 hPa along with surface LI (Barlow 1993): 

DCI = (T + Td )850 − LIS 

where 850 defines 850 hPa and subscript s denotes surface.
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Appendix 2 

Skill Score Analysis 

To analyse the prediction skill and fixing the threshold values of different thermody-
namic indices, skill score method is broadly accepted by the scientific community 
(Lee and Passner 1993; Huntrieser et al. 1997; Haklandar and Delden 2003; Kunz 
2007; Tyagi et al. 2011). In this method, each predictor is chosen by certain upper or 
lower values of the threshold of the thunderstorm event. For example, LI was taken 
at a definite upper value of threshold which comes from any value of minimum to 
maximum of LI. Then, the values with 1% increment towards the maximum value 
are analysed in response to the number of events prediction. There is a total of four 
cases to analyse this behaviour, viz. A, B, C and D elements formed on forecasted 
and observed events, described in Table 7.1, known as a contingency table. Based 
on Table 7.4, different skill scores, i.e. Heidke Skill Score (HSS), the True Skill 
Statistic (TSS), the probability of detection (POD), the False alarm ratio (FAR), 
Critical Success Index (CSI), etc., are calculated, as described in Table 7.5 (Kunz 
2007) with their formula, symbols and range. 

POD and FAR vary from 0 to 1 by which perfect forecast is associated with the 
value 1 for POD and 0 for FAR. Normalised Skill Score and μ are used in this  
study, along with these nine skill scores. NSS finds the best standard limits for every 
constraint. By the definition, NSS and μ reach its maximum values when both HSS 
and TSS have maximum values. Threshold value has been chosen by taking improved 
values of all skill scores into account. The HSS (α) signifies HSS for some α, HSS  
best is the maximum HSS value, and HSS poorest is the minimum in HSS value and 
likewise for TSS for calculation of μ. 

Rank Sum Score (RSS) 

RSS is the free, stable distribution that helps to understand the forecast ability of any 
index (Tyagi et al. 2011). For RSS analysis, we must take a specific index, and by 
arranging them from higher to lower values, and then for every index, the scores are 
listed. RSS is calculated by differencing mean rank values of NTD and TD cases and 
then divided by the total sample size. Higher values of RSS show a specific index can 
differentiate NTD and TD events. As RSS is independent of prediction expression, 
one can easily compare the many indices and their execution (Schulz 1989).
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Table 7.4 Contingency table for a dichotomous categorical verification of forecasts (after Kunz 
2007) 

Observation 

Yes No 

Forecast Yes A 
Correct event forecast 

B 
False alarms 

No C 
Surprise events 

D 
Non-events 

Table 7.5 Formulae, symbols and range of different skill scores 

Skill scores Formula Symbols Range 

Probability of detection POD = a/(a + b) POD 0 < POD < 1  

False alarm ratio FAR = b/(a + b) FAR 0 < FAR < 1  

Critical success index CSI = a/(a + b + c) CSI 0 < CSI < 1  

True skill statistic TSS = ((a × d) − (b × c))/(a + c) 
× (b + d) 

TSS −∞ < TSS  < 1  

Heidke skill scores HSS = (a + d − R)/(a + b + c + d 
− R) 
with R = ((a + b) × (a + c) + (c + 
d) × (b + d))/(a + b + c + d) 

HSS −∞ < HSS  < 1  

Normalised skill score ½(TSS(×)/TSSmax + HSS(× 
)/HSSmax) 

NSS 0 < NSS < 1  

Miss rate MR = c/(c + a) MR 0 < MR  < 1  

Correct non-occurrence C-NON = d/(d + b) C-NON 0 < C-NON < 1 

BIAS BIAS = (a + b)/(a + c) BIAS _____ 

Percentage correct PC = [(a + d)/(a + b + c + d)] × 
100 

PC 0 < PC < 100 

μ μ = 0.5 × ((TSS(α) − 
TSSpoorest)/(TSSbest − TSSpoorest)) 
+ ((HSS(α) − HSSpoorest) / (HSSbest 
− HSSpoorest)) 

μ 0 <  μ < 1  
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Chapter 8 
Real-Time Detection of Tornado-Induced 
Ionospheric Disturbances 
by Stand-Alone GNSS Receiver 

Batakrushna Senapati, Dibyashakti Panda, Bhaskar Kundu, 
and Bhishma Tyagi 

Abstract Mesoscale atmospheric events, e.g. deep tropical convection, thunder-
storms, tropical cyclones, tropospheric jet, typhoons and tornadoes, are generally 
associated with upward propagating gravity waves and intense variation in electric 
fields, which may disturb the upper atmosphere. Here, we present a compelling case 
of variation in the total electron content (TEC) in the ionosphere induced by tornados 
that occurred over the city of Oklahoma, United States of America. Observations from 
global navigation satellite system (GNSS) sites indicate a variation in total electron 
content of about 0.1–0.35 ± 0.024 TECU (1 TECU = 1016 electrons/m2) during 
the occurrence of tornadoes. The variation in TEC has directly correlated with the 
intensity of lightning and the severity of the convective system. The TEC anomaly 
propagated at an apparent speed of ~0.165 m/s. We argued that the rate of change 
of electron density in the ionosphere is linked with the generation of atmospheric 
gravity waves, along with the duration and amplitude of lightning, associated with 
the convective events. 

Keywords Tornados · Gravity waves · Total electron content · Global navigation 
satellite system · Oklahoma 

8.1 Introduction 

To characterize the state of the Earth’s ionosphere, total electron contents (TEC) is 
the key parameter that has emerged as a new domain in the scientific community. 
However, it does not remain constant throughout space and time. Rather, it has been 
influenced by various processes, either directly or indirectly. It includes solar flares 
(Lee and Reinisch 2006), geomagnetic storm (Dabas et al. 1980; Sun et al. 2012; 
Park et al. 2010;), tsunamis (Savastano et al. 2017), solar eclipses (Coster et al. 
2017; Kundu et al. 2018; Senapati et al. 2020), launching of space shuttles (Bowling 
et al. 2013), volcanic eruptions (Dautermann et al. 2009; Nakashima et al. 2015;
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Fig. 8.1 Three kinds of atmospheric waves (e.g. acoustic wave by earthquakes, gravity wave gener-
ated by tsunami and acoustic wave excited by Rayleigh surface waves), which can disturb the iono-
sphere and modify the electron content within it. This variation in ionospheric electron content 
can be captured by ground-based GPS observations. Part of the direct acoustic wave comes back 
to the ground by atmospheric refraction and is observed by infrasound sensors. Vertical move-
ments of ionized particles in the geomagnetic field (B) induce current (E) in ionospheric and cause 
geomagnetic pulsation. Figure is modified after Heki et al. (2006) 

Petersen et al. 2012), meteorite showers (Yang et al. 2014), ionospheric irregularities 
during the post-sunset stage in the low-latitudinal region (Panda et al. 2019), large 
shallow earthquake (Catherine et al. 2015, 2016; Heki 2011; Cahyadi and Heki 
2015; Rolland et al. 2011a, b), nuclear or non-nuclear explosions (Park et al. 2014; 
Kundu et al. 2021), tropospheric disturbances like thunderstorms (Kumar et al. 2017; 
Lay et al. 2013), tropical cyclones (Guha et al. 2016; Chou et al. 2017), tornadoes 
(Nishioka et al. 2013), deep tropical convection (Hagan et al. 2007) and even unknown 
mechanism (Tsugawa et al. 2007) (Fig. 8.1). 

Among all the above process, the disturbances of tropospheric meteorological 
origin are also considered to cause the significant ionospheric perturbation as trav-
elling ionospheric disturbances (TIDs) (Kelley, 1997; Guha et al., 2016; Xiao et al., 
2007; Hung and Kuo 1978). However, understanding the exact coupling mechanism 
between the ionosphere and underlying troposphere and characterization of TIDs by 
intense and large-scale tropospheric weather remains equivocal. Hence, we suggest 
that such an understanding of the complex coupling mechanism deserves much scien-
tific attention. Based on the ionospheric response to the effects of tropical cyclones 
over the Indian subcontinent, Guha et al. (2016) investigated that aspect. It has been 
argued that TIDs might be the result of the combined effect of atmospheric gravity 
waves, acoustic waves, neutral particle dynamics, atmospheric DC electrify fields 
and lightning-generated electrical field by the underlying large-scale weather system 
nucleating from the troposphere (Sorokin and Cherny 1999, Forbes et al. 2000; Isaev  
et al. 2002a, b; Sorokin et al. 2005; Nishioka et al. 2013; Lastovicka 2006; Lay et al. 
2013; Shao et al. 2013; Guha et al. 2016). 

Further, tropospheric disturbances like tornadoes, which exist in the lowest layer 
of the troposphere, can mark their prominent signatures in the ionosphere (Lutgens
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et al. 2001; Nishioka et al. 2013). Tornadoes are violently rotating air columns that 
blow around an intense low pressure having diameter few metres to more than one 
kilometre. They are mostly generated by the supercell thunderstorms and are asso-
ciated with intense lightning along with gravity and acoustic waves (Lutgens et al. 
2001), which in turn reaches the ionosphere and changes the TEC. The lightning 
associated with tornadoes is severe and propagates in all three possible ways (e.g. 
cloud to cloud, cloud to ground and cloud to atmosphere). From a global perspective, 
the current generated from the lightning during super cell thunderstorms may vary 
from 50 to 400 A and peak current up to tens of kilo-ampere. The lightning electric 
field propagated upward increases the molecular attachment of oxygen and reduces 
the electron density of the lower ionosphere (Lay et al. 2013; Shao et al. 2012). 
Similarly, gravity waves (frequency less than Brunt–Vaisala periods, Blanc et al. 
2014) produced from a thunderstorm can propagate vertically upward and perturb 
the ionosphere electron contents (Fig. 8.2). The TEC change in the ionosphere during 
tornadoes manifestation may be either by vertically upward propagation of gravity

Fig. 8.2 Represents the effect of a tornado on the ionosphere. The white-dashed line indicates the 
variation of total electron contents (TEC) with the increasing height of the ionosphere. Lightening, 
acoustic wave and gravity wave generated from tornado propagated upward and change the TEC 
in the F-layer of the ionosphere by heating and mechanically forcing, respectively. The lightning-
induced electric field can increase the attachment of oxygen molecules and decreases the electron 
density in the lower ionosphere, which is closely related to the time and space of lightning discharge. 
Figure is modified after Shao et al. (2012)
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wave or by the electric field produced from lightning or by combining both mecha-
nisms (Kumar et al. 2017) or by thunderstorm induced Perkins instability (Perkins 
1973).

This motivates us to explore the possible troposphere-and-ionosphere coupling 
process during intense disturbances of three FE-3 to FE-5 categories of tornados that 
occurred over the city of Oklahoma, United States (also called “Tornado Alley”), 
exploring ground-based stand-alone GNSS receiver. Further, we suggest that in the 
view of coupling mechanism and associated complexity between the ionosphere 
and underlying troposphere, the TEC variations related to tornado occurrences have 
been underexplored (Lay et al. 2013; Nishioka et al. 2013) and will be notable to 
analyse because of its short lifespan. We hope that the present case studies based 
on the real-time detection of tornado-induced ionospheric disturbances, exploiting a 
well-established GNSS-TEC approach, will resolve some of the inherent complexity 
related to the troposphere-and-ionosphere coupling process. 

8.2 Why Oklahoma? 

Oklahoma is one of the states in the mid-western United States, receiving most of the 
tornadoes in the United States and assoiled with the central part of “Tornado Alley” 
(Gagan et al. 2010). Although the United States receives tornados throughout the year, 
the highest frequency of tornado occurrence over Oklahoma has been reported from 
March to mid-June every year (National Weather Service 2018). The average number 
of tornados that occurred in March–June is ~46, with the highest number in May(~23), 
against the annual average value of ~56, during periods from 1950 to 2017 (according 
to a report from National Weather Service 2018). The reason for high frequency 
during these summer months is due to suitable conditions created for the occurrence 
of these events by a combination of two different air masses: (a) the northward 
moving air mass into the Northern Great Plains and the Great Lakes area and (b) 
the southward moving air mass originating from Canada, respectively. However, the 
frequency decreases in mid-June as the air mass moves further northward (Lutgens 
et al. 2001). 

Therefore, it appears that the city of Oklahoma, United States, is the ideal location 
to investigate the tornado-induced ionospheric disturbance and TIDs. Moreover, the 
Earth Scope Plate Boundary Observatory (PBO) has been operating a dense global 
navigation satellite systems (GNSS) networks over Oklahoma and the surrounding 
region of the United States (ftp://data-out.unavco.org/pub/rinex/); hence, the avail-
ability of the open archive dataset from GNSS network further makes this region 
suitable location to investigate the tornado-induced ionospheric disturbance and 
TIDs.

ftp://data-out.unavco.org/pub/rinex/
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8.3 Datasets 

8.3.1 Space Weather Dataset 

In the present study, we have considered the Planetary-K (KP), F10.7, disturbance 
storm time (DST) indices and variation of vertical (Z) and horizontal (H) components 
of geomagnetic field to represent geomagnetic storm condition during the time of 
occurrence of tornados over the city of Oklahoma. The KP and DST indices described 
the geomagnetic storm condition, whereas, F10.7 exhibits variation of solar extreme 
ultraviolet radiation. These datasets have been archived from OMNIWeb (https:// 
omniweb.gsfc.nasa.gov/form/dx1.html). The components of geomagnetic field data 
are from the Boulder station, Colorado, USA (BOU, 40.137 °N, 105.237 °W) (https:// 
www.intermagnet.org/data-donnee/download-eng.php). 

8.3.2 GNSS Dataset 

To estimate GNSS signal-derived ionospheric TEC variation during tornado-induced 
ionospheric disturbance and TIDs, we have considered RINEX GNSS data from 
stations located over the city of Oklahoma and the surrounding region, United States, 
operated by the Earth Scope Plate Boundary Observatory (PBO) and maintained 
a dense global navigation satellite systems (GNSS) networks. We have used the 
standard sampling rate of 15 s in the daily GNSS file to evaluate the TEC perturbations 
in the ionosphere during the time of respective occurrence of tornados. The GNSS 
datasets have been archived at both UNAVCO open source (ftp://data-out.unavco. 
org/pub/rinex/) and Scripps Orbit and Permanent Array Centre (SOPAC, http://sopac-
old.ucsd.edu/dataBrowser.shtml). 

8.3.3 Other Tropospheric Parameters 

We also used near-surface cloud reflectivity data from the Topical Rainfall 
Measuring Mission (TRMM, https://disc.gsfc.nasa.gov/datasets/TRMM_2A25_7/ 
summary) provided by NASA and the Japan Aerospace Exploration Agency, to 
observe the intensity of tornadoes. Further, to quantify the intensity of the considered 
tornado events, the lightning flash rates also have been used that are archived from 
the Lightning Imaging Sensor on TRMM (https://fog.nsstc.nasa.gov/pub/lis/trmm/). 
We have also collected representative thunderstorm intensity regarding information 
based on the Enhanced Fujita (EF) scale (i.e. considered from EF-3 to EF-5 cate-
gories), which are of higher intensity and archived at http://www.tornadohistoryproj 
ect.com/tornado/Oklahoma/table. It has been presented in Table 8.1.

https://omniweb.gsfc.nasa.gov/form/dx1.html
https://omniweb.gsfc.nasa.gov/form/dx1.html
https://www.intermagnet.org/data-donnee/download-eng.php
https://www.intermagnet.org/data-donnee/download-eng.php
ftp://data-out.unavco.org/pub/rinex/
ftp://data-out.unavco.org/pub/rinex/
http://sopac-old.ucsd.edu/dataBrowser.shtml
http://sopac-old.ucsd.edu/dataBrowser.shtml
https://disc.gsfc.nasa.gov/datasets/TRMM_2A25_7/summary
https://disc.gsfc.nasa.gov/datasets/TRMM_2A25_7/summary
https://fog.nsstc.nasa.gov/pub/lis/trmm/
http://www.tornadohistoryproject.com/tornado/Oklahoma/table
http://www.tornadohistoryproject.com/tornado/Oklahoma/table
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8.4 Methodology 

8.4.1 GNSS-TEC Data Processing Strategy 

The phase difference between L1 (~1500 MHz) and L2 (~1200 MHz) frequency of 
the microwave signals from GNSS satellites provides important information about 
the ionospheric electron content by calculating differential code and carrier phase 
measurements recorded by ground-based GNSS stations. In this tornado-induced 
ionospheric disturbance and TIDs study, we have used only GNSS satellites. The 
respective phase difference between these two frequencies provides vital information 
on the ionospheric electrons content along the line of sight (LOS), called as slant 
TEC (STEC). The detail methodology for estimating the ionospheric GNSS-TEC 
has been described by several researchers (e.g. Afraimovich et al. 2001; Calais and 
Minister 1995; Heki and Ping 2005; Carrano and Groves 2009; Panda et al. 2013; 
Catherine et al. 2016; Heki 2020; Kundu et al. 2021). In order to estimate the observed 
STEC, we have eliminated the ambiguities in carrier phase differences by allowing 
them to align with differential pseudo-ranges (codes). Finally, the observed STEC is 
a combination of the true STEC and satellite/receiver biases, which can be expressed: 

STEC(observed) = STEC(true) + Bias(satellite) + Bias(receiver) (8.1) 

We have represented the observed STEC in terms of total electron content (TECU), 
where 1TECU is equal to 1016 electrons/m2. This observed STEC is related to the 
difference in delay between the L1 and L2 frequencies (Δt) and can be expressed as: 

Δt = 
⎛ 
40.3 × TEC 

c 

⎞ 
× 

⎡⎛ 
L2 
1 − L2 

2 

L2 
1L2 

2 

⎞⏋ 
, (8.2) 

where c is the speed of the light. 
Here, we have used satellite biases included in the header information of the 

Global Ionospheric Map files (Mannucci et al. 1998) and computed the receiver bias 
using the minimum scalloping technique (Rideout and Coster 2006). STEC values 
have been often converted to absolute vertical TEC (VTEC) values by removing the 
inter-frequency biases in GNSS receivers and satellites and dividing by the obliquity 
factor S(∅) (Klobuchar 1996), which depends on the elevation angle of satellite ∅. 
The VTEC and S(∅) are represented as follows: 

VTEC = STEC(true)/S(∅), (8.3) 

S(∅) = 1 

cosα 
= 1/⎡

1 − (RE cos∅/{RE + h})2⏋ . (8.4)
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where α is the incident angle of the LOS with the ionosphere at height h, and RE is 
the mean radius of the Earth (i.e. assumed as 6378 km). 

To estimate the propagation velocity of the TEC disturbance, we have calculated 
the distance between the SIP and tornado by considering the location of the occur-
rence of the tornado in Oklahoma City. Further, we have plotted the distance between 
sub-ionospheric points (SIP) and the location of the tornado as a function of time. 
A linear line has been fitted along the location of the maximum disturbance and 
estimate change in distance and change in time of the maximum disturbance. The 
propagation velocity of the TEC disturbance is calculated by dividing the change in 
distance to the change in time of the maximum disturbance. 

8.4.2 GNSS-TEC Time Series Analysis 

We also have performed wavelet power spectrum analysis of TEC variation using the 
Morlet wavelet (Torrence and Compo 1998). The wavelet function (ϕ0(η)) depends 
upon a non-dimensional time parameter (ï), and Morlet wavelet consists of a plane 
wave modulated by Gaussian that can be express by: 

ϕ0(η) = π −1/4 ei ω0η e−η2/2 (8.5) 

where ω0 is the non-dimensional frequency (Torrence and Compo 1998). 

8.5 Result and Discussion 

8.5.1 Space Weather Condition During Tornado Events 

Microwaves undergo a frequency-dependent delay in the ionosphere. The GNSS 
satellites transmit carrier phases in two frequencies in L-band (L1 ~ 1500 MHz and 
L2 ~ 1200 MHz). We can separate the ionospheric information by making the phase 
difference between the two carrier waves expressed in lengths. Further, such phase 
difference is subsequently converted to TEC (1 TECU = 1016 electrons/m2), and we 
study the TEC time series from GNSS satellites for various ionospheric disturbances 
(Heki 2020). However, such ionospheric disturbances can also be caused by the 
occurrence of solar flares (Lee and Reinisch 2006) or geomagnetic storms (Park 
et al. 2010; Dabas et al. 1980; Sun et al. 2012). Therefore, it is crucial to assess the 
geomagnetic condition of the space weather system during occurrence periods of 
tornadoes in Oklahoma and the surrounding region. 

Most of the tornadoes from Oklahoma and the surrounding region have occurred 
in the evening (Table 8.1). During sunset, strong ionospheric irregularities occurred 
due to the Rayleigh–Taylor plasma instability known as equatorial plasma bubbles 
(EPBs) and often masked subtle changes in the ionosphere (Panda et al. 2019; Gentile
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Fig. 8.3 Space weather conditions during tornado events over Oklahoma. Here, we show the 
geomagnetic activity indices (Magnetic field (Bz), KP Index, DST index), proton density, plasma 
speed and F10.7 solar radiation intensity. Note all the tornado events occurred during a low 
geomagnetic activity day 

et al. 2006). Further, Gentile et al. (2006) have argued that EPBs production rates 
and their occurrence predominantly depend on the regions’ seasons and the specific 
longitude. It has been suggested that high EPB rate concentrates during the spring 
and autumn time in the worldwide and winter in the America-Atlantic-Africa region. 
We noticed that the EPB production rate is not high enough at the longitude of the 
Oklahoma region in May. Further, we have observed that the Kp index (https://www. 
swpc.noaa.gov/products/planetary-k-index) value of ~2to 3 for the respective tornado 
occurrence periods implies that the respective days fall under low geomagnetic storm 
conditions. We also have noted that respective geomagnetic activity was low around 
the time of the occurrence of tornadoes, as represented by the other indices related 
to the space weather dataset (Fig. 8.3). Therefore, from this, it has appeared that our 
considered cases of investigation related to tornado-induced ionospheric disturbance 
and associated TIDs are the suitable ones because of the temporal and geographical 
distribution of the study region. 

8.5.2 Observed Changes in Ionosphere: Induced by Tornados 

Figure 8.4 represents the sub-ionospheric point (SIP) trajectories of all the GNSS 
sites at all available PRNs during periods of the respective occurrence of the tornadoes

https://www.swpc.noaa.gov/products/planetary-k-index
https://www.swpc.noaa.gov/products/planetary-k-index
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◄Fig. 8.4 a Location of GNSS station used in the present study. GNSS sites are marked by a black 
solid circle. The yellow solid lines represent the trajectories of the satellites of PRNs 13 and 23 
(between 19:00 to 23:00 UTC hr.) on 24th May, 2011. Grey solid lines (P1, P2, P3 and P4) represent 
the path of the tornado, and coloured contours indicate the near-surface cloud reflectivity (dBz) 
which represents the intensity of rainfall during a tornado. The inset figure shows the polar plot of 
elevation and azimuth angle of satellites of the above PRNs. Green square indicates the location 
of Oklahoma City. b T he yellow solid lines represent the trajectories of the satellites of PRN 16 
(between 19:00 and 23:00 UTC h.) on 10th May, 2010. Other parameters are the same as presented 
in Fig. 8.4a. c The yellow solid lines represent the trajectories of the satellites of PRN 18 (between 
20:00 and 24:00 UTC h.) on 8th May, 2003. Other parameters are the same as presented in Fig. 8.4a 

over the city of Oklahoma and adjacent regions. We consider only those satellites, 
which are passing or near to path of tornadoes having a better line of sight (LOS). 
It has been noted that SIP trajectories are lying either over or close to the respective 
paths of the tornado in a synchronous manner (Fig. 8.4a–c). Further, the colour 
contour shown in Fig. 8.4 indicates near-surface cloud reflectivity (dBz), that has 
usually used to estimate the intensity of thunderstorm and rainfall activity. Based on 
near-surface cloud reflectivity (dBz) value, Houze et al. (2007) have classified four 
types of convective system, comparing the precipitation rate from various storms. 
Those four categories are as follows: (a) deep convective cores (near-surface cloud 
reflectivity more than 40 dBz and 10 km in height), (b) wide convective cores (40 
dBz km2 echo volume equal to1000 horizontally), (c) deep and wide convective 
cores (dBz fall between 1st and 2nd types) and finally (d) board stratiform regions 
(stratiform echo ≥ 50,000 km2). It has been noted that, out of three considered cases 
of investigations, the May 24, 2011, tornado event was associated with heavy rainfall, 
and the near-surface cloud reflectivity (<40 dBz) indicates deep convective cores (i.e. 
severe convection), along with lightning flash intensity > 100 flashes per minute. 
Therefore, we can expect relatively higher variations of TEC in the ionosphere for 
this case, compared to other investigation cases. 

To probe that TEC variation and relative comparison due to tornado-induced iono-
spheric disturbance and associated TIDs, we have also presented the time series of 
raw VTEC variation observed by representative GNSS sites (Fig. 8.5) and filtered 
VTEC response (Fig. 8.6). The raw and filtered VTEC change during respective 
tornado days is compared with the adjacent day before and after the non-tornado 
events, respectively (Figs. 8.5 and 8.6). It has been observed that the VTEC varia-
tion has magnified by using bandpass filtered of 1–10 min and significantly captured 
variation in filtered VTEC of about 0.1–0.35 TECU during the occurrence of respec-
tive tornadoes (Fig. 8.6). Moreover, it has also been observed that the variation in 
VTEC is significantly higher in several folds (i.e. ~0.35 to 0.4 TECU) for the May 
24, 2011, tornado event, in constrast to the other two events. This indication supports 
the relatively severe convection system associated with the relatively higher intensity 
of the lightning flash. However, other tornado events represent relatively lower but 
significant variation in VTEC of about 0.1–0.2 TECU. This is also consistent with 
the relative intensity of the respective lightning flashes of respective tornado events 
that occurred on May 8, 2003 (i.e. 15–25 flashes per minute) and May 10, 2010
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Fig. 8.5 Time series of raw vertical TEC variation observed by representative GNSS sites used in 
the present study for three tornado events over the Oklahoma region, e.g. 8th May, 2003 (PRN 18), 
10th May, 2010 (PRNs 16 and 23) and 24th May, 2011 (PRNs 13 and 23). Note that TEC variation 
is visible during days of a tornado (black solid line); however, there is no such TEC variation during 
days before and after the tornado (grey solid lines) 

(>25 flashes per minute) over the Oklahoma region. We have also presented wavelet 
power spectrum of the filtered VTEC variation using Morlet wavelet, normalized 
by the standard deviation (Torrence and Compo 1998), explicitly for the respec-
tive tornado events, and the respective wavelet scalograms that exhibit increasing 
frequency of power spectrum are exactly coinciding with the time series of TEC 
variation in all three events (lower panel in Fig. 8.6). However, we have not observed 
any such TEC variation in the days before and after the respective tornado manifes-
tation. From this analysis and comparison with the intensity of the lightning flash, 
it has been inferred that observed TEC variation in the ionosphere during tornado 
events has a strong connection with the intensity of lightning and the intensity of the 
convective system. 

8.5.3 Velocity of Ionospheric Oscillations 

In Fig. 8.7, we presented a diagram representing the distance between SIP and occur-
rence respective tornado events as a function of time with colours indicating the 
VTEC anomaly. We have used all the available GNSS stations located surrounding
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Fig. 8.6 (Upper panel) Time series of filter VTEC (bandpass filtered 1–10 min) observed by 
representative GNSS sites considered in the present study for three tornado events over the Oklahoma 
region, e.g. 8th May, 2003 (PRN 18), 10th May, 2010 (PRNs 16 and 23) and 24th May, 2011 (PRNs 
13 and 23). Note that TEC variation is visible during the days of a tornado (black solid line); 
however, there is no such TEC variation during days before and after the tornado (grey solid lines). 
(Lower panel) The wavelet power spectrum of the filtered VTEC time series (on the thunderstorm 
day only) using Morlet wavelet is normalized by standard deviation. The colour bar represents 
wavelet coefficients, and the black contour represents 95% confidence level of white noise. We can 
see that the increase of power spectrum exactly coincides with the time series of filtered VTEC 
variation 

Fig. 8.7 Represent the time and distance from the point of tornadoes occurrence plot of VTEC 
variation in the response of tornadoes (e.g. 8th May, 2003, 10th May, 2010 and 24th May, 2011) 
during different observations time for all visible satellite. The colour scale shows the variation 
of TEC in the ionosphere. The inclined dashed line is the best-fit line of tornadoes generated 
atmospheric wave’s arrival time and indicates the propagation velocity of TEC variation in the 
ionosphere
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the region. We have found that the apparent propagation speed of VTEC anomaly 
is about ~0.165 m/s, in the case of the May 8, 2003, tornado event. However, the 
propagation velocity of TEC variation is unable to detect for the other two events due 
to the availability of a fewer number of SIP trajectories surrounding the Oklahoma 
region. Interestingly, this velocity is nearly similar to the sound wave velocity in the 
lower part of the F-region of the ionosphere and much lower than the Rayleigh wave 
(~3.8 km/s) that often found for co-seismic ionospheric disturbances (Ducic et al. 
2003) and relatively comparable with the internal gravity wave (~0.3 km/s) often 
excited by very large earthquakes (Occhipinti et al. 2006). Moreover, this present 
estimate is consistent with the reported concentric waves velocity (~170 m/s) and 
short-period oscillation in the ionosphere induced after 2013, Moore FE-5 tornado 
over the same region (Nishioka et al. 2013).

8.5.4 Independent Proxy from Outgoing Long-Wave 
Radiation (OLR) 

In general conditions with no clouds present above the Earth’s surface, the hotter 
places will show higher OLR values (Zhang et al. 2017). However, the situation will 
differ in the presence of cloud cover. Especially when supercell thunderstorm clouds 
are present over any region responsible for tornado generation, one can expect low 
OLR values. As the OLR values are represented at the top of the atmosphere, they 
may serve as a good proxy for understanding the TEC variations related to convective 
events over any place. 

The link between convective activities and the generation of gravity waves during 
the evolution of tornadoes remains equivocal. Ming et al. (2010) have investigated the 
association between gravity waves and convective activities during the subsequent 
evolution of tropical cyclone Dina and Faxai. Guha et al. (2016) have also reported 
converging relations during two tropical cyclones, 2013 Mahasen and 2014 Hudhud, 
respectively, which originated in the Bay of the Bengal and eventually made landfall 
over the eastern coast of India. For both works, the OLR maps define the convection 
and associated deep cloud cover over the study region. 

Supporting to our present observations, we have correlated the convective activi-
ties associated with respective tornado events using the daily maps of NOAA OLR 
data (Fig. 8.8). The OLR maps presented in Fig. 8.8 represent successive evolution of 
large convective zones at the region of Oklahoma and adjacent regions, having ener-
gies at ranges about 200–250 W/m2. It is to be noted here that the OLR spatial map 
scales are not the same for all the days due to large variations in the values before and 
after the tornado. For the cases of 8 May 2003 and 10 May 2010, it is clear that before 
the tornado occurrence, the cloud cover started blocking the OLR values, and to the 
east of the tornado site, the OLR values were low before the tornado occurrence. On 
the tornado outbreak day, we can observe lower OLR values in the nearby regions to 
the site marked by the black square in Fig. 8.8. The very next day shows clear skies
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Fig. 8.8 Representative maps of 3° × 3° gridded NOAA interpolated outgoing long-wave radiation 
(OLR) at Oklahoma surrounding region of the same spatial domain as presented in Fig. 8.4, for  three  
respective tornadoes (e.g. 8th May, 2003, 10th May, 2010 and 24th May, 2011) of corresponding 
five days (two days before, two days after and during TEC study period, respectively) 

over the site, depicted by higher OLR values. However, on 10 May 2010, there was 
again cloud cover on 12 May 2010, which reduced the OLR values significantly. The 
third tornado case (i.e. 24 May 2011) was comparatively less violent, and the cloud 
cover associated with this case was also lower. The low cloud cover allows the passing 
of OLR into space, and the OLR values in the third case were comparatively higher 
than the first two cases before and during the tornado outbreak days. These indepen-
dent observations support the complex evolutionary process of the deep convective 
system associated with tornadoes. However, with the OLR maps analysis, one cannot 
conclude that the gravity waves generated by the tornado are not broken below the 
thermosphere, and these are secondary waves generated therein or waves from other 
sources like travelling ionospheric disturbances. The OLR data show the convective 
regime but does not show any signatures of convectively generated gravity waves. 

8.5.5 Comparison with Global GNSS-TEC Anomaly Map 

We have further focussed on the Calumet–El Reno–Piedmont–Guthrie tornado of 
FE-5 type, which occurred on May 24, 2011, as it has been associated with much 
intense convective activity and highest ionospheric TEC variations (Fig. 8.9). During 
the Calumet–El Reno–Piedmont–Guthrie tornado occurrence, we have also repre-
sented two-dimensional maps of the TEC variation (Fig. 8.10) and rate of TEC index 
(ROTI) map (Fig. 8.11) using the global GNSS-TEC anomaly database. Figures 8.10 
and 8.11 are over the entire North American region at about 280 km altitude in the 
F-region of the ionosphere. From this spatio-temporal pattern of maps, we have 
observed a prominent concentric waves oscillation, along with the synchronism



214 B. Senapati et al.

Fig. 8.9 a The real image of merged El Reno–Piedmont B2 type tornado (EF-5) on 24 May 2011 
at 21:37 UTC over Oklahoma (Photo credit: Roger Edwards); b false colour 1-km visible satel-
lite imagery of the tornadic supercells across central Oklahoma at 20:23 UTC; c storm-relative 
velocity and d radar reflectivity zoomed over the Twin Lakes (Lat long), Oklahoma at 21:06 UTC. 
Figures are taken and modified from @https://www.weather.gov/oun/events-20110524-tornado-b2 

increase of the rate of TEC index (ROTI) in the ionosphere after the 2011 Calumet–El 
Reno–Piedmont–Guthrie tornado over the region of Oklahoma. This observation is 
also converging with other reported cases of a tornado or tropical cyclone-induced 
ionosphere disturbances. 

8.5.6 Tornado-Induced Ionospheric Disturbance: Coupling 
Mechanism Between Ionosphere and Troposphere 

Finally, based on the above observations, we suggest that the coupling mecha-
nism between the ionosphere and underlying troposphere and the TEC variations 
linked with gravity waves during any intense convective systems (e.g. tornado, 
tropical cyclone, thunderstorms, mesoscale convective complexes, typhoons, upper-
tropospheric jet, etc.) are indeed complex (Fig. 8.2). Moreover, the exact coupling 
process between the ionosphere and the underlying atmosphere has been proposed 
to relate through four principal mechanisms: (a) upward propagating waves in the 
neutral atmosphere, (b) atmospheric DC electric field, (c) lighting-induced electric 
field and (d) neutral particle dynamics, due to underlying large-scale weather systems 
originating from the surface or upper troposphere (Sorokin and Cherny 1999, Forbes 
et al. 2000; Isaev et al. 2002a, b; Sorokin et al. 2005; Lastovicka 2006; Shao et al.

https://www.weather.gov/oun/events-20110524-tornado-b2
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Fig. 8.10 Represents two-dimensional maps (~280 km), of the TEC variation over North America 
on 24 May 2011 (at the time of 19.50, 20.50, 21.50 and 22.00 UTC, respectively). The colour scale 
indicates TEC variation components. The yellow star indicates the location of Oklahoma City. The 
yellow circle indicates concentric wave fronts observed in the TEC variation map. The concentric 
wave fronts are visible after two hours of tornado occurrence (shown in bottom panels). Each pixel 
is 0.15 ◦× 0.15 ◦ in longitude and latitudes and smoothen by using Gaussian filter 5 × 5 pixels, i.e. 
0.75 ◦× 0.75 ◦ in longitude and latitudes. This figure has been modified from the original figure 
that can be archived at @http://seg-web.nict.go.jp/GPS/N_AMRC/ 

2013; Guha et al. 2016). Out of those four principle mechanisms, we argue that 
intense electrical field is originated during lightning activity in a deep convective 
system, along with the generation of gravity waves responsible for ionosphere TEC 
variations. 

The electric field generated from lightning propagated upward interacts with the 
ionosphere by heating electrons, affecting electron density by ionization and disso-
ciation (Kumar et al. 2017). It has been argued that in the lower level of the iono-
sphere, the electron density decreases by increasing the electron attachment of oxygen 
molecules. However, in the upper ionosphere at F-region, the electric field increases 
electron density by ionizing nitrogen and oxygen molecules. Further, this rate of 
electron density change in the ionosphere depends upon the duration and amplitude 
of lightning (Shao et al. 2013). We suggest that this mode of the coupling mechanism 
between the ionosphere and underlying troposphere appears to be more suitable in 
the present case of investigation. We also acknowledge that our present investigation 
is preliminary and require further improvement by considering more cases in the

http://seg-web.nict.go.jp/GPS/N_AMRC/
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Fig. 8.11 Represents the two-dimensional map (~280 km), of the rate of TEC index (ROTI) map 
of North America on 24 May 2011 (at the time of 19.50, 20.50, 21.50 and 22.00 UTC, respectively). 
The colour scale indicates the rate of change of TEC per minute. We can see the TEC change near 
Oklahoma City in ROTI map after one hour of tornado occurrence (i.e. 20.50, 21.50 and 22.00), 
whereas there is no such variation detected at the time of tornado occurrence (i.e. 19.50 UTC). 
This figure has modified from the original figure that can be archived at @ http://seg-web.nict.go. 
jp/GPS/N_AMRC/RMAP/ 

future to understand the exact mechanism of ionospheric disturbance caused by any 
intense convective systems. 

8.6 Conclusion 

The findings can be summarized as follows: 

1. We reported TEC variation of about 0.1–0.35 TECU during the occurrence of 
three tornadoes over the city of Oklahoma, United States of America. 

2. The variation in TEC is directly correlated with the intensity of lightning and 
the severity of the convective system, where higher variation in electron content 
(~0.35 to 0.4 TECU) is observed in the case of the May 24, 2011, tornado event 
than the other two events over the same region. 

3. The electron anomaly propagated at an apparent speed ~0.165 m/s during the 
May 8, 2003, tornado event, which is consistent with the previous observations 
from the same region.

http://seg-web.nict.go.jp/GPS/N_AMRC/RMAP/
http://seg-web.nict.go.jp/GPS/N_AMRC/RMAP/
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4. We suggest that the rate of electron density change in the ionosphere is linked 
with the generation of atmospheric gravity waves, along with the duration and 
amplitude of lightning associated with the convective events. 
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Chapter 9 
Extreme Wind-Wave Characteristics 
in the North Indian Ocean in a Changing 
Climate 

Prasad K. Bhaskaran, S. Neelamani, Khaled Al-Salem, Athira Krishnan, 
Jiya Albert, and S. Sreelakshmi 

Abstract Wind-generated surface gravity waves are the manifestations of sea 
surface oscillations caused by intense wind stress and momentum transfer acting 
over the air-sea interface. Understanding the characteristics of wind-wave climate 
and its spatio-temporal variability over basin scales has significant practical applica-
tions in almost all marine-related activities, ocean engineering, coastal zone manage-
ment, naval applications, etc. In the recent past, the subject of extreme wind-wave 
activity in a changing climate and its impact on the Indian coast is a topic of 
immense interest amongst the scientific community having wider socio-economic 
consequences. Water levels in the nearshore regions due to extreme wind-waves 
have significant impacts on coastal environment, infrastructure, and dwelling popu-
lation in the coastal regions. In a broader perspective, extreme waves are a part of 
the climate system and can be significantly influenced by the natural climate vari-
ability. This chapter provides an overview on the generation and dissipation charac-
teristics of wind-waves and the relevance of wind-wave climatology for the North 
Indian Ocean region. Recent trends observed in the extreme wind-wave activity in 
a changing climate scenario are a topic of wide interest. Extreme wind-waves and 
their return periods in a limited-fetch environment for the Arabian Gulf region are 
also discussed. Observed trends in extreme wind-wave activity for the extra-tropical 
regions in Indian Ocean and the North Indian Ocean showed an increasing trend 
at a rate of 3.3 cm/year and 0.27 cm/year, respectively. Also, in the recent decade 
an increasing trend is observed in the annual distribution of extreme winds and 
waves over extra-tropical regions having implications on generation of swell wave 
field that has consequence on local wind-waves in the North Indian Ocean region. 
Further, the case studies of extreme waves induced by tropical cyclones along with
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the recent trends in wind speed and its analysis based on global climate models are 
also discussed. Finally, a brief overview on the challenges and future directions for 
more research is also highlighted. 

Keywords Extreme wind-waves · Climate change · Satellite data · Numerical 
model · Indian Ocean 

9.1 Introduction 

The ocean surface is a dynamic region that plays an important role in the direct 
transfer of heat, momentum, gas, and particle exchange in the global oceans. The 
free surface boundary layer is accounted by the surface gravity waves generated 
by wind stress acting over the air-sea interface. Typical period of surface gravity 
waves can range between 2 and 30s. Over the past several decades, the physical 
mechanism governing wave generation, propagation, and dissipation remained as a 
subject of immense interest amongst the scientific community that has wide prac-
tical applications and socio-economic consequences. In the recent past, there has 
been significant research activity on wind-waves and its variability due to increasing 
marine and offshore activities. Operational centre, like ESSO-INCOIS (Earth System 
Science Organization—Indian National Centre for Ocean Information Services) is 
an organization under the Ministry of Earth Sciences, Government of India, Hyder-
abad, provides ocean state forecast for the Indian seas. Ocean state forecast is very 
important for myriad activities such as port and harbour operations, coastal zone 
management, naval operations, ocean engineering, and efficient ship routing. Locally 
generated wind-waves are also strongly affected by human-induced activity in coastal 
and offshore locations. In recent years, there is a growing interest to understand 
wind-wave climate in the perspective of both historical and futuristic projections 
(Hemer et al. 2012, 2013; Young and Ribal 2019; Morim et al. 2018, 2019, 2020; 
Chowdhury et al. 2019; Krishnan et al. 2021). There is ample evidence to show that 
wind-wave climate is changing over the global oceans based on long-term satellite 
measurements. Also, there have been coordinated efforts globally in data collection 
and analysis of model outputs to understand the mean and higher percentile global 
ocean wind-wave climate (Hemer et al. 2010). 

There are also regional studies performed on wind-wave climate projections for 
the global ocean basins. Morim et al. (2018) made a consensus-based analysis of 
91 published wind-wave climate projection assessment to establish the consistent 
patterns on the impacts of global warming on wind-wave climate across the globe. 
Their study also discussed on the current limitations and pointed out the opportunities 
within the existing community ensemble of projections for future scenarios. Hemer 
et al. (2012) provide more details on advancing wind-wave climate science based 
on COWCLIP project. Their study highlighted key scientific questions, challenges, 
and recommendations for wind-waves in a changing climate addressing four themes: 
historical wind-wave climate variability and change, global wave climate projections,
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regional wave climate projections, and coupled wind-wave climate modelling. The 
robustness and uncertainties in global multi-variate wind-wave climate projections 
were reported by Morim et al. (2019). Their study used a community-driven multi-
method ensemble of global wave climate projections to demonstrate regions with 
robust changes in annual mean significant wave height and mean wave period and 
shifts in mean wave direction under a high-emission scenario. Recently, Morim et al 
(2020) provided a global ensemble of ocean wave climate projections from CMIP5-
driven models. Wave climate projections along the Indian coast were reported by 
Chowdhury et al. (2019). Their study analysed regional wave climate along the Indian 
coast for two time slices, 2011–2040 and 2041–2070, using an ensemble of near-
surface winds generated by four different CMIP5 GCMs under RCP4.5 scenario. 
Their study (Chowdhury et al. 2019) indicates that wave periods at most locations 
along east coast are expected to increase by almost 20%, whereas the increase would 
be 10% along the west coast. Also, very recently Krishnan (2021) made an assess-
ment on CMIP5 model performance of significant wave heights for Indian Ocean (IO) 
using COWSLIP datasets. The study used near-surface wind speed datasets from 8 
CMIP5 GCMs to force a spectral wave model. Spatio-temporal variations and projec-
tions of mean and extreme wind-wave conditions over the global ocean basins are 
important for practical needs. However, a proper understanding on the frequency 
of extreme wind-waves is very important for marine-related activities and coastal 
engineering applications. It is necessary to have a benchmark to evaluate the design 
wave parameters for coastal and offshore structures based on the extreme wind-
waves. Also, precise knowledge on extreme wind-wave conditions is very crucial to 
determine the sea levels in nearshore regions and mechanisms of coastal processes 
and sediment transport. Impact of climate change can aggravate the scenarios of 
projected wind-wave climate for the global coasts having socio-economic implica-
tions (Church et al. 2007; Luijendijk et al. 2018). Therefore, understanding the impact 
of climate change on extreme wind-waves is very important. The scientific and engi-
neering community has immense interest to understand the associated kinematics 
and dynamics of surface gravity waves for routine forecast and location-specific 
studies. 

Ocean waves play a significant role in influencing coastal processes in the 
coastal and nearshore environments. Winds blowing over the ocean surface generate 
wavelets, and the spectral components eventually develop over time extracting energy 
from the wind stress. Through nonlinear wave–wave interaction process, the energy 
within a wave system gets redistributed thereby determining the overall wave energy 
at a particular location and time and that can be conveniently expressed in the form of 
a wave spectrum. The free surface boundary is quite dynamic in nature, wherein the 
exchange of momentum, heat, and gas occurs. Wind stress acting on this boundary 
layer generates wind-waves or the surface gravity waves. There has been immense 
interest amongst the scientific community over the past several decades in under-
standing the characteristics of wind-waves such as their generation mechanism, prop-
agation, and dissipation characteristics having significant practical applications and 
economic importance. Over the recent decades, there has been significant research on
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Table 9.1 Types of natural disaster and its impact due to extreme events in the North Indian Ocean 

S. No. Different types of natural disaster Impact of extreme events 

1 Disasters related to weather and 
hydrological aspects—tropical cyclones, 
severe storm events, and floods 

Coastal and nearshore inundation 

2 Disaster related to geological 
aspect—plate movement 

Extreme coastal with nearshore flooding 
and inundation 

3 Disasters related to global climate 
change—global warming, depletion of 
ozone layer, ice-caps melting 

Sea level rise, extreme wind-wave activity 

4 Tsunami Widespread coastal and inland inundation 

the study of wind-waves and its prediction owing to increasing marine and offshore-
related activities. Precise knowledge on prevailing sea-state and its prediction is very 
vital for many marine-related operations, efficient ship routing, naval operations, port 
and harbour development activities, and many more. Nevertheless, the scientific and 
engineering community has significant interest to understand the associated kine-
matics and dynamics of ocean wind-waves for routine forecast and location-specific 
case studies. In context to the IO region, there are different types of natural disaster 
that can significantly affect the vulnerability aspects of coastal and nearshore regions. 
Table 9.1 illustrates the types, nature, and impact of natural hazards due to extreme 
events relevant to the IO region. 

Engineering community working in related disciplines of ocean engineering, naval 
architecture, civil and hydraulic engineering requires precise wave information to 
design, operate, and manage structures in the marine environment. Wave information 
is also required by coastal engineers in understanding natural processes in the coastal 
and nearshore environments. Based on existing knowledge, the wind blowing over 
ocean surface generates wavelets, and the spectral components eventually develop 
over time extracting energy from wind stress. The nonlinear interaction between 
waves redistributes the overall energy within the frequency-direction space of the 
wave spectrum. This is the present state of knowledge acquired despite several years 
of research in the field of ocean wave modelling. Random nature of waves and its 
complex interaction in terms of kinematics and dynamics of wave evolution was a 
major challenge since the past. One can find the fundamental and classical studies 
on water waves and development of mathematical formulations that dates back to 
the nineteenth century. 

An overview covering the major advances and developments achieved on study 
of wind-waves during the past few decades is given in Table 9.2. These classical 
works are testimony and building blocks to the basic research on ocean waves. The 
following sections in this chapter provide an overview covering the historical aspects 
of ocean wave studies relevant for the Indian seas, importance of wave energy balance 
in wave modelling studies, and global perspective of wind-wave modelling studies 
relevant for the IO, role of Southern Ocean (SO) in wind-wave climate studies, and 
the impact of extreme wind-waves on coastal inundation.
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9.1.1 Historical Perspective on Ocean Wave Studies Relevant 
for the North Indian Ocean 

For the north IO region, focused studies on wave research started during the 1980s 
and using the SMB (Sverdrup-Munk-Bretschneider) method hindcasts were made for 
wind-seas and swells off Mangalore coast during the south-west monsoon of 1968 and 
1969 (Prasada Rao and Durga Prasad 1982). Their study postulated that significant 
ocean wave characteristics in terms of both wave height and period predicted using 
this method compared well with the recorded data. In addition, their study (Prasada 
Rao and Durga Prasad 1982) proposed a bottom friction factor of 0.05 suitable for 
the study region in evaluating the shallow water wave characteristics off Mangalore 
coast. In another study, Prasada Rao (1988) reported on the spectral width parameter 
for wind-generated waves based on wave data analysis using a ship borne wave 
recorder. Data analysis covered various locations of deep and shallow waters along 
the east and west coast of India. The study (Prasada Rao 1988) indicated on the bias in 
the estimation of spectral width parameter using higher order moments. A parametric 
wave prediction model based on time delay concept was reported by Prasada Rao 
and Swain (1989). The study used datawell wave rider buoy data recorded from 
an oceanographic research vessel. Analysis of the data revealed growth and decay 
phase of sea-states for varying wind speeds. The parametric model used a time delay 
concept in place of wind duration limit (Prasada Rao and Swain 1989). Studies on 
wave characteristics and its refraction patterns relating to beach erosion for Kerala 
coast were reported by Baba et al. (1983). 

A significant and pioneering study on ocean wave research for India was made by 
Baba (1985) that initiated the modern ocean wave research in India. It brought out a 
concise picture on the latest developments made in the interpretation of ship-based 
observations, wave hindcasting, and measurements of ocean waves. New approaches 
on the study of short-term distributions, seasonal and annual climatology, and long-
term distributions are discussed (Baba 1985). Importance of nonlinear effects in 
short-term distributions of wave heights and periods are also highlighted. Devel-
opments on ocean wave research in India, wave spectra, numerical methods for 
wave hindcasting, transformation, tapping of wave energy, and remote sensing tech-
niques are discussed along with recommendations for future research (Baba 1985). 
In another study, Baba et al. (1989) investigated the wave spectra off Kochi, and 
the study highlights that spectral shape was multi-peaked and wide banded with 
high-frequency sides exhibiting similar slopes. The study revealed that the slope was 
milder than that proposed by Philip’s formulation for fully developed conditions. 
Kurian et al. (1985) reported on the prediction of nearshore wave heights using a 
refraction programme. In their study, the Dobson wave refraction programme was 
modified to incorporate the attenuation characteristics due to bottom friction that 
was verified for prediction of nearshore wave heights. The study focused on the 
shelf waters off Alleppey coast in Kerala. Swain et al. (1989) used a numerical wave 
prediction model and performed many case studies for the Arabian Sea (AS) and the 
Bay of Bengal (BoB). In another study, Ravindran and Koola (1991) investigated
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the potential for harnessing wave energy emphasizing on the Indian Wave Energy 
Programme. Using ship-based observations, Chandramohan et al. (1991) developed 
wave statistics for the Indian coast. In another significant study, Sanil Kumar et al. 
(1998) estimated the wave direction spread in shallow water utilizing measured wave 
data for a period of two months at 15 m water depth along the East coast of India. 
Their study (Sanil Kumar et al. 1998) advocated that shallow water wave directional 
spread was narrowest at peak frequency and widened towards the lower- and higher-
frequency bands. The observed uni-directional spectra were in close resemblance 
with the Scott wave spectra. Further, Sanil Kumar and Deo (2004) postulated the 
design wave estimates considering the directional distribution of ocean waves. Based 
on one-year data measured at three locations along Indian coast and 18 years of ship 
reported data, the design wave heights were estimated considering the directional 
distribution of significant wave heights. 

Sanil Kumar et al. (2010) investigated the waves in shallow waters off the west 
coast of India during the onset of summer monsoon period. The study signifies that 
about 67% of measured waves are attributed due to swells that propagate from south 
and south-west regions and wind-seas from south-west to north-west directions. Also 
using measured data, the variations in nearshore wave power for different shallow 
water locations in the east and west coast of India were reported by Sanil Kumar 
et al. (2013). Shahul Hameed et al. (2007) using measured data reported on the 
seasonal and annual variations in wave characteristics off Chavara coast in Kerala. 
For the Goa coast using measured wave spectral data, Vethamony et al. (2009, 2011) 
reported superposition of wind-seas with existing swells during the pre-monsoon 
season. Bhaskaran et al. (2000) investigated the extreme wave conditions for the 
BoB during severe cyclones with simulations using two spectral models and sea-
state hindcast for typical monsoon months (Bhaskaran et al. 2004). Importance of 
wave models for weather routing of ships in the IO was examined by Padhy et al. 
(2008). In an operational scenario wave forecasting system and its validation at 
coastal Puducherry, East coast of India was reported by Sandhya et al. (2013). There 
were also studies on coastal vulnerability associated with extreme waves (Nayak and 
Bhaskaran 2014; Sudha Rani et al. 2015; Sahoo and Bhaskaran 2015a, b, 2017a, b; 
Gayathri et al. 2017). A comprehensive review listing the various challenges and 
future directions for ocean wave modelling is available in Cavaleri et al. (2007) and 
Bhaskaran (2019). Studies that examined the trends in wind-wave climate relevant to 
IO are reported in Bhaskaran et al. (2014), Gupta et al. (2015), Patra and Bhaskaran 
(2016a, b), and Patra et al. (2017; 2019). The above-discussed review covers some of 
the seminal studies that are being carried out on ocean wave research for the Indian 
coast. At present, the ESSO-INCOIS, Hyderabad, provides information on Ocean 
State Forecast (http://www.incois.gov.in/portal/osf/osf.jsp) for the IO region.

http://www.incois.gov.in/portal/osf/osf.jsp
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9.1.2 Concept of Energy Balance for Wave Modelling Studies 

The concept of energy balance equation was formulated by Gelci et al. (1957) to  
understand the phenomena of wave evolution. The second- and third-generation 
wave models used energy balance equation as the governing equation. At present, 
the third-generation wave models are used for routine wave forecasting of surface 
gravity waves for the NIO region. The third-generation wave models use sophisticated 
parameterization of physical processes as compared to the second-generation wave 
models. Quality of wave forecasts has also drastically improved in the recent years 
attributed due to tremendous boost in computational power, data acquisition systems, 
availability of satellite data, and increasing number of in situ observational platforms. 

Broadly speaking, the wave models can be classified into phase averaging or 
phase resolving, wherein the phase-averaged models are expressed in terms of energy 
balance with appropriate sources and sinks used to represent the relevant physical 
processes. Phase-resolving models are based on the governing equations of fluid 
mechanics formulated to obtain the free surface condition. However, the phase-
averaging models have no priori restriction on the area to be modelled, whereas 
the phase-resolving models have an inherent limitation on the spatial dimension of 
the computational area. The various physical processes that are accounted in phase-
averaged models include (i) wave generation by wind accounted due to momentum 
transfer from atmosphere to ocean, (ii) refraction due to water depth, (iii) shoaling due 
to shallow water depths, (iv) diffraction due to obstacles, (v) reflection due to impact 
with solid obstacles, (vi) bottom friction due to heterogeneity of bottom materials, 
(vii) wave breaking effects when steepness exceeds a critical level, (viii) nonlinear 
wave–wave interaction due to quadruplets and triads resulting in wave energy redis-
tribution, and (ix) wave–current interaction effects. In deep water environment, the 
physical processes can result from the combined effects of wave generation by wind, 
quadruplet wave–wave interaction, and dissipation due to white-capping mecha-
nisms. Deep water waves transform on reaching shallow waters attributed by domi-
nant physical processes like refraction, bottom friction, depth-induced breaking, 
triad wave–wave interaction, wave–current interaction, diffraction, and reflection 
(Holthuijsen 2007). Hence, choosing an appropriate wave model for the desired task 
is very important considering the dominant physical processes relevant to the study 
area. Wind field and bathymetry are the primary input that governs the dynamic 
evolution of wind-waves. The spatio-temporal evolution of wave energy is depen-
dent on both wind field and local bathymetry. In addition, the ocean wave spectrum 
forms an integral part in wave models, as they provide the necessary initial conditions, 
wherein the energy has a dependence on the wind speed.
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9.1.3 Wind-Wave Climate Studies for the Global Oceans 

The role of satellites has undoubtedly revolutionized the global ocean observing 
system during the past two decades. Data obtained from satellites have improved 
our understanding on the spatio-temporal evolution and variability of meteorolog-
ical and oceanographic parameters such as wind speed, significant wave height, 
sea surface temperature (SST), sea surface height anomalies, and surface salinity. 
Although observed data from voluntary ships of opportunity and in situ measurements 
at specific locations are important, the role of satellite remote sensing is tremendous 
in context of understanding the meteorological and oceanographic parameter vari-
ability in basin scales. As per the report of IPCC AR4, the long-term record of VOS 
(1900–2000) signifies negative trends (11 cm/decade) for significant wave height in 
the SIO (Trenberth et al. 2007). Advent of radar altimeters has made it possible today 
to measure the maximum significant wave heights and winds across the global ocean 
basins. 

At present, the wealth of data obtained from multi-satellite platforms provides 
an opportunity to map the spatio-temporal variations in the earth system. Initial 
studies which utilized the satellite data focused on mapping wind-wave climate and 
their seasonal variations, and when longer records were available, the inter-annual 
variability could be determined (Hemer et al. 2010; Young et al. 2011). Practical use 
of altimeter data to understand the wind-wave climate started with GEOS-3 (Gower 
1976) and SEASAT in 1978. The first picture of wind-wave climate for the global 
oceans was released by Chelton et al. (1981). Further, studies by Challenor et al. 
(1990) and Carter et al. (1991) used GEOSAT data to determine the seasonal and 
inter-annual variability of wind-wave climate. Prior studies by Young et al. (2011) 
examined the global trends in wind-wave climate. Significant wave height projections 
for the northeast Atlantic in the twenty-first century under different forcing scenarios 
are reported by Wang et al. (2004), Wang and Swail (2006) indicating an increased 
tendency during winter and fall seasons. For the Pacific basin, Shimura et al. (2010) 
examined the extreme values of futuristic significant wave heights and associated 
wind speed in tropical cyclone zones showing that both had a zonal dependence. 
Mori et al (2010) examined the projection of extreme wind-wave climate under 
global warming for the Japan Sea. For the Dutch coast in the North Sea region, 
Renske et al (2012) reported effect of climate change on extreme waves suggesting 
a possible increase in the annual wind-wave maxima and their effect on the coastal 
environment. There are very few studies conducted to determine the trends in wind-
wave climate projections, and these were reported for the Atlantic and Pacific Ocean 
basins (Hemer et al. 2013) and not much reported for the IO region. It was only 
recent that studies reported on the wind-wave climate variability for the IO region 
using multi-satellite observations (Bhaskaran et al. 2014; Gupta et al. 2015, 2017; 
Gupta and Bhaskaran 2016). 

In this chapter, the discussions are more focused to analyse and quantify the 
observed trends in maximum significant wave height and maximum wind speed 
and identify the zones of maximum variability in the IO basin considering the fair
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weather conditions. Further, the inter-annual variations in wind-wave climate for the 
IO basin are reported. Though changing frequency and intensity of deep depressions 
and cyclones form an integral part of the climate system, the effect of climate change 
on frequency and cyclone intensity is not covered in this chapter. The analysis from 
the study is based on data obtained from eight satellite missions covering a period 
of 21 years. More details are presented in the subsequent sections. 

9.1.3.1 Extreme Wave Analysis for the Arabian Gulf 

The Arabian Gulf (AG) is a body of water which is an extension of the IO connected 
through the Strait of Hormuz. It is surrounded by many countries rich in oil reserves 
both on land and within the Gulf. There are about hundreds of offshore oil drilling 
platforms that exploit oil and gas reserves, and many more are planned for the future. 
Many marine structures are being constructed and also in plan such as seawater intake 
structures, breakwaters for port, harbour, and shore protection, submarine pipelines, 
open sea loading/unloading terminals, and oil terminals. It is important to note that 
cost-effective design of all these structures requires precise prediction of extreme 
waves for different return periods and that is very essential in terms of safety and 
economic point of view. For example, the armour unit weight of a breakwater depends 
on the design significant wave height to the power of 3. Hence, selection of 2 or 3 m 
significant wave height results in an armour unit of weight in the ratio of 8:27. It 
deciphers the importance to predict design wave heights for different return periods. 
For the AG waters, as on today, most of the coastal structures appear to be over 
designed, as there is no systematic extreme wave prediction done so far. Neelamani 
et al. (2006) had carried out extreme wave analysis especially for the Kuwait territorial 
waters at 19 different locations, and it is felt this work can be extended to cover the 
whole Arabian Gulf for the benefit of Gulf Cooperation Council (GCC) countries 
towards safe and cost-effective design of coastal and offshore structures. 

A structure such as seawater intake system designed for the design sea-state of 
oceans like North Atlantic Ocean or the BoB (that has severe wave climate with 
frequent cyclones) cannot be adopted for the AG marine environment, primarily this 
region being fetch limited. In general, the AG is a marginal sea in typical arid zone 
environment and connected to the IO lying situated between the latitudinal belts 
24°–30° N. The gulf covers an area of 226,000 km2. It is about 990 km long, and 
its width ranges from 56 to 338 km. It has a total volume of 7000 to 8400 km3 of 
seawater (Emery 1956; Purser and Seibold 1973; El-Gindy and Hegazi 1996). The 
average water depth of the AG is about 35 m. But depths more than 107 m occur 
in some places with water depth increasing in the south-east direction. The Gulf is 
connected to the Gulf of Oman and the Arabian Sea through the Strait of Hormuz, 
which is 56 km wide with an average water depth of 107 m that allows free exchange 
of water between the AG and Arabian Sea. More details on the Oceanographic Atlas 
of AG can be obtained from Al-Yamani et al. (2004). Dominant wind direction over 
this region in general is north-westerly (Elshorbagy et al. 2006). It is situated in 
a strategic location, and most of the countries around Arabian Gulf region rely on
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seawater for desalination and cooling of power plants. A large number of coastal and 
offshore project activities are undertaken and being planned in the AG waters like 
artificial coastal developmental projects such as palm and world-shaped waterfronts 
in Dubai, Durrat Al-Bahrain—a jewellery-shaped waterfront development in Bahrain 
and similar projects in Qatar, ultra-modern ports in Kuwait, a number of submarine 
pipeline and offshore oil and gas platforms, projects for development of tourism 
industries, etc. Design of all these marine structures requires realistic estimate of 
design wave height for different return periods, which is not available at present. 
This chapter discusses on an attempt made to report the extreme waves in AG waters 
for different return periods. Caires and Sterl (2005) estimated the 100-year return 
value for significant wave height utilizing ERA-40 data for the global oceans. The 
spatial resolution of wind data used in this study was 1.5° × 1.5°. However, data of 
this coarse resolution cannot provide valuable information for countries surrounding 
the AG, due to limited width of the AG. Therefore, finer resolution grid size of 0.5° 
× 0.5° that was linearly interpolated to a finer size of 0.1° × 0.1° was used to force 
WAM wave model to hindcast significant wave height and to perform extreme wave 
analysis. 

9.1.4 Role and Influence of Southern Ocean (SO) 
on Wind-Wave Climate 

The Southern Ocean (SO) is the only water body that is freely connected with the 
major oceans in the world. It plays a major role in governing the wind-wave climate 
of global ocean basins including the IO sector. It is noteworthy that the extra-tropical 
belt in the Southern Hemisphere has extremely strong winds and an active poten-
tial region for swell generation. A study by Snodgrass et al. (1966) indicated that 
long waves or ‘swells’ generated in this region can travel thousands of kilometres 
circumscribing the hemisphere and influencing locally generated wind-waves else-
where. Using Empirical Orthogonal Functions (EOFs), the study by Sterl and Caires 
(2005) analysed the ERA-40 reanalysis significant wave height data and reported that 
about 15% of global wave activity is contributed by swells generated from the SO 
region. Hence, this region is extremely important as it can influence the variability of 
global ocean wave heights. Hemer et al. (2010) used altimeter data to understand the 
inter-annual climate variability and trends in the directional behaviour of wind-wave 
climate over the SO region. In a climate perspective, the extreme wind-wave climate 
variability in the IO sector of SO correlated well with the Southern Annular Mode 
(Bhaskaran et al. 2014). In another study, Young et al. (2011) reported on the global 
trends in wind speed and wave heights using altimeter measurements analysing statis-
tical parameters such as monthly mean, 90th and 99th percentile trends for the global 
oceans. An interesting observation from this study indicated that intensity of extreme 
weather events increased at a faster rate as compared to the mean conditions. The 
mean and 90th percentile analysis suggested that wind speed over large areas in the
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global oceans has increased at a rate of 0.25–0.5% per year. Young and Ribal (2019) 
using significant wave height data obtained from 31 satellite missions for the period 
(1985–2018) comprising altimeters, radiometers, and scatterometers witnessed an 
increase in extreme wave heights (90th percentiles) than the mean significant wave 
height. 

9.1.5 Impact of Extreme Wind-Waves on Coastal Inundation 

One of the biggest threats to coastal communities is severe inundation and its 
frequency associated with climate change on the extreme water levels in the nearshore 
regions. The immediate threat is on coastal communities and the islands (Nicholls 
et al. 2007; Seneviratne et al. 2012). The impact resulting from coastal inundation can 
significantly affect the shoreline configuration, damage to infrastructure, saltwater 
intrusion into groundwater, destruction of crops, and affecting the human popula-
tion having wide socio-economic consequences. It is imperative to understand the 
processes that cause extreme water levels having paramount significance to adapta-
tion strategies in a changing climate scenario. Prior studies by Munk et al. (1963) 
and Snodgrass et al. (1966) indicated that distant swells can propagate basin scale. 
Swells can influence the local wind-generated waves as well modulate and modify the 
resultant wave energy in nearshore regions (Nayak et al. 2012). Breaking wind-waves 
can influence the wave set-up that can reach approximately one-third of the incident 
wave height along coasts in the tropical and subtropical islands (Munk and Sargent 
1948; Vetter et al. 2010). Therefore, wave-induced set-up due to breaking of extreme 
wind-waves is a significant environmental driver that can affect the coastlines. 

Arrival of extreme swells can trigger inundation events along major coastlines 
of the world. In the literature, the causative factors attributed to more commonly 
reported extreme nearshore water levels are astronomical tides, tropical cyclone-
induced storm surges, and regional sea-level variability due to El Nino and Southern 
Oscillations (ENSO) phenomena (Church et al. 2006; Menendez and Woodworth 
2010; Walsh et al. 2012). Perhaps one of the reasons addressing swells as the cause 
of extreme water levels could be remoteness of island communities, poor reporting 
networks (Kruke and Olsen 2012), and scarcity of in situ observations and surface 
waves (Lowe et al. 2010). Widespread major inundation events during December 
2008 for the Pacific islands that was triggered by distant swells were reported by 
Hoeke et al. (2013). Reports suggested that inundation was significant and that 
occurred over several consecutive days during high tide conditions with additional 
impacts from wave run-up and infra-gravity bores impacting the low-lying island’s 
locations. Widespread damages were also reported at islands such as Micronesia, 
the Marshall Islands, Kiribati, Papua New Guinea, and Solomon Islands (Hoeke 
et al. 2013). The timing of inundation was clearly correlated with the arrival of 
extra-tropical storm swells, wherein the potential of inundation from swells was 
accounted due to steep bathymetric slopes at all affected locations. It is important 
to note that steep bathymetry can result in high dissipation gradient along the coast



9 Extreme Wind-Wave Characteristics in the North Indian Ocean … 235

causing extreme wave set-up and run-up conditions (Kennedy et al. 2012). Changing 
wind-wave climate and extreme waves can have large impact on the future frequency 
and magnitude of coastal inundation events. Though still uncertainty prevails in the 
changes of these events, the current knowledge on storm wave heights and frequency 
in particular for the mid- and high-latitude regions shows a positive trend (Young 
et al. 2011; Aucan et al. 2012; Hemer et al. 2013). It is warranted to perform more 
rigorous studies on the frequency and magnitude of coastal inundation due to extreme 
wave events under sea-level rise projections for the future. 

In the IO perspective, the acronym ‘Kallakadal’ that literally means ‘sea thief ’ is a  
phenomenon reported for the Kerala coast in south-western coast of India during the 
pre-monsoon season and during the periods of monsoon breaks (Kurian et al. 2009). 
This acronym was adopted by UNESCO referring to sea creeping into the coastal 
region attributed due to swells generated by storms in the SO. This phenomenon 
mostly occurs during the pre-monsoon season and sometimes during the monsoon 
breaks and continues for a few days inundating the low-lying coastal regions. During 
high tide condition, the water levels can reach about 3–4 m above the maximum 
record. A recent study by Remya et al. (2016) has documented on the teleconnection 
between NIO high swell events and the prevailing meteorological conditions in the 
SO. Their study used combination of in situ measurements and model generated 
simulations for the year 2005 in addressing the flooding associated with high swell 
activity or Kallakadal event in the Kerala coast. During the year 2005, there were 
about ten high swell events reported in the NIO basin, and the study (Remya et al. 
2016) confirmed these events were triggered by distant swells propagating from 
south of 30S. A severe low-pressure system, also termed as ‘Cut-Off-Low’ quasi-
stationary in nature, occurred in the SO about 3–5 days prior to high swell events 
attacking the south-west coast of India. Their study (Remya et al. 2016) reported that 
strong surface winds (about 25 m/s) sustained with longer duration (about 3 days) 
over a large fetch were the essential conditions for the generation of long-period 
swell waves that prevails. 

Coastal inundation associated with Kallakadal depends on the onshore topog-
raphy, and it appears to be more severe and frequent on the south-western Indian 
coast compared to the northern coast. Though not well documented in the liter-
ature, reported sources from fishermen state this flash flood event occurs almost 
every year (Kurian et al. 2009). As per available literature, the Kallakadal event 
of May 2005 was quite intense and documented (Narayana and Tatavarti 2005; 
Baba 2005; Murty and Kurian 2006). The associated wave characteristics are typical 
swells having moderate heights between 2–3 m and long periods (about 15 s). At 
present, there is no operational forecasting system for Kallakadal events being a 
remotely forced event. There are several studies over the recent past that inves-
tigated the coastal inundation characteristics attributed by tropical cyclone-induced 
storm surges using stand-alone ADCIRC (Advanced Circulation) model and coupled 
wave-hydrodynamic (ADCIRC + SWAN) models. For example, the performance of 
coupled ADCIRC + SWAN model for Thane cyclone event and coastal inunda-
tion along with validation was reported by Bhaskaran et al. (2013a, b, 2014); for 
Phailinevent (Murty et al. 2014), for Aila event (Gayathri et al. 2016), for Hudhud
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event (Murty et al. 2016; Dhana Lakshmi et al. 2017; Samiksha et al. 2017), for 1999 
Odisha Super cyclone (Sahoo and Bhaskaran 2019a, b). Jismy et al. (2017) reported 
the role of continental shelf on the nonlinear interaction mechanism between storm 
surge, tides, and wind-waves. Gayathri et al. (2019) investigated the role of river– 
tide–storm surge interaction characteristics for the Hooghly estuary located in the 
East coast of India. Murty et al. (2019) investigated the effect of wave radiation 
stress in storm surge-induced indication for the East coast of India. A comprehen-
sive overview on tropical cyclone-induced storm surges and wind-waves for the BoB 
region is available in Bhaskaran et al. (2019). Influence of wave set-up along Indian 
coasts was investigated by Nayak et al. (2012). However, with an increasing trend 
seen of extreme wind-wave activity (Bhaskaran et al. 2014) in the SO region, the 
severity and frequency of flash flood events such as Kallakadal and its impact on 
the Indian coast are a research topic of immense interest having socio-economic 
implications. 

9.2 Data and Methodology 

The recent trends in wind-wave climate for the IO region in a changing climate was 
reported by Bhaskaran et al. (2014) and Gupta et al. (2015). The study used altimeter 
data for maximum significant wave height using daily datasets from eight satellite 
missions covering a period of 21 years (1992–2012). Measured data from satellite 
used advanced microwave techniques that enabled data coverage irrespective of cloud 
and sunlight conditions. As mentioned above, the eight satellite missions are from 
ERS-1/2, TOPEX/Poseidon, GEOSAT Follow-On (GFO), JASON-1/2, ENVISAT, 
and CRYOSAT. Quality checked altimeter data were used in this study (Queffeulou 
et al. 2011), and the corrected altimeter data available as daily data files were used for 
analysis. Details of eight satellite missions covering various aspects on the satellite 
passes and data collection time are given in Table 9.3. 

Data from these eight satellite missions were available for the global ocean basins. 
In this study, the IO basin (30 E–120 E; 30 N–60 S) is the region of interest (Fig. 9.1a). 
The Basic Radar Altimetry Toolbox (BRAT) version 3.1.0 was used to convert 
the binary data into text files. There are three different filters in BRAT such as 
smooth, extrapolate, and loess with functionality of smoothing, filling data gaps and 
combinations of both, respectively. 

Relevant parameters, such as maximum significant wave height and maximum 
wind speed for the domain as shown in Fig. 9.1a, were derived from the BRAT 
processed daily data. The study examined the variations of these parameters along 
the two transect lines (Fig. 9.1a) covering the western and eastern sectors of the IO 
basin. There are two points each marked along these transects and that represents 
the extra-tropical, equatorial, and tropical belts of the IO. More precisely, these 
ten locations cover south IO, south subtropical, south trade wind, and equatorial 
and tropical north-east and north-west IO sectors. Recent trends in the variability of 
maximum wind speed and maximum significant wave heights were analysed at these
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Table 9.3 Data record of satellite products and respective time coverage used in the study 

S. No. Satellite Product Cycles Time Period Remarks 

1 ERS-1 OPR Not defined 01 August 1991 to 
30 March 1992 

Phases A and B 
3-days 

83 to 101 14 April 1992 to 20 
December 1993 

Phase C 
35-days 

Not defined 24 December 1993 
to 10 April 1994 

Phase D 
3-days 

Not defined 10 April 1994 to 21 
March 1995 

Phases E and F 
168-days 

144 to 156 24 March 1995 to 
02 June 1996 

Phase G 
35-days 

2 ERS-2 OPR 1 to 169 15 May 1995 to 04 
July 2011 

3 ENVISAT GDR v2.1 6 to 113 14 May 2002 to 08 
April 2012 

4 TOPEX/ 
POSEIDON 

M-GDR 1 to 481 25 September 1992 
to 08 October 2005 

5 JASON-1 GDR 1 to 525 15 January 2002 to 
15 February 2013 

Mission going 
on 

6 JASON-2 GDR 0 to 168 04 July 2008 to 01 
February 2013 

Mission going 
on 

7 GEOSAT 
Follow-On (GFO) 

GDR 37 to 222 07 January 2000 to 
07 September 2008 

8 CRYOSAT-2 IGDR 11 to 580 28 January 2011 to 
08 April 2013 

Mission going 
on 

From Bhaskaran et al. (2014) 

ten locations. As the study focused on understanding the trends during fair weather 
conditions, cases of extreme weather events such as tropical cyclones that had short 
durations were excluded from the analysis. 

Satellite-derived products used in this study have undergone thorough calibra-
tion and validation checks with other in situ observations leading to the devel-
opment of homogeneous research quality data. Therefore, the altimeter derived 
maximum significant wave height is a quality product beyond doubt that aids one 
to deduce meaningful conclusions. To determine the long-term trends, inter-annual, 
and intra-seasonal variability, a recent study analysed 41 years of ERA-5 wind-wave 
data covering the period from 1979 to 2019 (Sreelakshmi and Bhaskaran 2020). 
Figure 9.1b shows the study area in the IO region grouped into six sub-domains. 
Parameters such as significant wave heights of combined wind-seas and swells, total 
swells, and wind-seas were analysed with data retrieved at 0.5° × 0.5° spatial reso-
lution on a monthly averaged time frequency. Further, the performance evaluation 
of reanalysis and model products were done using various statistical measures such
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Fig. 9.1 (a) Study region and transects for analysis in the Arabian Sea and Bay of Bengal (from 
Bhaskaran et al. 2014), and (b) Indian Ocean region grouped into six sub-domains (from Sreelakshmi 
and Bhaskaran 2020) 

as correlation coefficient, root mean square error, bias, average absolute error, and 
percentage of bias (Sreelakshmi and Bhaskaran 2020). 

To assess the climatology and annual trend analysis of extreme waves, the seasons 
were classified based on the India Meteorological Department (IMD) nomenclature 
such as winter (January–February; season 1) pre-monsoon (March–May; season 
2), monsoon (June–September; season 3), and post-monsoon (October-December; 
season 4). Linear regression analysis using poly-fitting function was used to investi-
gate the trend in wave heights quantifying the changes per year by employing a suit-
able statistical significance test for the study domain. Statistical significance of trends 
was determined using the Mann-Kendal trend test for 95% confidence limit (Sree-
lakshmi and Bhaskaran 2020). To examine the various modes in the spatio-temporal 
variability, the widely used principal component analysis/empirical orthogonal func-
tion (EOF) was employed. This analysis helps to represent the data according to the 
variance by performing Eigen value decomposition, wherein the principal compo-
nent analysis provides the measure of temporal variation, and the EOF attributes 
to the spatial variability. It is noteworthy that this method can essentially capture 
the nonlinearity and high-dimensional characteristics for a given dataset preserving 
significant patterns and their variability, thereby aiding the users to derive meaningful 
information for data interpretation and analysis. Analysis was carried out separately 
for swells and wind-seas for seasonal and annual scales to understand the variability 
in the individual characteristics. 

From the variability analysis, twelve locations were identified from the domain 
that exhibited more significant variability in the EOF first three modes. Another 
powerful technique is the wavelet transform that analyses the frequency components 
of a given signal in the dataset. Techniques using Fourier transform can also be



9 Extreme Wind-Wave Characteristics in the North Indian Ocean … 239

used to analyse the frequency components; however, if this technique is applied for 
the entire time series dataset, one cannot interpret at what time instant a particular 
frequency rises. A short-time Fourier transform uses sliding window for spectro-
gram that provides information in both time and frequency scales. However, there is 
a constraint with the window length that can limit the frequency resolution. This limi-
tation is taken care in the wavelet transform which is a powerful technique to provide 
the solution. Wavelet transforms work on the principle based on small wavelets with 
limited duration. The first type of wavelet transform is the orthogonal Haar wavelet 
(Addison 2018). A second type of orthogonal wavelet is the Meyer wavelet that was 
formulated in 1985. Wavelet transform algorithm had demonstrated numerous appli-
cations in the field of signal processing in diverse disciplines. Complex wavelets 
have Fourier transforms that is zero for negative frequencies. Advantages of using 
a complex wavelet are its capability in separating the phase and amplitude compo-
nents of the signal. The Morlet wavelet is the most commonly used complex wavelet, 
which is used in this study (Sreelakshmi and Bhaskaran 2020). 

There are several studies carried out on extreme value analysis of wind and waves. 
Gumbel (1958) developed the statistical technique to analyse the extreme values of 
natural random events like wind speed. Recorded annual maximum wind speed 
covering the time series of many years is the input for this method. It is important to 
note that Gumbel extreme value distribution is being widely used by the wind engi-
neering community across the globe, as this method is simple and robust. St. Denis 
(1969, 1973) had discussed on Gumbel distribution for extreme wave prediction. 
More information pertaining to data sample collection for extreme value analysis 
is available in Nolte (1973), Cardone et al. (1976), Petrauskas and Aagaard (1971), 
and Jahns and Wheeler (1973). Detailed information on the plotting formula used 
for extreme wave predictions is available in Kimball (1960), Gringorten (1963), 
and Petrauskas and Aagaard (1971). Also, the procedure for extreme wave height 
predictions is explained in Sarpkaya and Isaacson (1981) and Kamphuis (2000). 
Extreme value analysis for waves is discussed in Mathiesen et al. (1994), Goda et al. 
(1993), and Goda (1992). In addition, Coles (2001) provides more statistical details 
on extreme value prediction based on the annual maximum data points and peak 
over threshold (POT) method. Additional information on POT and its application 
is provided in Ferreira and Guedes Soares (1998) and Leadbetter (1991). All these 
literatures provide the information and knowledge for carrying out a detailed extreme 
value analysis and used for the present study. For the AG region, the wave data was 
hindcasted using WAM wave model covering a total period of 12 years (1 January 
1993 till 31 December 2004). The output from WAM model comprises significant 
wave height and the mean wave period at every one-hour interval. The hindcasted 
wave data for the entire AG waters covers a grid resolution of 0.1° × 0.1°. Model 
was validated using measured data as provided in Al-Salem et al. (2005). Extreme 
wave analysis was carried out for a total of 38 different locations in the Gulf region 
shown in Fig. 9.2. Each location had a total of 1, 05,192 data points. More details of 
each location are provided in Table 9.4. 

Maximum and mean significant wave heights at 38 locations based on the 12 year 
hindcasted data are provided in Fig. 9.3. The highest maximum significant wave
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Fig. 9.2 Locations in the Arabian Gulf waters for extreme wave analysis 

height is hindcasted at location 28 (Hs = 5.33 m), and the lowest maximum significant 
wave height is hindcasted at location 8 (Hs = 1.82 m). Similarly, the maximum mean 
wave height for 12-year period is at location 27 (Fig. 9.2) with Hs = 0.77 m, and the 
minimum average wave height is at location 5 (Fig. 9.2) with Hs = 0.21 m. 

The Gumbel and Weibull distributions were used for the extreme value anal-
ysis. Statistics of long-term wave prediction require that the individual data used in 
the statistical analysis be statistically independent. Hence, the hourly wave height 
depends very much on the wave height of the previous hours, fulfilling that the condi-
tion of statistical independence is not met. Hence, in order to produce independent 
data points, only the storms should be considered. The commonly used method to 
separate wave heights into storms is called the peak over threshold (POT) analysis 
(Coles 2001). A threshold wave height of 1.0 m is selected for the present analysis. 
Figure 9.4 illustrates the number of storm events/year with threshold wave height of 
1.0 m for different locations. 

As seen from Fig. 9.4, there are nine locations with more than 80 number of storm 
events/year and 14 locations had 60–80 storm events/year with threshold significant 
wave heights of 1.0 m. There are six locations amongst the selected 38 locations 
with less than 40 storm events/year with threshold significant wave height of 1.0 m. 
This important information is vital for marine operations around these locations. The 
data points used in the POT analysis are the peaks occurring during each storm with
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Table 9.4 Details of geographical locations and respective local water depths at 38 different 
locations in the Arabian Gulf waters 

Location Longitude (°E) Latitude 
(°N) 

Water depth (m) Remarks/nearest country 

1 49.2 29.9 15 Iran 

2 49.1 28.1 15 Saudi Arabia 

3 49.6 27.5 15 Saudi Arabia 

4 53.4 26.7 61 Iran 

5 54.9 26.5 11 Iran 

6 55.9 26.6 31 Iran 

7 54.0 26.4 55 Iran 

8 48.7 28.2 9 Saudi Arabia 

9 49.9 26.9 16 Saudi Arabia 

10 50.8 26.4 12 Bahrain 

11 51.8 25.7 19 Qatar 

12 51.9 24.4 10 UAE 

13 52.9 25.2 16 UAE 

14 54.4 24.7 10 UAE 

15 55.2 25.3 16 UAE 

16 55.9 25.9 20 UAE 

17 50.9 26.2 9 North-west of Qatar 

18 50.6 25.4 17 South-west of Qatar 

19 50.3 25.9 20 In between Saudi Arabia and Bahrain 

20 49.3 27.6 9 Saudi Arabia 

21 48.8 29.8 10 In between Kuwait and Iran 

22 49.2 29.2 33 In between Saudi Arabia and Iran 

23 49.7 28.6 45 In between Saudi Arabia and Iran 

24 50.2 27.9 48 In between Saudi Arabia and Iran 

25 50.8 27.3 62 In between Bahrain and Iran 

26 51.5 26.7 39 In between Qatar and Iran 

27 52.2 26.2 44 In between Qatar and Iran 

28 53.2 25.8 54 In between UAE and Iran 

29 54.4 25.8 59 In between UAE and Iran 

30 55.5 26.3 57 In between UAE and Iran 

31 52.4 27.2 79 Iran 

32 51.6 27.6 22 Iran 

33 50.9 28.4 42 Iran 

34 50.4 28.9 44 Iran 

35 49.9 29.7 24 Iran

(continued)
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Table 9.4 (continued)

Location Longitude (°E) Latitude
(°N)

Water depth (m) Remarks/nearest country

36 48.7 29.1 19 Kuwait 

37 52.0 25.3 15 East of Qatar 

38 53.4 24.9 20 UAE 

Fig. 9.3 Maximum and mean hindcasted significant wave height for Arabian Gulf waters during 
the period January 1993–December 2004 

Fig. 9.4 Number of storm events/year with threshold significant wave height of 1.0 m in the Arabian 
Gulf waters

threshold wave height of 1.0 m. The total number of data points used for the extreme 
wave analysis is hence 12 times the number of storm events/year with threshold Hs 

value of 1.0 m as shown in Fig. 9.4. Data points for each location are arranged in 
the descending order, and the probability of exceedance (Q) is calculated using the 
formula:
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Q = (i − c1) 
(N + c2) (9.1) 

where the symbols ‘i’ represents the rank; ‘N ’ represents the total number of data 
points; c1 = 0.44 and c2 = 0.12 for Gumbel distribution, and c1 = 0.20 + (0.27/α) 
and c2 = 0.20 + (0.23/α) for Weibull distribution, where α is the shape parameter. 
The value of α is varied from 0.8 to 1.3 with an increment of 0.05, and the value of 
α, which gives best fit for the dataset, is selected. More details on the Gumbel and 
Weibull distributions are available, for example in Kamphuis (2000). 

Prediction of wave height for the selected return period (TR) and the probability 
of exceedance are linked by the following expression: 

Q = 1/(1TR) (9.2) 

where 1 represents the number of event/year. In this case, we know the total number 
of storm events exceeding threshold value of Hs = 1.0 m for each location in the 
Arabian Gulf waters. As the data used are for a total duration of 12 years, the value 
of 1 can be determined from Fig. 9.4. According to Gumbel distribution, the wave 
height expected for a selected return period HTR can be estimated using the formula: 

HTR = g − bln[ln(1/P] (9.3) 

that becomes 

HTR = g − bln[ln{(1TR)/(1TR − 1)}] (9.4) 

According to the Weibull distribution, the wave height expected for a selected 
return period HTR can be estimated from the following formula: 

HTR = g + b[ln(1/Q)]1/α (9.5) 

i.e. 

HTR = g + b[ln(1TR)]1/α (9.6) 

It is now possible to obtain the extreme wave height for any selected return period. 
Wave height and wave periods are independent parameters. However, as the wave 

height increases, it is also likely that wave period increases. On the other hand, the 
probability of occurrence of high waves and long periods is more pronounced than 
the probability of occurrence of high waves and short periods. Joint probability of 
wave height and wave period is used for predicting the wave period for a given 
wave height of any desired return periods (Kamphuis 2000). An example of the joint
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wave period–wave height distribution for location 23 (Fig. 9.2) in the AG waters is 
illustrated in Table 9.5. 

The joint distribution is simplified by relating the wave period to wave height using 
the combinations of greatest frequency. For example, in Table 9.5, the interpolation 
gives Tmean = 5.627 s corresponding to Hs = 2.625 m. Now the significant wave 
height and mean wave period are related by the following equation: 

Tmean = C3(Hs)
C4 (9.7) 

The values of C3, C4 and the corresponding coefficient of correlation R2 are 
obtained for all the 38 locations in the Arabian Gulf waters and shown in Fig. 9.5a–c, 
respectively. 

As seen from Fig. 9.5, the average coefficient of correlation is 0.948, which is 
an acceptable value for using C3 and C4 values to obtain the mean wave period for 
a given  Hs value. It is recommended to use the respective C3 and C4 values for 
the chosen locations to estimate Tmean. The average value of C3 and C4 is 4.398 
and 0.2648, respectively, and it can be used to estimate the approximate value for 
the mean wave period in Arabian Gulf waters for a given significant wave height 
corresponding to the desired return period of the event. 

9.2.1 Extreme Wind-Wave Analysis for the North Indian 
Ocean 

Extreme wind-waves are also generated by extreme weather events like tropical 
cyclones. The sea-state is quite rough during cyclone events, and significant wave 
height is extremely high in both open sea and in coastal regions. In the recent past, 
studies were attempted using coupled wave-hydrodynamic models (ADCIRC + 
SWAN) that provides a clear picture on the extreme water levels near coastal regions 
during tropical cyclone events (Bhaskaran et al. 2013a, b; Murty et al. 2014, 2016). 
Radiation stress obtained from wave model is dynamically exchanged with hydrody-
namic models modifying the water level elevation and further mutually exchanged 
with wave model to update the radiation stress at coupled time steps. The contribution 
from wave models is the wave set-up that contributes to the extreme water levels. 
Readers can refer to the above-mentioned references for more details on studies 
conducted for different severe cyclone cases. This chapter discusses on extreme 
waves computed using the coupled model for very severe cyclonic storm Hudhud 
that made landfall in Andhra Pradesh, East coast of India (Murty et al. 2016). 

Figure 9.6a is the satellite imageries of this cyclone, and the corresponding track 
is shown in Fig. 9.6b. The bathymetry and finite element mesh for the computa-
tional domain was generated using the surface modelling system (SMS) as shown in
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Fig. 9.5 Values of a C3, b C4, and  c R2 for different locations in the Arabian Gulf waters 

Fig. 9.6 a Satellite imageries of Hudhud cyclones, b track of Hudhud cyclone from IMD best track 
estimates, c bathymetry for the Bay of Bengal region, and d finite element mesh of the study region 
(from Murty et al. 2016)
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Fig. 9.6c, d. The finite element mesh shown in Fig. 9.6d resolves well sharp bathy-
metric gradients in the coastal environment. The bathymetric data General Bathy-
metric Chart of the Oceans (GEBCO) having a grid spacing of 30 arc seconds main-
tained by the British Oceanographic Data Centre (BODC) were used in this study. 
The unstructured grid that is optimized in context to computational time and shown 
in Fig. 9.6d comprises 123,594 vertices and 235,952 triangular elements. Flexibility 
in grid structure provides allowance to relax in deep waters and refines accordingly 
based on the specified bathymetric features in the nearshore areas. Spatial grid reso-
lution is 500 m along coast in the nearshore regions and relaxing to 30 km in the 
offshore boundary at deep ocean. Study by Bhaskaran et al. (2013a, b) signifies that 
a high-resolution flexible mesh in the nearshore areas better resolves the complex 
bathymetric features reflected in the wave transformation. Also, the criteria in fixing 
the grid size not exceeding 1 km for nearshore regions are justified in the study by 
Rao et al. (2009) indicating the optimum size for precise computation of storm surge 
height for the East coast of India.

Bottom friction coefficient used in ADCIRC model is 0.0028 with a time step size 
of 10s and that suits well for the sandy bottom environment prevailing at Andhra 
Pradesh coast (Murty et al. 2014). Model run was executed for the period from 
8 October 2014 (00 h) when Hudhud was in deep waters, until the landfall time 
(forenoon of 12 October 2014) with total simulation length of 120 h including the 
ramp function of one day. Computation was carried out in the high-performance 
computing system at INCOIS utilizing 320 processors. The coupling time step in 
wave-hydrodynamic (ADCIRC + SWAN) was specified as 600s. Study by Bhaskaran 
et al. (2013a, b) advocates that this prescribed time step is good enough to understand 
the nonlinear interaction effects from changing water levels in the presence of wave 
field. The wave model (SWAN) configuration was prescribed having 36 directional 
and 35 frequency bins that can optimally resolve the spectral distribution of wave 
energy propagation, as well capture realistically the evolution of spectral wave energy 
in both geographic space and time. Wave frequencies used logarithmic frequency bins 
ranging between 0.04 and 1.0 Hz with angular resolution of 10 degrees. Quadruplet 
nonlinear wave–wave interaction using discrete interaction approximation technique 
was used in the wave model configuration along with Madsen et al. (1988) formula-
tion for the bottom resistance. Wave rider buoy located off Visakhapatnam was used 
for verification of the model computed results. 

9.2.2 Analysis of GCM Results for the North Indian Ocean 

Wave models are sensitive to input wind fields, and therefore identification of the best 
available wind field serves to provide better quality wave forecast of extreme waves. 
Reliability of wind forcing produced by GCMs directly influences the quality of 
wave outputs (Bricheno and Wolf 2018). Also, to evaluate the futuristic projections 
of extreme wave datasets, the wind fields generated from general circulation models 
(GCMs) is a necessity. Climate models that use GCMs and their ensemble can provide
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simulated data for historical, near-, and futuristic projections to force wave models. 
It is therefore imperative to determine the best-performing GCMs for the IO region. 
The readers can refer to the studies by Krishnan and Bhaskaran (2019a, b, 2020) that 
deals with CMIP5/CMIP6 wind speed comparison between satellite altimeters and 
reanalysis products, global climate models for the BoB region and its projection. 

The best-performing climate models under CMIP5 category verified for the BoB 
region are available in Krishnan and Bhaskaran (2019a, b). Utilizing this knowledge, 
the available 20 GCMs under CMIP6 category were subjected to performance evalua-
tion. Models employed under CMIP5 and CMIP6 family belong to ensemble ‘r1i1p1’ 
and ‘r1i1p1f1’, respectively. Historical simulations from CMIP5 and CMIP6 datasets 
span the period 1850–2005 and 1850–2014, respectively. Monthly near-surface wind 
speed data simulated by GCMs are extracted for the historical and projection anal-
ysis. CMIP5 future projections are characterized as Representative Concentration 
Pathways (RCP) scenarios comprising of RCP2.6, RCP4.5, RCP6.0, and RCP8.5 
radiative forcing of 2.6 W/m2, 4.5 W/m2, 6 W/m2, and 8.5 W/m2, respectively. Four 
shared socio-economic pathways (SSP) scenarios under the Tier-1 experiment such 
as SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-8.5 were considered for evaluating the 
future changes in wind speed. These emission scenarios correspond to the low-end 
future category indicating the end-century temperature rise to be less than 2° to a 
high-end future with a temperature rise of 5° (Gidden et al. 2019). More details 
pertaining to different SSP scenarios are presented in Table 9.6. 

Skill level of simulated near-surface wind speed from models under the CMIP5 
and CMIP6 family is evaluated against merged scatterometer data (Sreelakshmi and 
Bhaskaran 2020), the ERA-Interim Reanalysis product, and in situ observations 
from Research Moored Array for African–Asian–Australian Monsoon Analysis and

Table 9.6 Shared socio-economic pathways (SSPs) 

Emission scenario Scenario description 

SSP1-2.6 Strong economic growth via sustainable pathways 

SSP2-4.5 Middle of the road scenario with moderate population growth and slower 
convergence of income levels across countries 
Intermediate vulnerability and climate forcing and its median positioning 
of land use and aerosol emissions 

SSP3-7.0 Futures with high inequality between countries (i.e. ‘regional rivalry’) and 
within countries 
Quantification of avoided impacts (e.g. relative to SSP2) has significant 
emissions from near-term climate forcing (NTCF) species such as aerosols 
and methane (also referred to as short-lived climate forcers, or SLCF) 

SS5P-8.5 Strong economic growth via fossil fuel pathways, delayed climate action 
End of the century (EOC) temperature outcomes span a large range, from 
1.4 °C at the lower end to 4.9 °C for SSP5-8.5 

From Gidden et al. (2019)
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Prediction (RAMA) buoys. Monthly wind speed data retrieved from satellites, ERS-
1 (1992–1996), ERS-2 (1997–1999), QuikSCAT (1999–2007), and ASCAT (2008– 
2014) are merged to form a continuous time series of 23 years and used as primary 
reference dataset in the study. Statistical evaluation of climate models is performed 
using the Taylor diagram (Taylor 2001). It is an advanced method to express the 
skill level of models by representing the correlation coefficient, standard deviation, 
and root mean square error between the models and reference datasets. Further, 
the wind speed obtained from CMIP6 models was extracted at the in situ RAMA 
buoy locations and comparison carried out by estimating various statistical measures 
such as correlation coefficient, bias error, root mean square error, Nash–Sutcliffe 
efficiency, and index of agreement. Based on the statistical analyses performed, the 
best-performing models were selected and employed to construct a Multi-Model 
Mean (MMM) to understand the future changes. Futuristic changes in the wind 
speeds from CMIP5 ensemble for the near future (2026–2050), mid-century (2051– 
2075), and end-century (2076–2100) are calculated as the respective change from 
historical period (1980–2014).

9.3 Results and Discussion 

Extreme waves that coincide with high spring tide conditions longer fetch and strong 
winds are catastrophic in particular for coastal regions that are highly populated 
and industrialized. Higher waves that are superimposed on extreme water levels can 
instantaneously lead to flash floods near coast and eventually cause run-up of large 
volumes of water in short time period. Mean overtopping discharges that exceed 
0.031/s per m as function of wave height, steepness, and water depth can pose signif-
icant hazard to public safety (Allsop et al. 2005; Burcharth and Hughes 2006). This 
chapter discusses on important aspects related to recent trends in maximum wind 
speed and significant wave height for the IO region utilizing multi-satellite datasets, 
long-term trends, inter-annual and inter-seasonal variability of total wind-generated 
waves, wind-seas and swells using ERA-5 datasets (41 years), extreme wind-waves 
associated with Hudhud cyclone, and best-performing GCMs for the IO region for 
futuristic prediction of extreme waves. 

9.3.1 Recent Trends in Maximum Wind Speed 
and Significant Wave Heights for Indian Ocean 

The Intergovernmental Panel on Climate Change (IPCC 2007, 2012) report clearly 
indicates on the effect of climate change noticed across the globe. Projected results 
also mention that in the future, the frequency and intensity of extreme weather 
events are likely to increase. Studies that investigated on the basin-scale variability
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of maximum winds and wave heights for the IO region were only recent (Bhaskaran 
et al. 2014; Gupta et al. 2015). The Hovmoller diagram is commonly used in the 
field of meteorology and oceanographic applications to handle data that vary on 
space–time scales. The decadal variation of daily averaged maximum wind speed as 
a Hovmoller diagram for the zonal belt between 40° and 60° S along the meridian 
(30°–120° E) is shown below in Fig. 9.7. 

This figure clearly demonstrates that wind speed in the Southern Ocean (SO) 
belt of IO sector has increased in the past years. The decadal variability of maximum 
wind speed from 2002 is higher than the variability seen during the period from 1992 
until 2001. The conspicuous feature noticed is regarding wind speed maxima that 
extend all along the meridian during the past one decade (2002 until present). This 
wind speed maxima (core of maximum winds) show an increased activity during the 
current decade along the meridian. It clearly signifies that the extreme winds have 
increased with time for the SO belt. It has practical implications concerning the NIO 
basin. It is worthwhile to mention here on the recent study by Nayak et al (2013) 
that highlights on swells generated from SO sector crossing the hemisphere and

Fig. 9.7 Decadal variation of zonally averaged maximum wind speed between the geographic 
coordinates 40° S–60° S in the Southern belt of the Indian Ocean region (from Gupta et al. 2015)
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Fig. 9.8 Hovmoller diagram of basin-scale meridional averaged (30° E–120° E) a maximum signif-
icant wave height and b maximum wind speed for whole Indian Ocean basin, between 60° S and 
30° S, between 30° S and Equator, between Equator and 23° N (from Gupta et al. 2015) 

reaching NIO basin (in a period of ~4 days). These swells modify as well modulate 
the local wind-waves during their propagation to East coast of India in the BoB region 
(Nayak et al. 2013). Hence, this analysis signifies expectation of higher swell activity 
observed from the recent increasing trends of maximum wind speed in the SO basin. 
The increased swell activity and its long-distance propagation confine not only to 
the IO basin, but influence other ocean basins as well. The consequences that result 
from an increased wind magnitude in the current decade particularly for the SO basin 
are vital in terms of wave climatology for tropical NIO basin. It means an increased 
wave activity in NIO has direct implications on the nearshore physical oceanographic 
processes such as coastal erosion and sediment transport mechanisms.

Zonal distribution of daily averaged meridional (30°–120° E) maximum signifi-
cant wave height is shown in Fig. 9.8a. Maximum significant wave height shows a 
steady rise in wave activity for the past two decades. The core of maximum signif-
icant wave height as well as the contour slopes in the latitudinal band between 60° 
S and 30° S signifies higher wave activity spread over larger regions in the SO belt 
during the recent years. Findings for the current decade are analogous with increased 
wind speed activity over the SO region (Gupta et al. 2015). 

Trends in the maximum wind speed distribution between 10° S and 20° S have 
also increased. In general, the magnitude in wind speed for regions north of 10° N 
in the NIO basin has increased by about 2.5 m s−1 in the past two decades. There 
is a paradigm shift in the distribution of wind speed (Fig. 9.8b (d)) for the NIO 
basin. Increased wind magnitudes are evident for the equatorial regions (Fig. 9.8b 
(c, d)) covering the Inter-Tropical Convergence Zone (ITCZ) during the current 
decade (from 2001 until present). Highest impact of climate change is apparent in 
the SO region (band extending from 40° S to 60° S). Hemer et al. (2013) used five  
independent wave models to show that wave heights have increased in the seas off 
Indonesia, Antarctica, and east coast of Australia. In context to the SO, one can 
expect a shift in the Southern Annual Mode (SAM) that strengthens the westerly 
wind patterns in the SO sector. Therefore, increased wave activity over this region 
influences swell propagation in the northward direction that reaches other ocean
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basins. In context to the IO sector, increased wave activity due to climate change 
has implications on fishing industry and coastal mitigation measures. Figure 9.9 
illustrates the trend distribution of meridional averaged maximum significant wave 
heights. 

Fig. 9.9 Zonal distribution of meridional averaged maximum significant wave height (in m) 
between 55° S and 20° N (from Gupta et al. 2015)
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The solid linear line in each panel (Fig. 9.9) represents the best-fit regression 
equations pertaining to maximum significant wave height for the IO basin. In the SO 
(55° S latitude) basin, there is an overall increased wave activity of almost + 0.93 m 
in the past two decades. The trend line (Fig. 9.9) indicates that the highest maximum 
significant wave height was about 6.6 m during 1992 that increased to 7.6 m during 
2012. On an average, there is a steady rise of about + 4.5 cm per year in the maximum 
significant wave height for this zone. There is an overall increase of 1.524 m and 
2.38 m s−1 for maximum significant wave height and maximum wind speed (Gupta 
et al. 2015). Along the eastern side of the IO basin (transect in the BoB corresponding 
to 50° S), the maximum significant wave height has increased by 1.427 m and wind 
speed by 3.16 m s−1 in the last two decades. Though swells circumscribe crossing the 
equator, the equatorial regions exhibit insignificant variation in maximum significant 
wave height, whereas the wind speed maxima showed a rise compared to the tropical 
south IO. For regions in the NIO basin, wind speeds have increased by about 1.8 m s−1 

in the last two decades. 

9.3.2 Trends in Extreme Waves Analysed Using ERA5 
for the Indian Ocean 

Analysis was carried out using ERA5 wind-wave data covering a period of 41 years 
(1979–2019) to determine the long-term trends, inter-annual, and inter-seasonal vari-
ability of total wind-generated waves, wind-seas, and swells in the IO region (Sreelak-
shmi and Bhaskaran 2020). More details are provided on the validation aspect of the 
reanalysis product (ERA5) with altimeter data, annual and seasonal climatology and 
trends in wind-seas and swells, inter-annual and inter-seasonal spatio-temporal vari-
ability, and wavelet spectrum analysis of selected potential locations that experienced 
significant variability in the IO basin. 

9.3.2.1 Validation with Altimeter Data 

Details on the validation aspects of ERA5 combined significant wave height with 
altimeter dataset are discussed. Study by Vinoth and Young (2011) pointed out that 
by using altimeter data, one can estimate 100-year return period of extreme signifi-
cant wave height within 5% error of buoy data. The altimeter wave record is available 
from 1985, and in this study, 25 years (1992–2017) of data were used to evaluate the 
significant wave heights obtained from ERA5. Statistical measures such as average 
absolute error, bias, bias percentage, root mean square error, correlation coefficient, 
and standard deviation were performed with significant wave height in this study 
(Sreelakshmi and Bhaskaran 2020). These calculations were performed separately 
for all the six sub-domains shown in Fig. 9.1b. Study revealed that the correlation 
coefficient of altimeter waves with ERA5 is about 0.97 considering the entire IO
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region, and the overall agreement between ERA5 and altimeter annual averaged 
significant wave height is excellent. The root mean square error in significant wave 
height from ERA5 is about 0.29 m for the entire IO, found higher in the extra-tropical 
south IO region (37 cm), and comparatively less over the AS and BoB domains 
(21 cm). The average absolute error is ~ 30 cm for the extra-tropical south IO region 
(shown as regions 5 and 6 in Fig. 9.1b), whereas for the NIO and tropical south IO 
regions, the absolute average bias ranged between 15 and 18 cm. In general, it is 
observed that ERA5 underestimates the altimeter satellite observation. The correla-
tion coefficient in all the six sub-domains is above 0.9 and that is higher (>0.94) for 
the NIO and tropical SIO regions. Keeping in view the quality of significant wave 
height data from ERA5 for the entire IO sector, further analysis has been carried out. 

9.3.2.2 Annual, Seasonal Climatology, and Trends in Indian Ocean 
Extreme Waves 

As compared to other ocean basins, the IO is quite unique due to the reversal of 
the monsoon wind system and that plays a major role in the wind-wave climate. 
In terms of variability in wind speed, it is higher over the NIO as compared to the 
SIO. However, the climatological ranges in wind speed and total significant wave 
heights are higher over the SIO region. Keeping in view the superposition of locally 
and remotely generated waves, it is very essential to understand the climatology and 
variability of wind-seas and swells separately. The long-term annual distribution of 
swells and winds-seas over IO region along with their trends for 41 years with ERA5 
is shown in Fig. 9.10. 

Annual climatological significant wave height for combined wind-seas and swells 
varied between 0 and 4.5 m. The total swell heights are higher than the wind-seas in 
most of the regions except the AS. At most of the locations in BoB and tropical SIO, 
the swell height varied between 1.5 and 2.5 m. In context to wind-seas, the maximum 
range of climatological significant wave heights is higher over the extra-tropical SIO 
(3 m) as compared to the other regions. Wind-seas over the central tropical SIO and 
regions off Somalia coast are in the range of about 1.5 m. Spatial trend (Fig. 9.10) for  
swells is positive (0–1.5 cm/yr.) in the IO, specifically north of 60° S. Interestingly, 
the east coast of Australia, the southern African coast, and central extra-tropical 
SIO (60° E–110° E) showed a noticeable increasing trend of swell wave activity. 
Along the 40° S belt, the trend in wind-seas appears to be decreasing, whereas the 
complete Southern Ocean westerly belt exhibited a growing wind-seas trend. Both 
these locations exhibited the highest wind-seas and swell activity with an increasing 
trend (0.5 cm/yr). The study reveals that the trend in total swells is found increasing 
in the Arabian Sea sector (Sreelakshmi and Bhaskaran 2020). Irrespective of the 
seasons, the swell activity exhibited a rise in the IO region and noticeably in the AS 
(0.9–1 cm/yr) during the monsoon period. Northern Arabian Sea and off Oman coast 
an increasing trend is noticed around 0.8 cm/yr. Also, the eastern coast of Australia 
and southern African coast showed an increased swell activity in all seasons at a rate 
of 0.6–0.9 cm/yr.
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Fig. 9.10 Spatial distribution of wave climatology and trend. Top row indicates the swell 
climatology and bottom row for wind-seas (from Sreelakshmi and Bhaskaran 2020) 

9.3.2.3 Inter-Annual Variability of Extreme Waves 

The geographical locations that experienced high inter-annual variability obtained 
using different modes of Empirical Orthogonal Function (EOF) in terms of Eigen 
vectors are discussed in this chapter. Analysis using the principal component analysis 
(PCA) aims to investigate the relative contribution of wind-seas and swells on the total 
significant wave height variability. Figure 9.11 illustrates the inter-annual variability 
of SWH, SWHSW, and SWHWS in terms of Eigen vectors (EOF and PCA) using 
41 years of ERA5 data. 

As seen from Fig. 9.11, the first mode of variability represents 80%, 82%, and 70% 
of the total variability for the above-mentioned waves, respectively. The highest vari-
ability is noticed in the extra-tropical SIO region. Over this region, the highest vari-
ability amongst the first EOF modes is observed for the total significant wave height 
and partitioned wind-seas. At the same time, the first principal component (PC1) of 
total significant wave height is seen to be synchronized well and in-phase with that of 
swells indicating the influence and role of swells on the total significant wave height.
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Fig. 9.11 Spatial distribution of inter-annual variability of significant wave height in terms of first 
three modes of Eigen vectors (left to right), for swells (first row), wind-seas (second row), and total 
significant wave height (third row) (from Sreelakshmi and Bhaskaran 2020)

Higher modes such as PC2 and PC3 of total wave heights are in-phase with the wind-
seas. Second mode for significant wave height (1.6%) and that for wind-seas (2.7%) 
exhibited a zonal dipole variability over the extra-tropical SIO (40° S–63° S), indi-
cating the influence of Southern Annular Mode (SAM). The correlation of PC2 of 
significant wave height as well as wind-seas with the Southern Annular Mode Index 
(SAMI) (http://www.nerc-bas.ac.uk/icd/gjma/sam.html) is observed to be moderate 
(0.61, 0.8) and significant (95% confidence level). The first mode of annual wind-
seas (Fig. 9.11) illustrates a noticeable variability in the Gulf of Mannar and the 
south-eastern tip of the Sri Lanka. Over the AS, it is concentrated over northeast (off

http://www.nerc-bas.ac.uk/icd/gjma/sam.html
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Gujarat and Maharashtra coast) and south-east (off Kerala and Mangalore coast). 
Dominant mode of inter-annual variability of significant wave height in Arabian Sea 
has a mixed pattern representing the active contributions both from wind-seas and 
swells. In the BoB sector, the variability due to swells and total significant wave 
heights is comparable. More details are available in Sreelakshmi and Bhaskaran 
(2020).

9.3.2.4 Inter-Seasonal Variability of Extreme Waves 

Spatial distribution of significant wave height in a region differs with seasons (intra-
season), and the inter-seasonal variability attributes to the inter-annual variation. For 
seasonal analysis in the Northern and Southern hemispheres, the seasons considered 
are season 1 (October–March) and season 2 (April–September). Figures 9.12 and 
9.13 show the first three dominant modes (EOF and PCs) corresponding to season 1 
and season 2. 

The primary mode of EOF (EOF1) and PC1 shown in Figs. 9.12 and 9.13 indicates 
that the variability of SWH (92.7% of the total variance in season 1 and 89% in season 
2) and SWHSW (93% in season 1 and 92% in season 2) is synchronous and in-phase 
with time (Sreelakshmi and Bhaskaran 2020). The variation of SWHSW in both the 
seasons has a major contribution to the total wave field. In both seasons, the highest 
variability is identified in the AS, South China Sea, and extra-tropical SIO sectors. 
In the AS, EOF1 patterns for significant wave heights are a mixture of SWHSW from 
the north AS, and SWHWS (off Somalia jet) in both seasons. The second and third 
modes of variability are due to SWHSW waves that propagate from the north AS. 
The north–south shift of Southern Ocean westerly belt and the Australian summer

Fig. 9.12 Spatial distribution of inter-annual seasonal anomaly (October–March) of total signifi-
cant wave height, swells, wind-seas, and wind in terms of EOF and PCA mode 1 (first row), mode 
2 (second row), and mode 3 (third row) (from Sreelakshmi and Bhaskaran 2020)
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Fig. 9.13 Spatial distribution of inter-annual seasonal anomaly (April–September) of total signif-
icant wave height, swells, wind-seas, and wind in terms of EOF and PCA mode 1 (first row), mode 
2 (second row), and mode 3 (third row) (from Sreelakshmi and Bhaskaran 2020) 

monsoon (north-westerly wind) are responsible for the second mode variability of 
total significant wave height in the SIO. The estimated coefficient values indicated 
that PC2 of SWH, SWHWS, and SWHSW for season 1 (October–March) have signif-
icant correlation with SAMI in austral summer (0.8, 0.8, 0.34) and, for season 2, 
the correlations are significant in austral winter (0.79, 0.8, and 0.7). These correla-
tion coefficients are statistically significant corresponding to 95% confidence level. 
Significant influences of SAM in autumn, as well as winter waves, are consistent 
with a previous study conducted by Hemer et al. (2010).

The third and fourth modes of EOF in season 2 (Fig. 9.13) explain a bimodal 
(dipole) signature in the west and east of the extra-tropical SIO, resembling an 
elongated ‘S’ curve. This observation is consistent with the inter-annual variability 
(EOF3) of total significant wave height; however, the correlation of SWH or SWHWS 

is not significant in the seasonal analyses. In contrast, PC3 of the SWHSW is moder-
ately correlated in both the seasons (0.45 and 0.42) with a 95% confidence level. 
The inconsistency of the third mode for SWHSW variability with that of SWHWS 

and SWH indicates the propagation of SWHSW from the near SO sectors to the IO 
sector. It is interesting to note that the PC2 of inter-annual variability for signifi-
cant wave heights in region 6 is synchronous and in-phase with SWHWS, whereas 
it was SWHSWfor the region 5 (Fig. 9.1b). A separate PCA analysis for region 6 
concerning inter-seasonal variability of significant wave height showed that season 
2 is more consistent with the SAMI with a correlation coefficient of 0.63, and for 
season 1, the correlation is about 0.4 (Sreelakshmi and Bhaskaran 2020). Similarly, 
the region 5 showed a significant correlation between SWH and SAMI (0.33 and 
0.6) in seasons 1 and 2, respectively. The study identified a number of locations 
that experienced significant variability, such as off the Somalia coast, the North AS, 
north and the central BoB, South China Sea, off Australia, and different locations in
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the extra-tropical SIO, wherein the frequency of dominant variability is examined 
through wavelet analysis. 

9.3.2.5 Analysis of Wavelet Spectrum 

This section deals with a detailed investigation on the wavelet spectrum analysis at 
those locations where the variability is found to be significant. Total of six sites were 
selected from the NIO using spatial variability gradients pertaining to the first three 
modes of EOF. Continuous Morlet wave transform is mostly used in the atmospheric 
and oceanic studies which consist of a plane wave modified by Gaussian envelope 
and proven with high precision. This study utilized the Torrence’s code for the Morlet 
continuous wavelet transform. 

In the mid-latitudinal belt of south Asia, strong northerly low-level jets are influ-
enced by presence of Makran mountain range and the wind system blow predomi-
nantly in the west–north-west and northeast directions. These wind systems influence 
the surface gravity waves over the Arabian Sea region that is also referred as ‘Makran 
Swells’. They are prevalent during October to May. High wave activity associated 
with Makran events can influence the marine operations and coastal processes in the 
west coast of India. Monthly time series of selected locations are subjected to wavelet 
spectrum analysis, and the wavelet chosen for the study is Morlet at 90% confidence 
level for the red-noise process. Figure 9.14 shows the six locations situated in the 
NIO region. Each location is described with four subplots a, b, c, and d that represent 
the wavelet power spectrum for the significant wave height; global wavelet power 
spectrum which is time averaged along the x-axis; the power-averaged time series 
for 2–8 (semiannual), and 8–16 (annual) monthly components. In subplot, the area 
above the red-dashed line corresponds to 90% confidence level, and the thick black 
contour in subplot ‘a’ highlights the time–frequency region higher than the specified 
limit. Figure 9.14 represents the six points selected in the NIO, and the first two 
locations are near the west of Somalia coast and the north AS. These are the only 
two regions in the IO, where the continuous significant power is perceived along with 
the annual and semi-annular frequency. The subplots a and b showed an increasing 
annual as well as semi-annular variance indicating the increasing trend of Makran 
wave activity in the north Arabian Sea. Markers P9, P10, and P11 are the locations 
situated in the BoB, precisely, North Head Bay, central Bay, and south of Sri Lanka 
coast. These locations exhibited a dominant and continuous annular variation. For 
P9 and P10, the annular variance is found to have decadal breaks. Similarly, there 
is a decadal break for average variance in the semi-annular variance off the Somalia 
coast. At the same time, the annular variance at P11 was uniform throughout the 
past 41 years. The South China Sea (P12) is detected with vigorous wave activity 
comparable to that of the extra-tropical SIO.
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Fig. 9.14 Wavelet spectrum for locations P7-P12 in the NIO. For each location, four subplots are 
included, a wavelet power spectrum, b time-averaged global wavelet power spectrum, c 2–8 months 
averaged time series, and d 8–16 months averaged time series. Red-dashed line represents the 90% 
confidence level and black-dashed line is the best fitting linear regression line 

9.3.3 Extreme Waves for Different Return Periods 
in the Arabian Gulf 

To determine the long-term prediction of extreme waves in the AG region, the dataset 
for each location was obtained based on POT value of significant wave height of 1.0 m 
at all 38 locations for the hindcasted period January 1993–December 2004. Further,
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Fig. 9.15 a Gumbel distribution and b Weibull distribution plots for the location 23 in the Arabian 
Gulf 

the wave heights obtained were arranged in the descending order, and the plotting 
formula shown in Eq. (9.1) was used to reduce wave height data to a set of points 
expressing the probability of exceedance of wave height (Q). Wave heights are then 
represented against the reduced variate of Gumbel and Weibull distributions. The 
least square technique deciphers the trend using the straight line passing through 
the set of points, wherein the slope and intercept values are obtained and hence the 
probability distribution. Further using Eqs. (9.4) and (9.6), the wave heights can be 
predicted for a chosen return period (12 yrs., 25 yrs., 50 yrs., 100 yrs., 200 yrs. etc.) 
for Gumbel and Weibull distributions, respectively. The typical Gumbel and Weibull 
distribution plots for the location 23 (Fig. 9.2) are shown in Fig. 9.15a, b, respectively. 
The equations corresponding to the best line fit and the correlation coefficients are 
provided. Similar plots are prepared for all the 38 locations. It is found that Weibull 
distribution is better than Gumbel distribution for all the 38 locations. 

The location parameter, scale parameter, and the coefficient of regression obtained 
for all the 38 locations based on the Gumbel distribution are shown in Fig. 9.16a–c, 
respectively. These parameters can be used in Eq. (9.4) in order to obtain the wave

Fig. 9.16 a Location parameter, b scale parameter, and c coefficient of regression for the best-fit 
line based on Gumbel distribution for 38 locations in the Arabian Gulf
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Fig. 9.17 a Location parameter, b scale parameter, c shape parameter, and d coefficient of regres-
sion for best-fit line based corresponding to Weibull distribution for 38 locations in the Arabian 
Gulf 

heights corresponding to the required return period. The location parameter varies 
from 1.18 to 1.59, and the scale parameter varies from 0.14 to 0.64. The coefficient of 
regression for most of the locations is closer to 0.95 (except location 8 where the total 
number of data points with POT significant wave height of 1.0 is small compared to 
other locations), and hence, one can have confidence in the best line fit for the data.

Similarly, the location parameter, scale parameter, shape parameter, and the coef-
ficient of regression obtained for all the 38 locations based on the Weibull distribution 
are shown in Fig. 9.17a–d. These parameters can be used in equation [6] to obtain 
wave heights corresponding to any required return period. It is seen that the location 
parameter varies from 0.904 to 1.044 and scale parameter from 0.24 to 1.126. The 
shape parameter for the best-fit line also varies from 0.95 to 1.3. The coefficient of 
regression for the best line fit for most of the locations fit is closer to 1.0 and is better 
than the corresponding Gumbel distribution fits for different locations. Hence, it is 
recommended to use Weibull distribution for extreme wave height prediction in the 
AG waters. 

The predicted wave heights for different locations based on Gumbel distribution 
for return periods of 12 years, 25 years, 50 years, 100 years, and 200 years are shown 
in Fig. 9.18a. Similar plot based on the Weibull distribution is shown in Fig. 9.18b. 
In addition, the predicted extreme significant wave height for 100-year return period 
in the AG at different locations is shown in Fig. 9.18c. 

In general, the extreme waves in the territorial waters of Kuwait, Saudi Arabia, 
Bahrain, Qatar, and UAE are smaller compared to the Iran’s territorial waters and 
in the Arabian Gulf mid-way between the longitudinal boundaries of both the sides. 
By considering the entire AG, the predicted 100-year significant wave varies from 
2.2 m (in the Saudi Arabian territorial waters) to 7.0 m (midway between UAE and 
Iran). Even on the longitudinal direction of the AG along its midway, the 100-year 
return period waves are about 5 m in the northern part and about 6.0–7.0 m in the 
southern part of the Gulf. This could be due to the higher water depths and longer 
fetch length available for the southern part of the gulf for the north-west winds.
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Fig. 9.18 Predicted extreme significant wave heights in the Arabian Gulf waters for different return 
periods based on a Gumbel distribution, b Weibull distribution, and c predicted extreme significant 
wave heights for 100-year return periods in the Arabian Gulf waters based on Weibull distribution 

Design of any marine structures in these locations needs to consider this point for 
safety and economic designs. The territorial waters off UAE coast, where a large 
number of artificial coastal development projects are being undertaken, and the 100-
year return period significant waves are in the order of 5.0–5.5 m. The complete 
picture of the predicted extreme waves for different return periods in the AG can be 
used for economic and safe design of the projects proposed for the near future and 
also for assessing the reserve strengths of different ocean structures functioning at 
present in these waters. 

The relationship between significant wave height and mean wave period for loca-
tion 23 (Fig. 9.2) is shown in Fig. 9.19a. The best-fit polynomial equation and the 
coefficient of regression are also shown in this figure. 

For all the 38 locations in AG, similar exercise was carried out to obtain the mean 
wave periods for different return periods, viz. 12, 25, 50, 100, and 200 years, and 
the mean wave period obtained is shown in Fig. 9.19b. It is seen that the mean wave 
period ranged between 4.5 s and 8.1 s when all the locations and all return period 
ranging from 12 to 200 years are considered together. In fact, for a selected location, 
the difference between the mean wave period for 12-year return period and 200-year 
return period is only of the order of 0.5 s, whereas the location has very significant 
effect on change of mean wave period. For example, for location 8 (Saudi Arabian
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Fig. 9.19 a Relationship between the mean wave period and significant wave height for location 
23 in the Arabian Gulf, b predicted mean wave period for significant wave height obtained based on 
Weibull for 12, 25-, 50-, 100-, and 200-year return periods, and c mean wave period in the Arabian 
Gulf for 100-year return periods 

territorial waters), the mean wave period is in between 4.5 and 5 s for return periods 
ranging from 12 to 200 years, whereas for location 28 (offshore in between UAE and 
Iran), the mean wave period is in between 7.5 and 8 s for return periods in the range of 
12 to 200 years. This aspect is very important in the design of ocean structures which 
are very sensitive for wave periods (such as wave transmission characteristics of 
floating breakwater, which is very sensitive for wave period). Figure 9.19c illustrates 
the mean wave period at different locations in the AG for 100-year return period 
event. 

9.3.4 Tropical Cyclone Induced Extreme Waves 

This section deals with extreme waves that are generated by tropical cyclones. 
Massive flooding along coastlines due to storm surges coupled with extreme wave 
activity is a major threat to human life, property, and damages to the ecosystem 
and infrastructure. Potential of destruction depends mainly on cyclone intensity, 
maximum radius of curvature of high winds, and landfall location. Total water level 
near the coast is a cumulative effect resulting from astronomical tides, storm surges, 
wind-waves, wave induced set-up/set-down, and sea-level rise. A review on the
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Fig. 9.20 a Model computed maximum significant wave height (in m) for Hudhud event, b signifi-
cant wave height validation between model and wave rider buoy off Visakhapatnam (arrow indicates 
the landfall time) (from Murty et al. 2016) 

studies carried out on tropical cyclone-induced storm surges and extreme waves 
is referred in Sect. 9.3. The discussion in this chapter is with reference to Hudhud 
cyclone of 2014 that made landfall in Andhra Pradesh, located in the East coast of 
India. Figure 9.20 illustrates the computed maximum significant wave height using 
the coupled ADCIRC + SWAN model. 

Extreme waves are strong along the coastal belt north of Visakhapatnam 
(exceeding 8.0 m) facing the right side of the cyclone track (Fig. 9.20a) attributed 
to strong onshore winds. Wave heights on the lee side of the track experienced 
relatively lower wave heights (less than 4.0 m) as the predominant winds were in 
the offshore direction. Validation of significant wave height is shown in Fig. 9.20b 
between the coupled model and wave rider buoy recorded at Gangavaram, south 
of Visakhapatnam. It is seen that the coupled model performed very well in repre-
senting the variations of extreme waves in the nearshore regions off Visakhapatnam 
quite satisfactorily. The wave induced set-up at two locations Visakhapatnam and 
Bheemunipatnam is shown in Fig. 9.21. 

There was a gradual increase in wave set-up during the approach of Hudhud 
cyclone and that diminished rapidly after the landfall (Fig. 9.21). In contrast to the

Fig. 9.21 Comparison of wave-induced set-up at Visakhapatnam and Bheemunipatnam
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observed wave set-up phenomena at Bheemunipatnam, the location off Visakhap-
atnam experienced set-down. The wave set-up remained almost invariant at Visakha-
patnam followed by set-down during the landfall event. On the other hand, at Bheemu-
nipatnam the wave set-up increased during the approach of Hudhud. There is a steady 
increase seen until the landfall time, and thereafter the wave set-down attributes 
from predominant offshore winds at this location. Wave set-up characteristics have a 
dependence on the coastal geomorphic features. For the Bheemunipatnam location, 
the bottom features have Karstic pinnacle features both along the mid and shelf edge 
regions retarding wave propagation towards the nearshore areas, causing piling up 
of water during extreme weather events. It is unlike the bottom comprising of dome-
shaped features observed off Visakhapatnam with reef structures and higher gradient 
in beach slopes (Murty et al. 2016).

9.3.5 Projections and Validation of Wind Speed from GCMs 
in the Indian Ocean Region 

Over the past half century, the IO basin has been warming throughout, and there 
are a few studies that examined the causative factors and effects of basin-scale IO 
warming (Klein et al. 1999; Dong et al. 2014; Swapna et al. 2014). A study by 
Roxy et al. (2014) indicates that the western IO has been warming over a century. 
Sea surface temperature rise can lead to manifold effects such as variations in sea 
surface pressure distribution leads to changes in wind speed, sea-level rise, and other 
related consequences. Occurrence of tropical cyclones in the NIO during pre- and 
post-monsoon seasons also leads to the rise in wind speed (Shanas and Kumar 2015). 
It is considered that significant wave height is approximately proportional to wind 
speed (Young et al. 2011). Therefore, understanding the wind speed variability has 
profound importance in the development of futuristic wind-wave climate projections. 
There are a few studies that investigated the influence of climate change on wind 
and wave characteristics (Semedo et al. 2011; Kumar et al. 2016; Wang et al. 2014; 
Young and Ribal 2019). Mean wind speed over the global oceans has increased by 
0.25–0.5% per year (Young et al. 2011). Hemer et al. (2010) proposed a futuristic 
projection of increased wave height owing to increased wind speeds and mid-latitude 
storms foreseen by statistical global wave climate projections. Wind speed simulated 
by CMIP5 models validated against reanalysis products, satellite data, and in situ 
observations have resulted in identifying the best-performing models that can be used 
as a tool to project future with better accuracy (Krishnan and Bhaskaran 2019a, b). 
Very recently, the CMIP6 models were released, and in this study, a comprehensive 
assessment based on inter-comparison experiments between CMIP5 and CMIP6 
models was evaluated that would be beneficial in understanding extreme waves.
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Fig. 9.22 Taylor diagram of monthly mean wind speed in the Bay of Bengal based on CMIP5 
models (top panels) and CMIP6 models (bottom panels) along with the Multi-Model Mean (MMM) 
and its comparison against ERA-Interim Reanalysis and Scatterometer for the historical period (from 
Krishnan and Bhaskaran 2020) 

9.3.5.1 Comparison of CMIP5 and CMIP6 Models with Reference 
Data Sets 

Taylor diagram shown in Fig. 9.22 represents the inter-comparison of wind speed 
obtained from various models in CMIP5 and CMIP6 family validated against 
ERA-Interim and Scatterometer datasets covering the historical time period (1992– 
2005). This inter-comparison exercise considered output of 14 GCMs from CMIP5 
(Krishnan and Bhaskaran 2019a, b) and 20 GCMs from CMIP6 family. 

In addition, the best-performing models from CMIP5 showed a good correlation 
between 0.7–0.9 and RMSE between 0.8 and 1.7 m/s in wind speed as compared 
against ERA-Interim and Scatterometer datasets. Also, a greater number of CMIP6 
models fit into correlation range 0.8–0.9 and RMSE of 1.0–1.5 m/s compared to 
CMIP5 models. The best-performing models from Taylor’s skill are chosen for 
spatial analysis. They are ACCESS-1.0, CanESM2, CNRM-CM5, GISS-E2R, GISS-
E2RCC, and HadGEM2-ES from CMIP5 family and BCC-CSM2-MR, CanESM5, 
EC-Earth3, IPSL-CM6A-LR, and MPI-ESM-1-2-HR from the CMIP6 family. The 
Multi-Model Means (MMM) constructed using CMIP5 and CMIP6 in general 
correlated well with both ERA-Interim and Scatterometer datasets (Fig. 9.23).
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Fig. 9.23 Spatial distribution of correlation coefficient and bias error of Multi-Model Mean 
(MMM) wind speed compared against ERA-Interim and Scatterometer data (from Krishnan and 
Bhaskaran 2020) 

Over the equatorial region and in the central BoB, the correlation and bias esti-
mates of CMIP6 MMM are relatively better than CMIP5 MMM. The overall infer-
ence in the spatial bias distribution for CMIP5 MMM and CMIP6 MMM is analo-
gous with the spatial correlation distribution. In order to verify the effectiveness of 
individual models and MMM, the study was extended to evaluate the performance 
of scores by comparing them with ERA-Interim and Scatterometer datasets. More 
details on the statistical measures are available in Krishnan and Bhaskaran (2020). 
Figure 9.24 shows the time series comparison of in situ wind speed data obtained 
from individual CMIP6 models, Multi-Model Mean (MMM), and the error bars show 
the difference of MMM from RAMA buoy observations. 

Fig. 9.24 Time series comparison of in situ wind speed data obtained from individual CMIP6 
models (thin lines), Multi-Model Mean MMM (thick solid red line), and the error bars show the 
difference of MMM from RAMA buoy observations (from Krishnan and Bhaskaran 2020)
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The comparison exercise showed that few of the individual models are either 
overestimating or underestimating the observations. However, the MMM established 
a moderate agreement with the RAMA buoy time series distribution except for a few 
months. Analysis reveals that maximum deviation in the GCMs is observed during the 
summer months of 2010, and thereafter the MMM closely follows the observations 
reasonably well. For the winter months with low wind speeds, the models are found 
to slightly overestimate the RAMA buoy observations during 2009, 2010, and 2014. 
Models CanESM5, GFDL-CM3, MPI-ESM12-HR, EC-EARTH3, and BCC-CSM2-
MR belong to category having the highest correlation amongst the 20 models from 
CMIP6 family when compared against RAMA buoy data. Models such as MPI-
ESM12-HR, GISS-E21G-CC, GISS-E21G, and EC-Earth have a lower bias within 
the range of 0.1–0.2 m/s. Study also signifies that the models with higher correlation 
show low RMSE values of 1.3–1.7 m/s with RAMA buoy observations. Evaluating 
other statistical measures for the goodness-of-fit such as Nash–Sutcliffe efficiency 
(NSE) and IA, the study clearly reveals on the superior performance of MMM. An 
index of agreement (IA) value close to 1 shows the best match for the datasets. The 
models, with exception for NOR-CPM1, FGOALS-F3, BCC-ESM1, IPSL-CM6A-
LR, CESM2-WACCM, and SAM0-UNICON, shows an IA value ranging between 
0.8 and 1.0. While the maximum agreement obtained for models MPI-ESM12-HR, 
EC-EARTH3, and CanESM5 is close to 0.9, the MMM shows an IA value of 0.91 
at the higher side. Based on the statistical estimates, the study recommends that EC-
EARTH3 and MPI-ESM12-HR are the two models in CMIP6 family that performed 
the best amongst the GCMs. From these several proven methods, CMIP6 models and 
MMM constructed from the best-performing models are suitable for investigating the 
projected wind speed patterns over the NIO region. Superior performance of CMIP6 
models is owing to the improvement in resolution, model physics, accounting for 
responses to aerosols and short-term forcing agents in the simulations. 

9.4 Summary and Conclusions 

Recent trends in extreme wave heights and maximum wind speeds over the IO 
region based on multi-satellite platform observational datasets were examined. Infer-
ences were based on a comprehensive analysis of all available altimeter data from 
eight satellite missions such as ERS-1/2, TOPEX-POSEIDON, GEOSAT Follow-On 
(GFO), JASON-1/2, ENVISAT, and CRYOSAT products. Preliminary analysis of the 
altimeter data indicates that extreme wave activity showed a pronounced increase in 
the extra-tropical southern IO. High waves generated over this region can circum-
scribe the southern hemisphere and affect the locally generated wind-seas over the 
north IO. An increasing trend is also observed in the wind magnitudes especially over 
the Southern Ocean basin, and this rise is substantial in the present decade. Analysis 
covered two transects, extending from the Southern Ocean to north IO basin, one 
along the Arabian Sea and other in the BoB sector. An increasing trend has been 
observed along these transects during the past two decades. The highest variability
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in extreme waves was seen in the southern IO (between 45°S and 55° S) indicating 
a steady rise of about 7.2 cm yr−1 and 0.12 m s−1 yr−1 for maximum significant 
wave height and maximum wind speed, respectively. Observed variability is quite 
marginal over the equatorial regions, whereas the maximum significant wave height 
and maximum wind speeds for the north IO basin showed an increasing trend of + 
1.5 cm yr−1 and 0.09 m s−1 yr−1, respectively. The study has practical relevance for 
scientists and engineers, and the increasing trend observed in extreme wave activity 
has potential for design aspects of coastal and offshore structures as well flash floods 
due to high wave activity in coastal regions. 

A comprehensive study was also carried out to investigate the climatological 
aspects of extreme wave activity pertaining to combined total waves, wind-seas, and 
swells separately utilizing ERA5 datasets for the IO region. Study used 40 years of 
ERA5 data to examine the trends and spatio-temporal variations in extreme wave 
activity over the IO region. Keeping in view the observed variability, the entire IO 
region was subdivided into six sectors that covered the AS, BoB, South China Sea, 
Tropical south IO, western, and eastern sectors of extra-tropical south IO, and the 
Southern Ocean regions. Detailed validation exercise was carried out using multi-
platform altimeter derived wave heights for about 25 years (1992–2016). The corre-
lation obtained was about 0.97 for the entire IO, and it ranged between 0.94 and 0.97 
at different geographical locations in the study region. Highest wave activity with 
increased trends in both wind-seas and swells (ranging between 0.5 and 1 cm/yr) is 
evident over the extra-tropical south IO. The north–south movement of westerly wind 
system resulted in pole-ward increasing and equator-ward decreasing trend over this 
region in context to wind-seas. Over the north Arabian Sea and off the Oman coast, the 
swells showed an increasing trend (0.8 cm/yr) during the monsoon season. However, 
the activity of wind-seas in the AS and head BoB is seen decreasing. In addition, the 
inter-annual and inter-seasonal variability of extreme waves were evaluated using 
Empirical Orthogonal Functions, and the potential regions of high variability were 
identified. Study clearly brings out the fact that swells play a very important role and 
a major contributor to the dominant mode of total wave variability in all regions of 
the IO basin. It is seen that over the north IO, the variability in wind-seas has a direct 
linkage with ENSO years, whereas the total combined wave system is least affected. 
Second dominant mode of inter-annual variability in the extra-tropical regions is 
connected with the Southern Annular Mode (SAM) seen more prominent in the 
eastern extra-tropical south IO. Seasonal variability of extreme swells is also consis-
tent with SAM index. Based on the seasonal and annual variability analyses, there 
are 12 identified spots in the IO that experienced the highest variability. For these 12 
locations, the wave spectrum analysis was carried out for the combined significant 
wave heights. It is seen that the Arabian Sea exhibited dominant variability both in the 
annular and semi-annular frequency scales, and the south IO experiences enhanced 
extreme wave activity on intra-annular scales. 

Gumbel and Weibull extreme value distributions are used in order to obtain signif-
icant wave heights at 38 different marine locations in the Arabian Gulf waters. Data 
obtained based on WAM model for 12 years were used. Peak over threshold of 1.0 m 
is used for synthesizing the raw data. Based on joint probability analysis, the mean
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wave period for the significant wave heights of intended return periods was obtained 
based on polynomial fit between the mean period and significant wave period. Study 
signifies that the Weibull distribution is very suitable for extreme wave height predic-
tion in the Arabian Gulf waters. Though the Arabian Gulf covers an area of about 2, 
26,000 square km, the extreme significant wave height varies between 2.2 and 7.0 m 
for 100-year return period, amongst these 38 locations. This spatial variation of the 
wave height must be considered for design of marine structures at these locations. 
In general, the value of extreme significant wave heights is smaller in the territorial 
waters of Kuwait, Saudi Arabia, Bahrain, and Qatar compared to the territorial waters 
of UAE and Iran. The maximum value for the 100-year return period significant wave 
height is 7.0 m, and it is expected to occur in deeper waters in between UAE and Iran. 
It is found that the mean wave period in the Arabian Gulf waters ranged between 4.5 
and 8.1 s for the significant wave heights corresponding to 100-year return period. 
The mean wave periods are more sensitive for spatial variations rather than the return 
periods. Variation of return period from 12 to 200 years has increased the mean wave 
period by 0.5 s only, whereas variation of space from coastal waters of Saudi Arabia 
to the offshore waters of UAE has changed the 100-year return period mean wave 
period from 4.7 s to 8.0 s. A large number of coastal and offshore projects are in 
progress, and many new projects are planned for the near future in the Arabian Gulf 
waters. The results from this study will be highly useful for optimal design of different 
types of ocean structures in the Arabian Gulf. 

In order to evaluate the impact of tropical cyclone-induced extreme waves, a 
study was carried out using the coupled wave-hydrodynamic (ADCIRC + SWAN) 
model for an extremely severe cyclonic storm Hudhud that made landfall in October 
2014 near Visakhapatnam, Andhra Pradesh, East coast of India. The IMD best-track 
data were used for this study. The coupled model simulation for extreme waves 
and wave-induced set-up were investigated. Modelling system utilized a flexible 
unstructured finite element grid with a resolution of about 30 km in the open ocean 
boundary refining to less than 1 km along the nearshore regions. Overall performance 
of the coupled model with modified winds showed a good match with available 
observations. Extreme waves simulated for this event were validated with the wave 
ride buoy observation located near Visakhapatnam. In addition, a comprehensive 
analysis was carried out to understand the variations in wave-induced set-up for 
the coastal stretch between Visakhapatnam and Bheemunipatnam separated by a 
distance of about 24 km. Study revealed that the wave set-up at both these locations 
was different and that is directly linked with the coastal geomorphic features and 
beach slope geometry. Importance of wave set-up and its role in determining the 
total water level elevations along the coastal region of Andhra Pradesh has been 
examined. 

This chapter also discussed on the impact of climate change on extreme wind 
speed characteristics in the IO region utilizing general circulation models (GCMs) 
developed under the CMIP project. Historical wind speed datasets in CMIP5 and 
CMIP6 models were validated against scatterometer, ERA-Interim Reanalysis, and 
in situ RAMA buoy observations. Study revealed the improved capability of CMIP6 
over CMIP5 models in simulating wind speed based on inter-comparison exercises
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and statistical estimates. Models such as BCC-CSM2-MR, CanESM5, EC-EARTH3, 
IPSL-CM6A-LR, and MPIESM12-HR are identified as the best-performing models 
under CMIP6 family in simulating wind speed in the BoB. Also, the Multi-Model 
Means (MMM) constructed from best-performing CMIP6 models were used to 
investigate the projected changes in wind speed under each emission scenarios. 
Over the BoB region, futuristic changes in CMIP6 wind speed under different 
emission scenarios such as near-future (2026–2050), mid-century (2051–2075), and 
end-century (2076–2100) relative to the historical period of 1980–2014 were exam-
ined. Projected MMM wind speed for the near-future, mid-century, and end-century 
showed a rising trend in northern BoB regions under all forcing scenarios along with 
a decline in the southern Bay regions under SSP5-8.5. Study signifies that south-
west monsoon winds in the head Bay region are projected to change up to 15% in 
the near-century intensifying to 25% during the end-century from historical period 
(1980–2014) under SSP3-7.0 and SSP5-8.5 scenarios, respectively. Maximum rise of 
25% (0.5–1 m/s) in wind speed is observed for the SSP3-7.0 scenario over BoB in the 
near future. However, the simulated outputs of future projections are highly depen-
dent on various factors such as underlying physics, parameterization of convection 
schemes, inclusion of carbon cyclone dynamics, and model resolution representing 
the mesoscale and sub-mesoscale topography. 

From the above discussions and as far as the climate change adaptation and effec-
tive disaster mitigation strategies are considered, it is crucial to understand the role 
and influence of extreme waves in net water level elevation in the nearshore regions. 
However, there are number of scientific questions that can emerge in this topic such 
as: What is the possible track and intensity characteristics that can lead to widespread 
inundation along coastal and island locations? What combinations of extreme waves, 
astronomical tides, and sea-level anomaly can lead to severe impacts? What are the 
possible scenarios on the severity and frequency of extreme waves that can change 
over time at a given location? It is warranted to have high density of in situ observa-
tions along coastal regions for monitoring extreme waves, sea levels, bathymetry, and 
topographic details for better mapping of coastal inundation. Also, more frequent and 
severe inundation events from extreme waves can have longer time implications along 
coastal regions such as impact on coastal groundwater resources, shifts in erosion 
and sedimentation rates and patterns, coastal ecosystem shifts, and synergistic effects 
between the processes. 

The study has significant applications where the impact is greater for developing 
countries exposed to frequent events. In the recent past, there has been greater atten-
tion paid to adaptation strategies and mitigation efforts to impact of extreme waves in 
the IO region by undertaking coastal vulnerability assessment studies. Understanding 
and reducing coastal vulnerability is a multi-disciplinary task. Understanding the 
dynamics of coastal geomorphology has contributed significantly in understanding 
the assessment of flooding associated with extreme waves. Historically, excessive 
human interventions in coastal zones and upstream of catchment areas have led to 
non-sustainable exploitation of resources. In a global warming scenario, accelerated 
rise of sea level and higher occurrence frequency of severe storm events pose addi-
tional stress to coastal regions. Climate change-related impacts on extreme waves
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can have significant socio-economic implications affecting the tourism sector, fish-
eries, agriculture, and human life. The feedback between human intervention and 
environmental drivers on climate change can have significant environmental impacts 
in the coastal zone, and many of these feedbacks are positive leading to increased 
vulnerability. For example, there has been significant degradation of natural buffers 
that protects the coast from storm events and extreme waves such as salt marshes, 
mangroves, dunes, and coral reefs. Increased population pressure has also led to 
planned and unplanned development in coastal regions. Adaptation strategies to 
impact from climate change require taking advantage of new opportunities or to 
cope with the consequences. 
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Chapter 10 
Changes in Extreme Sea-Level 
in the North Indian Ocean 

A. S. Unnikrishnan and Charls Antony 

Abstract A review of studies on past changes and future projections in extreme sea 
level in the tropical oceans with a focus on the north Indian Ocean is made. Studies 
based on historical tide-gauge data for different oceanic basins show that changes in 
extremes are caused primarily due to changes in mean sea level. Analysis of data from 
tide gauges along the east coast of India and the head of the Bay of Bengal indicates 
similar results consistent with the studies elsewhere. Trends in extreme sea level 
are large (~5.0 mm/year) at Hiron Point, in the Ganga–Brahmaputra delta, pointing 
out that subsidence of the delta contributes considerably to changes in extremes 
through changes in mean sea level. Accurate assessments of the past changes and 
future projections of extreme sea level need data on rates of land motion. Besides, 
excess groundwater extraction in some regions is found to affect mean sea-level 
changes and its impacts on extremes are not fully understood. Extreme sea level 
along the east coast of India and the head of the Bay is found to have variability 
at different time scales such as seasonal and inter annual, with the latter having a 
correlation with modes of climate variability, such as the Indian Ocean Dipole mode 
and El Niño–Southern Oscillation. Region-specific modelling studies on projections 
of extreme sea level indicate that the increase in extreme sea level is associated with 
an increase in mean sea level, while a few studies show an increase with changes in 
storminess. The north Indian Ocean is one of the regions having the greatest threats 
from extreme sea levels, at the same time it is also a region that lacks sufficient 
observations, both in space and time, to facilitate climate studies related to extreme 
sea levels. The changing climate and increasing coastal population necessitate a 
systematic monitoring of extreme sea level through a dense network of observations 
along with Global Navigation Satellite System stations to monitor the land motions. 
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10.1 Introduction 

Coastal regions are among highly populated regions on the globe. The low elevation 
coastal zone (LECZ; land below 10 m height above sea level and contiguous along 
the coast) accounts for nearly 2% of the total land area and about 10% of the total 
human population (McGranahan et al. 2007). The LECZ population density (241 
people/km2) is about five times the global average (47 people/km2), and nearly 83% 
of the LECZ population is in the less developed nations (Neumann et al. 2015). 
The countries which share a significant portion (together they account for 56%) of 
the LECZ population are from Asia, namely, China, India, Bangladesh, Indonesia 
and Vietnam (Neumann et al. 2015). Large and fast-growing human population in 
coastal regions are exposed to threats from natural hazards (storm surges, tsunamis 
and flooding associated with sea-level rise, etc.). Climate change exacerbates the 
impacts in the coastal zone already having an increasing population resulting in 
more people at the risk of extreme events. Some of the events in the recent decades 
like Hurricane Katrina, Sandy, Cyclone Nargis and the 2004 Indian Ocean tsunami 
indicate the vulnerability of the coastal population to extreme events. 

Considering various natural hazards, storm surge disasters are noted to cause 
significant losses of both life and property (Needham et al. 2015). Some regions of 
the world’s coastlines are affected by storm surges, which are caused by tropical and 
extratropical cyclones. Tropical and extratropical cyclones have different character-
istics, and surges generated by them also show variations. Extratropical cyclones 
are much larger systems compared to those in tropical regions, but tropical cyclones 
remain most intense. The spatial extent of extratropical cyclones reaches to more 
than 1000 km, whereas it is only a few hundred kilometres for tropical cyclones. 
Storm surges due to tropical cyclones are generally larger in amplitude and smaller 
in spatial extent and duration, compared to those generated by extratropical cyclones 
(von Storch and Woth 2008). Disasters caused by storm surges are a major concern 
for the countries in the north Indian Ocean compared to other storm surge risk 
regions, as the majority of the deadliest events occurred in the north Indian Ocean, 
whereas the events with largest economic loss were reported in the United States of 
America. The deadliest cyclone disaster recorded was the one associated with the 
Bhola cyclone, which hit the coast of Bangladesh in 1970. About 300,000 people 
lost their lives during that event (Frank and Husain 1971). A very severe cyclonic 
event in Bangladesh in 1991 and the Odisha super cyclone (India) in 1999 were other 
notable events in the north Indian Ocean during the 1990s. There were instances of 
severe events during the 2000s in the north Indian Ocean, such as cyclones Sidr 
(2007), Nargis (2008) and Aila (2009) with considerable loss of human lives. In the 
last decade, during events like cyclones Phailin (2013) and Hudhud (2014), human 
fatalities were well reduced, mainly due to the success of early warning and evacua-
tion. Most recently, Cyclone Amphan (2020), which hit the coast of West Bengal, in 
India was the first super cyclone since 1999 in the Bay of Bengal (LeComte 2021). 

Figure 10.1 shows a schematic of various processes that cause changes in mean 
sea level (MSL) and extreme sea level (ESL). MSL changes are caused primarily by
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Fig. 10.1 Processes of mean sea level and extreme level changes (Source: Oppenheimer et al. 
(2019), Chap. 4, SROCC) 

thermal expansion due to ocean warming and melting of ice sheets and glaciers. ESL 
is the total water level occurring during an episodic event, such as a storm surge. 
Total water level includes MSL, tide and surge components. Gregory et al. (2019) 
suggested that the term ‘extreme sea level’ may be used for referring to coastal sea 
level during an episodic event. We follow this mostly in the present paper. Tsunamis 
also result in ESL; however, they are non-climatic and not included in the present 
article. Modes of climate variability also affect ESL by MSL anomalies associated 
with climate modes and mode-related changes in storminess. And lastly, local MSL 
rises at that location also affect the ESL. ESL is an important parameter for coastal 
zone management. Planners are interested to know the maximum sea level attained 
during an episodic event such as a storm surge. 

Many studies have reported changes in ESL in different ocean basins, however, 
only a few in the Indian Ocean. In the present paper, we review the available literature 
in tropical oceans, particularly focussing on the north Indian Ocean to assess the past 
changes in ESL and their future projections. We also discuss the gaps in knowledge 
and future perspectives. A few studies on ESL in the Red Sea and the Persian Gulf, 
marginal seas of the north Indian Ocean, are also discussed. 

10.2 Past Changes in Extreme Sea Level 

ESL changes can occur mainly due to two processes: (i) Changes in storminess (wind 
and surface pressure fields in the atmosphere) and (ii) Changes in MSL. In addition, 
other factors such as land subsidence and waves can also change ESL particularly, 
in deltaic regions and low-lying islands, respectively.
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Studies that focus on variability and long-term changes in MSL started in the 
1980s, whereas there is paucity of literature on variability and changes in ESL prior 
to 2000. From the beginning of the twenty-first century, attention has been given 
to ESL and the research outcomes on the topic have started increasing. The Third 
Assessment Report of the Intergovernmental Panel on Climate Change (TAR, IPCC) 
(Church et al. 2001) has only a mere mention of ESL but in the IPCC AR4 (Fourth 
Assessment Report) (Bindoff et al. 2007), a few papers were used for the assessment. 
AR4 concluded that the highest water levels have been increasing since the 1950s 
in most regions of the world, caused mainly by increasing MSL. Lowe et al. (2010) 
presented more literature on the topic and their general conclusion is that there is little 
evidence for ESL changing worldwide by amounts significantly different to changes 
in MSL. Similar conclusions can be found in Woodworth et al. (2011), who also 
presented a short review of ESL studies. In the special report on managing the risks 
of extreme events and disasters to advance climate change adaptation (Seneviratne 
et al. 2012) and in the Fifth Assessment Report (AR5) of the IPCC (Church et al. 
2013; Rhein et al. 2013), a review of ESL is presented. The report concluded that 
the recent increase in observed extremes worldwide has been caused primarily by an 
increase in MSL, although the dominant modes of climate variability (particularly, 
the El Niño–Southern Oscillation (ENSO) but including the Indian Ocean Dipole 
(IOD), North Atlantic Oscillation (NAO) and other modes) also have a measurable 
influence on extremes in many regions, via variability in MSL and/or mode-related 
changes in storminess. Oppenheimer et al. (2019) noted that many extreme events 
that are rare in the present scenario, will become more frequent by 2100. They also 
concluded that in some of the tropical islands, for example, the Maldives in the Indian 
Ocean, waves play a role in the total sea level during an extreme event. In deltaic 
regions, for instance, Ganga-Brahmaputra delta, subsidence considerably enhances 
MSL change thereby changing ESL. In the next paragraphs, we discuss a few studies 
on ESL based on observations in the tropical oceans, adjoining many developing 
countries. 

In the tropical Atlantic, Torres and Tsimplis (2014) analysed tide-gauge data in 
stations in the Caribbean Sea. In five stations, having a record of more than 20 years, 
they found a significant increase in extremes, which is found to be associated with 
MSL rise, with no evidence of secular changes in the storm activity. Feng and Tsimplis 
(2014) studied trends in extremes between 1954 and 2012 at 20 tide gauges along 
the coast of China. They concluded that the trends are primarily driven by changes in 
MSL but also linked with increases in tidal amplitudes at three stations. Neither the 
Pacific Decadal Oscillation (PDO) nor ENSO was found to be indicators of changes 
in the size of extremes, but ENSO appears to regulate the number of tropical cyclones 
that reach the Chinese coasts. 

Le Cozannet et al. (2021) found that flooding in coastal areas of Petit Cul-
de-sac in Guadeloupe (West Indies) is increasing with sea-level rise. Using total 
water levels including tides, rates of land motion (subsidence) and MSL rise for the 
regional projections for Representative Concentration Pathways (RCP) 8.5 scenario, 
the number of flood days is found to become once in every two days within two
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decades. Antony et al. (2016) examined ESL changes along the Bay of Bengal coast 
using selected tide gauges. The major findings are summarised in Sect. 6. 

Most of the above studies were on ESL at the coast. In a study for the open ocean 
using satellite-altimeter data, Woodworth and Menéndez (2015) found that long-term 
change in the standard deviation of sea surface height (SSH) to be small throughout 
the global ocean (typically ~0.5 per cent/year) and the trends of positive and negative 
SSH are similar to those of MSL, with a few regional exceptions. 

In brief, relative role of MSL and storminess on ESL changes is still not fully 
understood, the available evidence presented in AR5 and other studies indicate 
that the role of MSL is certain, while uncertainties exist over the role of change 
in storminess. 

10.3 Role of Tides in Extreme Sea-Level Changes 

Tides have magnitudes comparable to or even higher than those in storm surges in 
some regions. They occur mainly with a periodicity of semi-diurnal or diurnal, with 
longer periods (fortnightly, monthly and longer) also contributing to a smaller extent. 
In addition to any long-term changes in ESL observed by a tide gauge, there will be 
changes on inter-annual and decadal timescales because of the nodal and perigean 
contributions to the astronomical tide (Pugh and Woodworth 2014). However, these 
variations in extremes are predictable once one has adequate knowledge of the ocean 
tide at a location, if several years of good quality data are available. 

However, it may be noted that since tide gauges measure sea level at the coastal 
stations. Observed changes in tidal heights in shallow waters could occur due to 
changes in propagation characteristics of tides. Since tides propagate as shallow-
water waves, their phase speed and propagation characteristics depend on depth, 
which can vary with MSL rise. However, these changes are small and less certain, 
because some of the anthropogenic activities such as dredging in harbour areas 
could also make changes in local bathymetry, thereby changing characteristics of 
tidal propagation. A few studies available on this topic are region-specific and more 
work will be needed to get a more definite picture on changes in tides in shallow 
waters. Using a global tidal model, Pickering et al. (2017) investigated the effect of 
MSL rise on tides in the shelf seas. They noted a significant change in M2 (principal 
lunar constituent) and S2 (principal solar constituent) in shelf seas, but K1 (luni-solar 
diurnal) and O1 (lunar diurnal) are found to increase in Asian seas only. 

10.4 Future Projections 

In this section, global studies on ESL projections and regional studies on the same in 
the tropical oceans are discussed. Projections of ESL are made using two approaches 
(i) using hydrodynamical models and (ii) statistical methods.
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10.4.1 Hydrodynamical Approach 

Hydrodynamical models that simulate tides and storm surges have been used. The 
models are in general two-dimensional type that use vertically integrated hydrody-
namic equations. The models are regional and driven by surface atmospheric wind 
fields and MSL pressure obtained from regional climate models for different climate 
scenarios. Tides are forced along the open boundaries, which are obtained from a 
global tidal model. Models also introduce a MSL rise to get future projections of 
ESL due to a MSL rise. Recently, some studies made use of global models for getting 
future climate projections. 

A global tide and surge model with a grid resolution of 2.5 km was used to simulate 
ESL for the present scenario (1979–2017) and a future climate scenario from 2040 
to 2100 (Muis et al. 2020). It is found that one in ten year, water levels increase 
by 0.34 m, while some regions show increases up to 0.5 m for RCP 4.5 scenario. 
Using a global model for tides, surges and wave set-up, Kirezci et al. (2020) showed  
that projections of ESL for 2100 under RCP 8.5 scenario could bring nearly 50% 
of the coastal population under risk for flooding resulting from episodic events. 
They identified many hotspots for ESL events by 2100, which include the coasts 
surrounding the Bay of Bengal. 

Recent regional studies on ESL projections in tropical oceans can be briefly 
discussed as follows. Feng et al. (2018) analysed data from 15 tide gauges along 
the Chinese coast and used different Coupled Model Intercomparison Project Phase 
5 (CMIP5) models for 1.5 and 2.0 °C warming to estimate return levels of ESL. 
They argued that there is a significant difference in return levels between the two 
scenarios with return levels in 2 °C warming scenario higher than those of 1.5 °C. 
Widlansky et al. (2015) made projections using climate models forced with increased 
greenhouse gases and removing the effects of MSL rise; they found that occurrence 
of low sea level (Taimasa) is found to increase by two times in the tropical south-
west Pacific. In the entire tropical Pacific, inundation caused due to extreme La Niña 
events is found to increase. McInnes et al. (2014) modelled ESL in Fiji Island in 
the Pacific and found that higher storm surges found in southwest of Viti Levu and 
Vanua Levu islands during El Niño and La Niña years than normal years, but in other 
regions of these islands, storm surges are found to be lower during La Niña years. 
They also found that future projections of ESL will be changed primarily due to MSL 
rise. 

10.4.2 Statistical Projections 

Statistical approach is used for analysis of ESL by using past tide gauge data. In 
general, a generalised extreme value distribution or Gumbel distribution is used for 
the analysis.
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In the statistical approach, it is assumed that changes in extremes occur only 
through the MSL rise, with storminess not changing. Hunter (2012) used hourly 
tide gauge data for 198 stations over the globe and fitted a Gumbel extreme value 
distribution to determine the return periods of extreme events in the present scenario. 

For making the projections, it is assumed that tide and surge statistics do not 
change with time. Then increasing the values of sea level with a uniform MSL rise 
and taking into account its uncertainty, Hunter determined a multiplication factor by 
which the frequency of occurrence will change by 2100. For regions having high 
tidal ranges and/or surges, the multiplication factor is small and vice versa. The 
method allows to obtain a reasonably good estimate of return levels of future ESL 
for designing of coastal structures (Hunter et al. 2013), assuming that increases occur 
primarily through MSL changes. 

It is found that frequencies of extreme events vary depending also on tidal range 
in a region, with low tidal range regions experiencing large increases. Indirectly, 
this helps to understand that frequency of 100 years can become 10 or even 1 year 
depending on the characteristics of tides and surges in a given location, as reported 
in AR5 (Church et al. 2013). Oppenheimer et al. (2019) reported these projections 
for the mid-century and towards the end of the century for different RCP scenarios 
in the special report on the Ocean and Cryosphere in a Changing Climate (SROCC). 
Figure 10.2 shows statistical projections of ESL for future scenarios at tide gauge 
stations in the Global Extreme Sea Level Analysis Version 2 (GESLA-2) database 
(Woodworth et al. 2017a). MSL rises projections for climate scenarios, RCP 2.6, RCP 
4.5 and RCP 8.5 for mid-century and towards the end of the twenty-first century were 
used for making the projections. These analyses showed that the frequency of an ESL 
occurring in 100 years now will occur by once in 10 year or 1 year depending on the 
location (Oppenheimer et al. 2019). 

10.5 Mean Sea-Level Variability and Changes in the North 
Indian Ocean 

The Indian Ocean, though smallest among the three ocean basins, has unique charac-
teristics (Fig. 10.3). Landlocked in the north, the north Indian Ocean is characterised 
by the monsoon. In the north Indian Ocean, during summer monsoon (June and 
September), winds are southwesterlies and during northeast monsoon (November to 
February), winds are northeasterlies. Recent studies indicate that the Indian Ocean 
has been warming rapidly (Roxy et al. 2014; Beal et al. 2020). Swapna et al. (2017) 
found a relationship between weakening of the Indian summer monsoon since the 
1950s causing an increase in MSL in the north Indian Ocean. 

The locations of tide gauges, having more than 40 years of data, are shown in 
Fig. 10.3. The Mumbai (along the west coast of India) record has more than 100 years 
duration. MSL data are provided by the Permanent Service for Mean Sea Level
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Fig. 10.2 Future projections of extreme sea level for tide gauge stations in GESLA-2 database. 
The colours of the dots indicate the factor by which the frequency of extreme events having a 100-
year return period increases. The results are shown for RCP 2.6, 4.5 and 8.5, respectively, for the 
mid-century and towards the end of the century (Adapted from Oppenheimer et al. (2019), Chap. 4, 
SROCC, IPCC) 

(PSMSL, http://www.psmsl.org). The data are available as monthly mean and annual 
mean, which can be used for determining sea-level rise trends. Real-time data can 
be obtained from the Intergovernmental Oceanographic Commission’s Sea Level 
Station Monitoring Facility (http://www.ioc-sealevelmonitoring.org), operated by 
the Flanders Marine Institute (VLIZ, Belgium). Since the 2004 tsunami in the Indian 
Ocean, real-time stations have increased. Hourly tide-gauge data for the stations 
along the Indian coast are obtained from Survey of India, Dehradun. 

Tide-gauge data need to be corrected for land movements for obtaining accurate 
sea-level rise trends. Earlier, Ice-model (for instance, Peltier 2004) results have been 
widely used to correct for glacial isostatic adjustment. Recently, Global Navigation 
Satellite System (GNSS) stations co-located with tide gauges have been installed 
in many regions over the globe and processed data are being stored and distributed 
through the Service d’Observation du Niveau des Eaux Littorales (SONEL) data 
centre (http://www.sonel.org). Woodworth et al. (2017b) pointed out the need for 
having GNSS stations, co-located with tide gauges. King (2014) pointed out the lack

http://www.psmsl.org
http://www.ioc-sealevelmonitoring.org
http://www.sonel.org


10 Changes in Extreme Sea-Level in the North Indian Ocean 289

Fig. 10.3 Map of the north Indian Ocean with tracks of the tropical cyclones from 1980 to 2020. 
The colour bar represents the Saffir–Simpson Hurricane wind scale (TD = Tropical Depression, 
TS = Tropical Storm and 1 to 5 = Category 1 to 5 storms). Locations of Aden (ADE), Karachi 
(KAR), Kandla (KAN), Mumbai (MUM), Cochin (COC), Chennai (CHE), Visakhapatnam (VIS), 
Sagar (SAR), Haldia (HAL), Diamond Harbour (DIA), Garden Reach (GAR), Tribeni (TRI) and 
Ko Taphao Noi (KOT) tide gauges, where long-term (> 40 years) mean sea-level data are available, 
are marked with circles. Locations at which research quality sea-level data at hourly intervals are 
available are marked with triangles 

of GNSS stations in some of the tide-gauge stations having long records in the Indian 
Ocean. 

Since 1992, a series of satellites, TOPEX/Poseidon, Jason-1 and Jason-2 provide 
continuous sea-level data using altimeters covering the globe, except high lati-
tudes. The analysis of altimeter data provides spatial variations in MSL rise trends. 
Altimetry data were also used, for example, Nerem et al. (2018) to determine acceler-
ation in global MSL, mainly because the data of about 25 years are available without 
any gaps. Sea-level rise trends obtained from altimetry and tide gauge data analysis 
are complementary to assess MSL rise trends due to global warming. An assessment 
of the various studies is given in Church et al. (2013) and Oppenheimer et al. (2019). 

Mean sea level in the north Indian Ocean undergoes variability at different time 
scales (Shankar et al. 2010). Aparna et al. (2012) showed using tide-gauge data and 
altimeter record that during the occurrence of IOD and ENSO, sea-level anoma-
lies in the Bay of Bengal become negative and positive depending on the phase of 
the modes. Nidheesh et al. (2013) found that decadal variabilities, though smaller 
than interannual variabilities in the tropical Indo-Pacific regions, are associated with 
decadal variations in wind stress. The study was done using various sea-level data 
sets available and steric sea level computed from an ocean model. Srinivasu et al. 
(2017) found a reversal in MSL rise trends in the north Indian Ocean during the last
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two decades. A detailed description of MSL variability in the Indian Ocean is beyond 
the scope of the present article. 

The long records in the north Indian Ocean were used in earlier studies to deter-
mine long-term sea-level-rise trends (Unnikrishnan and Shankar 2007; Unnikrishnan 
et al. 2015) and also causes of sea-level change (Han et al. 2010). They analysed long 
records in the north Indian Ocean, Aden, Karachi, Mumbai, Kochi, Visakhapatnam, 
Diamond Harbour and Ko Taphoi Noi (Fig. 10.3) and reported MSL-rise trends 
varying from 1.06 to 1.75 mm/year along the coast, except at Diamond Harbour, 
where trends exceeding 5.0 mm/year are found. These trends are consistent with 
global estimates. In the region of Ganga–Brahmaputra delta, for example, at Diamond 
Harbour and Hiron Point, the trends are above 5.00 mm/year, which are partly due to 
the subsidence, as reported in earlier studies. Goodbred and Kuehl (2000) reported 
subsidence rates of 4 mm/year in Ganga–Brahmaputra delta using sedimentological 
evidences, but recent assessments point towards higher rates of subsidence (Oppen-
heimer et al. 2019). Jyoti et al. (2019) reported accelerated MSL rise in the south 
Indian Ocean during the recent decades. In the recent climate change assessment for 
regions surrounding the Indian region, Swapna et al. (2020) assessed various studies 
on MSL changes and variability in the Indian Ocean. 

Excess groundwater extraction is found to alter MSL rise trends in some regions. 
Veit and Conrad (2016) showed using a global model that excess groundwater 
pumping depresses sea level in the region of south Asia. Rates of sea-level rise, 
as found from Mumbai tide gauge data record, are about 1.2 mm/year, which is 
slightly lower than global MSL rise trends. Veit and Conrad (2016) attributed the 
slightly reduced sea-level rise trends than the global mean due to excess groundwater 
pumping in the region. 

Figure 10.4 shows spatial variations in MSL rise trends, estimated using altimeter 
data, in the north Indian Ocean for the recent period. The spatial average of trend 
is 3.37 mm/year for the period 1993–2018, which is higher than those found during 
the historical period. Relatively large trends in some regions, such as the head of the 
Bay, exceeding 5.00 mm/year are partly due to variability at different time scales, 
as pointed out in earlier studies. The average trends in the north Indian Ocean are 
consistent with global mean sea-level rise trends for this period but higher than those 
estimated from tide gauges for the last century. 

Global MSL projections for different scenarios are given in the SROCC (Oppen-
heimer et al. 2019). Sea-level projections for the south Asia region (Harrison 2020) 
for 2100 show slightly lower values in the Arabian Sea and the Bay of Bengal 
compared to global MSL projections for all the RCP scenarios.
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Fig. 10.4 Trends in mean sea-level rise estimated from altimeter data in the north Indian Ocean 
for the period 1993–2018 

10.6 Extreme Sea-Level Changes and Projections 
in the North Indian Ocean 

The north Indian Ocean (Fig. 10.3) is one among the cyclone risk regions over the 
globe. Though average annual number of cyclones in this basin are the smallest 
among various cyclone risk basins, the past events show that the impact of tropical 
cyclones is higher along the coast of the north Indian Ocean, especially in the northern 
Bay of Bengal due to high population in this region as well due to the topographical 
features that amplify storm surges. The Arabian Sea and the Bay of Bengal are the 
two sub-basins of the north Indian Ocean in the west and east divided by the Indian 
subcontinent. The annual distribution of tropical cyclones is bimodal in nature for 
the north Indian Ocean with tropical cyclones occurring in the post and pre-monsoon 
seasons. The Bay of Bengal has a greater number of cyclones occurring in a year on 
an average compared to the Arabian sea, the ratio being 4:1. Most of the cyclones 
formed in the Bay of Bengal move west, northwest and north directions and cross the 
east coast of India and the coast of Bangladesh (Fig. 10.3). However, there are some 
cyclones that cross the Myanmar coast, for instance, the Cyclone Nargis crossed 
the Myanmar coast in 2007. In the Arabian Sea, northern and western coastal areas 
have frequent landfall of cyclones. While tropical cyclones related storm surges are 
the frequent contributor to the ESL in the region, there are also other events such 
as tsunamis, meteotsunamis, seiches and swells which contribute to extremes and 
coastal flooding. Though the basin had experienced much larger-scale impact from 
the 2004 tsunamis, occurrence of such events is rare. In this section, we summarise 
various studies related to ESL changes in the north Indian Ocean.
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Studies on the ESLs and storm surges, identified in past tide gauge records, are 
not many in the case of the north Indian Ocean. Availability of good quality data 
is the major reason for this. Figure 10.3 presents locations of tide gauges (marked 
with triangles) where research quality sea-level data are available at hourly intervals. 
These data are freely provided by the University of Hawaii Sea Level Center (https:// 
uhslc.soest.hawaii.edu/). The freely available data with decent space–time coverage 
are limited to the Bangladesh coast, where 20–30 years of data are available at a few 
stations. Although several tide gauge stations are available along the Indian coast, 
hourly sea-level data at these stations are not publicly available but real-time data 
are available at a few stations through the VLIZ website. Another issue is that very 
often surges do not get recorded in gauges, mainly because gauges are not closely 
enough located to capture the signals. However, some studies have documented the 
characteristics of ESLs and surges along the east coast of India and the head of the 
Bay by analysing many years of data. (Unnikrishnan et al. 2004; Antony et al. 2016). 
These data have come from Survey of India and Indian National Centre for Ocean 
Information Services. 

An example of an ESL event resulting from a tropical cyclone is presented in 
Fig. 10.5. Figure 5a depicts the track of the Cyclone Aila of May 2009, which hits 
the northern Bay of Bengal coast. The cyclone attained the strength of a Category 1 
storm before its landfall. The reported maximum wind speed was 65 kt and minimum 
pressure at the centre of the cyclone was 970 mb. Time series of observed sea level at 
Hiron Point (located on the right side and about 130 km away from cyclone landfall 
point) and its components predicted tide and residual sea level are shown in Fig. 5b. 
The storm surge attained a height of 1.7 m and the maximum sea level was nearly 
0.8 m higher than the highest astronomical tide for the year. 

Fig. 10.5 Extreme sea level and storm surge during Cyclone Aila. Map showing the track of 
Cyclone Aila (a). Total water level, astronomical tide and residual sea level from Hiron Point tide 
gauge during the passage of cyclone Aila (b). Highest astronomical tide for the year is also marked 
[Modified from Antony et al. (2020)]

https://uhslc.soest.hawaii.edu/
https://uhslc.soest.hawaii.edu/
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10.6.1 Variability and Trends in Extreme Sea Level 

Even though there had been a number of numerical modelling studies on ESL in the 
north Indian Ocean, only a few studies based on observations exist. The study by 
Pethick and Orford (2013) showed a rapid rise in high water maxima in southwest 
Bangladesh during the last few decades. The average trend in the monthly mean high 
water in the region was about 14 mm/year. The authors also showed that this high 
rate was principally as a result of increased tidal range in estuarine channels recently 
constricted by embankments and also include a combination of deltaic subsidence, 
including sediment compaction, and sea-level rise. 

Antony et al. (2016) studied spatial variability, seasonal, inter-annual and long-
term changes in extreme high waters along the east coast of India and at the head 
of the Bay of Bengal. This study was conducted using long-term hourly sea-level 
observations from 1974 to 2007 at five tide gauges stations in the Bay, namely 
Chennai, Visakhapatnam, Paradip, Hiron Point and Cox’s Bazaar (Fig. 10.6). The 
highest water levels are reported towards the head of the Bay of Bengal, which are 
a combination of large tides and moderate or small surges. Strong seasonality is 
also identified in the extreme high waters, which also shows higher values towards 
the head of the Bay. Variability at the northernmost stations is characterised by a

Fig. 10.6 Correlations between 99th percentile of sea level and dipole mode index (DMI) (a) and  
southern oscillation index (SOI) (b) at Chennai (CHE), Visakhapatnam (VIS), Paradip (PAR), Hiron 
Point (HIR) and Cox’s Bazaar (COX). Trends in 99th percentile of sea level (c). Correlations of DMI 
(d) and  SOI (e) with 99th percentile of sea level after mean sea-level (50th percentile) subtracted. 
Trends after mean sea level subtracted (f). Correlations and trends which are not statistically 
significant are marked with a cross sign
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strong annual cycle, whereas towards the south-western part it is dominated by a 
semi-annual cycle. There is also consistency in the seasonality of extreme and MSL. 
The study further showed that interannual variations in the extreme high waters are 
correlated with regional climate phenomena such as, the IOD and ENSO (Fig. 10.6). 
The extremes showed negative correlations with dipole mode index indicating lower 
(higher) extremes during positive (negative) IOD events. A direct relationship (posi-
tive correlations) was observed between extremes and the southern oscillation index 
indicating lower (higher) ESL during El Niño (La Niña) events. A trend analysis of 
extreme high waters showed larger trends in the head Bay region compared to the rest 
of the Bay of Bengal and only Hiron Point tide gauge showed statistically significant 
increasing trends of about 5 mm/year (Figs. 10.6 and 10.7). Further, the study also 
showed that when MSL is subtracted from the extremes the reported correlations are 
reduced. Similarly, the high positive trend at Hiron Point also reduced to small nega-
tive values, which are insignificant. The study concluded that changes in extremes

Fig. 10.7 Trends in various 
sea-level percentiles at Hiron 
Point, a station in the 
Ganga–Brahmaputra delta. 
The 50th percentile 
represents the mean sea level 
[Adapted from Antony et al. 
(2016)]
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are in line with changes in MSL, consistent with the global study of Woodworth and 
Blackman (2004) and Menéndez and Woodworth (2010).

10.6.2 Future Projections of Extreme Sea Level 

Most of the studies on future projections of ESL in the north Indian Ocean have been 
done for the Bay of Bengal. A few studies on ESL changes in the Arabian Sea and 
the marginal sea, the Red Sea, are also discussed briefly. 

Unnikrishnan et al. (2011) carried out a study to understand future changes in 
ESL along the east coast of India using a hydrodynamic model forced with MSL 
pressure and wind fields from a regional climate model. They considered 1961– 
1990 and 2071–2100 as periods for current and future climate scenarios. The results 
indicate 100-year return levels in the future climate are 15–20% higher than those in 
the current climate, particularly in the region of low tidal ranges (southeast coast of 
India). In the region of high tidal ranges (northeast coast of India, Sagar and Kolkata), 
the changes are below 5%. 

The study by Kay et al. (2015), similar in approach to that of Unnikrishnan 
et al. (2011), showed an increased likelihood of ESL events in the Ganga–Brahma-
putra–Meghna delta through the twenty-first century, with the frequency of events 
increasing greatly in the second half of the century: water levels that occurred at 
decadal time intervals under current climate occurred in most years by the middle 
of the twenty-first century and 3–15 times per year by 2100. In a recent study by 
Rahman et al. (2019) showed that combined with sea-level rise of 0.5, 1 and 1.5 m, a 
Category 4 cyclone such as Cyclone Sidr would inundate 2.6%, 3.67% and 5.84% of 
the area of Bangladesh and 21.0%, 42.1% and 65.1%, respectively, of the Sundarbans 
mangrove forest. 

Another study by Lee (2013) using tide gauge data at Hiron Point from 1977 to 
2009 estimated the 100-year return level of storm surge at the station as 1.75 m. The 
author also estimated the sea-level rise trend for the station as 4.46 mm/year and the 
resulting sea-level rise in 2050 as 0.34 m. Further, he pointed out that in 2050 the 
100-year event due to sea-level rise and storm surge would be 2.09 m. 

Khan et al. (2020) used a regional tidal model for the Bay of Bengal to simulate 
the effects of MSL rise under various scenarios on modulating tidal characteristics 
in the Ganga–Brahmaputra–Meghna delta. They showed significant flooding could 
occur for a MSL rise over 0.5 m, with the area of flooding found to vary in different 
parts of the delta. 

A few other studies on climate change and storm surges along the Indian coast 
include those of Rao et al. (2020a), Rao et al. (2020b) and Poulose et al. (2020). 
Rao et al. (2020a) showed an average increase of about 20% and 30% in maximum 
water elevations for the moderate and extreme climate change scenarios (wind speeds 
increased by 7% and 11%, respectively). Numerical experiments by enhancing wind 
speeds by 7% and 11% showed additional water levels of 0.5 to 1.0 m and 1.0 to
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2.0 m in the northern regions (Gulf of Kutch and Khambhat) of the west coast of 
India, for the two scenarios considered (Poulose et al. 2020). 

10.6.3 Extreme Sea Levels in the Marginal Seas 
and Low-Lying Islands 

The Red Sea and the Persian Gulf are two marginal water bodies in the western 
part of the north Indian Ocean. Unlike the Arabian Sea, which is at risk for the 
occurrence of tropical cyclones, the Red Sea and the Persian Gulf are considered to 
be safe zones. In the Red Sea, sea-level observations are limited and a few numerical 
modelling studies can be found on the ESL. A numerical modelling study for long 
term by Antony et al. (2021) reported extremes may reach up to 0.75 m in the central 
eastern Red Sea. They also noted high-surge events are correlated with winds over the 
Southern Red Sea. The study also reported that projected sea-level rise would reduce 
the average recurrence intervals of extreme water levels in the region (Fig. 10.8). A 
recent study by Antony et al. (2022) carried out for the entire Red Sea reported that the 
extreme water levels simulated using a barotropic model, forced with meteorological 
fields generated by a 5 km assimilative Weather Research and Forecasting (WRF) 
model, have no significant trend over the period 1980–2016. 

The Persian Gulf is mainly affected by extratropical weather systems (El-Sabh 
and Murty 1989) and some of the strongest winds in the region are associated with 
the shamal winds, the seasonal north-westerly winds which occur during winter as 
well as summer. Storm surges are reported in the Persian Gulf (Khalilabadi 2016) and 
more recently, Heidarzadeh et al. (2019) and Kazeminez had et al. (2020) reported 
occurrence of ‘meteotsunami’ in the region. The meteotsunami event had maximum

Fig. 10.8 Return period curves at a location in the central Red Sea coast of Saudi Arabia under 
current climate (green) and future sea-level rise scenario (red). Green triangle and circle represent 
50- and 100-year return levels under current climate, and red triangle and circle represent positions 
of current 50- and 100-year return levels on the future return curve
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surveyed run-up of about 3 m at Dayyer in southern Iran, where waves inundated the 
land for a distance of ~1 km. Besides a few local studies, the region lacks detailed 
analysis of ESL processes and their long-term changes.

Low-lying small island nations have been assessed to be the most vulnerable to 
sea-level rise. Maldives Islands in the north Indian Ocean, which is one of the lowest 
lying nations in the world with an average height above MSL of about 2 m and nearly 
80% of its land is below 1 m. This makes the Maldives highly vulnerable to sea-level 
rise. Wadey et al. (2017) showed that coastal flooding in the Maldives occurs due to 
multiple interacting sources. These include long-period (up to 20 s) energetic waves 
generated in the Southern Ocean and propagating northward combined with spring 
tides. 

10.7 Coastal Flooding 

The impacts of flooding in the coastal regions are felt through the occurrence of ESL 
events rather than the gradual MSL rise. Coastal flooding depends mainly on onshore 
topographic gradients. Estimates of area of inundations were made using geographic 
information system (GIS) techniques and simulations from fine-resolution storm 
surge and tide models, coupled with inundation models. 

A recent study on coastal flooding for a projected sea-level rise was made by Kulp 
and Strauss (2019). They identified particular hotspots in Asia and reported that, the 
area of coastal inundation by 2050 for an annual maximum flood event in the region 
surrounding the megacity of Mumbai, India could be large. Using the newly available 
coastal digital elevation data, Kulp and Strauss (2019) used a global model for inun-
dation estimates and showed that people affected globally for annual maximum flood 
line could be three times more than the earlier estimates made using the data from 
the digital elevation model, Shuttle Radar Topography Mission. However, caution 
is needed while interpreting these results, as these estimates largely depend on the 
accuracies of the digital elevation model (DEM) used, besides uncertainties in model 
projections of MSL. Hasan et al. (2020) estimated MSL rise projections using temper-
ature projections for different RCP scenarios and making a semi-empirical approach 
for obtaining sea-level rise as 1 m for 2100. They estimated the area of inundation of 
about 2098 km2 for Bangladesh coasts for 2100. Using GIS techniques, there have 
been many region-specific studies on coastal inundation, for example, along the east 
coast of India (Pramanik et al. 2015) and Kochi, the west coast of India (Mani Murali 
and Dinesh Kumar 2015), etc. 

Impacts of mean sea-level rise and ESL are felt in low-lying areas. Deltas, which 
are undergoing subsidence in this region, are also sensitive to MSL rise and extreme 
events.
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10.8 Conclusions and Future Perspectives 

10.8.1 Conclusions 

Most of the studies on past changes using tide-gauge data indicate that changes in 
ESL are in line with those of MSL. However, a few limitations of the studies are 
briefly discussed below. 

Although there have been many developments in the construction of a global 
tide gauge network that can sample most of the world coastline (Merrifield et al. 
2009), one has to recognise that the presently available sea-level data set has many 
gaps, both in space and time and so conclusions about extremes may not be as glob-
ally representative as one would wish. The research depends critically on the avail-
ability of suitable data sets. However, access to high-frequency (hourly or more rapid 
sampling) tide-gauge data is restricted in some countries for various reasons, while 
in others, there are many years of original records (tide-gauge charts or tabulations) 
that await reprocessing to modern standards in a process called ‘data archaeology’ 
that is followed in some developed countries. As a result, there are gaps in the data 
sets available for research even where the data themselves exist. 

In addition, large gaps in locations of adjacent tide gauges may mean that the 
largest extremes that lead to the most catastrophic flooding, and which are of most 
practical interest, might not always be represented adequately in the data sets. This 
reservation applies particularly for the ESLs that are caused by the storm surges 
during tropical storms. By definition, these are rare events, and when they do happen 
the highest sea level may not occur exactly at the gauge, but at some distance along 
the coast. Therefore, these large events may not be sampled at all even in a record of 
many decades. Moreover, the technologies used at some tide gauge stations may not 
allow the highest sea levels to be recorded, and during the most energetic tropical 
cyclones during the historical period. Moreover, some events do not get recorded, 
for instance, when the super cyclone that crossed at Paradip, along the east coast of 
India, in 1999, the tide gauge was not functional and the sea level was not recorded 
during the event. 

Tides have magnitudes comparable or even higher than surges in many regions. 
They occur in a variety of time scales varying from semi-diurnal, diurnal, fortnightly 
spring-neap cycle and longer. So far, no study exists that documents the occurrence 
of various events and phase of the tide. Occurrence of storm surges, especially large 
surges, is a low-probability event than the occurrence of high probability events of 
high tides (spring tides). Moreover, surges occurring during low tide or neap tide do 
not cause much flooding. High tides, particularly during spring tide, when modulated 
with MSL rise can cause increased flooding in future. This also means that in spite of 
the difficulties in getting accurate regional projections of wind fields that drive storm 
surge models, a reasonably good picture of future coastal inundation can be obtained 
by using high resolution regional tidal models and storm surge models coupled with 
inundation models that incorporate MSL rise.
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10.8.2 Future Perspectives 

Future inundation due to the occurrence of ESL events is projected to increase. This 
would require long-term adaptation measures for coastal infrastructure development 
and for people residing in coastal areas. 

Recommendations for ESL monitoring and analysis can be listed as follows. 

(i) A close network of tide gauges in the regions prone to cyclones will help in 
better monitoring of storm surges and other ESL events. 

(ii) Documentation and reporting of ESL events along the coast. 
(iii) Return period estimates including allowance for MSL rise could improve 

design heights of coastal and offshore structures. 
(iv) Inundation maps for annual maximum flood levels need to be prepared with 

the fine resolution DEM for accurate assessment for future projections. 
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Chapter 11 
Mapping of Coastal Inundation Due 
to Tropical Cyclones: A Numerical Study 
for the Indian Coasts 

A. D. Rao and Smita Pandey 

Abstract The Indian coastline is often prone to tropical cyclones that lead to high 
rise in water elevations and associated flooding. This chapter reviews studies on inter-
action of storm surges and tides in the North Indian Ocean and the recent develop-
ments in the numerical simulation of associated coastal inundation along the Indian 
coasts. The entire coast is mapped with maximum possible water elevations and 
water levels of the landward inundation as a combined effect of the storm surges, 
tides and wind waves. The simulations are made using a standalone ADCIRC to 
compute combined effect of storm surges and tides and coupled ADCIRC + SWAN 
model to include wind-wave effects well. These computations use climate change 
projections by enhancing the cyclonic wind intensity by 7 and 11% over the present 
scenario (no climate change) according to the IPCC fifth assessment report. The 
most probabilistic cyclone tracks for each coastal district and the intensity of the 
cyclone based on a 100-year return period are considered for the simulations. The 
study reveals that maximum water levels of about 10–12 m are found along with 
the northern coastal districts of Odisha. West Bengal districts are most vulnerable 
with reference to coastal flooding in the present scenario; however, they are least 
affected by 5–6% in climate change scenario (CCS). The districts in the Godavari 
river deltaic region in Andhra Pradesh will be inundated by more than 50% in CCS. 
Ramanathapuram district in Tamil Nadu will get water levels of more than 8 m in 
any scenario, while it is unaffected by the inundation due to local high topography. 
Along the west coast of India, the Gulfs of Khambhat and Kutch have maximum 
elevations of about 9–9.5 m in the present scenario; however, it will be increased to 
10–11 m under climate change projections. The low-lying areas of Great and Little 
Rann of Kutch, Mumbai and high-tide mudflats of Bhavnagar are maximum affected 
by coastal inundation. 
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Abbreviations 

ACE Accumulated Cyclone Energy 
ADCIRC Advanced Circulation Model 
AP Andhra Pradesh 
AS Arabian Sea 
BMTPC Building Materials and Technology Promotion Council 
BoB Bay of Bengal 
CCS Climate Change Scenario 
CVI Coastal Vulnerability Index 
GEBCO General Bathymetric Chart of the Oceans 
GWCE Generalized Wave Continuity Equation 
IDW Inverse Distance Weighted 
IMD India Meteorological Department 
IPCC Intergovernmental Panel for Climate Change 
MWE Maximum Water Elevation 
MWL Maximum Water Level 
NIO North Indian Ocean 
PD Pressure Drop 
RSG Radiation Stress Gradient 
SRTM Shuttle Radar Topography Mission 
SS Storm Surge 
ST Storm Tide 
SWAN Simulating Wave Nearshore 
TC Tropical cyclone 
TN Tamil Nadu 
WB West Bengal 
WDS Wetting and Drying Scheme 

11.1 Introduction 

Tropical cyclones (TC) are one of the significant hazards faced globally by coastal 
communities. The impact of an impinging TC includes strong winds, heavy rains, 
storm surges and inland flooding, leading to heavy destruction in the coastal regions. 
A storm surge (SS) is an increase in water levels near the coast in response to strong 
onshore cyclonic winds. The coastal inundation due to SS also causes heavy human 
casualties and disturbs man-made structures and derails the country’s economy. The 
inland flooding due to cyclonic storm leads to the intrusion of saline water into inland 
coastal areas, which affects the agricultural productivity of the region, and in return 
disturb the livelihood of the local people. Land falling TC frequently threatens the 
North Indian Ocean (NIO) that encompasses the Arabian Sea (AS) in the north-
west and the Bay of Bengal (BoB) in the northeast. The annual global average of
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cyclones in the basin is about 7% (Grey 1985), with higher cyclone activity in the BoB 
compared to the Arabian Sea (AS). The cyclone season in the NIO has two peaks, 
one during the pre-monsoon season (March to May) and another one during post-
monsoon (October–December). On an average, about 5–6 tropical cyclones form in 
the BoB and the AS every year, out of which 2 to 3 may be severe. Figure 11.1 provides 
the monthly frequency of cyclonic storms and severe cyclonic storms together for 
the BoB and AS based on the cyclone data during 1891–2020. In the post-monsoon 
period, peak storm activity reaches in the second half of October and the first half 
of November. Compared to the pre-monsoon season, the months of October and 
November are known for severe storms. District-wise land falling cyclonic storms 
for both the east coast and west coasts of India are shown in Fig. 11.2. 

The cyclones that develop in the BoB mainly make landfall along the east coast of 
India as the movement of storms from their location of genesis is mostly westward 
or north-westward (Holland 1983, 1995; Carr and Elsberry 1994, 1995). In the AS, 
contrary to this, a significant share of cyclones makes landfall along the coasts of 
the Persian Gulf and east African countries. The 1970 Bhola cyclone, the 1977 
Machilipatnam cyclone, the 1999 Super cyclone and the recent Fani cyclone in 2019 
are some of the most intense storms that made landfall at different locations along 
the east coast. Although the frequency of cyclones is relatively less in the AS, the 
coastal regions of north Maharashtra and Gujarat are more prone to tropical cyclones. 
Moreover, the low-lying areas having topography less than 10 m in the Great Rann 
of Kutch and Gulf of Khambhat are at higher risk due to cyclones. The cyclones in 
1982 and 1998 are some of the notable ones, which caused higher surges and human 
causalities along the Gujrat coast. 

When a cyclone passes through shallow oceans, the water levels keep on increasing 
and reach maximum along the coast during the landfall time (Murty et al. 1986).

Fig. 11.1 Monthly frequency of cyclonic storms and severe cyclonic storms during 1891–2020 in 
the Bay of Bengal & Arabian Sea
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Fig. 11.2 Land falling cyclonic storms in district-wise during 1891–2020. a East coast, b West 
coast

The generation of SS depends upon many factors that include the intensity of the 
cyclone, its size, forward speed and the cyclone’s approach angle. Rego and Li 
(2010) demonstrated that a slow-moving cyclone generates higher surges in the 
coastal bay/estuaries. Pandey and Rao (2019) carried out numerical experiments by 
taking idealized cyclone tracks and bathymetry to understand the role of the approach 
angle of a cyclone on the generation of surges and its interaction with tides along 
the coast. They inferred that cyclones making landfall perpendicular to the coast 
generate maximum surges, while the cyclones that travel parallel to the coast affect 
the maximum extent of the coastal stretch. The computation of SS is also sensitive 
to the coastal geometry and offshore bathymetry. The role of varying shelf width on 
the nonlinear tide-surge interaction is studied by Poulose et al. (2018). It is inferred 
that the interaction is maximum at low tide and minimum at flood tide on a broad 
shelf region with the maximum interaction of 15–20% observed for any tidal phase. 
The combined effect of tide and surge is referred to as storm tide (ST). Validation
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of the cyclonic wind distribution and its direction in the BoB using buoy data at 
different locations for the recent cyclonic cases is carried out for storm tides by 
Pandey and Rao (2018). Based on this study, a suitable modification is suggested to 
the Jelenianski’s cyclonic wind distribution (Jelesnianski and Taylor 1973).

The coast along the western BoB is dominated by the semi-diurnal tide and the 
tidal range increases from south to north with a range exceeding 4 m at few locations 
in the head-bay region (Sindhu and Unnikrishnan 2013; Antony and Unnikrishnan 
2013; Rao et al. 2020a). On the west coast of India, it is a mixed tide, while the 
southern part of the coast is dominated by the mixed semi-diurnal tide. The increase 
in tidal range from 0.8 m in the southern tip of Kerala to 5 m near north of Bombay 
is mainly due to an increase in the shelf width from 45 to 300 km, respectively. This 
is further amplified to about 11–12 m in the Gulf of Khambhat. Antony et al. (2014) 
demonstrated using satellite altimeter and tide-gauge data sets that the altimeter data 
can be used as a complementary data for the study of storm surges. In the recent paper 
of Antony et al. (2020), the tide-surge interaction during the Aila cyclone is studied 
using the ADCIRC model. It is displayed that shallow bathymetry, high tidal range 
and complex coastal configuration in the head-bay region result in strong tide-surge 
interaction. An investigation is also made by Antony et al. (2021) on extreme  water  
levels along the central Red Sea coast using extreme value analysis based on annual 
maxima of hindcast water level data. It is inferred that the sea-level rise would reduce 
the average recurrence intervals of extreme water levels along the coastline. 

Lewis et al. (2013) developed a regional inexpensive inundation model for the 
northern BoB using freely available Shuttle Radar Topography Mission (SRTM) 
topography data to compute flood extent during the 2007 Sidr cyclone. Coastal inun-
dated area in response to a cyclone depends upon the surge levels, tidal amplitude 
and its phase and the nonlinear interaction of tides and surges. A particular storm 
may lead to significant coastal inundation when the storm surge coincides with the 
occurrence of the local high tide. Recently, Pinheiro et al. (2020) assessed the sensi-
tivity of the flooded area due to tide-surge interaction in the Ria de Aveiro lagoon 
and found that it leads to higher flooding in the adjacent areas as the non-linearity 
increases from its mouth to the upper reaches. Therefore, for better understanding 
and estimation of extreme water elevations and coastal flooding, it is essential to 
consider the tide-surge interaction, which is mainly governed by the amplitude and 
phase of the tide (Horsburgh and Wilson 2007). 

Among various processes, wind-wave setup also plays a vital role in the computa-
tion of ST and coastal flooding, particularly during a storm-approaching period, when 
the waves are gigantic at the coast. In shallow waters, the depth-induced breaking 
of waves releases radiation stress gradients (RSG) (Longuett-Higgins and Stewart 
1964), which is an additional momentum to the water column causing wave setup 
of 10–20% of the breaking wave height and raising water levels adjacent to the 
coast (Holthuijsen 2010). This increase may be of tens of centimetres on the water 
elevation and is also affected by the tidal phase (Olabarrieta et al. 2011). For the 
Indian coast, Bhaskaran et al. (2013) simulated extreme waves along the Tamil Nadu 
(TN) coast during the Thane cyclone. They highlighted the significance of including 
the wind waves in the simulation of water levels at the coast. Murty et al. (2014)
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used a coupled surge, tide and wave hydrodynamic modelling system to compute 
wave-induced setup for the Phailin cyclone. They inferred that there is an additional 
23–36% increase in the peak surge compared to that of an uncoupled simulation. 
Recently, Murty et al. (2019) investigated the contribution of wave setup on the 
storm surge-induced coastal inundation using recent severe cyclonic storms, which 
made landfall along the east coast of India. The combined effect of storm surge, tide 
and wind wave is referred to as total water elevation (TWE). 

The presence of river deltas in the cyclone-affected areas further enhances the 
flood risk in the coastal region. The increase in the population near the estuaries and 
deltas has further added to the coastal flood disaster. The rise of cyclone-generated 
water elevations at the coast penetrates through the river system and overflows from its 
banks, contributing to riverine flooding. This landward intrusion of seawater depends 
upon the local topography, upstream river discharge and precipitation associated 
with a cyclone. The distribution of precipitation around the cyclone varies and heavy 
precipitation occurs during landfall of the cyclone; hence, it is essential to under-
stand their interaction and quantify its contribution. The intense rainfall during any 
cyclonic event causes sudden upstream runoff that leads to flash floods (Jonkman et al. 
2009). Such flooding leads to severe damage and fatalities in the coastal regions. The 
river systems that join the sea transport accumulated inland precipitation towards the 
coast and the TWE that is contributed by storm surges, tides and wind waves from 
the downstream of the river interacts with the freshwater discharge and enhances 
the flood risk along the river banks (Bacopoloulus et al. 2017). The Krishna and 
Godavari rivers in Andhra Pradesh (AP), Mahanadi, Brahmani and Baitarani rivers 
in Odisha and Hooghly in West Bengal (WB) make the coastal districts more vulner-
able to flooding. The coastal regions of Kutch, Jamnagar, Rajkot and Porbandar 
are vulnerable to inland flooding due to ST, and rivers like Sabarmati, Tapi, Mahi, 
Narmada and Dhadhar, enhance further the disaster due to cyclones. Ikeuchi et al. 
(2017) studied SS influence on fluvial flood by considering the Sidr cyclone as a case 
study in the Ganga, Brahmaputra, Meghna river delta regions. They found that SS 
causes an increase of about 3 m in water levels near the river mouth and about 0.7 m 
increase around 200 km away from the river mouth. It is also inferred that including 
sea-level dynamics in the river model has considerable effects in predicting the inun-
dation. Gayathri et al. (2019) investigated the interaction of surge, tide and upstream 
discharge in the Hooghly River by taking an idealized river bed. 

Future climate change projections reveal that intense cyclones with high frequency 
are more likely to happen in the global warming scenario. Singh et al. (2001) 
considered historical cyclone data during 1877–1998 and showed an increase in 
the frequency of intense cyclones in the NIO. In addition, the effect of climate 
change (CC) increases the risk of coastal flooding. The IPCC (2014a) report projects 
an increase in the frequency of intense cyclones in response to a rise in sea surface 
temperature. Furthermore, various studies are conducted regarding the increase in the 
number and intensity of cyclones in the AS. A recent study of Deo and Ganer (2014) 
indicates an increase in the intensity of tropical cyclones in the NIO over the past 
15 years. Anthropogenic global warming increases the probability of post-monsoon 
extreme severe cyclonic storms over the AS compared to the BoB (Murakami et al.
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2017). A study by Evan et al. (2011) reveals that weakening of vertical wind shear in 
monsoon circulation due to increase in anthropogenic emissions of aerosols favours 
pre-monsoon and post-monsoon TC intensification in the AS. As per the supple-
mentary material of AR5 (Fifth Assessment Report), IPCC (2014b), the expected 
percentage change in mean Lifetime Maximum Intensity of TCs over the period 
2081–2100 relative to 2000–2019 ranges between −10 and +10% for the North 
Indian Ocean. The projected tropical cyclone wind speed increment for the end 
century (RCP8.5, 2081–2100) in the Arabian Sea is ~ 2 to 8 m/s (IPCC 2014b). 
Based on the studies of Knutson et al. (2010, 2013), it is reported that the average 
intensity of the cyclones globally will increase 2–11% by 2100. 

Coastal flooding due to variability in future cyclones and sea-level rise (SLR) 
is one of the main concerns for the coastal populations today. Moreover, SLR is 
expected to continuously escalate in the twenty-first century. The studies of Nicholls 
et al. (1999), Church et al. (2006), Irish and Resio (2013), Lin et al. (2012) have  
focussed on the contribution of SLR and increase number of intense storms in cyclone 
flooding. Karim and Mimura (2008) demonstrated that rise in sea surface temperature 
by 2 °C and sea-level rise of 0.3 m leads to storm surge flooding in the western 
Bangladesh. Using geospatial technique, Hoque et al. (2018) developed cyclone risk 
modelling approach for the present and future climate change scenarios and tested it 
in Sarankhola Upazila of coastal Bangladesh. They integrated local sea-level rise of 
0.34 m for the year 2050 with surge models developed for 100-year return periods 
and showed that climate change scenario intensifies the cyclone risk area by 5–10% 
in every return period. 

Rao et al. (2020a) adopted the same 2–11% increment in the cyclonic winds, 
representing 7% (moderate scenario) and 11% (extreme scenario), which also falls 
in the range of 2–8 m/s as reported by IPCC. In this study, Maximum Water Elevations 
(MWE) at the coast are computed for the return period of 10, 50 and 100 years for 
both east and west coast of India. These are computed as a combined effect of storm 
surges and local high tide. It is demonstrated that MWE in the moderate and extreme 
scenarios will increase by 20% and 30%, respectively. In the climate change scenario 
(CCS), Rao et al. (2020b) carried out computation of coastal inundation due to TC in 
the present and climate change scenarios. They inferred that the river deltaic regions 
of Krishna, Godavari, Mahanadi and Hooghly along the east coast are highly prone 
to high water levels and associated coastal flooding. Poulose et al. (2020) carried out 
coastal flood mapping along the Gujrat and north Maharashtra coasts by enhancing 
the present cyclonic wind intensity by 7% and 11%. It is found that the regions will 
be more affected by the depth of inundation, while it will be a negligible impact on 
the extent of inundation in the CCS. The focus of this chapter is to highlight and 
consolidate all the studies in the past on coastal inundation along the Indian coasts 
as result of ST and wind waves generated by TCs. However, this study does not take 
into account of mean sea-level rise.
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11.1.1 Brief Description of ADCIRC and SWAN 

In recent studies, numerical modelling has included a finite-element based hydro-
dynamic model, the Advanced Circulation Model (ADCIRC) developed by the US 
Army Corps of Engineers, Engineering Research and Development Centre, Univer-
sity of Notre Dame and University of North Carolina jointly in 1990 (Luettich et al. 
1992; Luettich and Westerink 1999). To minimize the damage, the prediction of 
inland inundation is as important as the prediction of ST along the coast. With the 
implementation of a wetting and drying scheme (WDS), the model can simulate 
coastal flooding. The ADCIRC, the widely used circulation model, implemented the 
WDS to compute coastal inundation associated with the cyclone. According to the 
scheme, the particular element is activated or deactivated after checking it against 
the minimum threshold depth such that if the depth of the node is more than the 
threshold value, then it is activated and included in the computations; otherwise, it 
remains dry and deactivated. To avoid spurious noise, the current stage of the node 
remains active for some time before changing the stage. 

Moreover, to include the effect of wind waves on the computation of SS, the 
coupled version of the ADCIRC+ Simulating Wave Nearshore (SWAN) model (Diet-
rich et al. 2011, 2012) is used. The storm tides and associated currents generated in 
the ADCIRC model interact with the wave-induced setup from the SWAN model 
through RSG. The coupled ADCIRC + SWAN runs on the same unstructured mesh 
and the information from both the models are exchanged at the coupling time interval 
that helps to capture the physical mechanism in the wave-current information. These 
models use numerous information like cyclonic wind distribution, tides, wind waves, 
coastal topography and its geometry. The MWE computed near the coast is the 
combined effect of the nonlinear interaction of surges, tides and wind waves. 

11.1.2 Computation of Storm Surges and Coastal Inundation 

Rao et al. (2013) configured a finite-element-based ADCIRC model for the east 
coast of India to compute coastal inundation due to 1989, 1996 and 2000 cyclones 
crossing different parts of the east coast of India. Bhaskaran et al. (2014) computed 
the extent of coastal inundation along the TN coast for the Thane cyclone. The model 
computed peak surge and inland inundation are found in good agreement with the 
field measurements. They emphasized that coastal beach slope primarily affects the 
inundation extent. Later many researchers (Srinivasa et al. 2015; Gayathri et al. 2016; 
Murty et al. 2017; Mandal et al. 2020) carried out numerical simulations to compute 
coastal inundation associated with cyclones. Recently, river-surge-tide interaction is 
illustrated by Gayathri et al. (2019) by incorporating idealized Hooghly River in the 
ADCIRC model. They also investigated the role of cyclonic wind stress forcing along 
with river discharge on storm surge propagation and inferred that lower discharge 
with higher stress increases the penetration of surge inside the river. Sahoo and
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Bhaskaran (2018) investigated coastal vulnerability index (CVI) associated with TC 
for the Odisha coast in a CCS. They included surge height and coastal inundation 
along with eight weather parameters to determine the physical vulnerability index. 
Later, they combined social, economic and environmental vulnerability to compute 
the overall CVI. Moreover, it is also essential to assess the coastal vulnerability in 
terms of maximum elevation and extent of inundation for the entire Indian coast for 
long-term planning due to climate change. 

11.2 Model Domain and Computation of Tides 

For computation of storm tides, a high-resolution mesh is configured for the east coast 
and the west coast of India by using the ADCIRC model. The model bathymetry is 
derived from 30 s General Bathymetric Chart of the Oceans (GEBCO) and topog-
raphy from the 90 m resolution SRTM data. While the model bathymetry for the Gulf 
of Khambhat region is considered from the field observations of National Institute 
of Ocean Technology (Giardino et al. 2014). Unstructured triangular mesh for both 
the coasts is generated using the above bathymetry and topography data, as shown 
in Figs. 11.3 and 11.4. The finite-element-based mesh is generated using Surface 
Modelling System. The east coast model has a minimum resolution of 200 m near 
the shallow regions and a maximum of about 20 km in deeper waters, while the 
minimum resolution for the west coast model is 20 m and 35 km near the nearshore 
and open boundary, respectively. 

The ADCIRC model is used to compute tides along the Indian coastline by 
prescribing tidal elevations at the open boundary of the east coast mesh, extracted 
from ‘Le Provost’ tidal database using 13 major tidal constituents (K1, M2, N2, 
O1, P1, S2, K2, L2, 2N2, MU2, NU2, Q1 and T2) (Le Provost et al. 1995, 1998). 
However, the major tidal constituents are extracted from the TPXO model (Egbert 
and Erofeeva 2002) and provided as the open boundary forcing in the west coast 
model. Bottom friction is an essential factor in deciding the amplitude of modelled 
tide. In the ADCIRC, a hybrid bottom friction formulation with a minimum drag 
coefficient of 0.0015 and 0.0022 is used for the east and west coast, respectively. 
Time discretization using an explicit scheme is maintained at a model time-step of 
2 s for the east coast and 0.5 s for the west coast. The models are initially spun up for 
60 days using tidal amplitude and corresponding phase of different constituents till it 
reaches a steady state. The tidal solution for the last 15 days is validated at different 
tide-gauge locations as discussed in Rao et al. (2020a). In Fig. 11.5, the maximum 
tidal range is shown at every 10 km along the east and west coasts of India. Along 
the west coast, the tidal range increases from 1 to 9 m from the southern part of 
the coast to the Gulf of Khambhat and about 5 m in the Gulf of Kutch. However, a 
monotonic increase in tidal range is noticed along the east coast from south to north 
with a maximum of about 3.6 m in the Hooghly region.
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Fig. 11.3 Model mesh covering the east coast of India along with synthetic cyclone tracks 

11.3 Coastal Inundation Along the East Coast of India: 
A Climate Change Perspective 

11.3.1 Data and Methodology 

The inventory of the past cyclone tracks is used to compute synthetic tracks for 
each district along the east coast of India. The return period of pressure drop (PD) 
for different time periods is also calculated based on the historical cyclone data. 
The experiments are performed for each return period of 10, 50 and 100 years by 
considering the cyclonic wind enhancement of 7% and 11% over the present. Here, 
7% refers to the moderate scenario and 11% is an extreme one. The ADCIRC model 
is used for computing maximum possible water elevations as a combined effect of
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Fig. 11.4 Model grid for the west coast of India 

surge and tide, known as ST as mentioned earlier and the extent of inland inundation 
with water levels along the coast. The ST is computed at every 10 km along the coast 
for different return periods and CCS. While the computations are made using the PD 
for a 100-year return period to compute the maximum possible impact on the ST and 
inundation. As shown in Fig. 11.3, the rigid boundary of the domain is kept at 15 m 
topography contour line to simulate coastal inundation. 

There are four coastal marine states along the east coast of India, viz., TN, AP, 
Odisha and WB in the north. These states consist of total of 31 coastal districts having 
13 in TN, 9 in AP, 7 in Odisha and 2 in WB. Some of the coastal districts become 
more vulnerable due to prevailing major river systems like Krishna and Godavari in 
AP, Mahanadi, Brahmani and Baitarani Rivers in Odisha and Hooghly in WB. The 
low-lying areas in the river deltaic regions are prone to higher flooding during any 
cyclonic event. The cyclone track information and its intensity are collected from 
India Meteorological Department (IMD) for the period 1891–2018 and other sources 
like vulnerability atlas (BMTPC 2006). A uniform master data set is prepared after the 
reconciliation of all the data available. Synthetic tracks, the most probable tracks, are 
constructed based on the dataset of cyclone tracks. The tracks are generated using 
the inverse distance weighted (IDW) method using actual cyclone tracks (Weber
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Fig. 11.5 Tidal range (m) along the Indian coasts 

and Englund 1994; Nayak and Bhaskaran 2014; Sahoo and Bhaskaran 2016). The 
return periods are also computed using statistical projection based on extreme value 
analysis (Gumbel 1958) of the PD and the details of the distribution are given in 
Rupp and Lander (1996). In Fig. 11.6, all the major river systems along the east 
coast are represented in our model and the detailed land topography is shown in 
Fig. 11.7, which is used to explain the extent of inland flooding and corresponding 
water levels. 

For the computation of MWE and inland inundation due to cyclonic storms, one 
of the essential input parameters is cyclonic surface wind distribution. In the present 
simulations, it is computed using a dynamic wind model of Jelesnianski and Taylor 
(1973). The only input required by the wind model is the maximum PD, the radius of 
maximum winds and the position of the cyclone (latitude and longitude) to compute 
the wind distribution. In the present simulations, an average value of 30 km for Rmax 

is considered for all the simulations based on the observations of the cyclones in this 
region (Mohapatra and Sharma 2015). The ramp function for all the simulations is 
about one day. The weighting factor (τ0) in Generalized Wave Continuity Equation 
(GWCE) and eddy viscosity are considered as 0.05 and 2 m2/s (Cyriac et al. 2018), 
respectively. The wetting and drying algorithm is activated in these simulations, and 
Garratt’s (1977) wind drag formulation is applied.
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Fig. 11.6 Bathymetry and onshore topography for the model domain 

11.3.2 Results and Discussions 

11.3.2.1 Odisha 

Odisha experienced a super cyclonic storm in 1999 with a maximum PD of 98 hPa, 
which represents a 100-year return period (Table 11.1). There are six coastal districts 
in Odisha, having a total extent of about 480 km coastline. Six synthetic tracks are 
constructed for these districts and moved to every 10 km within the district along 
the coastline, resulting in 48 tracks to compute maximum elevations and coastal 
inundation. Figure 11.8 depicts the MWE along the coast and inland inundation 
with maximum water levels (MWL) above the local topography due to the land 
falling cyclones within Odisha. Based on the past cyclone data, 28 cyclones made 
landfall in the Balasore district along the Odisha coast. The cyclones in this district 
generate high water elevations along the coast and the extent of inundation is more
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Fig. 11.7 Detailed land topography up to 15 m for all maritime states along the east coast of India: 
a Odisha, b WB, c AP and d TN 

Table 11.1 Values of PD by return period for the east coast of India 

S. No. Return period (year) PD (hPa) 

WB Odisha AP TN 

1 10 25 45 48 26 

2 50 51 78 70 47 

3 100 75 98 82 66
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Fig. 11.8 Composite depiction of MWE and MWL due to all possible cyclones crossing Odisha 
coast with a no climate change, b 7% increment in winds, c 11% increment in winds and d Inundated 
area for all climate scenarios
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in the southern districts of Bhadrak and Kendrapara. This may be attributed to the 
fact that these districts experience onshore cyclonic winds, leading to higher water 
elevations and inundation before the landfall of the cyclone. The MWL of about 10 m 
is simulated in the Dhamara region near the Brahmani River’s tributaries (Fig. 11.8a). 
The maximum extent of inundation is found up to 40 km interior as the storm waters 
penetrate through the river systems.

In the CCS, the MWL is increased by about 1 m and 2 m for 7% (Fig. 11.8b) 
and 11% (Fig. 11.8c), respectively. However, the associated inundation is not much 
affected due to the local topography (Fig. 11.7a). Figure 11.8d shows the possible 
inundated area superimposed from all different climate scenarios for the Balasore 
district, including no climate change (present scenario). It is important to note that 
south of Balasore district is more affected with the present scenario itself. The MWE 
and associated inundation for all the scenarios reveal that Puri and Ganjam are not 
affected by the inundation. However, a storm tide of about 4 m is simulated along 
the coast. It is due to the presence of high topography, which varies from 8 to 15 m. 
The presence of river deltaic regions, local coastline geometry and lower topog-
raphy generates higher storm tides and inundation in the districts of Bhadrak and 
Jagatsinghpur in all scenarios. The northern districts are affected by the maximum 
inundated extent of about 50 km inside in the case of no climate change, while it will 
be the least affected by the CCS. This is mainly due to the high local topography of 
about more than 5 m beyond the inundated topo line in the no CCS. 

11.3.2.2 West Bengal 

WB has two coastal districts, Medinipur and 24-Paraganas, with about 150 km coast-
line. In this case, 15 synthetic tracks are considered for every 10 km interval. It has 
the most irregular and complicated coastline geometry with many river systems and 
its tributaries extending much interior of the coast. As a result, it leads to higher 
inundation due to cyclones making landfall in this area. The MWE along the coast 
for the 10-year return period is about 3 m. While the MWL is about 8–9 m observed 
for the 100-year return period in Medinipur and 24 Parganas, causing vast inundated 
area in all the scenarios as shown in Fig. 11.9a–c. This may be attributed to the 
presence of a large river deltaic region with topography varying between 1 and 6 m 
(Fig. 11.7b). Most of the coastal districts are inundated in the present scenario up 
to the extent of about 130 km interior, which is the highest among all the coastal 
districts (Fig. 11.9d). It is interesting to note that not much additional area of this 
region will be affected due to any CCS over the present scenario. 

11.3.2.3 Andhra Pradesh and Tamil Nadu 

For the state of AP, experiments are carried out for eight coastal districts. It is the 
second-largest state in terms of coastline of about 972 km and is the most affected by 
TC after Odisha. Simulations carried out for MWE and coastal inundation suggest
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Fig. 11.9 Composite depiction of MWE and MWL due to all possible cyclones crossing WB coast 
with a no climate change, b 7% increment in winds, c 11% increment in winds and d Inundated 
area for all climate scenario 

that East and West Godavari and Krishna districts are prone to higher water elevations 
due to the presence of large river systems, as shown in Fig. 11.10. A maximum coastal 
flooding extent of about 60 km is computed in Krishna and Guntur districts as they 
are located in the low-lying river deltaic regions (Fig. 11.7c). While the MWL of 
about 6–9 m is computed along the rivers due to enhanced wind stress in response 
to CCS. Moreover, it is also noticed that all the southern districts are more affected 
for any return period compared to northern districts. 

In TN, there are 13 coastal districts with a total coastline length of about 1076 km. 
For the model simulations, 107 synthetic tracks are used for every 10 km. In terms 
of maximum elevation and coastal inundation, the region between Nagapattinam 
and Ramanathapuram is more affected (Fig. 11.11). From the simulations of 10-
year return period for all scenarios, it is observed that the Ramanathapuram is more 
affected by an elevation of about 3 m. In comparison, the MWE for 50 and 100-
year return periods has a similar pattern. Around Nagapattinam, the MWL of 6 m 
is computed. The coastal inundation extent is about 45 km as the topography varies
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Fig. 11.10 Composite depiction of maximum water levels due to all possible cyclones crossing 
AP coast with a no climate change, b 7% increment in winds, c 11% increment in winds and d 
Inundated area for all climate scenarios
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Fig. 11.11 Composite depiction of MWE and MWL due to all possible cyclones crossing TN coast 
with a no climate change, b 7% increment in winds, c 11% increment in winds and d Inundated 
area for all climate scenarios
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from 2 to 5 m (Fig. 11.7d). Though the regions of Ramanathapuram experience 8-
10 m of water elevation and the extent of inundation is only about 7 km with no 
flooding is seen interior (Fig. 11.11d) as the topography varies from 9 to 12 m. The 
higher elevation in the region is due to the coastline’s local curvature and also it is 
bounded by Sri Lanka on the eastern side. As a result, storm waters are trapped, 
causing higher elevations on either side of the coast.

It is observed that all the coastal districts experience a different kind of water 
elevations for all possible scenarios, mainly varying between 2 and 12 m. This may 
be caused due to different intensities of cyclones, local topography and curvature of 
the coastline. It is also noticed that higher water elevations near the coast may not 
increase inundated areas of a particular coastal stretch. Figure 11.12a shows how 
much total area is inundated district-wise for each scenario. Among all the districts,

Fig. 11.12 a District-wise inundated area along the east coast of India for all possible climate 
change scenarios b Inundated area at different water levels
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Medinipur in WB has the maximum inundated area of about 11,500 m2 in a present 
scenario, mainly due to complex coastal geometry. To understand the inundated 
area’s vulnerability/severity, the total area with elevation less than 1 m, between 1 
and 2 m and more than 2 m in the case of extreme CCS are shown in Fig. 11.12b. 
It is observed that most of the coastal areas in AP experience water elevations only 
up to 2 m. Coastal areas of Odisha and WB are mostly inundated by more than 2 m 
with a maximum inundated area in Medinipur. This study is useful for stakeholders 
to prepare a long-term development plan.

11.4 Coastal Inundation for the West Coast of India: 
A Climate Change Perspective 

11.4.1 Data and Methodology 

In this section, the simulations of MWE and associated inland inundation are 
discussed for the west coast of India. Here, the computation of MWE and MWL 
are limited to the North of Maharashtra and Gujarat as it is the most cyclone-
prone area compared to the southern part of west coast of India (refer to square 
box in Fig. 11.4). The model domain is used in a coupled version of the ADCIRC 
+ SWAN model to compute maximum elevation and inland flooding as a combined 
effect of the surge, tide and wind wave. For the west coast of India, the nonlinear 
interaction of storm surges, tides and wind waves is considered and hence MWE 
represents in this section the combined effect of all. The construction of synthetic 
tropical cyclone tracks for the study region is carried out using the IDW method as 
discussed in the earlier section utilizing the past cyclone information. The TC tracks 
information is collected from the best-track data (www.rsmcnewdelhi.imd.gov.in, 
www.metoc.navy.mil/jtwc/jtwc.html?best-tracks) and cyclone eAtlas (www.rmcche 
nnaiatlas.tn.nic.in), produced by IMD. As in the case of the east coast of India, the 
rigid boundary of the domain for the west coast (refer Fig. 11.4) is also kept at 15 m 
topography contour line for simulation of coastal inundation. 

Based on the past cyclone tracks’ approach angle that made landfall along the 
coast, the region of interest is divided into five different zones as Zone1, Zone2, 
Zone3, Zone4 and Zone5, as shown in Fig. 11.13. Zone1 is considered from the 
northern tip of Gujarat coast to Porbandar, including the Gulf of Kutch. Zone2 covers 
from Porbandar to Diu. The entire Gulf of Khambhat is comprised within Zone3 and 
extended up to Valsad. Zone4 is a small stretch of coast from Valsad to the north of 
Mumbai (Nandgaon). Mumbai region is enclosed in Zone5 till Dapoli in Maharashtra. 
The bathymetry and topography of all five zones are shown in Fig. 11.14. A synthetic 
track in the category of Severe Cyclonic Storm to Extremely Severe Cyclonic Storm is 
constructed for each zone separately. The total number of synthetic tracks considered 
for each zone is 25, 13, 13, 9 and 14 for Zone1 to Zone5, respectively. In Table 11.2, 
the maximum wind speed in the present scenario from Zone5 to Zone1varies from

http://www.rsmcnewdelhi.imd.gov.in
http://www.rmcchennaiatlas.tn.nic.in
http://www.rmcchennaiatlas.tn.nic.in
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Fig. 11.13 Analysis area for computation of coastal inundation along with synthetic cyclone tracks 
for Zone1, Zone2, Zone3, Zone4 and Zone5 

Fig. 11.14 Bathymetry (zoomed) derived from GEBCO and topography from SRTM of a Zone1, 
b Zone2, c Zone 3, d Zone 4, e Zone 5
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Table 11.2 Maximum intensity of the cyclone considered for each zone 

Zones No. cyclone 
tracks 

Max. pressure 
drop (�P) 

Maximum wind speed (m/s) 

Present 
scenario 

7% Wind 
intensification 

11% wind 
intensification 

Zone 1 25 66 hPa 60 m/s 64 m/s 66.6 m/s 

Zone2 13 

Zone3 13 50 hPa (Tracks 
1–9) 

52 m/s 56 m/s 58 m/s 

66 hPa (Tracks 
10–13) 

60 m/s 64 m/s 66.6 m/s 

Zone4 9 40 hPa 45 m/s 49.2 m/s 51 m/s 

Zone5 14 

45 m/s (40 hPa) to 60 m/s (66 hPa). The enhanced maximum wind speed for moderate 
and extreme scenarios has an increment of about 4–5 m/s and 6–7 m/s, respectively. 
The detailed bathymetry and topography of each zone derived from GEBCO and 
SRTM, respectively, is depicted in Fig. 11.14.

11.4.2 Results and Discussions 

11.4.2.1 Zone1 

Zone1 includes the area covering from north of Gujarat to Porbandar, including 
the Gulf of Kutch. The maximum simulated tidal range near Kandla, Mandvi and 
Porbandar is about 7 m, 3 m and 2 m, respectively. Total of 25 tracks are considered in 
this zone. The higher MWE in the region is mainly caused due to the funnelling shape 
of the Gulf, shallow offshore depths, high tidal range and the presence of small inlets. 
Figure 11.15a–f depicts the elevation along the coast and areas that could be affected 
by MWL during a cyclone for different CCS. The maximum extent of inundation 
is observed in the Rann of Kutch and adjoining low-lying areas of the innermost 
Gulf of Kutch for all the scenarios. The topography is within 5 m (Fig. 11.14). The 
inundated region is broadly classified based on the height of the water elevation. In 
this study, the areas of inundation are categorized into >7 m, >5 m, >3 m, >1 m and 
within 0.5 m to indicate the nature of vulnerability. The highest MWL of 9.4 m is 
noticed near the Kandla region for the present scenario. Simultaneously, it is further 
increased by 0.2 m and 0.6 m in moderate and extreme scenarios, respectively. There 
are many river inlets join the Gulf of Kutch near Kandla. Large amount of storm 
waters penetrate these inlets and spills out, resulting in high water levels and hence, 
the larger inundated area. This region falls into the most severe category of >7 m in 
all CCS.
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Fig. 11.15 Composite depiction of MWE generated due to the cyclone tracks of Zone1 for a 
present scenario, b moderate scenario c extreme scenario and MWL for d present scenario, e 
moderate scenario f extreme scenario
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11.4.2.2 Zone 2 

Zone 2 is comprised of the coast from Porbandar to Diu. A total of 13 synthetic 
tracks are used here for the model simulations. The continental shelf width of this 
zone is about 80–100 km and has a relatively straight coastline. Figure 11.16a–f 
depicts the elevation along the coast and areas that could be affected in terms of 
MWL during a cyclone for different CCS. The minimum topographic height is about 
6 m along the coast (Fig. 11.14), which is higher than the elevation values and protects 
the coast from inland inundation. This area is not inundated even in the moderate

Fig. 11.16 Composite depiction of MWE generated due to the cyclone tracks of Zone 2 for a 
present scenario, b moderate scenario c extreme scenario and MWL for d present scenario, e 
moderate scenario f extreme scenario
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and extreme scenarios (Fig. 11.16d–f. The cyclone, landfall close to Porbandar, has 
produced minimal extent of inundation in Zone2.

11.4.2.3 Zone 3 

Zone3 covers the Gulf of Khambhat and the area is extended from Diu to Valsad. The 
simulated tidal range over this region increases from 3 m to 11–12 m from its mouth 
to the Gulf’s interior. The tidal range near Diu is about 2.5 m, while it is about 5 m 
near Valsad, which is located on the right side of the Gulf (refer Fig. 11.13). A total 
of 13 synthetic cyclones are generated to simulate maximum elevation and inland 
flooding over this zone. These tracks are shifted and made landfall at every 10 km 
interval along this coast. Figure 11.17a–f depicts the elevation along the coast and 
areas that could be affected by MWL during a cyclone for different CCS. The highest 
MWL of 9 m, 9.6 m and 10 m are computed for the present, moderate and extreme 
scenarios, respectively, near Bhavnagar, located inside the Gulf (Fig. 11.17d–f). The 
presence of many small river systems in the Gulf of Khambhat’s surroundings, like 
Sabarmati, Mahi, Narmada and Tapi and other inlets, enhance the elevation. The 
concave-shaped coast and shallow depth at the river’s mouth and other inlets may 
also contribute to the higher elevation in the region. The adjoining area of Narmada 
will get inundated for the first time in the moderate scenario and the MWL reaches 
up to 1–3 m, which will increase to 5 m for the extreme scenario. The low-lying areas 
(<10 m topography) (refer Fig. 11.14), adjacent to Bhavnagar, are the most affected 
region of inundation and the MWL computed is about 9 m for the present scenario 
and is increased to 10 m for the extreme scenario. 

11.4.2.4 Zone 4 

This zone extends from Valsad (Gujarat) to Nandgaon (Maharashtra) and has the 
shortest coastline and the shelf width along this coast is about 330 km. The simu-
lated maximum tidal range along this zone is~5 to 6 m (Fig. 11.5). For this zone, nine 
cyclone tracks are used for the model simulations. Figure 11.18a–f depicts the eleva-
tion along the coast and areas that could be affected by MWL during any cyclone for 
different CCS. The maximum simulated MWL is about 7.3 m in the present scenario, 
as shown in Fig. 11.18d. It is further increased to 8.2 m and 9.2 m for moderate and 
extreme scenarios, respectively (Fig. 11.18e, f). The maximum inundation is simu-
lated along Virar and Navi Mumbai’s coast, which falls in the neighbouring Zone5. 
In the present scenario, MWL around the location of Virar varies between 5 and 7 m 
and it is 2–5 m near the Navi Mumbai region. In the extreme scenario, MWL will 
reach up to 7–8 m and 3–7 m at these locations.
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Fig. 11.17 Composite depiction of MWE generated due to the cyclone tracks of Zone3 for a 
present scenario, b moderate scenario c extreme scenario and MWL for d present scenario, e 
moderate scenario f extreme scenario
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Fig. 11.18 Composite depiction of MWE generated due to the cyclone tracks of Zone4 for a 
present scenario, b moderate scenario c extreme scenario and MWL for d present scenario, e 
moderate scenario f extreme scenario 

11.4.2.5 Zone 5 

The coast from Nandgaon to Dapoli is covered in Zone5 and Mumbai region is also 
included in this zone. The complex coastal geometry and shallow coastal waters 
in the Navi Mumbai region generate higher tides. The presence of shallow waters 
and complex coastal geometry and the low-lying topography adjoining the Mumbai 
region increases the risk of coastal flooding. A total of 14 cyclone tracks are consid-
ered in this zone. For the present scenario, the simulated MWL is about 9 m, which 
resulted in more inundation across the adjacent low-lying regions of Navi Mumbai, 
Thane and the river banks (Fig. 11.19d). The average topography over this area is 
about 7 m. The MWL computed for the moderate and extreme cases are shown in 
Fig. 11.19e, f.
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Fig. 11.19 Composite depiction of MWE due to the cyclone tracks of Zone5 for a present scenario, 
b moderate scenario c extreme scenario and MWL for d present scenario, e moderate scenario f 
extreme scenario 

11.4.2.6 Maximum Extent of Coastal Inundation for Different 
Scenarios 

The increase in MWE due to the moderate and extreme scenario above the present 
scenario is for all the five zones is also plotted to understand the impact of CCS 
(Fig. 11.20a). In Zone1, the maximum increase of 5 m is observed over a small 
region in the Rann of Kutch for the extreme scenario, which may be due to its low-
lying topography. The extent of inundation is increased only by about 5% and 10% 
for the moderate and extreme scenarios, respectively. The impact of CCS on the 
extent of inundation is seen relatively less. However, an increase of 5 m in MWL for 
extreme scenarios is computed near the Gulf of Kutch and Rann of Kutch. 

In contrast, the cyclones close to Diu in Zone2 generated MWL of about 5 m in 
the neighbouring Zone3 till Mahuva. The extent of inundation is observed up to 3 km
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Fig. 11.20 Composite picture of maximum extent of coastal inundation for different scenarios a 
Zone1, b Zone2, c Zone3, d Zone4, e Zone5

with an MWL of 3.5 m along the coast from Diu to Mahuva for the present scenario 
(Fig. 11.20b). The maximum additional water levels of 1.0 m and 1.5 m are estimated 
above the present scenario in the same region for moderate and extreme cases. A 
highly elevated area of the Kathiawar Peninsula is restricting further intrusion of 
inundated waters landward. For moderate and extreme scenarios, ~20% and ~30% 
of extra area is inundated, respectively, compared to the no CCS. In Zone 3, about 
10% additional area of total extent will be inundated with the moderate scenario and 
another 5% for the extreme scenario. The impact of CCS (Fig. 11.20c) is observed 
more near the river banks, both in the extent of inundation and water levels. However, 
the total extent of inundation due to cyclones in Zone 4 is comparatively less for any 
CCS, as shown in Fig. 11.20d. And the extra area of inundation in Zone 5 for moderate 
and extreme scenarios is negligible, which infers that this zone is unaffected by the
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CCS for the area of inundation (Fig. 11.20e). Moreover, the maximum extent and 
height of inundation are observed along and across the river plains and creeks.

11.5 Conclusions 

This chapter reviews the recent studies on storm tides and associated inland inun-
dation along the Indian coasts. The simulations carried out with the state-of-the-
art model, ADCIRC, are particularly discussed in this chapter. The discussion 
also covers numerical simulations performed by considering district-wise synthetic 
tracks, constructed based on past cyclone data to compute maximum possible eleva-
tions and corresponding coastal flooding for the present and climate change scenarios. 
The impact of climate change is seen by enhancing the present cyclonic wind inten-
sity (no climate change or present scenario) in the model forcing by 7% (moderate 
scenario) and 11% (extreme scenario). Along the east coast, it is observed that river 
deltaic regions like Hooghly, Mahanadi, Brahmani, Baitarani, Krishna and Godavari 
are positively affected by higher water levels of flooding. In the present scenario, 
the northern districts of Odisha are most affected by coastal flooding, but during the 
CCS, the additional inundated area simulated is only 5–8%. In the extreme climate 
change scenario, the districts of Jagatsinghpur, Kendrapara and Bhadrak, along with 
the Odisha coast, will experience higher water levels of more than 11 m. In Tamil 
Nadu, the Kanyakumari district will witness an increase in the water levels by about 
28% in the moderate scenario and 44% in the extreme scenario. In terms of the extent 
of coastal flooding, West Bengal is completely affected, with an inundated area of 
about 130 km. This is mainly caused due to the presence of the complex coastal 
geometry of the Hooghly estuary and its tributaries. 

Mapping of coastal inundation is also presented for the coasts of north Maha-
rashtra and Gujrat using climate change projections. The domain of this region is 
conveniently divided into five zones based on the past cyclone data. The coupled 
ADCIRC + SWAN model is used in this study for the simulation of maximum 
possible water elevations along the coast and subsequent flooding in the interior. In 
the case of no climate change scenario, the MWE of about 10 m is simulated inside 
the Gulf of Khambhat and Kutch, 7 m along Mumbai coast and the lowest levels of 
4–5 m along the Porbandar to Diu coast. The additional water elevations of about 
0.5–1.0 m and 1–2 m are simulated during moderate and extreme scenarios, respec-
tively. The maximum extent of inundation is noticed in the Rann of Kutch, the Gulf of 
Khambhat and also near the Mumbai coast. However, the impact of climate change 
is small in the extent of inundation, with the maximum increase of only about 5 m in 
the inundation height (water level) along the Narmada and Tapi River banks and in 
the Great Rann of Kutch. The mapping of maximum elevations with coastal flooding 
along the Indian coasts is a crucial component that will assist the stakeholders at 
different levels for sustainable development plans and help in mitigation. 

The chapter elaborates and highlights the interaction of storm surges, tides and 
wind waves in simulating maximum elevations along the coast and inland flooding
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due to cyclones. However, the only unresolved problem that needs to be given more 
attention for operational needs is the interaction of storm tides with river streams 
and the effect of cyclonic precipitation on the inundation. Therefore, it is essen-
tial to include river systems with accurate incorporation of river depths, freshwater 
discharge from the upstream end and rainfall during the cyclone period in the models 
to compute precise coastal flooding. This will significantly improve the accuracy in 
the computation of inundation, especially in the river deltaic regions. 
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Part IV 
Earthquakes and Landslides



Chapter 12 
Assessment of the Earthquake Risk 
Posed by Shale Gas Development 
in South Africa 

Raymond J. Durrheim, Vunganai Midzi, Moctar Doucoure, 
and Musa S. D. Manzi 

Abstract A strategic environmental assessment (SEA) of the economic, social, and 
environmental benefits and risks is an essential precursor to any major infrastruc-
tural and industrial project. The Karoo Basin of South Africa is thought to contain 
significant resources of shale gas. A SEA was commissioned by the Department 
of Environmental Affairs to help formulate regulations governing the exploration 
for shale gas, the extraction of any viable resources, and the decommissioning of 
any wells. Here, we report on the assessment of the risk posed by earthquakes that 
might by triggered by the injection of fluids. Natural earthquakes are rare within the 
Karoo, and the increase in earthquake risk posed by fracking is considered small. 
Nevertheless, a range of mitigation measures are recommended. 

Keywords Shale gas development · Fracking · Earthquakes · Karoo Basin 

12.1 Introduction 

The governments of developing countries are usually eager to improve the standard 
of living of their citizens by building infrastructure such as roads, railways, power 
stations, electricity grids, dams, and pipelines; and by developing agricultural and
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mineral resources to stimulate the economy and create decent jobs. However, devel-
opment can also have negative impacts on the environment and society. These costs 
and benefits should be carefully assessed, and measures to mitigate the undesirable 
effects should be formulated and taken into account when making project decisions. 

The Karoo Basin of South Africa (Fig. 12.1) contains extensive shale formations 
that may hold significant resources of gas amenable to extraction using hydraulic frac-
turing technology (“fracking”), offering substantial economic and energy-security 
opportunities (Kuuskraa et al. 2011, 2013; Decker and Marot 2012). Fracking uses 
high-pressure fluids to create a network of fractures that extend for tens of metres 
from a borehole drilled into impermeable rocks (such as shale) at depths of several 
kilometres to provide pathways for the extraction of gas. The technology has greatly 
increased hydrocarbon production during the last decade, especially in the United 
States. 

New jobs could be created in a region with high unemployment rates, but fracking 
and a gas industry could have environmental and social costs in a region where 
farming and ecotourism are important economic activities. Fracking uses large 
volumes of water, which is a scarce resource in the Karoo, and produces polluted 
“production water”. There is a legitimate concern that ground and surface water, crit-
ical for farming and ecotourism activities and household use, could be over-exploited 
or contaminated. Furthermore, the injection of fluids into the Earth at pressures high 
and volumes great enough to fracture rocks will inevitably cause seismic events. 
Some events might be large enough to alarm residents and even damage vulnerable 
structures that are built from adobe (mud brick) or unreinforced masonry, including 
heritage buildings. 

The development of shale gas using fracking has been presented to the South 
African public and decision-makers as a trade-off between economic opportunity 
and environmental protection. It became a highly divisive topic poorly informed by 
publically available evidence. To address this lack of critically evaluated information, 
a strategic environmental assessment (SEA) for shale gas development (SGD) was 
commissioned in February 2015 by the Department of Environmental Affairs with 
the support of the Departments of Energy, Mineral Resources, Water Affairs and 
Sanitation, Science and Technology, and Agriculture, Forestry and Fisheries; and 
the governments of the Eastern, Western, and Northern Cape provinces. 

Rigorous and systematic risks assessments were carried out to address a broad 
range of issues, including the impact on energy planning and energy security; air 
quality and greenhouse gas emissions; occurrence of earthquakes; surface and under-
ground water resources; waste planning and management; biodiversity and ecology; 
agriculture; tourism; the economy; social fabric; human health; sense of place values; 
visual, aesthetic and scenic resources; heritage resources; noise; electromagnetic 
interference with the Square Kilometre Array; and spatial and infrastructure planning. 
The final report was delivered in November 2016 (Scholes et al. 2016). 

Here, we summarise the study of the earthquake risk posed by shale gas develop-
ment (Durrheim et al. 2016), incorporating relevant information from complemen-
tary studies of the risks posed by geohazards on “energy corridors” (i.e. routes for a 
proposed gas pipeline network and an expansion of the national electricity grid, see
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Fig. 12.1 Geological map and section showing the shale gas study area (Scholes et al. 2016). A 
3-km-deep stratigraphic borehole (A) was drilled in 2021 near Beaufort West, reaching the Dwyka 
Formation
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Durrheim and Manzunzu 2019a, b) and the seismic hazard assessment of proposed 
sites for the construction of nuclear power stations (Bommer et al. 2015).

12.2 Seismotectonics of the Karoo Basin and Environs 

Southern Africa is, by global standards, a seismically quiet region as it is remote 
from the boundaries of tectonic plates, although natural earthquakes do take place 
from time to time (Fig. 12.2). Various tectonic forces, such as the spreading of the 
sea floor along the mid-Atlantic and mid-Indian ocean ridges, the propagation of 
the East African Rift System, and the response of the crust to erosion and uplift 
drive them. However, a low rate of seismicity does not mean that the maximum size 
of a future earthquake will be small; just that earthquakes are less frequent. Even 
a moderate-sized earthquake (such as the ML6.1 that occurred near Cape Town in 
1809, the ML6.3 that occurred near Ceres in 1969, and the MW6.5 that occurred in 
Botswana in 2017) can prove disastrous should it occur close to a town with many

Fig. 12.2 Location of earthquakes in southern Africa from 1811 to 2014. Triangles indicate stations 
belonging to the South African Standard Seismograph Network (SANSN). T-C, N, and K indi-
cate the Tulbagh-Ceres, Namaqualand and Koffiefontein earthquake clusters (Source Council for 
Geoscience, 2014). The shale gas development study area is indicated by a dashed rectangle; the 
other polygons represent “energy corridors” that were assessed for the construction of a phased 
gas pipeline network (PGPN) and the expansion of the national electricity grid (Durrheim and 
Manzunzu, 2019a, b)
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vulnerable buildings, the terrain is steep and prone to landslides, or the soil is thick 
and prone to liquefaction.

The seismotectonics of southern Africa has been studied by Singh et al. (2011) 
and Manzunzu et al. (2019). Here, we summarise their findings in the regions that 
could have an impact on the shale gas development area. 

Cape Fold Belt. The Cape Fold Belt lies to the west and south of the study area 
(Fig. 12.1). The largest instrumentally recorded earthquake to occur in South Africa 
was a ML6.3 event that struck the Ceres-Tulbagh region on 29 September 1969, 
causing widespread damage and claiming 12 lives. Modern concrete-frame build-
ings sustained relatively minor damage, some well-constructed brick houses were 
badly damaged, while many adobe-type buildings were completely destroyed. The 
maximum intensity on the Modified Mercalli Intensity (MMI)Scale was VIII (Van 
Wyk and Kent, 1974), indicating “slight damage to earthquake-resistant structures, 
considerable damage to solid buildings, and great damage to poorly built build-
ings”. The event provides a useful reference for the vulnerability of typical Karoo 
farmsteads and heritage buildings. 

The most significant recorded earthquakes along the southern limb of the Cape 
Fold Belt are events of magnitude ML5.2 (12 January 1968) and ML5.4 (11 September 
1969) that had their epicentres near Willowmore and Calitzdorp, respectively. Palaeo-
seismic studies were conducted in this region as part of a seismic hazard assessment 
of proposed nuclear power station sites (Bommer et al. 2015). Goedhart and Booth 
(2016a) interpreted an 84-km-long scarp running parallel to the Kango Fault to be 
the surface expression of an earthquake. An 80-m-long, 6-m-deep, and 2.5-m-wide 
trench was dug across the fault, exposing twenty-one lithological units, six soil hori-
zons, and nineteen faults strands. It was concluded that the scarp was produced by 
Mw7.4 earthquake that occurred about 10,600 years ago (Goedhart and Booth 2016b). 

Koffiefontein, Free State Province. A cluster of events is found near Koffiefontein 
in the southern Free State, to the northeast of the study area. An ML6.2 event that 
occurred on 20 February 1912 was felt over much of South Africa and assigned a 
maximum MMI of VIII (Brandt et al. 2005). 

Namaqualand, Northern Cape. ML4 earthquakes occur from time to time in the 
region, which lies to the northeast of the study area. 

Mining-related earthquakes in the Free State, North West, and Gauteng 
provinces. Most seismic activity in South Africa is induced by deep-level mining 
for gold and platinum. The mining regions are remote from the shale gas develop-
ment area, but are mentioned as they provide useful examples of damage caused to 
surface structures by shallow induced earthquakes. The largest event to occur in a 
mining region to date was the ML5.5 earthquake that struck Orkney on 5 August 
2014, causing damage to more than 600 dwellings, mostly constructed of unrein-
forced masonry (Midzi et al. 2015). MMI intensities of VII were experienced in 
several towns that lie within 20 km of the epicentre.
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12.3 Relevant Legislation and Regulation 

The Minister of Mineral Resources published the “Regulations for Petroleum Explo-
ration and Production. Notice R466” under section 107 of the Mineral and Petroleum 
Resources Development Act (2002) in the Government Gazette dated 3 June 2015. 
These include regulations relevant to the risk posed by earthquakes induced by 
hydraulic fracturing. The validity of these regulations were challenged in the high 
court in April 2017 (Mathews 2017; Steyn  2017) and in the supreme court of appeal 
in July 2019. At the time of writing (June 2021), the new Upstream Petroleum 
Resources Development Bill had yet to be tabled in parliament. 

12.4 Likely Impact of Fracking-Induced Ground Shaking 

12.4.1 Triggering of Earthquakes by Fluid Injection 

Beginning in the 1960s, efforts were made to enhance oil recovery by injecting high-
pressure fluids into reservoirs to “hydrofracture” the rock. About the same time, 
technologies were developed to “steer” drilling bits so that targets could be reliably 
hit. The technology advanced to the extent that the trajectory of a hole could be 
deviated from the vertical to horizontal, enabling a far larger subsurface area to be 
explored and exploited from a single drilling pad. Beginning in the 1990s, engineers 
in the USA combined fracking and directional drilling to explore and exploit low 
permeability source rocks directly on a large scale. This required a great deal of 
technical development, including the use of a variety of chemical additives to enhance 
the flow of oil and gas, and the introduction of sand grains to “prop open” the cracks. 
Generally, unconventional reservoirs are at depths of several kilometres. In the case 
of the Karoo Basin, the depth is likely to be in the range of 3 to 4 km. 

The injection of fluids into the rock at pressures that exceed its tensile strength 
will cause the intact rock to fracture, releasing some of the stored elastic energy 
as vibrations. During fracking, this is done in a controlled manner. The density 
and length of fractures are controlled by in situ conditions (e.g. stress field), rock 
properties (e.g. rock strength), and the parameters of the fracking process itself (fluid 
pressure, density with which the well casing is perforated, and the length of borehole 
where the pressure is elevated). Generally, the desired length of fractures is of the 
order of tens of metres, while the length of borehole that is fractured (or “stimulated”) 
at any one time is, at most, a few hundred metres. Rock fracturing inevitably releases 
elastic energy stored in the intact rock, but generally the shaking is too weak to be 
felt on the surface.



12 Assessment of the Earthquake Risk Posed … 349

Earthquakes related to hydraulic fracturing are induced by at least three mecha-
nisms: 

i. Cracking or rupturing of rocks in the vicinity of the wellbore that creates 
micro-earthquakes of very small magnitude, M < 0; 

ii. Interaction between fracking fractures and nearby faults, where the fracking 
fluid enters the fault zone. This may cause a change in pore fluid pressure that 
can trigger earthquakes of 0 < M < 3, and rarely, but possibly, greater. 

iii. Interaction between fracking fractures and nearby faults, through the transfer 
of stress through the rock. This may cause a change in the shear stress acting on 
the fault and trigger earthquakes of 0 < M < 3, and rarely, but possibly, greater. 

Many thousands of hydraulic fracture wells have been drilled worldwide 
(Warpinski 2013; Skoumal et al. 2018). Most only caused microseismic events (M < 
3) imperceptible to humans, while, to the best of the author’s knowledge, none of the 
few felt events have caused damage. It must be emphasised that the felt events (M > 3) 
associated with fluid injection are almost all associated with the injection of massive 
volumes of wastewater, and very rarely with the deliberate formation of fractures to 
liberate gas (i.e. fracking) (Ellsworth 2013). Several moderate earthquakes (4 < M < 
5) that occurred near Fox Creek in Alberta have been associated with fracking opera-
tions (Atkinson et al. 2016). In this case, the formations that were being fracked were 
close to crystalline basement. It is postulated that the increase in pressure triggered 
slip on preexisting faults that extended into the basement. It should be noted that a 
rupture with an extent of the order of 1 km is required to produce a M4 earthquake. 
This is much greater than the length of fractures produced by fracking. 

To date, all damaging events associated with fluid injection are associated with 
the disposal of large volumes of wastewater. The disposal of wastewater by injec-
tion into underground aquifers is forbidden by current South African legislation. 
Thus, hydraulic fracturing is considered very unlikely to induce a damaging event. 
However, we cannot entirely exclude the possibility that a shallow M > 5 event will 
be triggered. Fracking and fracking-triggered earthquakes could, however, cause 
damage and losses underground, even though the events might not be felt on the 
surface. For example, a well casing could rupture if a slipping fault intersects the bore-
hole; and water resources could be contaminated should there be interaction between 
aquifers, hydraulic fractures, faults and leaking casings. However, there are no docu-
mented and verified cases of contamination of potable groundwater resources from 
the fracking process itself. Surface spills or faulty casing and poor well maintenance 
account for all proven instances of contamination. 

12.5 Mitigation of Impacts 

Several practical steps should be taken to mitigate the risk of fracking-induced 
earthquakes:
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1. Seismicity should be monitored before, during and after fracking, ideally begin-
ning at least two years before fracking starts and for three years after fracking 
ends. The Council for Geoscience database shows that moderately sized earth-
quakes (M > 4) have previously occurred in the region. National Seismograph 
Network stations have been installed in the region since 2016 to improve the 
sensitivity of monitoring (see Fig. 12.2). 

2. Identify faults by mapping regional and local structures in the field, in boreholes 
and with geophysical methods. A 3-km-deep stratigraphic borehole was drilled 
near Beaufort West by the Council for Geoscience in 2021. 

3. Measure stress using proximal boreholes and regional geodetic measurements. 
4. Analyse seismicity, geological and stress data to identify pre-stressed and 

active/capable faults. Obtain orientations and slip tendency of identified 
active/capable faults. 

5. Mitigate risks of fault movement by preventing fluids from flowing into pre-
stressed faults by informed location of fracking wells. 

6. Perform real-time microseismic monitoring during appraisal and production. 
Implement “traffic light” systems (i.e. feedback system) during fracking that will 
enable operators to respond quickly to induced earthquakes by either reducing 
the rate of fracking or stopping fracking altogether (Majer et al. 2007). 

7. Determine the expected maximum magnitude of earthquakes, and the expected 
maximum ground motion at the fracking site and in the region. 

8. Assess the building typologies in the region. Inspect buildings and structures 
prior to fracking to assess their condition. Reinforce vulnerable buildings 
and structures. Some simple measures may reduce the severity of earthquake 
damage. For example, buttress walls, strapping of hot water heaters (geysers) to 
rafters, stabilisation of towers carrying water tanks with anchor cables. Enforce 
building codes. 

12.6 Risk Assessment Methodology 

Hazard assessment is the process of determining the likelihood that a given event will 
take place. Probabilistic seismic hazard assessment (PSHA) is generally expressed 
in terms of the ground motion (for example, peak ground acceleration, PGA) that has 
a certain likelihood of exceedance (say 10%) in a given period (say 50 years). There 
are many PSHA schemes, but all require a catalogue of earthquakes (size, time, and 
location); the characterisation of seismically active faults and areas (usually in terms 
of the maximum credible magnitude and recurrence periods); and a prediction of 
variation in ground motion with distance from the epicentre. The longer the duration 
of the catalogue, the smaller the magnitude of completeness, and the better the 
zonation, the more reliable is the PSHA. The moment there is human interference 
(i.e. fluid injection), probabilistic hazard assessment techniques cannot be used. The 
most reliable approach is to consider analogous situations elsewhere in the world.
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Risk assessment is an attempt to quantify the losses that could be caused by a 
particular hazard. It is calculated as follows: 

Risk = likelihood of the hazard occurring × seriousness of consequences 

The consequences of an earthquake depend on four main factors: the vulnerability 
of buildings to damage, the exposure of persons and other assets to harm, the cost 
of reconstruction, and the cost of lost economic production. Risk assessments are 
useful for raising awareness of possible disasters and motivating policies and actions 
to mitigate losses and avoid disasters. For example, vulnerable buildings may be 
reinforced, building codes enforced and insurance taken out to cover possible losses. 

The outcomes of the risk assessment process are presented in a risk matrix 
(Fig. 12.3). The first step is to identify the phenomena that could cause damage 
and harm, e.g. strong ground motion, surface rupture, liquefaction, and landslides. 
The next step is to assess the likelihood that this will occur during the full-life cycle of 
shale gas development project. The duration of a shale gas development programme 
is likely to be of the order of 20 to 50 years (National Petroleum Council, 2011). 
The main stages are exploration (2–3 years), appraisal (2–3 years), development (3– 
5 years), production (10–30 years), and decommissioning (5–10 years). Earthquake 
hazard is routinely expressed in terms of the maximum ground motion that has a given 
probability (usually 10% and 2%) of being exceed in a certain period. A period of 
50 years is generally used, which is similar to the maximum duration of a shale gas 
development programme. Ground motion is expressed in peak ground acceleration 
(expressed in m/s2, or as a percentage of the acceleration of gravity, g); or the accel-
eration at a certain period of vibration, known as the “spectral acceleration”. Spectral 
acceleration is useful in predicting the effect on structures, as buildings, dams, and 
bridges have a natural resonance period that depends on their dimensions. 

The next step is to assess the consequence. This is usually expressed in terms of the 
loss of human life and economic loss on a scale that ranges from “slight” to “extreme”. 
The adjudication of the categories must be discussed with interested and affected 
parties, considering other impacts of fracking (e.g. on water resources, air quality, 
ecotourism, and agriculture) and the severity of other risks that the population of the 
region is exposed to (e.g. floods, fires, vehicle crashes, and crime). The “consequence 
table” developed for the assessment of the risks posed by geohazards (ground shaking, 
surface displacement, soil liquefaction, and landslides caused by earthquakes; ground 
deformation caused by collapsing or swelling soils) to gas pipeline networks by 
Durrheim and Manzunzu (2019b) is shown in Fig. 12.4. 

The consequences will obviously be influenced by the scale of shale gas devel-
opment and the implementation of mitigating measures. In order to take this into 
account, a range of scenarios were developed (exploration only, “small” gas, and 
“big” gas; without and with mitigating measures) and compared to the base case 
where no shale development takes place. These are summarised in the “risk matrix” 
(Fig. 12.6).
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Fig. 12.3 Risk assessment diagram and table showing likelihood x consequence to determine risk 
(Scholes et al. 2016). Risk is qualitatively measured by multiplying the likelihood of an impact by 
the severity of the consequences to provide risk rating ranging from very low to very high 

12.6.1 Scenarios 

There is no history of production of shale gas in South Africa, so this description of 
potential scenarios and related activities is necessarily hypothetical.
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Fig. 12.4 Consequence table used to assess risks posed by earthquakes to gas pipeline networks. 
South Africa’s GDP in 2016 was about USD 300 billion (say R4500 billion). From Durrheim and 
Manzunzu (2019b) 

Base Case: In the absence of shale gas exploration, natural events will occur from 
time to time. The important parameters are the maximum magnitude (Mmax), the 
recurrence interval, and the likely ground motion. These parameters are difficult to 
determine in a region where the seismicity is low, the instrumental catalogue is of 
short duration, and there are no recordings of strong ground motion. The largest 
instrumentally recorded events in the region have magnitudes of ML6.2 (Koffie-
fontein 1912) and ML6.3 (Ceres, 29 September 1969). In the absence of a lengthy 
and complete catalogue, it is standard practice to assume that the maximum credible 
magnitude is 0.5 units larger than the maximum observed event. Paleoseismic studies 
suggest that a Mw7.3 event occurred along the Kango Fault (in the southern limb of 
the Cape FoldBelt) some 10,000 years ago (Goedhart and Booth 2016b). 

A probabilistic hazard assessment for the region by Fernández and Du Plessis 
(1992) found that the PGA with a 10% probability of being exceeded in 50 years is less 
than 0.05 g in the scientific assessment area, rising to a value greater than 0.2 g in the 
Ceres region. The latest and most complete probabilistic seismic hazard assessment 
(PSHA) for South Africa was performed by the Council of Geoscience using an up-
dated homogenised earthquake catalogue (Midzi et al. 2018; see Fig. 12.5), yielded 
much the same result. It is important to realise that the PSHA estimates are calculated 
on a relatively coarse grid (0.5° × 0.5°). There is no quick and easy way to increase 
spatial resolution or reduce uncertainty in the PSHA calculations. This can only be 
done through decades or centuries of monitoring with a denser and more sensitive 
seismological network. Identification and mapping of palaeoseismic faults require 
extensive fieldwork. 

Based on these studies, the occurrence of a felt earthquake (M > 3) within the 
scientific assessment area in a 50 year period is considered to be likely, while the 
occurrence of damaging earthquake (M > 6) is consider to be very unlikely. The
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Fig. 12.5 Peak Ground Acceleration (PGA, in g) with 10% probability of exceedance in 50 years 
(Midzi et al., 2020). The shale gas development study area is indicated by a dashed rectangle; the 
other polygons represent “energy corridors” that were assessed for the construction of a gas pipeline 
network and the expansion of the national electricity grid (Durrheim and Manzunzu, 2019a, b) 

Key Strategic 
Issue 

Earthquakes 
Without Mitigation With Specified Mitigation 

Risk Scenario Area Likelihood Consequence Risk Likelihood Consequence Risk 

DAMAGING 
earthquakes 
induced by 
hydraulic 
fracturing 

Reference 
Case 

Wells 
WITHIN 

20 km 
of towns 

Very  
unlikely Slight Low 

Very  
unlikely Slight Low 

Exploration 
Only 

Very  
unlikely Slight Low Very  

unlikely Slight Low 

Small Gas Not likely Moderate Low Not likely Slight Low 

Big Gas Not likely Moderate -
Substantial Moderate Not likely Moderate Moderate 

Reference 
Case 

Wells 
BEYOND 

20 km 
of towns 

Very  
unlikely 

Slight Low Very  
unlikely 

Slight Low 

Exploration 
Only 

Very  
unlikely Slight Low 

Very  
unlikely Slight Low 

Small Gas Very  
unlikely Slight Low Very  

unlikely Slight Low 

Big Gas Unlikely Slight Low Not likely Slight Low 

Fig. 12.6 Earthquake risk matrix
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area is sparsely populated, apart from the towns such as Beaufort West, Victoria 
West, Middelburg, Queenstown, Cradock, and Graaff-Reinet. Hence, the exposure is 
generally low and the consequences of an earthquake are generally considered to be 
slight. However, very few buildings in the region were constructed to withstand strong 
shaking. Most buildings, including important heritage buildings and dwellings, were 
built using unreinforced masonry and are thus vulnerable to damage similar to that 
experienced in the Ceres-Tulbagh region in 1969 and in Khuma Township near 
Orkney in 2014. Thus, the consequences of a shallow M > 5 earthquake occurring 
within 20 km of a town could be moderate or even substantial.

Scenario 1 (Exploration Only): Exploration activities include seismic surveys 
and the drilling of exploration and appraisal wells, and does not involve the large-
scale injection of pressurised fluids although trial injection tests may be carried out 
at a few sites. The triggering of a felt earthquake is considered to be unlikely, and the 
triggering of a damaging event to be very unlikely. Thus, the risk posed by earthquakes 
in the scientific assessment area during the exploration phase is considered to be low 
and not significantly different from the base case. 

Scenarios 2 (Small Gas Development): Should unconventional gas resources 
be developed in impermeable shale strata in the Karoo, fluid will be injected into 
boreholes at pressures that are high enough to cause the shale to fracture, thereby 
creating a network of pathways that enables the gas to be extracted. Under the “Small 
Gas” scenario, about 5 trillion cubic feet (Tcf) of gas are extracted. For comparison, 
the Mossel Bay offshore gas field will yield a total of about 1 Tcf. Downstream 
development in the Small Gas scenario results in a 1 000 MW combined cycle gas 
turbine (CCGT) power station located within 100 km of the production block. The 
triggering of a felt earthquake is considered to be likely, and the triggering of an 
event large enough to cause damage to surface structures very unlikely. 

Scenarios 3 (Big Gas Development): The “Big Gas” scenario assumes a relatively 
large shale gas resource of 20 Tcf is developed. For comparison, the offshore conven-
tional gas fields in Mozambique contain about 100 Tcf. Downstream development 
results in construction of two CCGT power stations, each of 2 000 MW generating 
capacity, and a gas-to-liquid (GTL) plant, located at the coast, with a refining capacity 
of 65 000 barrels (bbl) of liquid fuel per day. The triggering of a felt earthquake is 
considered to be likely, and the triggering of an event large enough to cause damage 
to surface structures very unlikely. 

It is well known that humans can perceive ground vibration at levels as low as 
0.8 mm/s, much lower than the level of vibration that will damage even the most 
fragile structures (about 6 mm/s). Experience gained from open pit mining shows 
that the main reason for complaints about ground vibration is not usually structural 
(or even cosmetic) damage, but the fear of damage and/or nuisance (Brovko et al. 
2016). Good public relations and explanations will help to reduce anxiety and reduce 
complaints. Surveys of buildings and other structures (e.g. bridges and dams) should 
be carried out before, during and following any shale gas development activities, and 
occupants and owners reassured that they will be compensated for damage due to 
fracking.
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The regulations gazetted by the Minister of Mineral Resources on 3 June 
2015 provide sound guidelines for best practice and monitoring, although some 
aspects might require clarification, be unnecessarily stringent or prescriptive. Other 
mitigation measures to be considered should include: 

i. Establishment of “buffer zones” around towns (say 20 km in radius) where 
fracking operations are either prohibited or carried out under strict control, 

ii. Reinforcement of vulnerable buildings, such as farm and heritage buildings, 
schools, and hospitals, 

iii. Guarantees of compensation for any damage caused by fracking-induced 
earthquakes, 

iv. Enforcement of building regulations, 
v. Disaster insurance, 
vi. Training of emergency first responders, and 
vii. Earthquake drills in schools and work places (Drop, Cover, Hold On!). 

At the time of original investigation (Durrheim et al. 2016), the Council for 
Geoscience operated only two seismograph stations within the scientific assessment 
area, and another four stations close to its perimeter. A further six stations have 
since been installed within the scientific assessment area, which should improve the 
threshold of completeness to M1 (V Midzi, pers. comm.) 

The monitoring of seismicity at the well site is normally the responsibility of the 
holder of the production license. The location of small events should be accurately 
determined (say better than 100 m) in order to understand the dynamical processes 
that are taking place in the fracking area. Seismic arrays should be designed accord-
ingly and advanced location algorithms used. Routine processing of seismic data 
should include an estimation of spectral parameters such as scalar seismic moment, 
seismic energy, and static stress drop, which will help to identify a stressed fault as 
is required by clause 89(1)(b) of the regulations. 

The principal lack of information with regard to the assessment of the risk posed by 
earthquakes is the lack of baseline information on the regional stress field, seismicity, 
and active faults. It is clear from available information that there is some seismic 
activity in the region. However, given the sparse seismograph station distribution 
in the country, especially in the Karoo Scientific Assessment region, the available 
data is not adequate to identify and characterise the active structures. Improved 
monitoring by densifying the network would certainly assist. Detailed geological 
and geophysical studies of identified structures would also be necessary. 

12.6.1.1 Risk Matrix 

In order to illustrate the risk posed by earthquakes in the scientific assessment area, 
we considered a worst case scenario, using the Ceres-Tulbagh earthquake of 29 
September 1969 (MMI VIII) and the Orkney earthquake of 5 August 2014 (MMI 
VII) as credible examples of natural and induced earthquakes, respectively. Should a 
M > 6 natural earthquake or a shallow M > 5 induced earthquake occur within 20 km of
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Graaff-Reinet, dozens or even hundreds of heritage buildings and dwellings could be 
damaged, some severely. Dozens of people could lose their lives. Repair costs could 
average perhaps 20%-40% of the cost of the building stock, amounting to hundreds of 
millions of Rand, and the consequence would then be judged moderate to substantial. 
However, the likelihood of a natural event occurring is considered to be very unlikely, 
and the risk posed by this scenario is considered to be low, or at most moderate. Based 
on international experience, hydraulic fracturing is highly unlikely to induce an M 
> 5 earthquake, but this cannot be entirely excluded, and the consequences could 
be moderate or even substantial. The implementation of mitigating measures would 
decrease the likelihood and consequences to some extent, although this is difficult 
to quantify. 

12.7 Conclusions and Recommendations 

Certainty about what technically and economically extractable gas reserves may 
occur within the study area requires detailed exploration, including test fracking of 
the Karoo Basin shales. It is possible that no economically recoverable gas reserves 
exist at all in the study area. At the other extreme, the economically recoverable 
reserves may be greater than the Big Gas scenario considered here—in which case, 
associated impacts of shale gas development will be quantitatively larger, but not 
qualitatively different. Typically, only a small fraction of the total amount of gas 
present in a shale formation can actually be extracted at an affordable cost. The 
economic viability of shale gas development in the Central Karoo will depend on the 
gas price and production costs at the time when the gas is produced, which will be 
many years from now, if at all. In the interim, the extraction technology may advance, 
lowering the costs associated with production in future. 

The natural occurrence of a damaging earthquake (M > 5) anywhere in 
the study area is considered to be very unlikely. The level of risk depends on the 
exposure of persons and vulnerable structures to the hazard. In the rural parts of the 
study area, the exposure is very low, the consequences of an earthquake are likely to 
be slight, and hence, the risk posed by earthquakes is considered to be low. While it 
is considered to be very unlikely that a damaging earthquake will occur within 20 km 
of a town, the consequences of such an event could be moderate or even substantial. 
Lives could be lost, and many buildings would need to be repaired. Hence, the risk 
in urban areas is considered to be moderate. Exploration activities associated with 
the exploration only scenario do not involve the large-scale injection of pressurised 
fluids, the risk posed by earthquakes in the study area during the exploration and 
appraisal phase is considered to be low and not significantly different to the base 
case. 

Shale gas development (SGD) by fracking increases the likelihood of small 
earth tremors near the well bores. Only a few such tremors are likely to be strong 
enough to be felt by people on the surface. Many studies, in several parts of the
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world, demonstrate an increase in small earth tremors during fracking. The possi-
bility that fracking will lead to damaging earthquakes through triggering movement 
on preexisting faults cannot be excluded, but the risk is assessed as low because the 
study area very rarely experiences tremors and quakes (Fig. 12.6). Damaging earth-
quakes associated with SGD elsewhere in the world are almost exclusively linked to 
the disposal of large volumes of waste water into geological formations (a practice 
forbidden by South African legislation); rather than the development of shale gas 
resources using fracking. 

The risk to persons and assets close to fracking operations in rural areas, such 
as workers, farm buildings and renewable energy and Square Kilometre Array 
(SKA) radio telescope infrastructure, should be handled on a case-by-case basis. 
Vulnerable structures, including features of heritage importance, should be reinforced 
and arrangements made to insure or compensate for damage. Should particularly 
attractive shale gas resources be found close to towns, it is essential to inform local 
authorities and inhabitants of any planned fracking activities and the attendant risks; 
enter into agreements to repair or compensate for any damage; monitor the induced 
seismicity; and slow or stop fracking if felt earthquakes are triggered. 

The possibility that an earthquake may be triggered by fracking cannot be 
excluded. The Earth’s crust is heterogeneous and physical processes are complex. 
Rock properties and geodynamic stresses are not perfectly known, and the seismic 
history is incomplete. It is thus important that seismicity is monitored for several 
years prior to any fracking, and that a seismic hazard assessment is performed to 
provide a quantitative estimate of the expected ground motion. Monitoring should 
continue during SGD to investigate any causal link between SGD and earthquakes. 
Should any such link be established, procedures governing fluid injection practice 
must be reevaluated. 

It is recommend that Council for Geoscience’s seismic monitoring network be 
densified in the study area, and that vulnerability and damage surveys of build-
ings and other structures be carried out before, during and following any SGD 
activities. Other mitigation measures to be considered should include: monitoring of 
seismicity during SGD and the slowing or stopping of fracking if felt earthquakes are 
induced, schemes to guarantee compensation in the case of damage, disaster insur-
ance, reinforcement of vulnerable buildings (especially farm and heritage buildings, 
schools, and hospitals), enforcement of building regulations, training and equipping 
of emergency first responders, and earthquake drills in schools and work places. 

The Council for Geoscience installed an additional six seismograph stations since 
the 2016 assessment. In 2020 the Council began drilling a stratigraphic borehole near 
Beaufort West. At the time of writing (June 2021) the borehole had passed through 
the target Whitehill Formation and had entered the underlying Dwyka Formation, at 
a depth of about 2800 m below surface. A team from the University of the Witwater-
srand, led by Professor Musa Manzi, conducted a series of active and passive seismic 
experiments near the borehole. 
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Chapter 13 
Living Safely with Earthquakes in Asia 

R. K. Chadha 

Abstract On the scale of “abnormality” extreme events occupy the top position. 
The term is commonly used to refer to the phenomena of nature that have disastrous 
consequences like the cyclones, storms, rainfall, flooding, extreme high and low 
temperatures, snowfall, wild fires, droughts, earthquakes, and tsunami, these events 
have shown an increase in their frequency in recent times. Barring earthquakes and 
tsunami, which are caused by tectonic forces inside the earth, all others are attributed 
to global climate change. Severity of earthquakes increases with magnitude where 
earthquakes of M > 6 can cause a lot of damage in densely populated areas, earth-
quakes of M > 8 can totally destroy the communities near the epicenter. Data in the 
last 120 years has shown that while there is no change in decadal numbers of earth-
quakes in the magnitude range between M7.5 and M8.4, and earthquakes exceeding 
M ≥ 8.5 have clustered in a 10–15 year time window. The first cluster comprising 
six earthquakes was observed during 1905–1920, followed by the second and third 
clusters that had seven and six earthquakes each during 1950–1965 and 2004–2012. 
Only five earthquakes exceeding M ≥ 9.0, which can be termed as extreme events, 
also occurred in these clusters. Earthquakes and tsunami are low-probability high-
risk phenomena and are responsible for more than 50% of the casualties caused by 
natural catastrophes because of their suddenness and absence of prior warnings. The 
Asia–Pacific region experiences more natural disasters than any other region in the 
world with greater impact on people and infrastructure, owing to growing population 
living in poverty and low quality houses. This paper discusses our understanding of 
earthquakes and tsunami in Asia and the challenges faced by people and suggests 
possible strategies to minimize its impact. Extreme events have occurred in the past 
and will continue to occur in the future. Let us plan and manage these natural hazards 
and learn to live safely with them. 
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13.1 Introduction 

Extreme events generally refer to weather- or climate-related phenomena like 
cyclones, extreme high and low temperatures, drought, rainfall, and flooding, which 
historically, have dominated disaster deaths. This global climate events have global 
impact, but in the twenty-first century two shock events related to a tsunami in the 
Indian Ocean in 2004 and an earthquake in 2010 in Haiti (www.usgs.gov), collec-
tively killed more than half a million people in Asia and in the Caribbean. The damage 
caused to buildings and infrastructure exceeded economic losses of billions of US 
dollars. 

Although earthquakes are a global phenomenon, it has been observed that devel-
oping countries, especially in the Asia–Pacific Region, are more vulnerable to earth-
quake and tsunami hazard in comparison with developed countries in Europe and 
the west in terms of loss of human lives. The last 120 years of global earthquake 
data had shown that there is no appreciable change in the decadal average frequency 
of damaging earthquakes of M ≥ 6.0, but the loss of human lives related to this 
phenomenon have increased considerably in the recent times. However, earthquakes 
of M ≥ 9.0, considered extreme events, have shown clustering in time in a 10–15 year 
time window since the last century (Shearer and Stark 2012). Three clusters of six to 
seven earthquakes of M ≥ 8.5 in each time window have occurred during 1905–1920, 
1950–1965, and 2004–2012. So, in case of earthquakes and tsunami, an event need 
not be extreme to kill people and cause colossal economic losses. 

Since earthquakes occur a few kilometers below the Earth’s surface and are not 
open to direct observations (unlike climate phenomena), predicting them in terms of 
place, timing and magnitude are beyond the realm of the present state of knowledge. 
At best one can make indirect measurements of some known precursors, which have 
been found to be associated with earthquakes. But these studies are fraught with 
danger of providing misleading information, which could be counter-productive. 
Now and then, one finds statements in newspapers claiming successful prediction 
of an earthquake after it has occurred. None of these claims withstand to scientific 
scrutiny, as they are not based on sound scientific basis understood as of now. What-
ever knowledge we have gained today about the earthquake phenomenon is through 
inferences drawn from the recordings of the seismic waves at different locations or 
laboratory experiments on rock failure mechanism. So, while predicting earthquakes 
is not possible, attempts are being made in the direction of saving human lives as 
well as to minimize economic losses. In spite of achieving great success in providing 
successful warnings for tsunami in the recent past, there are several instances when 
the phenomenon has turned into an extreme event and has claimed several hundreds 
of lives in Asia. 

Earthquakes are natural phenomena, which are often turned into mega-disasters 
due to unplanned human activities and lack of awareness about the hazards associated 
with them. A seismic hazard is a physical attribute of an earthquake like displace-
ment along faults, strong ground shaking, landslides, ground failure, liquefaction, 
lateral spreading, and tsunami generation if the earthquake occurs under sea. The

http://www.usgs.gov
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vulnerability of the population or infrastructures to these seismic hazards decides 
the size of a disaster. Quantitatively, a seismic risk can be defined as 

Seismic Risk = Seismic Hazard × Vulnerability 

where seismic hazard is the physical attribute of an earthquake and vulnerability is 
the potential for damage to the built-in environment, which is the primary cause of 
casualties. The seismic risk becomes zero if an earthquake occurs in a remote region 
with no built environment and hence, no vulnerability and no disaster. 

A lot of progress has been made to understand the genesis of earthquakes, their 
sources and the processes. The advancement of knowledge in the field of earthquake 
engineering and its application in the real world has helped in managing earthquake 
hazard to a great extent, but still people die in large numbers in developing countries 
even when a moderate size earthquake strikes. The challenges faced by people and 
other stakeholders in mitigating the earthquake hazard in Asia and other developing 
countries are discussed. 

13.2 Earthquake Hazard 

Earthquakes do not occur in a haphazard way; they need distinct fault lines along 
which the displacement takes place when an earthquake occurs. The global seismicity 
patterns bring out two clearly defined linear features along which the earthquakes 
concentrate (Fig. 13.1). This observation laid the foundation for the “Plate Tectonic

Fig. 13.1 Earthquakes of M ≥ 7.0 during 1900–2013 are shown in different colors according to 
their depths. Major lithospheric plates defined by mid-oceanic ridges and subduction boundaries 
are shown (Source www.usgs.gov); https://en.wikipedia.org/wiki/Ring_of_Fire)

http://www.usgs.gov
https://en.wikipedia.org/wiki/Ring_of_Fire
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Theory” during the mid-twentieth century. The linear feature observed in the Atlantic 
and Indian Oceans are mid-oceanic ridges and the other along the entire circumfer-
ence of the Pacific Ocean and parts of Indian Ocean along Sunda Arc from Sumatra to 
Java in Indonesia are subduction zones. The region bounded by these features defines 
a lithospheric plate that is relatively less active with micro to moderate size earth-
quake activity. These plates are both continental and oceanic. While, the mid-oceanic 
ridges represent a divergent plate boundary between the two plates, which move 
apart, laterally, the subduction zones are the convergent or collision plate boundary 
along which a plate subducts below the other plate. Mostly, earthquakes of M ≤ 7.0 
dominates spreading ridges, with few exceptions of higher magnitudes, whereas the 
subduction zones are primary locales of M ≥ 8.0 earthquakes including the extreme 
events of M9.0 or greater. There are two distinct collision boundaries in the world. 
Firstly, the Circum-Pacific Belt, which is also referred to as the “Ring of Fire”, which 
represents interaction between the oceanic Pacific plate with other continental and 
oceanic microplates. The other collision boundary is the Alpine-Himalayan Belt, 
which represents a continent–continent collision between the Indian and Eurasian 
plates. These subduction zones are also the regions of tsunami generation, which 
occur when one of the subducting plates is oceanic and earthquakes occur on thrust 
faults with vertical movement. Mid-oceanic ridges do not generate tsunami as earth-
quakes occur along strike-slip faults with lateral movement, unless a tsunami wave 
is created due to secondary effect like large-scale-triggered submarine landslides.

An interesting observation, which needs to be pointed out here, is that the pattern 
of earthquake distribution will not deviate much when plotted for any other time 
window since the inception of earthquake monitoring using global seismic networks 
in the last several decades. 

13.2.1 Earthquake Hazard in Asia 

Since the twentieth century more than 90 earthquakes of M ≥ 8.0 have occurred, 
globally (Fig. 13.2). Except for a few, most of the earthquakes occurred along three 
convergent plate boundaries, (i) the Pacific plate and other microplates in the Asia– 
Pacific region, (ii) the Indian plate subducting below the Burmese plate along Sunda 
Arc from Sumatra to Java in the Indian Ocean, and (iii) continent–continent collision 
boundary along Alpine-Himalayan Belt. 

The juxtaposition of Asian countries next to tectonic collision boundaries exposes 
them to greater earthquake and tsunami hazard relative to African and European 
continents. Although the major part of the north and south American continents 
is free of major earthquake zones, their western margins (being on the Circum-
Pacific Tectonic Belt) are locales of great earthquakes and tsunami generation. The 
Australian continent is among the least in terms of earthquake hazard, though tsunami 
waves generated away from the continent are sometimes observed on its shores as 
small ripples.
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Fig. 13.2 Shows global earthquakes of M ≥ 8.0, globally since 1900 (Source www.usgs.gov) 

Home to more than 4.5 billion people, Asia is the most densely populated continent 
with 60% of the world’s population. The continent covers an area of about 17,212,000 
square miles with a population density of 246.11 per square mile and an average 
annual growth of about 1%. Such a huge population is faced with the highest risk of 
earthquakes and tsunami. Two extreme tsunami events in 2004 in the Indian Ocean 
and in 2011 off the coast of Japan highlight the severe earthquake related hazard in 
the Asia–Pacific region. 

With rapid urbanization of mega-cities, especially in Asia, assessment of earth-
quake hazard has become a critical parameter to be taken into account in urban 
planning. Different strategies have to be adopted for urban centers located along 
and away from shorelines. Standard operating procedures (SOPs) need to be devel-
oped while planning a city and its infrastructure, especially for critical structures like 
nuclear power plants or irrigation dams. Globally, there has been a growing concern 
about the vulnerability of human lives and structures to seismic hazard. In the United 
Nations proclaimed “International Year of the Planet Earth”, in 2008 out of the ten 
themes “Hazards—minimizing risk and maximizing awareness” was identified as 
one of the important themes (Chadha 2010). In India, several initiatives on seismic 
hazard studies have been undertaken by several research organizations, the Ministry 
of Science and Technology, and universities. A new Ministry of Earth Sciences has 
been created in India to address the issues of Earth related research. It is commonly 
agreed that, in the absence of a reliable earthquake prediction model at present, more 
stress has to be laid on the assessment and mitigation of seismic hazard.

http://www.usgs.gov
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13.2.2 Earthquake Hazard in India 

The Seismic Zoning map of India (Fig. 13.3) shows earthquake hazard in the country 
(BIS 2002). In the last three decades, increased earthquake threat has been observed 
in the country where more than 50,000 lives have been lost due to earthquakes and 
tsunami. 

Earthquake sources in the Himalaya: Most of Himalayan belt and the adjoining 
regions come under the Seismic Zone V and IV. Earthquakes of M ≥ 7.5 have 
occurred in the Himalaya since historic times in Shillong, Himachal Pradesh, Bihar-
Nepal Border, Arunachal Pradesh and parts of Pakistan in the west (Fig. 13.4). The 
entire Himalayan belt is considered to be one of the most seismically active regions of 
the world because of the collision tectonics. The recent earthquake of Mw7.9 in 2015,

Fig. 13.3 Seismic Zoning Map of India (BIS 2002) with Zone V as the maximum hazard
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Fig. 13.4 Shows major earthquakes in the Himalaya from west to Northeast India, since historic 
times. Figures in bracket are the number of casualties in an around the epicentral and adjoining 
region (Source https://www.slideshare.net/GRFDavos/disaster-risk-reduction-in-the-hindu-kush-
himalayan-region-14117839) 

with a largest aftershock of Mw7.2, also occurred in the Nepal Himalaya (Fig. 13.6). 
Several of the recent devastating earthquakes of moderate magnitudes above M6.0 
occurred in the Uttarkashi and Chamoli regions in the Garhwal Himalaya (Gupta 
et al. 2020).

Earthquake sources in the Indian Peninsular Shield: The Peninsular shield of India 
falls mostly in Zone II and III, which has not experienced earthquakes of M > 8.0, but 
still several thousands of lives were lost during Koyna earthquake in 1967, Latur in 
1993, Jabalpur 1997 and Bhuj in 2001 (Gupta 1993; Mandal et al. 2000; Gupta et al., 
2001). Moderate size earthquakes in the shield have occurred along the known weak 
zones and lineaments like the E-W trending Narmada-Son and West Coast faults and 
the Godavari Rift. Several micro-earthquake swarms, with the highest magnitude 
less than 4.5, were also reported along with few scattered events in the entire shield 
region (Fig. 13.5). This pattern of seismicity is typical of stable continental region 
(SCR) elsewhere in the world (Gupta and Johnston 1998). 

So, it is not a simple relationship between magnitudes of earthquakes and loss of 
human lives or damage to infrastructures. It depends on several other variables like 
local site conditions, accelerations of ground motions, distance from the earthquake
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Fig. 13.5 Shows moderate earthquake activity of the Indian Shield with earthquake of M ≤ 6.5 
(Kusala Rajendran, Centre for Earth Science, IISc, Bangalore, India, 2008) 

source, quality of the built environment, soil types, etc. Earthquake damages to struc-
tures start usually from earthquakes exceeding M ≥ 5.0. That is why, the statement 
that “Earthquakes do not kill people, buildings do” holds true. 

Geneses of earthquakes in India: The earthquakes in the Indian plate are caused 
by the release of elastic strain energy created and replenished by the stresses along 
weak zones resulting from the continent–continent collision of the Indian plate with 
the Eurasian plate along the Himalayan boundary. The Indian plate is bounded by 
the spreading center in the southwest in the Indian Ocean, the collision zone along 
the Himalaya and transforms faults along the oceanic ridges in the west and east 
(Fig. 13.1). Earthquakes caused by the processes of continent–continent plate colli-
sion have been in progress for several tens of millions of years. The longevity of this 
process indicates the average conditions of elastic strain accumulation and release 
within the Indian shield and its boundaries. This understanding of the processes 
is based on a relatively short period of instrumental record that is not adequate 
to quantify the processes to characterize earthquake generation with cyclic dura-
tions exceeding a few hundred years. It is uncertain whether the earthquakes of the 
past century are typical of long-term recurrence rates or magnitudes, because the 
short time window is insufficient to average random fluctuations in slip on the plate 
boundary, or strain adjustments within the Indian craton. Long-term monitoring with 
dense GPS measurements may offer valuable clues and will help in quantification of 
the processes (Bilham et al. 2001). 

Reasons for earthquake damage and casualties: Post earthquake studies have shown 
that damage to structures are caused due to several reasons, most important being, (i) 
magnitude and depth of the earthquake, (ii) nearness to the epicenter, (iii) shaking, 
(iv) design of the structure, (v) local site conditions like thickness of the soil layer,
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Fig. 13.6 Earthquakes of Mw6.1 in the Bay of Bengal and Mw7.9 earthquake in Nepal are shown as 
stars. Triangles are broadband seismic stations, which recorded these earthquakes in India. Different 
color triangles represent different organizations operating these seismic stations (Chadha et al. 2016) 

and (vi) quality of construction. While the first three are beyond the human control, 
the damage due to the other three factors can be countered by a conscious human 
effort. 

Moderate size earthquakes in the Indian shield have killed more than 30,000 
people in the last three decades. Studies after the Latur earthquake in 1993, Jabalpur 
1997 and Bhuj 2001 have shown that the primary cause of mortality was building 
collapse and majority of deaths occurred indoors at home. Local construction prac-
tices and materials were associated with increased mortality risk, which includes 
unreinforced masonry, mud and stonewalls, concrete panel, and wood construction. 
Other factors associated with high mortality were local site conditions, intensity 
and distance to earthquake epicenter, low socioeconomic status and to some extent, 
response to rescue (Jain 2005). 

Implication of far field effect: In the last few decades, it has been observed that large 
earthquakes can cause damage to structures even in the far field in addition to the
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near field of the epicentral region, claiming human lives and causing heavy economic 
losses. While static displacement and strong shaking cause damages to structures in 
the near field, far field damages are essentially due to strong ground motions. Ground 
motions in far field are known to dramatically amplify or attenuate depending on the 
medium properties through which seismic waves traverse. During the Mw 7.7 Bhuj 
earthquake in 2001 in Gujarat, structures suffered damages at distances of more than 
350 km from the epicenter of the earthquake (Mandal and Chadha 2008). The recent 
Mw7.9 Nepal earthquake in 2015 also induced strong shaking due to transient seismic 
waves and claimed several hundred lives in parts of Bihar and Uttar Pradesh in India 
at distances of more than 150–200 km (Singh et al. 2017). Earlier, this phenomenon 
was also noticed during the 1985 Mexican earthquake where Mexico City suffered 
heavy damage due to an earthquake that occurred at more than 350 km distance 
in the Pacific Ocean. The reason for such damage was found to be the presence of 
soft sediments in the Mexico City, which amplified the seismic waves at local sites 
inducing severe shaking causing collapse of buildings. 

In India, the Indo-Gangetic Plains (IGP) present a similar scenario where a pile of 
sediments reaching few thousands of meters in thickness rests on the basement rocks. 
The IGP runs almost parallel to the arcuate-shaped Himalayan mountain, which are 
seismically very active with earthquakes of M > 7.5 (Srinagesh et al. 2011). The basin 
is filled with extensive tracts of alluvium deposited by the major rivers like Ganga, 
Yamuna, and Indus, and their tributaries on to the flexed part of the Indian plate 
in front of the gigantic Himalayan orogen. The IGP comprises several sub-basins 
deepening from south to north. The sediment fill in the Ganga basin constitutes an 
asymmetrical sediment wedge that is a few tens of meters in thickness in the south, 
progressively increasing in thickness up to 5 km in the northernmost part (Srinivas 
et al. 2013). Home to cities like Chandigarh, Amritsar, Dehradun, Delhi, Lucknow, 
Kanpur, Allahabad, Patna, and Kolkata, which have large and dense populations, 
the earthquake risk is the highest. Also, the presence of several critical structures 
like nuclear power plants and large dams in this region demands highest attention 
and should be a priority on the list of earthquake hazard assessment studies in the 
country, especially after the tragedy of Fukushima Nuclear reactors in Japan after 
the 2011 earthquake. Similarly, the city of Guwahati and other urban centers in the 
northeast India located in the sediment-filled Brahmaputra valley possess equally 
severe hazard from Himalayan earthquakes. 

On May 21, 2014, an Mw 6.1 earthquake occurred in the Bay of Bengal and was 
felt strongly over a large area in India, in cities as far away as Delhi and Jaipur, 
approximately a distance of about 1600 km, which was unusual because of the 
oceanic location of the earthquake and its moderate magnitude. The earthquake was 
an intraplate, strike-slip event located far from the plate boundaries (Fig. 13.6). The 
depth of earthquake was estimated to be in the range of 60–80 km by modeling of 
direct P waves together with the depth phases of pP and sP. The unusually large 
felt area is attributed to path effect, a consequence of the relatively large depth of 
the source. A 26 broadband seismic station network in the Indo-Gangetic Plains 
(CIGN), installed to study the strong ground motions in the Ganga basin, recorded
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this earthquake. Other broadband seismic stations located in different tectonic envi-
ronments like the Andaman subduction zone, Himalayan collision zone, eastern 
Dharwar craton, Shillong plateau, and south west corner of the Deccan Volcanic 
province to name a few, also recorded this earthquake (Chadha et al. 2016). 

Figure 13.7 shows the traces of records at 25 seismic stations of CIGN and other 
networks as a function of distance from the earthquake epicenter. The first arrivals

Fig. 13.7 North–south component velocity seismograms of the Bay of Bengal earthquake of May 
21, 2014, (Mw 6.1) recorded by the strong motion seismographs of the CIGN, plotted in ascending 
order of epicentral distance from bottom to top. Traces begin–50 s from the P-wave arrival. The 
number following each station code indicates the epicentral distance. The number shown on right 
side of the Y-axis are counts/volts recorded by the seismometer and gives the values of acceleration 
after multiplying with the sensitivity of the instrument
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are the p-wave group followed by larger amplitude of surface waves. It is clearly 
seen that that seismic stations located on hard sites show attenuation and stations on 
soft soil amplify the seismic waves, especially the surface waves, which are the main 
cause of strong shaking in far field even at distances of more than 1500 km (Chadha 
et al. 2016). The analysis of seismograms further showed that Peak Ground Accel-
eration (PGA) values, a parameter primarily used in earthquake hazard assessment, 
for seismic stations located on soft sites in the Indo-Gangetic plains are found to 
be systematically higher in comparison with the stations located in other geological 
terrains in India for the same epicentral distances. A good correlation was also found 
between sediment thickness obtained in the IGP and the amplification of seismic 
wave propagation, highlighting the importance of local site effects while assessing 
earthquake hazard in a region. Initial analysis of the other earthquake in Nepal in 
2015 also indicated similar results.

Tsunami hazard along the Indian coast: The 2004 Great Indian Ocean tsunami 
provided an opportunity to initiate tsunami research in the country and led to the estab-
lishment of a Tsunami Early Warning Centre in 2007 in Hyderabad, India. This was 
the deadliest ocean-related disaster which claimed close to 300,000 lives while prop-
agating through the oceans on the earth with devastating effects on the Indian Ocean 
rim countries like Indonesia, Thailand, Malaysia, Myanmar, Bangladesh, India, Sri 
Lanka, Maldives, and Africa. This event qualifies to be an “extreme event” related 
to earthquake hazard. 

Tsunami is water waves generated by disturbance caused by large submarine 
earthquakes in the subduction zones or trenches, submarine landslides and explosive 
volcanism or a rare possibility of a meteorite impact. Major factors for tsunami 
generation are: (i) magnitude, (ii) depth, (iii) the nature of faulting, and (iv) the 
rupture of ocean floor. The Indian Ocean is dominated by the presence of mid-oceanic 
ridges where the Indo-Australian and African plates are moving away from the 
Antarctic plate along these ridges. The earthquakes associated with these ridges are 
along strike-slip faults where the dominant movement is horizontal along transform 
faults and hence, will not generate tsunami. In the east, Indian plate subducts along 
Andaman–Sumatra region below the Burmese plate and most of the earthquakes 
occur along thrust faults where the movement is in the vertical direction generating 
tsunami waves. In the west, there is another subduction zone along Makran coast of 
Pakistan where earthquakes can generate tsunami affecting the Indian coastline. 

Impact of Tsunami on the Indian coast: Tsunami impact on shore is studied based 
on run-up heights and inundation distance. The velocity of the tsunami wave depends 
on water depth in the ocean. For waves with 200–2000s periods, the velocities are of 
the order of 700–900 km/hour in the open sea. Tsunami gain heights near the shore 
where the ocean depth becomes shallower and hence, bathymetry plays a major role 
in developing high tsunami waves. 

The average distance of the eastern Indian shoreline from tsunami sources in 
the Andaman-Sumatra region varies between 1500 and 1800 km, and hence, the 
time required for a tsunami wave to travel will be approximately 2 h or more. In 
2004, the tsunami took 150 min to reach the east coast of India. The worst affected
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was the coastline along Tamil Nadu from Chennai to Nagapattinam in the south. 
A maximum run-up height of over 5 m at Nagapattinam was reported where the 
maximum inundation was about 800 m (Chadha et al. 2005; Chadha and Rajendran 
2005). 

There are a few other factors, which are crucial in the assessment of tsunami 
impact on shorelines. Firstly, strike direction of the fault plays an important role in 
the distribution of tsunami energy in the ocean. The maximum energy is focused 
perpendicular to the strike of the fault and decreases in intensity along the strike 
direction. Secondly, energy dissipation occurs whenever there are obstructions to the 
propagating tsunami. Thirdly, small differences in local run-up and coastal topog-
raphy can result in large differences in tsunami inundation and associated loss of life 
and damage to structures (Yeh et al. 2006). 

13.3 Results and Discussion 

The disposition of the Asia Pacific region vis-à-vis the tectonics makes Asian coun-
tries more vulnerable to earthquakes and tsunami hazard (Chadha et al. 2007). 
Knowing this reality, country-specific strategies have to be adopted in such a way 
that the impact of these hazards is not turned into disasters for the people of Asia. 
Development cannot be stopped, but care should be taken that the development is 
sustainable in the face of vagaries of nature. A few of the strategies already under 
implementation in India and other countries are discussed here. 

A disaster cycle can be divided into two, viz., (i) pre-disaster activities and (ii) 
post-disaster actions. Since, the disaster phenomenon is assumed as cyclic, both 
the pre- and post-stages overlap in terms of responsibilities and activities. As the 
saying goes “prevention is better than cure” implies that the better the pre-disaster 
preparation, the less the impact of the disaster. Since disasters are inevitable and we 
are a long way from preventing them in totality, let us start with post-disaster actions 
and activities. 

Post-disaster actions: The executive mostly handles the post-disaster actions. It 
involves three phases. Firstly, how good is the response of the executive to a disaster? 
The speed of rescue operations decides the fate of survivors followed by their imme-
diate rehabilitation with proper shelter, food, clean water, and medical care so that 
post disaster deaths are minimized. The role of NGOs had been highlighted in several 
disasters where they performed yeoman service to the needy and affected people. 
Secondly, in the recovery phase, when people are left to their mercy, the role of 
compensation and trained psychiatrists is very important to reduce the trauma of the 
disaster where people having lost their kith and kin and belongings are in disarray and 
looking for honorable resettlement. Finally, the third phase is of development after 
the disaster, which decides how well you prepare for the next disaster. This phase 
requires a variety of expertise in different fields to build up a strong and resilient 
community, which become better and better after each disaster.
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Pre-disaster activities: Prevention is the first phase of the pre-disaster cycle, which 
overlaps with the development phase of the post-disaster phase where scientists and 
engineers start playing their roles. Primarily, this phase requires domain knowledge 
in scientific and technology fields, which provide basic foundation toward reaching 
a disaster-free ideal situation. While earth scientists provide information on seismic 
genesis and sources, civil and structural engineers lay the foundation for earthquake-
resistant structures. This is the most important phase of the disaster cycle and is 
described in detail. 

In India, several initiatives are taken to systematically study the earthquake hazard 
assessment, both qualitatively and quantitatively, with a focus to save human lives 
and damage to infrastructure and to reduce the economic losses during earthquakes 
(Chadha and Rajendran 2005). One of them is the preparation of a seismic hazard 
map for the India and adjoining countries like Pakistan, Afghanistan, Nepal, parts of 
China, Burma, and parts of Sumatra under a GSHAP program (Bhatia et al. 1999) and 
another is the microzonation maps of major cities in India like Jabalpur, Dehradun, 
Delhi, Chandigarh, Lucknow, Guwahati, and Bangalore. Several others are being 
pursued. These maps take inputs from seismology and other geophysical studies, 
geological, and geotechnical data in their preparation. The majority of seismic codes 
in the world accepts structural damages to buildings during an earthquake, given that 
there is no human loss. Undeniably, many such damages have occurred due to earth-
quakes in the past. Many new constructions were unaffected by the improvements 
of codes, but the earthquake safety of existing buildings is under question. 

The Indian subcontinent faces serious earthquake threat due to rapid growth of 
urban population, wherein nearly 60% of landmass in India lies in moderate-to-severe 
earthquake prone areas. However, it faces serious earthquake threat due to rapid 
urbanization, wherein over 80% of the population is living in this 60% landmass. In 
last two decades, India has witnessed damaging earthquakes in 2001 Bhuj, Gujarat, 
2004 Sumatra and Indian Ocean tsunami, 2005 Kashmir, 2009 Andaman islands, 
2011 Sikkim and another 24 moderate-to-severe earthquakes. More than 400,000 
human lives were lost and economic losses worth billions of US dollars were suffered. 
However, similar intensity earthquakes in the US and Japan did not lead to such an 
enormous loss of lives, as the structures in these countries are earthquake resistant. 
During the 2001 Bhuj earthquake, it was estimated that about 370,000 houses and 
huts were completely destroyed, while another 931,000 were partially destroyed. 
In the 2005 Kashmir earthquake, 400,153 houses and 6,298 schools were damaged 
completely. These failures require immediate attention to assess seismic vulnerability 
of the existing buildings and suggest possible solutions to retrofit them (Pradeep and 
Murty 2014). Since the detailed assessment of buildings is a complex and expensive 
task, it cannot be performed on all the buildings in an area. This can be achieved in 
three steps: (i) rapid visual screening, (ii) preliminary assessment, and (iii) detailed 
evaluation. 

To start with, all Asian countries should undertake at least the first step of rapid 
visual screening (RVS) of different housing typologies like reinforced concrete, brick 
masonry, stone masonry, rammed earth and hybrid in their countries to calculate RVS 
scores, which will provide a quantitative estimate of the earthquake risk in urban
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cities. An RVS survey is basically a “sidewalk survey” in which an experienced 
screener visually examines a building to identify features such as the building type, 
seismic zone, soil conditions, horizontal and vertical irregularities, apparent quality in 
buildings and short column, etc., that affect the seismic performance of the building. 
This sidewalk survey is carried out based on the checklists provided in a Performa for 
all different typologies of the buildings. Other important data regarding the building 
including the occupancy of the building and the presence of nonstructural falling 
hazards is also gathered during the screening. A performance score corresponding 
to these features is calculated for the building based on numerical values on the RVS 
form. The performance score is compared to a “cut-off” score to determine whether 
a building has potential vulnerability and whether an experienced engineer should 
evaluate it further. 

Several developed countries facing earthquake threat follow this RVS method 
for their urban areas. For example, the Federal Emergency Management Agency 
(FEMA, 1998) developed a number of guidelines in the USA for seismic risk assess-
ment and rehabilitation of buildings (Sucuoglu et al. 2007). These guidelines have 
undergone several revisions with added new knowledge and experience, e.g., FEMA 
310 includes a process for seismic evaluation of existing buildings, along with the 
introduction of an analysis procedure for screening, preliminary evaluation, and 
detailed evaluation. In Greece, RVS procedure was developed based on 102 buildings, 
affected by 1999 Athens earthquake and used for future earthquake events using fuzzy 
logic to categorize buildings into five different damage grades. In Canada, National 
Research Council, Canada (NRCC, 1993) suggested the RVS method based on a 
seismic priority index, which accounts for both structural and nonstructural factors 
including soil conditions, building occupancy, building importance, falling hazards, 
occupied density, and the duration of occupancy. In Japan, the procedure is based 
on a seismic index (SI) for total earthquake-resisting capacity of a story, which is 
estimated as the product of the basic seismic index based on strength and ductility 
indices, irregularity index, and time index (TI). The New Zealand code (NZSEE, 
2006) recommends a two-stage seismic performance evaluation of buildings. The 
initial evaluation procedure (IEP) involves making an initial assessment of perfor-
mance of existing buildings against the standards required for a new building. A 
standard of 33% or less of the new building standards imply that the building is 
assessed as “potentially earthquake prone” in terms of the building act and that a 
more detailed evaluation will be required. Haseeb et al. (2011) provided seismic 
codes after damaging earthquakes in Muzaffarabad region in Pakistan. In Turkey, 
the RVS method is based on the ratio of roof displacement capacity to roof displace-
ment demand determined for life safety performance criteria and collapse prevention 
performance criteria by Bogadici University and Istanbul Technical University. Later, 
this method was improved on the basis of 454 reinforced concrete buildings surveyed 
after the 1999 Duzce earthquake and classified into four damage grades. 

In India, there have been some efforts toward developing RVS methods. Method-
ologies for RVS have been proposed for ten different types of buildings. The proce-
dure requires identification of the primary structural load carrying system and the 
building attributes that are expected to modify the expected seismic performance
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for the lateral load resisting system under consideration. Building types have been 
grouped into six vulnerable classes based on European Macro Seismic scale (EMS) 
recommendations. Damage to structures has been categorized in different grades, 
depending on their impact on the seismic strength of buildings and the damage 
levels sourced from EMS. 

Several vulnerability studies of some cities in India have been taken up like in 
Dehradun where loss estimation is calculated based on buildings and population. In 
Kanpur, preliminary evaluation was carried out on 30 multistoried RC buildings. The 
study revealed that large opening, horizontal and vertical projections, presence of soft 
and weak stories, and short column effects are major weaknesses in the buildings 
at Kanpur from seismic safety point of view. In Gujarat, a RVS was conducted on 
around 20,000 buildings in Gandhidham and Adipur cities (Srikanth et al. 2010). 
Though there is a large variation in construction practices, about 26% of buildings 
were RC buildings and 74% were of brick masonry. In Nanded, Maharashtra a RVS 
revealed that there are wide variety of construction practices, however, predominantly 
buildings are classified as per material used, i.e., reinforced concrete, stone and brick 
masonry, tin shade and other buildings, about 70% are reinforced concrete buildings, 
26% are stone and brick masonry, 2% are tin shade, and 1% are other buildings. A 
detailed study has been done for buildings regarding the structural aspect and effect 
of earthquakes. 

The second phase of pre-disaster cycle is the mitigation, which overlaps with the 
prevention phase. One of the reasons for high number of deaths in the developing 
Asian countries, which is now emerging as crucial, is the lack of proper education, 
awareness, and communication of earthquake risk to the general public. After the 
2004 Indian Ocean tsunami, a very profound statement was made by Lori Dengler 
of Humboldt State University in the American Scientist Magazine (Jan 15, 2005) 
that “Even without a warning system, even in places where they did not feel the 
earthquake, if people had simply understood that when you see the water go down, 
when you hear a rumble from the coast, you don’t go down to investigate, you grab 
your babies and run for your life, many lives would have been saved”. 

This statement underpins two instances in India and Sri Lanka after the 2004 
tsunami. In Vishakhapatnam on the east coast of India more than 100 lives were lost 
when people went inside the ocean when it receded more than a kilometer and later 
they could not out run the impending tsunami wave which followed. On the contrary, 
in Sri Lanka, a teacher Victor Desosa saved the village of Galbokka because he 
knew what to do when the water in ocean receded. Only one person was killed in his 
village, whereas in the nearby villages casualty rates were 70–90%. 

Since, earthquakes are low frequency—high-risk phenomenon, there is greater 
challenge to effectively connect with people to reduce the disaster impact. Scientists 
and Engineers have to develop effective communication skills to deal with general 
public directly using visual media, as their word is more likely to be believed. But, the 
communication of earthquake risk to public is fraught with great danger and should 
be handled carefully. While addressing the general public they have to be extra 
cautious to convey the scientific information in a simple language understood by a 
layman. Failing to do so will lead to repercussions beyond imagination. The recent
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incident associated with L’Aquila earthquake in 2009 in Italy is an eye opener to 
the entire scientific community about the seriousness of the issue of communication 
with pubic. 

In October 2012, six scientists of the Italian National Commission for the Forecast 
and Prevention of Major Risks were convicted and sentenced to six years’ impris-
onment on charges of multiple manslaughter for downplaying the likelihood of a 
major earthquake six days before its occurrence in April 2009 in L‘Aquila in Italy. 
This verdict by an Italian court shook the entire scientific community, world over 
and created a fear psychosis among the earth scientists of facing legal action over 
statements that are inherently uncertain. It was a strange verdict because how can 
one downplay occurrence of a major earthquake without even understanding the 
phenomenon. This was definitely a case of either miscommunication on the part of 
the scientists or misunderstanding on the part of the judiciary. The scientists were 
accused of giving inexact, incomplete and contradictory information about the danger 
of tremors, which occurred prior to the main quake on April 6, 2009 and claimed 309 
lives. The scientists were later acquitted in higher court verdict. Although, this stray 
incident, condemned by the entire earth science community was seen as an error in 
judgment, it brought out the importance of spreading awareness of the earthquake 
risk in the right perspective and its limitations across the cross section of society 
through sound and innovative communication channels. 

The last phase in the disaster cycle is the preparedness, which is a condition prior 
to the occurrence of a disaster. This phase depends on the efficiency of the executive 
in keeping the equipment updated, conducting awareness with periodical disaster 
drills and well-trained manpower machinery with clear-cut assignment of duties in 
case of a disaster. 

13.4 Conclusions 

(1) Earthquake and tsunami hazard in the Asian countries are well known. Since, 
these hazards are highly unpredictable in nature stress should be on preven-
tion and preparedness where human lives could be saved and economic losses 
minimized. 

(2) In today’s highly globalized economy, when a disaster occurs it can create 
unpredictable turmoil not just in the affected area but, all over the world. 
Countermeasures against these large-scale disasters are crucial for sustain-
able development of the global economy to ensure human security. It is time 
now that international frameworks are activated and collaborations encouraged 
which will help gathering information on disaster mitigation in the Asia–Pacific 
Region, including Japan. 

(3) Disaster preparedness and mitigation efforts are resource and funds intensive 
and require collective wisdom of the executives, scientists, engineers, and other 
stakeholders, if human losses are to be avoided. A strong leadership at the
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highest level is required to convey the conviction and will to stand up to the 
vagaries of nature and coexist with them. 
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Chapter 14 
The 24 June 2020 Earthquake 
in Southern Ghana 

Paulina Amponsah, Vunganai Midzi, Prince Amoah, 
and Andrew Tetteh-Cofie Tetteh 

Abstract An earthquake of local magnitude 4.2 occurred in Southern Ghana on 
24 June 2020 and was felt widely in the Greater Accra region and some parts of 
the Central Region. The Ghana Geological Survey Authority (GGSA) recorded and 
located the epicenter offshore Dansoman, near Accra. In response to this event, the 
National Data Centre (NDC), Ghana, embarked on a project to conduct studies on 
the earthquake and the earthquake effects. The study involved the NDC soliciting 
information from the general public, especially residents of the area through ques-
tionnaire surveys and interviews. All the data obtained were sorted, analyzed, and 
evaluated. Analysis of the responses from the survey, along with observations made 
by the team, and personal inquiries made, showed the distribution of the earthquake 
intensities with a maximum intensity value of IV (Modified Mercalli Intensity scale) 
observed close to the epicenter. In general, most parts of Accra and Tema experi-
enced Intensity III, while Intensity II was experienced in areas like Adenta, Oyarifa, 
Abokobi, Prampram, Dodowa, Oyibi, Somanya, and Aburi. Even though the 24 June 
2020 earthquake did not cause any damage to property and resulted in fatalities, the 
increase in seismic events in southern Ghana in recent years, and the high concentra-
tion of strategic assets and human population in the area increases the seismic risk. 
Severe damage is expected in the event of a large earthquake in the future. 
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14.1 Introduction 

Ghana is characterized by low to moderate seismic activity as it is situated within the 
intraplate region of West Africa, which is deemed to be fairly typical of a “stable” 
region. However, many earthquakes have occurred in southern Ghana, primarily in 
Accra and its vicinity, with major ones in 1862, 1906, and 1939 (Junner 1941). 
Bacon and Banson (1979) and Amponsah (2002) attributed the seismicity of the 
south-eastern portion of Ghana to the Akwapim fault zone. Burke (1969) also noted 
that seismic activity in the coastal areas of the West African region like Accra may 
be associated with the interaction of the continental margin with the offshore chain 
transform zone. 

On 24 June 2020, three earthquakes of local magnitude ranging from 3.5 to 4.2 
hit the southern part of the country within ten minutes, causing residents to panic. 
The first event of local magnitude (ML) 3.7 occurred at about 10:47 pm local time 
and was followed by the main tremor of ML 4.2 at approximately 10:53 pm (local 
time). It was felt mostly in the Greater Accra region for about 10–20 s, but with 
no damage reported. The Ghana Geological Survey Authority (GGSA) recorded all 
the events and located the epicenter of the main event at the coast near the town 
of Dansoman (Fig. 14.1). The intensity of the shock was greatest in Dansoman, 
Ablekuma, Awoshie, Gbawe, Mallam, and also around Weija, Kasoa, and Winneba 
where the intensity reached IV on the Modified Mercalli Intensity (MMI) scale. The 
third ML3.5 event occurred at about 10:57 pm (local time). 

Fig. 14.1 Map showing the location of the 24 June 2020 earthquakes
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The National Data Centre (NDC) of the Ghana Atomic Commission catalogs 
seismic events in Africa and provides information on significant earthquakes in 
Ghana. A survey was therefore undertaken by a team of scientists from the NDC 
to determine the impact of the main event on the populace. This paper presents 
results of the studies conducted on the earthquake and the earthquake effects. 

14.2 Tectonic Framework 

Zones with distinct tectonic elements define the tectonic structure of SE-Ghana and 
its offshore region (Fig. 14.2). These are the Akwapim fault zone and the Coastal 
boundary fault. The occurrence of earthquakes in Ghana seems to be influenced by 
these two fault zones. 

The Akwapim fault zone includes a fault system running northeast-southwest 
(Fig. 14.2) outlined by the Western Boundary Fault (WBF) and the Eastern Boundary 
Fault (EBF), which are overthrusts of Neo-proterozoic age (Ahmed et al. 1977). Muff 
and Efa (2006) indicated that at a later stage the Akwapim Togo belt was subjected

Fig. 14.2 Fault Map of the Study Area (modified from Muff and Efa 2006)
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to a block-tectonic style of deformation and several normal local faults developed in 
recent years. Most of the seismic events in Ghana are associated with the Akwapim 
fault zone.

Faults in the coastal area and near the continental shelf include the Weija fault 
and the Coastal Boundary Fault (CBF), which is the most prominent. The Coastal 
boundary fault strikes approximately N60° to 70° E at a distance of 3–5 km from 
the coast. West of Accra, the fault bends to strike E-W and intersects the Akwapim 
fault zone. The Coastal boundary fault forms the northern margin of the Keta basin 
(Blundell 1976) and was probably active during the entire deposition period. 

14.3 Review of Past Earthquakes 

Ghana has experienced several significant earthquakes in the last two centuries. The 
earliest known destructive earthquake in the country was a local magnitude (ML) 5.7  
earthquake that occurred in Axim on 18 December 1636 at about 2 pm. Junner (1941) 
reported that buildings and underground workings of the Portuguese gold mine at 
Aboasi, located near the river Duma, north-east of Axim, collapsed and many of the 
workers were buried alive. The walls of Axim’s Fort St. Antonio were cracked. 

Since the 1636 Axim earthquake, two other severe earthquakes, both of magnitude 
ML6.5 occurred in 1862 and 1939. The 1862 earthquake took place along the coast of 
Accra and caused significant damage. Every stone building in Accra was destroyed 
and the forts in Accra and the Christiansburg Castle were rendered uninhabitable. It is 
said that the African part of the city was almost entirely demolished as the epicenter 
was near Accra resulting in greater intensity in the city. There was noticeably lower 
intensity of shaking inland than along the coast. The intensity also decreased to 
the west as no damage was recorded at Cape Coast (Junner 1941). The earthquake 
resulted in three fatalities in Accra. The damage and fatalities could have been much 
worse but for the lightweight type of construction at the time (Ambraseys and Adams 
1986). 

Similarly, the earthquake of 22 June 1939, the most recent devastating earthquake 
in Ghana, was felt by individuals over an area of about 770,000 km2, and more than 
800 km from Accra in most areas. The shock resulted in 17 fatalities, 1350 injured, 
and over 1 million pounds sterling worth of property damage. The loss of life was 
lower than might have been expected from an earthquake of that magnitude and the 
density of the population of Accra. According to Junner (1941), this was because the 
shock occurred at a time when everyone was awake and many were outdoors, and 
also because there were no fire outbreaks, which is typical of severe earthquakes. 

Many other smaller earthquakes have occurred recently in Ghana, as reported by 
Amponsah et al. (2012) and Amponsah et al. (2020). Most of the events were of 
magnitude less than 5 (Table 14.1). These include the three earthquakes of 24 June 
2020 with local magnitude ranging from 3.5 to 4.2 that hit the southern part of the 
country in about 10 min. The main event was of magnitude 4.2.
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Table 14.1 Notable earthquakes in Ghana 

Date Magnitude (ML) Intensity Location Effects 

1615 – – Elmina, Central 
region 

Fortress at Elmina was 
destroyed 

18 Dec 1636 5.7 IX Axim, Western region Workers buried in a  
Goldmine 

10 July 1862 6.5 IX Accra, Greater Accra 
region 

Stone buildings in 
Accra were razed to the 
ground. The 
Christiansburg castle 
was uninhabitable. 
Three people died 

1872 4.9 VII Accra, Greater Accra 
region 

20 Nov 1906 5.0 VIII Ho, Volta region Felt in the north-eastern 
part of Ghana. 
Government buildings 
were damaged 

1914–1933 – – Southern Ghana Several shocks were 
recorded by the 
seismograph 

22 June 1939 6.5 IX Offshore 17 People died, 1350 
injured, and over 1 
million pounds sterling 
worth of property 
damage 

1964 4.5 – Akosombo, Eastern 
region 

Felt around Akosombo 
area 

1969 4.7 – Tema, Greater Accra 
region 

Felt around Tema 

6 March 1997 4.8 – Accra, Greater Accra 
Region Ghana 

Cracks in buildings in 
Accra 

18 May 2003 4.0 – Accra, Greater Accra 
region 

Slight cracks in some 
buildings 

24 March 2018 4.0 – Accra, Greater Accra 
region 

No damage reported 

14.4 Methodology 

In response to the main 24 June 2020 earthquake ((ML4.2 event), the staff of the 
NDC embarked on a survey to collect information about the event. Open-ended 
questionnaires were administered randomly to the public, especially residents in the 
Greater Accra Metropolitan Area and other neighboring communities to share their 
experiences. Due to the Covid-19 Pandemic and lockdown, Google forms were used 
in delivering questionnaires to the general public. Individuals who were not familiar
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with the approach were assisted via telephone calls. A few interviews were also 
conducted in person. Responses were then sorted and analyzed to produce intensity 
data points (IDPs). This was achieved following the procedure by Musson and Cecic 
(2002) and also implemented by Midzi et al. (2013). Intensities were assigned to 
locations that were broad enough to contain a sufficient amount of data, as well as 
fine enough not to group observations made under very different local conditions 
together. The Modified Mercalli Intensity Scale, MMI-56 (Richter 1958) was used 
to determine which description of the different intensity levels is best suited to the 
sum of the data for a particular location under consideration, thus creating intensity 
data points (IDPs). IDPs were in turn used to prepare an isoseismal map of the study 
area. 

14.5 Results and Discussion 

In total, 160 responses were received from the questionnaire administered, and inter-
views conducted. About 98% of the respondents verified the occurrence of an earth-
quake on 24 June 2020. The time range reported by the respondents was between 
10:00 pm and 11:15 pm local time. This is within the time range as recorded by 
the Seismic Network in Ghana. Some respondents commented on having felt two 
earthquakes. However, care was taken to ensure that only observations associated 
with the main event were collected. 

From the data received, over 90% of the respondents were in Accra and neigh-
boring towns (Fig. 14.3). A few respondents reported observing objects swing or 
heard rattling noises during the earthquake. No cracks in walls were reported by any 
of the respondents. Although there was a series of earthquakes within a short period, 
the magnitude recorded by the seismic network in Ghana was in the range of 3.5–4.2, 
which may account for almost no damage being reported. 

The responses from the questionnaires indicated that most of the buildings are situ-
ated on loose soils and sloppy surfaces which can result in amplification of ground 
motion and thus increase the risk of a disastrous earthquake should an event of 
large magnitude occur. Also, from Fig. 14.4, only 20% of the respondents indicated 
that geotechnical or seismic parameters were considered before their buildings were 
constructed. The remaining 80% of the respondents either did not know whether 
geotechnical or seismic investigations were conducted on the land before their build-
ings were erected or no geotechnical or seismic parameters were considered. This 
calls for effective and stringent enforcement of building codes or regulations in the 
country.



14 The 24 June 2020 Earthquake in Southern Ghana 387

Fig. 14.3 The geographical location of respondents 

Fig. 14.4 Acquisition of professional advice before building 

14.6 Isoseismal Map 

Following the procedure outlined in the methodology section, a total of 48 IDPs 
were created and their spatial distribution is displayed in Fig. 14.5. An evaluation of 
the IDPs revealed that 27 IDPs were generated using information from one or two 
questionnaires, while the rest of the IDPs were created using multiple questionnaires.



388 P. Amponsah et al.

Fig. 14.5 Spatial distribution of intensity data points (IDPs) 

On average, information from three questionnaires was used in creating each IDP. It 
is clear from Fig. 14.5 that observed intensity values decreased north-eastwards. This 
is seen in the isoseismal map prepared using the IDPs (Fig. 14.6). From Figs. 14.5 and 
14.6, it can be seen that the severity of the earthquake only reached Intensity IV, which 
occurred in towns and communities close to the epicenter (offshore Dansoman). It 
can also be noted that most parts of Accra and Tema experienced Intensity III, while 
Intensity II was experienced in areas like Adenta, Oyarifa, Abokobi, Prampram, 
Dodowa, Oyibi, Kpone Bawaleshie, Somanya, and Aburi. 

Isoseismal IV: This intensity was observed along the coast up to the towns of 
Dansoman, Gbawe, Mallam, Ablekuma, Awoshie, Odorkor, Tesano, Accra-central, 
Weija, Kasoa, and Winneba. These towns situated on granitods suffered moderate 
shaking accompanied by a rumbling sound “like a moving truck” which resulted in 
doors, windows, and beds rattling, as well as the falling of picture frames, hangers, 
paintings, and other artifacts. 

Isoseismal III: Towns a bit further inland and also along the coast but to the 
northeast of the epicenter, felt shaking of Intensity III. These include Madina, La, 
Teshie, East Legon, Roman Ridge, North Ridge, Nungua, Haatso, Atomic, Dome, 
Taifa, Kwabenya, Ashongman, Tema, Sakumono, Lashibi, Spintex, Pokuase, and 
Amasaman. Most of these towns are underlain by the Accraian and Dahomeyan 
rocks. The shock in some places like La and Teshie was marginally higher but hardly 
enough to get them within isoseismal IV. The shock was slightly felt by several
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Fig. 14.6 Isoseismal map created using prepared IDPs. The Black Star Represents the Location of 
the Mainshock (Offshore Dansoman) 

residents without causing any alarm, and most residents did not recognize it was an 
earthquake. 

Isoseismal II: The biggest towns within this isoseismal are Adenta, Oyarifa, 
Abokobi, Danfa, Prampram, Dodowa, Somanya, and Oyibi. Within the isoseismal, 
the shock was very slight and felt by only a few people. 

14.7 Conclusions 

Earthquakes in Ghana are concentrated in the southern part of the country, where 
the Akwapim fault zone intersects the Coastal boundary fault. It is also important to 
note that some of the epicenters have been located offshore and may be related to the 
activity of the Coastal boundary fault. The 24 June 2020 earthquake might have been 
caused by the activity of the Weija fault and other observed faults which are closer to 
the epicenter as well as the Coastal boundary fault (Fig. 14.2). Even though the main 
earthquake (ML4.2) did not result in damage to property and loss of human lives, the 
increase of seismic events as observed in southern Ghana in recent years, and the 
high concentration of strategic assets and human population in the area increases the 
seismic risk of the region. Responses solicited from residents of Accra and environs 
after the 24 June 2020 earthquakes indicated high ground shaking in communities
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along the coast. The higher ground shaking in this region is likely due to the proximity 
of the area to the earthquake source as well as possible amplification due to site effects. 
Given this scenario, it is unfortunate that very few people seek professional seismic 
and geotechnical advice before putting up their buildings. A systematic framework 
for refocusing National Earthquake Preparedness and Response must be established. 
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Chapter 15 
Landslides and Slope Instability 
in Mussoorie and Nainital Townships 
(Uttarakhand) in Present 
Climate—Change Scenario 

Vikram Gupta, Kalachand Sain, and Ruchika Sharma Tandon 

Abstract Landside and slope instability are common in the Himalaya and have 
been noted to increase in the present climate change scenario. Here, we document 
the landslides and slope instability conditions in the hilly townships of Mussoorie 
and Nainital located at an elevations of ~2000 m above mean sea level in the Lesser 
Himalaya of Garhwal and Kumaon region of Uttarakhand, respectively. It has been 
observed that there is great lateral variation in the spatial distribution of rainfall in 
these townships, but in general, Mussoorie township has witnessed consistent rainfall 
of around 2020 mm per annum, with exceptionally high rainfall in the year 1998 and 
2020, whereas the rainfall in Nainital township is more erratic with numerous extreme 
rainfall events. It had witnessed continuously higher annual rainfall between 2010 and 
2017. Besides, there is a significant increase in the intensity of rainfall (i.e. amount 
of rainfall during a number of days) in both the townships, during the monsoon. 
However, the increase in intensity is more conspicuous in Nainital township. This 
change in the climatic pattern in the form of concentrated rainfall had adversely 
affected the slope instability as well as the occurrences of landslides in both the hilly 
townships. 

15.1 Introduction 

Landslides and related mass movement activities are common and widespread in 
the mountainous region impacting the landform development. These are part of a 
normal geomorphic cycle and are regulated by geological, geomorphological and 
geotechnical characteristics of the terrain. In general, lithology, structure, tectonics, 
terrain morphology, hydrological conditions and the anthropogenic pressure on the
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slope are the conditioning factors for the development of landslides and the slope 
instability, whereas earthquake and rainfall are mainly the triggering factors. 

The Himalaya is infested with both earthquake- and rain-triggered landslides. 
Earthquake-triggered landslides are contemporaneous with the occurrence of earth-
quakes (Gupta et al. 2015; Rosser et al. 2021). The repeated micro-seismicity in an 
area may also induce a slope towards the instability, which in future may be triggered 
by any agent including rainfall (Gupta et al. 2021). Rain-induced landslides are preva-
lent in the Himalayan terrain and occur every year, particularly during the monsoon, 
which usually starts in mid-June and ends in September. During this period, besides 
the occurrence of disastrous landslides, phenomena in the form of development of 
cracks, subsidence, small-scale debris wash, erosional features, etc. occur at many 
places and serve as primary indicators of slope instability and that may intensify and 
be sites of landslides in near future. Therefore, it is essential to map the areas of 
active landslides as well as slope instability for the disaster management strategy of 
a region. 

Uttarakhand Himalaya is known for the occurrence of landslides, triggered by 
both earthquakes and rainfall. Some of the disastrous examples of landslides are 
1977 Tawaghat landslide (Kali valley), 1978 Gangnani landslide (Bhagirathi valley), 
1979 Kontha landslide (Mandakini valley), 1980 Gyansu landslide (Bhagirathi 
valley), 1990 Neelkanth Mahadev landslide (Rishikesh), 1998 Okhimath landslide 
(Madhmaheshwar valley), 1999 Malpa landslide (Kali valley), 2001 Phata-Byung 
landslide (Mandakini valley), 2002 Budhakedar landslide (Balganga valley) and 2003 
Varunavat Parvat landslide (Bhagirathi valley) causing great loss of lives and proper-
ties in the region (Pande 1990; Paul et al. 2000; Sah et al. 2003; Gupta and Bist 2004; 
Chaudhary et al. 2010; Martha and Kumar 2013; Maikhuri et al. 2017). During recent 
times, higher concentration of extreme climatic scenarios in the form of concentrated 
rainfall has been observed at many places causing loss of lives and damage to private 
and public properties (Dobhal et al. 2013). These concentrated rainfall events may 
or may not qualify to be called as ‘cloudburst’ asper the definition of cloudburst 
being the ‘rainfall > 10 cm occurring in an hour over a larger area’ (Ashrit 2010). 
One of the disastrous examples of extreme climatic events in Uttarakhand Himalaya 
was the 2013 incessant rainfall, popularly known as the ‘Himalayan Tsunami’ or  
the ‘Kedarnath Disaster’. This event had generated > 10,000 small- and large-scale 
landslides in the entire Uttarakhand Himalaya (Martha et al. 2015). 

These rain-induced landslides vary in dimension ranging from few tens of cubic 
metres to millions of cubic metres and maybe shallower or deep-seated. These may 
be single one-time episodic instantaneous movement or may even reoccur every year 
during the rainy season. These landslides have contributed to the release and creep 
of natural slopes in the region (Bhasin et al. 2002). Some of the typical rain-induced 
landslides, which took a heavy toll of lives as well as a huge loss of properties and 
environment in the Uttarakhand Himalaya, are summarized in Table 15.1. Apart 
from these, small-scale landslides, taking place by the side of drainage, may also 
block the flow of streams. This causes damming and makes disasters for the people 
living downstream (Gupta and Sah 2008). Nevertheless, many of the landslides go 
unreported in the Higher Himalaya, particularly when these do not interfere with
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Table 15.1 Typical examples of rain-induced landslides in the state of Uttarakhand 

S. no Location/name of landslide Date of occurrence of 
landslide 

Causes and consequences 

1 Nainital 19 September 1880 Heavy rainfall claimed 151 
lives 

2 Birehi landslide 
(Birehi Gad, Alaknanda river) 

September 1893 A massive landslide blocked 
Birehi river, and artificial 
Guna Tal was formed, and 
subsequently, on August 5, 
1894, lake was breached 
causing destruction in the 
downstream Chamoli, 
Karanprayag, Ruderaprayag 
and Srinagar region 

3 Kailakhan landslide 
(Nainital) 

7 August 1898 Heavy rainfall killed 29 
people in the region 

4 Garbyang landslide 
(Pithoragarh District) 

1937 Incessant rainfall caused huge 
landslide in the Garbyang 
village of Pithoragarh district 
and killed many people 

5 Mandakini and 
Madhyamaheshwar 

1962 Heavy rainfall caused 
landslide that blocked 
Mandani river for many days, 
and subsequent breaching 
caused disaster in whole of 
Madhyamaheshwar and 
Mandakini rivers killing many 
people. This was the worst 
flood in the 
Madhyamaheshwar and 
Mandakini rivers 

6 Belakuchi landslide 
(Alaknanda valley) 

20 July 1970 Landslide and flash floods in 
Alaknanda valley caused 
considerable loss of life and 
property, and the entire 
village was washed away 
killing 70 people 

7 Dobata landslide 
(Pithoragarh district) 

19 July 1971 Excessive rainfall and 
cloudburst in Dobata village 
killed 12 people and buried 35 
houses 

8 Tawaghat landslide (Kali 
valley) 

15 August 1977 Heavy rainfall caused 
landslide that killed 44 
people, damaged 100 houses 
and 2 km stretch at many 
places. Life was disrupted in 
an area of 50 km2

(continued)
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Table 15.1 (continued)

S. no Location/name of landslide Date of occurrence of
landslide

Causes and consequences

9 Kanldiya Gad landslide, 
(Bhagirathi valley) 

6 August 1978 Breaching of lake in Kanldiya 
Gad due to excessive rainfall 
caused flash flood in 
Bhagirathi valley. Debrani 
village was washed away 
killing 25 people, and 
Manari-Bhali hydroelectric 
project was damaged 

10 Kontha landslide (Mandakini 
valley) 

August 1979 Kontha landslide due to 
incessant rainfall in the 
Mandakani valley killed 50 
people and 100 cattle and 
destroyed about 150 houses 
and affected an area of 10 km2 

11 Gyansu landslide 
(Bhagirathi river) 

23 June 1980 High intensity rainfall caused 
Gyanshu landslide near 
Uttarkashi township that 
killed 45 people 

12 Kanodiya Gad landslide 
(Bhagirathi valley) 

9 September 1980 High intensity rainfall killed 
15 people, and 
Uttarkashi–Gangotri highway 
was damaged 

13 Neelkanth Mahadev root 
landslide (Rishikesh) 

1990 Rainfall caused huge landslide 
in Neelkanth Mahadev root 
near Laxmanjhula, in 
Rishikesh that left more than 
100 pilgrims dead 

14 Bhimgoda landslide 
(Haridwar township) 

23 August 1994 Rainfall-triggered landslide 
killed one child and destroyed 
2 houses and 150 m long 
rail-track. The rail traffic was 
disrupted for 21 days 

15 Tiloth Nala landslide 
(Bhagirathi valley) 

20 August 1995 This  was caused by cloud  
burst followed by debris flow 
along Tiloth Nala near 
Uttarkashi (Bhagirathi valley). 
The slide damaged 200 m 
road section and 18 buildings 

(continued)

human development and occur in uninhabited areas. Such phenomena are not called 
disasters. 

Many of the townships in the Lesser Himalayan are situated at higher elevation 
ranging between 2000 and 2500 m above mean sea level, where the monsoon rain is 
pronounced. In Uttarakhand, Mussoorie and Nainital are two such hilly townships,
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Table 15.1 (continued)

S. no Location/name of landslide Date of occurrence of
landslide

Causes and consequences

16 Okhimath landslide 
(Mandakini valley) 

11–12 and 18–19 
August 1998 

Cloud burst generated 
numerous landslides 
including Okhimath landslide, 
and breaching of the landslide 
dam caused flash floods in 
Madhyamaheshwar and 
Kaliganga valleys killing 101 
people, 422 cattle and washed 
away 820 houses and 411 ha 
agricultural land 

17 Malpa landslide 
(Kali valley) 

August 1997 Heavy rainfall generated 
rockfall and debris flow along 
Malpa Gad in the Kali valley 
killing 211 people 

18 Kailash Mansarovar landslide 17 August 1998 Intense rainfall caused 
massive landslide at the root 
of Kailash Mansarovar that 
buried 169 pilgrims 

19 Phata landslide 
(Mandakini valley) 

16 July 2001 Heavy rainfall/cloud burst 
generated numerous landslide 
and debris flow in Phata and 
Byung Gad affecting around 
14 villages and killing 27 
people and 53 livestock. 154 
houses were damage, and > 
43 ha agricultural land was 
washed away 

20 Khanara landslide 
(YamunaValley) 

30 August 2001 Heavy rainfall generated 
Khanara landslide in the 
Yamuna valley blocking the 
continuous flow of the 
Yamuna river, and its 
subsequent breaching 
damaged 100 m road section 

21 Guna landslide 
(Alaknanda valley) 

30 August 2001 Cloud burst in late hours in 
Guna village of Ghanshyali 
tehsil killed 7 people. Forty 
six houses were damaged 
along with damage to the 
agricultural land

(continued)
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Table 15.1 (continued)

S. no Location/name of landslide Date of occurrence of
landslide

Causes and consequences

22 Budha Kedar landslide 
(Balganga valley) 

10 August 2002 Cloud burst and debris flow in 
in the Medh and Dharm 
Ganga valleys, Budha Kedar 
area, killed 29 people and 
injured 31 people in the 
adjoining area. 16 houses 
were completely damaged 
along with the loss to 
live-stocks, agricultural land 
and bridges. 
Micro-hydroproject in Budha 
Kedar was also damaged 

23 Varunavat Parvat landslide 
(BhagarathiValley) 

24 September 2003 Heavy rain activated the 
Tambakhani landslide in 
Varunavat Parvat along the 
right bank of Bhagarathi river 
at Uttarkashi township. Nine 
hundred houses are damaged, 
and some of the four-storey 
buildings at the toe portion of 
slide are completely buried 
under sliding mass. About 
5000 people were affected 

24 Isolated landslides in 
Uttarakhand 

2009 Heavy rainfall and cloudbursts 
left > 70 people dead in 
separate incidents all across 
the state of Uttarakhand 

25 Kedarnath Disaster June 2013 High intensity rainfall and 
flash flood in the upper 
reaches of Uttarakhand 
caused series of landslides in 
the entire state of Uttarakhand 
and killed more than 5000 
people 

26 Balia Nala landslide 
(Nainital township) 

September 2014 High intensity rainfall in the 
caused landslide long the right 
bank of the Balia Nala 
damaging the entire Rais hotel 
colony locality and the 
footpath. More than hundred 
families living in the area 
were displaced

(continued)
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Table 15.1 (continued)

S. no Location/name of landslide Date of occurrence of
landslide

Causes and consequences

27 Stone lay area compound 
landslide (Sher-ka-Danda 
hill) 
(Nainital township) 

July 2015 Heavy rainfall in the area 
damaged the link road 
connecting Birla Vidya 
Mandir School with the 
Nainital Town Mall Road. 
Huge debris were brought 
down on the Mall Road as 
well into the Lake causing 
serious environmental issues 

28 Lower Mall Road landslide, 
Nainital 

August 2018 Lower Mall Road of Nainital  
township collapsed causing 
serious environmental issues 
as well as disruption of traffic 
movement in the town 

29 Naina (China) Peak landslide 29 Jan 2020 Heavy snowfall and rainfall 
triggered landslide at the peak 
posing threat to the people 
and building of high court at 
the base. The portion of the 
hill also fell in 1990s causing 
damage to the high court 
buildings 

30 Landslides in Mussoorie 
township and 
Dehradun—Mussoorie road 

July–August 2020 Heavy rainfall in the area 
damaged 
Dehradun—Mussoorie link 
road 

which are situated at high altitudes and famous for tourism activities. The landslide 
hazard potential in these two townships in the present climate change scenario has 
been presented. Since various infrastructural development projects like the construc-
tion of tunnels and ropeways in Mussoorie are being planned, this study may be 
utilized by the planners and the decision-makers for mitigating disasters that may be 
caused by future landslide hazards and planning for disaster management. 

15.2 Study Area 

The study area, located in the state of Uttarakhand, is broadly divisible into Garhwal 
and Kumaon region. Mussoorie is located in the Garhwal region, whereas Nainital 
is in the Kumaon region. The study area around Mussoorie lies between longitude 
77°59′59"E to 78°07′46"E and latitude 30°25′58"N to 30°29′08"N, whereas the 
area around Nainital lies between longitude 79°25′35"E to 79°28′32"E and latitude 
29°24′28"N to 29°20"05” (Fig. 15.1). Both the townships are famous hill stations
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Fig. 15.1 Location map of the Mussoorie and Nainital township in the Garhwal and Kumaun 
division of Uttarakhand 

and thus are occupied by a highly variable floating population during the peak tourist 
season in summer and winter. The elevation in the Mussoorie region varies between 
900 and 2290 m, whereas in Nainital, it is between 1380 and 2542 m above mean 
sea level (msl). Mussoorie town is located on a flat and rugged ridge with southern 
slopes that are steeper and much dissected as compared to northern slopes, which are 
relatively gentle and are covered with thick vegetation. Other geomorphic features 
present in the area are broader valleys, flat ground, fluvial terraces, gentlysloping 
spurs, high relief hills, narrow elongated valleys, rocky cliffs, rounded hills and 
rounded hills with knobs. The habitation in the area is denser in the central part 
near Mall Road, whereas sparse at other localities. The highest elevation (~2290 m 
above msl) is noted at Lal Tibba, whereas the minimum elevation of ~800 m is at 
the Aglar river, a tributary of the Yamuna river. There are many waterfalls in the 
area like Kempty falls, Shekhar falls, Jharipani falls, Mussoorie falls, Bhatta falls, 
etc. Nainital town is located at an elevation of ~2000 m above msl. Its surrounding 
areas are characterized by steep slopes, very high relief and rugged topography. It is 
densely populated around Nainital Lake. The lake is bounded by the high and steep 
Naina peak on the north-west side, by the Tiffin top to the south-west and snow-view 
peaks on the north (Fig. 15.1). 

Geologically, both the townships are located in the Outer Lesser Himalaya to the 
north of the Main Boundary Thrust (MBT) that separates it from the Siwaliks. In
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general, the rocks of the Lesser Himalaya are highly folded, faulted and thrusted 
meta-sediments. The geological and structural settings of both the townships are 
depicted in Fig. 15.2. 

The rocks in the Mussoorie area and its environs form part of the western exten-
sion of the NW–SE trending Mussoorie Syncline (Auden 1934). These rocks are

Fig. 15.2 Regional geological map of the Mussoorie and Nainital
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invariably classified into Chandpur Formation, Nagthat Formation, Blaini Forma-
tion, Krol Formation and Tal Formation that were exposed along various road cut 
sections. Towards the south, the MBT brings the Chandpur Formation in juxtaposi-
tion with Doon gravels. The MBT is and well exposed at Sahansai Ashram. Chandpur 
Formation mainly constitutes phyllite, slates, siltstone and greywacke and is over-
lain by the quartzite and slate belonging to the Nagthat Formation, which, in turn, 
is overlain by the Blaini Formation constituting conglomerate, siltstone, greywacke, 
slate and sandstone. However, a greater part of the study area consists of lime-
stone, dolomitic limestone and dolomite belonging to the Krol Formation (Tewari 
and Qureshy 1985). The Krol Formation is overlain by Tal Formation, which occu-
pies the core of the Mussoorie syncline. The Tal Formation is further divisible into 
lower and upper Tal. The lower Tal constitutes four distinct members: Chert Member, 
Argillaceous Member, Arenaceous Member and Calcareous Member, whereas the 
upper Tal is represented by the Quartzite Member. The geological setup of the area has 
been studied in detail by Auden (1934), Shanker (1971), Panikkar and Subramanyan 
(1997) and Banerjee et al. (1997).

Similar to Mussoorie town, the rocks in Nainital township constitute limestone, 
shale and slate belonging to the Blaini, Infrakrol, Krol and Tal Formations of the 
Lesser Himalaya. These formations have further been divisible into various members 
and are shown in Fig. 15.2. The Blaini Formation, dominant in the north-eastern 
and eastern side of the Nainital Lake, mainly comprises conglomerates, associated 
with purple slate, quartzitic and dolomitic limestone. The Krol Formation mainly 
consists of argillaceous limestone, grey and blue dolomitic limestone, dolomite and 
tuffaceous limestone, including red and purple ferruginous shale, different coloured 
calcareous slate, greywacke, siltstone and fine-grained muddy sandstone. The Tal 
Formation is represented by carbonaceous shale with subordinate dolomitic lime-
stone characterized by nodules, lamina and stringers of phosphatic materials with 
purple green shale intercalated with muddy fine-grained sandstone and siltstone. It 
is best developed around southwestern side of the Nainital Lake. A number of folds, 
faults and thrusts traverse through the area. A NW–SE trending Nainital Fault, also 
referred as Lake Fault (Valdiya, 1988), traverses through the Nainital Lake. The fault 
extends towards the south-eastern end of the lake and follows the Balia Nala, and 
here, it is referred to as ‘Balia Nala Fault’. There are numerous offshoots from this 
fault, the signatures of which have been observed in the premises of the Birla Vidya 
Mandir School, Kailakhan area and the snow-view locality. Other notable faults in 
the area are NE-SW trending Giwalikhet Fault, observed near the golf course area 
and E-W trending Hanumangarhi—Krishnapur Fault or Manora Fault, observed near 
Durgapur (Fig. 15.2). The geological setup of the area has been studied in detail by 
Middlemiss, (1890), Holland (1897), Auden (1934) and Heim and Gansser (1939). 
Both the townships are located in zone IV of seismic zonation map of India (BIS 
2002).
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15.3 Engineering Geological Conditions of Slope Forming 
Material 

Geo-engineering properties of rocks constituting the slopes around Mussoorie and 
Nainital have been extracted using direct as well as indirect methods. The soil samples 
collected from the landslide area from both the areas were tested for cohesion and 
friction angle using direct shear apparatus. A series of unconsolidated–undrained 
direct shear tests were performed. The tested samples were predominantly non-
plastic and sandy silt in both regions. It has been observed that the cohesion of the 
soil is negligible, reaching a maximum up to 1.95 kPa, whereas friction angle varies 
between 27° and 36.4°, indicating low shear strength of the soil. In order to assess 
the condition of rock mass in both the area, the rock mass rating (RMR) of rocks 
proposed by Bieniawski (1973) was measured at different sections covering the entire 
townships. These mainly include the measurement of the strength of the rocks and 
the orientation conditions of the various discontinuities present in the rock mass. 
The strength of the rocks has been assessed using the Schmidt hammer rebound (R-) 
value, whereas orientation and conditions of all the discontinuities present in the 
rock mass were assessed in the field. The R-value of rocks around the Mussoorie and 
Nainital townships is variable between 10 and 15 with an average value of 12 for 
limestone, while for shale and slate, it is variable between 14 and 35 with an average 
R-value of about 22. Based on the correlation between R-value and compressive 
strength of rocks, it has been suggested that the compressive strength of these rocks 
is less than 20 MPa, thus classified as a weak rock (Barton and Choubey 1977; 
Tandon and Gupta 2015). The calculated RMR as per the standard procedure also 
indicates poor quality of rock mass around the Mussoorie and Nainital hills. 

15.4 Climate Pattern 

Both the regions have a tropical climate with pleasant summers and cold winters. 
The average summer temperature is around 25 °C, and the winter temperature drops 
to ~0 °C. During winter, both the townships often experience snowfall. Daily rainfall 
data of both the townships for the years (1995–2020) have been analysed, and it 
has been noted that the average annual precipitation for Mussoorie ranges between 
846–6734 mm, and 1302–4773 mm for Nainital with monsoon months, i.e. June– 
September receiving > 80% rainfall (Fig. 15.3). 

Though both the townships are located at an elevation of ~2000 m above msl, 
still there is a large lateral variation in the spatial distribution of rainfall. The average 
yearly rainfall in Mussoorie is ~2020 mm; however, in the years 1998 and 2020, 
the area witnessed exceptionally high rainfall which is ~2.5 and 3.3 times the 
average yearly rainfall, respectively. The monsoon season also recorded 2.8 times 
and 3.7 times the average rainfall. However, the rainfall pattern in Nainital is erratic 
with numerous extreme rainfall events and with continuously higher annual rainfall
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Fig. 15.3 Bar diagram of average annual rainfall and the rainfall during monsoon months in the a 
Mussoorie and b Nainital townships 

between 2010 and 2017. Besides, there is a significant increase in the intensity of rain-
fall (i.e. amount of rainfall during a number of days) in both the townships, during 
the monsoon. However, the increase in intensity is more conspicuous in Nainital. 
This change in the climatic pattern in the form of concentrated rainfall had adversely 
affected the slope instability, as well as the occurrences of landslides in both the hilly 
townships. These are described in the succeeding sections. 

15.5 Landslide Hazard Potential 

Landslides in both the townships are known to occur since the geological past. 
However, the landslides and slope instability in both the townships have increased 
manyfold, primarily due to increased extreme rainfall events and also due to the
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Fig. 15.4 a Surabhi resort landslide on the Mussoorie–Kempty road that was initiated in August 
1998 because of extreme climatic rainfall event; b reactivation of the paleo-landslide deposit after 
the 1998 

excessive anthropogenic pressure on the slope. The landslide activities and slope 
instability in both the townships are briefly described below: 

a. Mussoorie 

Mussoorie township and its surroundings have a history of hazardous landslides and 
signature of slope instability in the past. Earlier landslides in the area were reported 
mainly due to wrongful practices of limestone mining, resulting in cave-ins and 
slumping. However, in order to prevent the environmental degradation further, mining 
activities in the entire area were banned in 1961. Recently the climate change and 
more specifically with the change in the rainfall pattern in the form of higher extreme 
rainfall events led to occurrences of landslides and slope instability in the region. 
One example of such landslides is the Surabhi Resort landslide on the Mussoorie– 
Kempty road that was initiated in August 1998 due to excessive rainfall (Gupta and 
Ahmed 2007) (Fig. 15.4a). This had occurred on the slope, which was occupied 
by the palaeo-landslide deposits (Fig. 15.4b), and caused loss of life and damage 
to properties. Besides, there are many slopes in the region that had started sliding, 
including the slopes near the Kempty fall (Uniyal and Rautela, 2005). 

The entire Mussoorie and surrounding regions also received extreme rainfall 
during the monsoon of 2020 (Fig. 15.3), leading to the occurrence of more than 
40 landslides in the Mussoorie township including the landslides on the Dehradun— 
Mussoorie road. During the intense precipitation in August 2020, an area with 
50 m depth in the Dehradun—Mussoorie road near Kolhu Khet was washed away 
(Fig. 15.5a), causing hardship to the locals and tourists. In another landslide event 
in the same year, the intense rainfall on 31st August 2020 (Fig. 15.5b) resulted into 
the accumulation of debris on the Mussoorie—Dehradun road, which blocked the 
movement of vehicles for manyhours. 

Considering various causal factors of landslides like lithology, landuse-landcover 
(LULC), slope, aspect, curvature, elevation, road cut, drainage and lineament, a
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Fig. 15.5 a Damaged part of the road due to landslide; b landslide on the Dehradun—Mussoorie 
road after intense precipitation in August 2020 

landslide susceptibility map (LSM) of the area, based on the bivariate statistical 
Yule coefficient (YC) method, has been prepared (Ram et al. 2020) (Fig. 15.6). The 
results show that ~44% of the study area falls under very high, high and moderate 
landslide susceptible zones, and ~56% of the area falls into the low and very low 
landslide susceptible zones. The dominant part of the area falling under high and 
moderate landslide susceptible zones lies in the area covered by highly fractured 
Krol limestone exhibiting slopes ranging between 65° and 77°. Further, the central 
part of the township encompassing Nagar Palika Parishad ward, Library ward and

Fig. 15.6 Landslide susceptibility map of the Mussoorie and its environs prepared using the 
bivariate method
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Bhadraj ward falls dominantly in the high and very high landslide hazard zones 
(Ram and Gupta 2021). ~23% of total buildings (~1604 buildings) with habitation of 
~8000 persons in the township are prone to high and very high landslide risk (Ram 
and Gupta 2021).

Therefore, it is essential to monitor the area from time to time and the results of 
the present study may be utilized as a reference by the planners and decision-makers 
for further planning and development of the area. 

b. Nainital 

Nainital is known to have occurrences of landslides in the past, and about half of the 
area of the Nainital is covered with debris generated by landslides (Valdiya 1988). The 
earliest record of the landslides in the area dates back to 1867 and 1880 when Naini 
peak-Sher-ka-Danda spur failed following a heavy rainfall. The area again witnessed 
disastrous landslides in 1893, 1898, 1924, 1989 and 1998, and more recently after 
2009 due to increased and concentrated rainfall (DMMC 2011; Gupta et al. 2017). 
Some of the characteristics of landslides and slope instability in the area post 2009 
are described as below: 

i. Rais Hotel Locality—September 2014 Balia Nala Landslide 

Balia Nala (drainage) located on the southern side of the Nainital Lake drains its 
excess water. The first record of landslides on the right side of Balia Nala dates back 
to 17 August 1898 following 102 cm of incessant rainfall for 8 days (Middlemiss 
1898). The slide surged across the valley damaging the right bank as well, and since 
then, both sides of the Balia Nala are continually progressively expanding. A planar 
landslide had occurred in the Rais hotel locality on the right bank of Balia Nala on 
September 10, 2014 after the continuous rainfall (Gupta et al. 2016) (Fig. 15.7a, b). 
The year 2014 recorded the highest total annual rainfall (4773 mm) as well as the 
second highest rainfall during the monsoon season (4063 mm) in the last twenty 
six years (1995–2020). Preceding the occurrence of the landslide on 10 September, 
465 mm rainfall had fallen during September 1–9 and 33 mm on the day of occurrence

Fig. 15.7 a The crown portion of the Balia Nala landslide damaging the GIC–Krishnapur foot-
path and the retaining wall; b Panoramic view of the Balia Nala landslide exhibiting endangered 
habitations
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Fig. 15.8 a The crown portion of the landslide located on the Sher-ka-Danda hill slope damaging 
the narrow link road connecting Birla Vidya Mandir School with the town Mall Road; b downslope 
view of the landslide exhibiting the threat to the habitations 

of landslide. Further, the area also recorded the highest intensity of 68 mm of rainfall 
per day during June–September 2014 (Gupta et al. 2016) and this was the main 
trigger for the occurrence of this landslide. The slide had completely damaged the 
~20 m stretch of the concrete footpath connecting GIC–Krishnapur and ~360m2 

retaining wall on the slope (Fig. 15.7a) and partially damaged ~20 houses in the 
vicinity and endangered all otherlocal houses (Fig. 15.7b). Prior to the occurrence 
of landslides in the area, cracks in the houses and on the ground have been observed, 
clearly indicating that the slopes were moving slowly (Gupta et al. 2016). Cracks had 
also been observed in the building of the Govt. Inter College, located on the crown 
portion of the landslide.

ii. Sher-ka-Danda Hill–July 2015 Stone Lay Area Compound Landslide 

A landslide in the form of debris flow had occurred on the south-west facing slope 
of the Sher-ka-Danda hill on July 5, 2015 after the incessant rainfall. The slide 
had damaged the narrow link road connecting Birla Vidya Mandir School with the 
town Mall Road (Fig. 15.8a) The rainfall has mobilized the debris cover on the 
bedrock generating a huge volume of debris, exposing the bedrock. The year 2015 
had recorded the second highest annual rainfall (4641 mm) during 1995–2021, of 
which about 71% had fallen during the monsoon season (Fig. 15.3). Though, on the 
day of occurrence of landslide, five mm of rainfall had been recorded, but 416 mm 
rain had fallen during July 1–4, preceding the day, of which just 300 mm fell on July 
01, 2015. These made the soils in the slopes saturated with water. 

The slope wash material was transported downslope towards the lake (Fig. 15.8b). 
Since there is no roper drainage to drain off the water from the hill, and the lower 
part of the slope is occupied with commercial activities, the debris material finds its 
way through a narrow passage of about 2 m wide, between two buildings, namely 
Everest Hotel and India Hotel, and accumulated on the Mall Road and partly finds its 
way into the Nainital Lake. It was estimated that about 1500 m3 of debris has been 
deposited on the road and part has been transported into the lake (Gupta et al. 2017).
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Fig. 15.9 View of the 
collapsed portion of the 
lower Mall Road 

15.5.1 Land Subsidence on Lower Mall Road 
in Nainital—August 2018 

A portion of the lower Mall Road, close to Mallital (between Grand Hotel and HDFC 
Bank), subsided and consequently washed away on 18th August 2018 and again on 
25th August 2018 (Fig. 15.9). The collapse was observed to have occurred on the 
concave portion of the road. Prior to the collapse, numerous curvilinear cracks, with 
concavity towards the lake, were observed both on the lower Mall Road and on either 
side of the collapsed portion of the road indicating the progressive development of 
the slope instability. The total affected portion of the road was ~115 m, of which 
25 m stretch had collapsed. It was reported that the appearance of the cracks on 
the Mall Road, particularly in the proximity of the subsided section, was a routine 
phenomenon observed every year post 2010. 

iii. Naina (China) Peak Landslide—2020 

The Naina Peak hill is located to the north of Sukha Tal in Nainital city. This is a 
NW–SE trending hill, the highest point of which is at ~2611 m, whereas the base 
is at ~2000 m. The slopes in the upper and middle part of the hill are about near 
vertical and ~70°, respectively, and are made up of highly shattered and jointed shale 
and limestone. The area was quiescent for more than 30 years. However, with the 
recent climate change pattern in the region, the area started sliding in January 2020 
(Fig. 15.10a). To the west of this landslide, numerous ~30–40 m long tension cracks 
with 50–100 cm wide openings were observed in a zone of about 100 m indicating 
the active nature of slopes in the region (Fig. 15.10b). 

15.6 Discussion and Conclusion 

Landslides and slope instability in the hilly terrain are very common. In general, 
the main factors responsible for the higher susceptibility of landslides in both the
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Fig. 15.10 a The crown portion of the landslide located on the Naina peak; b The signature of the 
instability on the slope of the Naina peak 

Mussoorie and Nainital townships are weak geological settings and numerous active 
tectonic discontinuities. The dominant part of both the townships comprises lime-
stone, dolomitic limestone, shale, slate and siltstone belonging to the Krol Formation. 
The characteristic features of the rock types of this formation are that the rocks are 
highly jointed, fractured and micro-fractured, and thus, their unconfined compressive 
strength of the rock mass is very low as evidenced by the lower Schmidt hammer 
rebound (R-) value. The rocks in the area are further shattered due to the presence of 
faults. A major Nainital Lake Fault or the Balia Nala in Nainital and their offshoots 
have also been observed on the Naini peak—Sher-ka-Danda spurs, near the Nainital 
ropeway locality, in the premise of the Birla Vidya Mandir school and in the Kailakhan 
area. These faults have also contributed to the shattering of the rocks. Thus, there is 
a higher probability of landslides in the area. The continuous movement along these 
faults has been observed and evidenced in the continuous growth of cracks in the 
buildings located in the vicinity (Gupta et al. 2016). Kotlia et al. (2009) also recorded 
considerable movement per year along the Balia Nala Fault using a network of global 
positioning systems (GPS). 

Large-scale landslide susceptibility as well as hazard, vulnerability and risk 
assessment indicating the different landslide hazard and risk zones of the Mussoorie 
township has been carried out at the level of municipality ward (Ram et al. 2020; Ram  
and Gupta 2021). Studies confirmed that about one fourth of the total buildings with 
habitation of ~8000 are at risk due to landslide. Further with the increased extreme 
rainfall incidences, like in 2020, these number may increase. It is pertinent to mention 
that year 2020 led to > 45 number of landslides at different places in Mussoorie. These 
landslides continue to pose serious threat to the habitations and also damaged the 
Dehradun—Mussoorie link road causing inconvenience to the locals and tourists. 

In general, the slopes after failure stabilize themselves after attaining the angle 
of repose, provided there is not any change in environmental conditions. However, 
throughout the northwestern Himalaya, there is pronounced visibility of climate 
change in the form of (i) more area under the influence of rainfall, particularly in the 
inner Lesser Himalaya and the Higher Himalaya, (ii) higher concentrated rainfall in
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the Lesser Himalaya and (iii) increased frequency of concentrated rainfall over a small 
area, many times leading to cloudburst (Gupta and Sah 2008). Due to this climate 
change, the cloudbursts are not restricted to the Lesser Himalaya in the monsoonal 
dominant zone, but also have been reported from cold desert regions such as from 
Leh region in August 2010 (Ashrit 2010). This is one of the pronounced examples 
of visibility of climate change in the Himalayan region. 

This climate change has the major implication on the slope instability in the area. 
The slopes, which had acquired an angle of repose and were meta-stable under a 
particular set of prevalent climatic regime quite for a long time, are now moving so as 
to adjust itself under a new climatic regime. It is envisaged that the increased rainfall 
patterns and/or the concentrated rainfall in an area will cause more landsliding, and 
the slopes will continue to move until these acquire the angle of repose. 

In summary, it has been concluded that slopes in and around Mussoorie and 
Nainital townships are geologically unstable. The instability has been observed at 
many places in the form of opening up of cracks, ground fissure and development 
of new scars on the hill, such observed along both sides of the Balia Nala and on 
the Naina peak in Nainital. The propensity for instability is mainly due to inherent 
geological and structural setup of the area in the form of highly weathered rocks 
traversed by weak structural lineament, like Balia Nala Fault along with the presence 
of low strength thin veneer of debris on slopes. The conditions of slope instability 
have further worsened due to climate change, and more so in Nainital township as 
during 2009–2014, an increase in annual rainfall of about 70% has been recorded 
(Fig. 15.3). 

Landslide susceptibility maps (LSM) for many areas in the Himalaya, including 
Mussoorie, have been prepared (Kumar et al. 2021; Ram et al. 2020; Ram and Gupta 
2021). With the present scenario, it is necessary that these maps must be updated 
under a new climate change scenario or climate change must be considered for the 
preparation of these susceptibility maps. In the meantime, it is of utmost important to 
take immediate prevention measures in the form of construction of a proper drainage 
network on the slopes so that ingress of water into the slope is minimized. This will 
help arrest the movement of the slope. 
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Chapter 16 
Impact Assessment and Adaptation 
Options for Climatic Change in Paddy 
Cultivation: A Case Study in Ampara 
District, Sri Lanka 

A. Narmilan, A. M. M. Asmath, and N. Puvanitha 

Abstract Agriculture is one of the most vulnerable sectors of the economy due 
to climate change impacts. The key objective of this study was to identify futuristic 
mitigation practices of paddy production in Ampara District, Sri Lanka, and to assess 
the risks of climate change. The climate change consequences such as increasing 
sea level would make rice production vulnerable to climate change. With the sea-
level increase, the effect of salinity could permeate, resulting in lower fertility of 
agricultural land. Moreover, rice diseases and rodents are much threatened by climate 
change in the study area. The results of this study showed the losses in agricultural 
production. The highest crop losses appeared to occur in the Ampara District in the 
last decade. Furthermore, the significant threats for agricultural crop damage were 
seen from extreme events such as droughts (52.2%), floods (38.9%), and severe wind 
events (4.2%). However, paddy farmers are practicing various adaptive strategies to 
buffer the impacts to cope with the situation. These adaptation measures need further 
improvement to experience reduced implications of climate change. Therefore, the 
study recommends that the farmers need to practice a variety of techniques such 
as mixed cropping, intercropping, construction of structural flood control measures, 
precision agriculture, and cultivating-tolerant paddy varieties to observe minimum 
damaging impacts. 

Keywords Ampara · Climate change · Paddy production · Flood · Drought

A. Narmilan (B) · A. M. M. Asmath 
Department of Biosystems Technology, Faculty of Technology, South Eastern University of Sri 
Lanka, Oluvil, Sri Lanka 
e-mail: narmilan@seu.ac.lk 

A. M. M. Asmath 
e-mail: mohamedasmath@seu.ac.lk 

N. Puvanitha 
Department of Agriculture, Hardy, Sri Lanka Institute of Advanced Technological Education, 
Colombo, Sri Lanka 

© The Centre for Science & Technol. of the, Non-aligned and Other 
Devel. Countries 2022 
A. S. Unnikrishnan et al. (eds.), Extreme Natural Events, 
https://doi.org/10.1007/978-981-19-2511-5_16 

415

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2511-5_16\&domain=pdf
mailto:narmilan@seu.ac.lk
mailto:mohamedasmath@seu.ac.lk
https://doi.org/10.1007/978-981-19-2511-5_16


416 A. Narmilan et al.

16.1 Introduction 

Climate change is a persistent and long-term phenomenon involving constant time 
and commitment. Global past climates have alternated between ice ages and warmer 
periods than today over relatively long-time scales (millions to tens of millions of 
years) due to natural causes such as carbon dioxide concentrations in the atmo-
sphere, continent positions, ocean circulation, solar output, and the Earth’s orbit. 
However, since the mid-twentieth century, human-caused greenhouse gas emissions 
have been the primary driver of global climate change, trapping additional heat in 
the atmosphere (Licker 2020). It is a significant global environmental challenge 
and a developmental issue of great importance to Sri Lanka (IPCC 2007). Being an 
island, Sri Lanka is particularly vulnerable to all projected impacts of climate change, 
including an increase in land and sea surface temperatures, changes in the amount 
of precipitation and pattern, extreme weather events, and sea-level rise (Eriyagama 
et al. 2010). Agriculture makes up a large part of the economy. Therefore, it is 
vulnerable to climate change. Herath and Dharmakeerthi (2010) warn that climate 
change will have a detrimental effect on agriculture because it will cause tempera-
tures to rise, decrease rainfall, and increase carbon emissions. Like climate change, 
90% of respondents are concerned about the annual crop production. Johnston et al. 
(2010) found that warmer temperatures would decrease crop yields by preventing 
flowers’ pollination. In such a case, rice yields might be recorded with the minimum 
temperature increase in the growing season. 

Only by adopting proper adaptation practices can we cope with any detrimental 
impacts of climate change. Also, preparation and assessment should be performed 
in conjunction with the appropriate survey, planning, architecture, and execution. 
The implications of climate change have to be defined, quantified, and necessary 
to combat its consequences. Ampara is home to the country’s leading agricultural 
producer, rice, coconuts, and vegetables. However, recently, it has been reported that 
climate change will be very mild on the Ampara District’s agriculture sector and 
food security by the severe flood, drought, earthquake, hurricane, and high salinity 
water intrusion (Marambe et al. 2015). 

On the other hand, in Ampara, there is still a scarcity of data on climate change. 
The shortage of data in Sri Lanka raises strategic planning, policy formulation, and 
prioritization challenges. Therefore, the primary objective of this study was to eval-
uate and analyze climate change risks and adaptation strategies to minimize the 
impact of climate change in paddy cultivation in Ampara District, Sri Lanka.
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16.2 Methodology 

16.2.1 Description of the Study Area 

The geographic coordinates of Ampara are 7.231759 latitudes, 81.647344 longitudes, 
and 36.88 m elevation. The topography within 3.21 km of Ampara features only 
minor elevation changes, with an overall elevation of 39.01 m and an average above 
sea level of 31.69 m. Inside 16.09 km, there are only modest differences in elevation 
(602.89 m). Within 80.46 km contains significant variations in elevation of 2043.98 m 
(Weather Spark 2021). 

16.2.1.1 Land Use Pattern 

The area within 3.21 km of Ampara is covered by cropland (66%), trees (14%), and 
shrubs (11%), within 16.09 km by cropland (54%) and shrubs (23%), and within 
80.46 km by water (54%) and cropland (21%) (Weather Spark 2021). 

16.2.1.2 Climatic Conditions 

In Ampara, the summers are hot and overcast; the winters are short, warm, wet, 
and mostly cloudy; and it is oppressive year-round. Over the year, the temperature 
typically varies from 23.9 °C to 33.9 °C and is rarely below 22.2 °C or above 35.6 °C. 
The wetter season lasts 2.5 months, from October 3 to December 21, with a greater 
than 41% chance of a given day being wet. The possibility of a wet day peak at 62% 
on November 7. The drier season lasts 9.5 months, from December 21 to October 
3. The slightest chance of a wet day is 20% on June 28. The most rain falls during 
the 31 days centered around November 19, with an average total of 8.1 inches. The 
average hourly wind speed in Ampara experiences significant seasonal variation over 
the year. The windier part of the year lasts for 3.8 months, from May 20 to September 
15, with average wind speeds of more than 12.39 km per hour. The windiest day of 
the year is June 18, with an average hourly wind speed of 15.39 km per hour (Weather 
Spark 2021). 

16.3 Results and Discussion 

16.3.1 Paddy Cultivation in Ampara District 

Agriculture is an important sector of the national economy, adding to the country’s 
growth. The agriculture sector contributes around 7% of the overall GDP. (Central
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Bank of Sri Lanka 2018). Demand for paddy will rise by 28% in 2050, and it has 
been the primary crop for food production, jobs, and rural livelihood for centuries in 
Sri Lanka. Furthermore, rice is the main crop cultivated in Sri Lanka, occupying 34% 
of the cultivated area. During the Maha season (September to March), on average, 
560,000 ha area is cultivated, and in the Yala season (May to the end of August), on 
average, 310,000 ha area is developed. Approximately, 1.8 million farm families are 
engaged in paddy cultivation island-wide (Rice Cultivation 2021). Ampara District 
plays an essential role in the rice production of Sri Lanka, and the majority of the 
population in the community is farming rice for their livelihood. In 2014 and 2015, 
the total area sown was 83,133 ha. In 2015, the area harvested was 65,793 ha. The 
district is expected 617,000 metric tons yield of paddy in both seasons, and Ampara 
is expected to produce around 20% of the national requirement of paddy (Central 
Bank of Sri Lanka 2018). 

16.3.1.1 Impact of Climate Change on Paddy Cultivation 

Climate change is an irreversible phenomenon seen worldwide in various forms, such 
as rising temperatures, rising sea levels, droughts, floods, hurricanes, and landslides. 
It is caused directly or indirectly by human action that changes the composition of the 
global environment in addition to natural climate fluctuations observed over compa-
rable periods. (Esham and Garforth 2013). Climate change due to global warming 
induces precipitation changes, increasing sea levels and temperatures that will impact 
paddy cultivation and producing these goods (Watanabe and Kume, 2009). Rice 
thrives in wet environments where other crops fail to grow. It is vital to alleviate 
flooding because rice can only survive underwater for brief periods. Sea-level rises 
and the increased strength of tropical hurricanes with climate change are projected 
to reduce rice yields. Various predictions about future climate conditions, carbon 
dioxide levels, and humidity changes make it challenging to forecast future crop 
yields. IRRI  research  indicates  that  with a 1 °C increase in nighttime temperatures, 
rice yields can fall by about 10%. 

16.3.1.2 Statistical Data for Impact on Drought and Flood 
with the Unique References to Ampara District 

Drought and floods are the most influencing parameters for climate change in Sri 
Lanka. Since 2011, irregular rainfall marked by flood/drought cycles during the 
northeast monsoon has contributed to a rise in the number of people impacted by 
disasters in Sri Lanka. The prevailing drought has impacted up to 951,597 people 
in many districts. 95,334 Eastern Province individuals, 428,181 Northern Province 
individuals. According to Fig. 16.1, agricultural sectors are affected mainly by floods 
(39.37%) and drought (52.89%) from 1974 to 2008in Sri Lanka (Disaster Information 
Management system in Sri Lanka 2021) (Figs. 16.2 and 16.3).
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Fig. 16.1 Agricultural loss due to disasters in Sri Lanka 

Fig. 16.2 Agricultural loss due to drought in Sri Lanka 

The spatial distribution indicates (Fig. 16.4) that the Kurunegala and Ampara 
districts tend to have the most considerable crop losses. The significant loss of crops 
was due to droughts (52.2%), flooding (38.9%), and intense wind incidents (4.2%). 
According to data review (Fig. 16.5), the population of Gampaha and Batticaloa (dark 
brown) regions was most affected due to natural disasters during 2013. The other 
districts in which large numbers of people were affected were Ampara (red color), 
Nuwaraeliya, and Kalutara (orange color) (DIMS 2021). Flooding has hit Kalmunai, 
Alayadiwembu, and Ninthavur the hardest in Ampara. Flooding can be controlled 
by improving water construction methods and implementing suitable preparedness 
strategies. 
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Fig. 16.3 Agricultural loss due to flood in Sri Lanka 

Figure 16.6 shows the agricultural loss due to drought. It demonstrates that from 
3530 to 10,984.14 hectares area of agrarian land was impacted by lack from 1974 to 
2008 in the district of Ampara. Figure 16.7 shows the geographical spread and the 
density of people affected by the drought during 1974–2008. In 1974, 90,550 people 
were affected, while in 2008, 236,230 individuals were involved in the district of 
Ampara due to drought (DIMS 2021). 

Figure 16.8 indicates that during 1974–2008, more than 36,583.51 hectares of 
land were damaged in the districts of Ampara, most of which belonged to agricultural 
land. Figure 16.9 shows the number of people affected by flooding across the country. 
In 1974, 724,025 people were affected by drought, while in 2008, 2,394,704 people 
were impacted by drought in the Ampara District (DIMS 2021). Table 16.1 shows the 
cost of losses and damages in Batticaloa, Polonnaruwa, Anuradhapura, and Ampara 
districts due to floods in 2011 (Disaster Profile of Sri Lanka 2020). 

Figures 16.10 and 16.11 indicate the vulnerability level of paddy production due 
to floods and drought in all the Sri Lankan districts (MOE 2011). 

16.3.1.3 Possible Adaptation Techniques for the Impact of Drought 

Agricultural drought occurs when the supply of soil moisture to plants has decreased 
beyond the required level, impacting crop yields and agricultural production (Bhan-
dari and Panthi, 2014). Climate change is causing a decline in the water supply in Sri 
Lanka (Williams and Carrico 2017). Losing access to clean water has adverse effects 
on farmers’ profits and contributes to food insecurity. Scientists have been studying 
semidwarf, hybrid, and new form varieties to achieve better yields. Enhanced crop 
yield is possible with modern techniques such as marker-aided breeding and genet-
ically modified crops (Maclean 1997). Planting drought and heat-resistant varieties
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Fig. 16.4 Agricultural loss due to disasters (1974–2008)

are one of the most successful adaptation strategies in many areas of the world expe-
riencing drought stress. Scientists have established and mapped genes for drought 
and heat tolerance. They are developing novel varieties, essential for all rice produc-
tion in China due to year-to-year variation in rainfall (Maclean 1997). To counter the 
effects of climate change, farmers need to implement new methods of water produc-
tion. In areas with insufficient irrigation water or drought, water-efficient technology 
such as alternate wetting and drying, land leveling, increased tillage, package prepa-
ration, and direct seeding will increase crop yields (Maclean 1997). Farmers are also 
encouraged to plant ‘other field crops’ during drought cycles that need less water 
than rice paddy, such as millet, maize, or soy in lowlands traditionally used for rice 
cultivation. Farmers with good ties with agricultural extension programs are more
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Fig. 16.5 Natural disaster-affected population (1974–2008) 

likely to use the strategies promoted by these programs, i.e., planting non-rice crops 
in their paddy land programs (Williams and Carrico 2017).

To encourage a range of various techniques, the government and farmers’ orga-
nizations are in collaboration. These techniques include—(i) kakulama, a local dry 
seeding method historically used during the dry season; (ii) the ‘parachute tech-
nique’ of transmitting nursery-raised seedlings into muddy fields; (iii) recycling irri-
gation water by pumping it back to the head of a local system; and (iv) breeding and 
distributing hybrid seeds, especially those that mature faster than traditionally planted 
varieties (Wassmann et al. 2009). Farmers are planting short-term seed varieties resis-
tant to drought to buffer against the effects of drought (Williams and Carrico 2017).
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Fig. 16.6 Agricultural loss due to drought (1974–2008) 

By enhancing the quality of preparations and events and improving water conserva-
tion, the Internet of Things will help farmers tackle problems such as shortage and 
drought (Narmilan and Niroash 2020). In reaction to more dynamic and evolving 
weather, implement new water harvesting methods and introduce educational and 
outreach programs to boost the acceptance of water harvesting activities. 

16.3.1.4 Possible Adaptation Techniques for the Impact of Floods 

Flood is a natural phenomenon with geomorphological, physical, social, and ecolog-
ical ramifications with numerous direct and indirect effects. It accounts for around
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Fig. 16.7 People affected due to drought (1974–2008)

one-third (34%) of the overall number of worldwide natural disasters that have 
occurred. Farmers are implementing various adaptive strategies to mitigate the conse-
quences of climate change. One of the adaptive practices to minimize flood stress is 
mixed cropping or intercropping, as co-growing plants can also improve their nearby 
microclimate by engaging with the rhizosphere (Brooker 2006). Recent research has 
shown that rice (Oryza spp.) can increase the resistance of co-growing cereal crops to 
flood pressure by releasing O2 into the rhizosphere of its dryland (Kamwele 2017). 
Flood protection entails systemic flood control mechanisms such as dam or river 
dike construction and non-structural measures such as flood monitoring and warning, 
flood risk and risk assessment, public participation, administrative arrangements, and 
so on (Tingsanchali 2011). 
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Fig. 16.8 Agricultural loss due to floods (1974–2008) 

According to the environment charity, avoiding erosion and wetland runoff, refor-
esting upstream regions, and rebuilding damaged wetlands would significantly miti-
gate climate change effects on flooding. Dikes are fencing or walls built to defend 
the ground from damage to the river. It is possible to make them with gravel, bricks, 
rocks, sandbags, or wood. Properly constructed, dikes will shield crops from floods. 
The dike can delay water flow or divert water, or direct water flows to specific crops 
or other areas, such as the irrigation canal (Narmilan 2018). Improved rice varieties 
will reduce the impact of floods by planting flood tolerances. Healthy peat bogs can 
also mitigate erosion by slowing the influx of surface and subsurface water due to 
rugged surface vegetation from heavy rainfall events (Narmilan 2018). Protected 
bogs, irrigation raises the peat surface’s soil moisture deficit, thus improving soil
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Fig. 16.9 People affected due to flood (1974–2006) 

Table 16.1 Losses and 
damages in Batticaloa, 
Polonnaruwa, Anuradhapura, 
and Ampara districts due to 
flood in 2011 

Sector Cost of damage and losses (million LKR) 

Housing 7575 

Agriculture 15,070 

Irrigation 3000 

Road 48,916 

Livestock 1914 

Total 77,475
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Fig. 16.10 Paddy sector vulnerability to flood exposure 

water’s storage potential. However, the drains still increase the influx of water to the 
canals, exacerbating the floods (Scottish EPA 2015).

Improving surface conditions is one of the flood controls schemes, and animal 
hooves will compress the soil so that the water runs out quickly instead of storing, 
holding, and gradually letting go of the moisture. Well-drained soil can absorb 
vast volumes of rainwater, preventing it from flooding into rivers. In addition to 
these adaptive practices, planting trees and hedges around fields to mitigate erosion, 
constructing dikes and irrigation canals/pipes to manage the flow of paddy water, 
enhancing drainage through raised beds, ridges or mounds, planting early ripening 
paddy to avoid flood seasons, planting hybrid varieties that are flood-tolerant will 
reduce the effect of floods. (Narmilan 2018). Farmers can use the Internet of things
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Fig. 16.11 Paddy sector vulnerability to drought exposure 

to alleviate flooding problems and expand their plans and activities (Narmilan and 
Niroash 2020). 

16.4 Conclusion and Recommendations 

Adverse weather and climate change, resource scarcity, high input prices, access 
to credit difficulties, and low production quality affect agricultural productivity. 
They ultimately affect farmers’ incomes in the district of Ampara. Climate change
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primarily affects grain and other agricultural production. Drought and flood condi-
tions are significant climate changes that directly affect agricultural production and 
raise the poverty rate among poor rural farmers. For farmers to respond successfully 
to fight change, the lack of awareness about recent climate change and its impacts on 
production among the people living in the study area needs to be remedied. Farmers 
are practicing agricultural adaptation, including agronomic adaptation and modern 
enhanced crop varieties, but the number of farmers practicing agronomic adaptation 
is declining. To increase crop production, it is preferable to use alternative irrigation 
methods such as sprinklers and drips in highland regions. 

However, appropriate and specific information on the effects of climate change 
is usually lacking in the Ampara District. Therefore, to sustain agricultural crop 
production in a shifting environment, management methods and cultivars would have 
to be changed. The problems mentioned above can be solved by encouraging local 
and international research partnerships between researchers in the same area, sharing 
and applying the information generated to tackle related issues. The development of 
information technologies in the context of the Internet, GIS, remote sensing, satellite 
communication, etc., will aid in the preparation and application of danger mitigation. 
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Chapter 17 
Contributions to a Comprehensive 
Strategy Design for Disaster Risk 
Reduction Related to Extreme 
Hydroclimatic Events in Latin America 
and the Caribbean 

Alejandro Linayo 

Abstract This article summarizes the experience and the main results of a regional 
comparative research carried out during 2017 at the request of the Inter-American 
Development Bank. This study was carried out by the Research Center for Disaster 
Risk Reduction (CIGIR) with the purpose of identifying financial strategies for 
reducing the risk of disasters associated with the occurrence of floods and debris 
flows in the particular context of Latin America and the Caribbean. The article 
starts with a description of the high levels of disaster risk associated with extreme 
hydroclimatic events that have been identified for the region and with a very brief 
description of the impact that some disasters of this type have left in several coun-
tries. Subsequently, the conceptual foundations of the approach to the comprehensive 
management of socio-natural risks—with which most of the countries of the region 
have been trying to advance in their efforts to reduce the impact of disasters on 
their development processes—are described. The results of a comprehensive and 
regionally relevant strategy for disaster risk management associated with torrential 
avalanches and floods are subsequently presented. A strategy was designed based 
on the consultation of about 50 experts from 14 countries to highlight the need to 
work simultaneously in five large areas of intervention, where a total of 25 specific 
priority actions are identified as actions that must be attended in order to reduce 
the regional impact of this type of disaster. Finally, the results of an assessment of 
the levels of comprehensiveness of the efforts being made by the various countries 
of the region in order to reduce the risk of hydroclimatic disasters are shown. The 
starting point of this final analysis is the detailed review of the individual efforts 
that regional countries have been reporting in their national reports of advances to 
climate change adaptation (NDC) and that has been presented within the framework 
of the Paris agreement COP21. The results of this analysis suggest the importance 
of continuing to work on the design and adequate implementation of comprehensive 
agendas to reduce the risk of hydroclimatic disasters in societies such as those in
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Latin America. Societies in which their particular political, institutional, and socio-
cultural practices define so strongly the patterns of occupation and the sustainability 
of the development efforts are promoted in their territories. 

Keywords Urban risk management · Hydroclimatic disasters · Climate change ·
Disaster risk reduction 

17.1 Introduction 

Reports of the International Disasters Database EM-DAT of the Centre for Research 
on the Epidemiology of Disasters (EM-DATA, 2021) state that hydroclimatic extreme 
events triggered 71 percent of disasters that have occurred worldwide since 1990. 
These reports also mention that flooding has become the most common disaster 
worldwide since 1990. In fact, from 1990 to 2019, a total of 9,924 disasters have 
been registered globally, of which 42 percent were triggered by floods, and 30 percent 
were triggered by storms, including cyclones, hurricanes, tornadoes, blizzards, and 
dust storms (Fig. 17.1). 

The same trends described about the alarming growing frequency and global 
impact generated by disasters associated with extreme hydroclimatic events can be 
found—with practically no variations—in each one of the sub-regions and countries 
that integrate the broad Latin American and Caribbean context (Fig. 17.2). 

One of the causes that could lay behind the growing impact of disasters triggered 
by hydroclimatic extreme events in this region is the change in global climate condi-
tions that are consistently warming water temperatures in the Pacific and Atlantic 
Oceans and that could be promoting a higher frequency and impact of extreme rain-
falls, and also harder manifestations of “La Niña” and “El Niño” climatic oscillations

Fig. 17.1 Total annual losses related to disasters triggered by meteorological and hydrological 
events. Source Munich Re Geo Risks Research cited on the website of the Insurance Information 
Institute III-2020
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Fig. 17.2 Main disasters types in Latin America and the Caribbean region. Source Food and 
Agriculture Organization FAO (2018) 

phenomena and its well-known effects in the intensity and frequency of droughts, 
storms, and floods in different countries (Wilches-Chaux 2007).

It has been also mentioned (Liñayo 2002; Wilches-Chaux 2007) that—beyond 
any kind of climatic changing consideration—the main cause that is behind the 
increasing frequency and impact of hydroclimatic disasters is the unsustainability 
level of the models of territorial occupation and development that characterize most 
of countries, and the permanent and exacerbated construction of urban and rural 
vulnerability scenarios that today characterize most Latin American and Caribbean 
regions. 

The fact is that, no matter the causes, disasters triggered by extreme hydroclimatic 
events have been continuously striking Latin American countries during last decades. 
Some examples of these destructive events that could be mentioned are the hurricane 
Mitch that hit several Central American countries in 1998, killing 11,000 persons 
and producing losses of 6 billion USD dollars; the floods and landslides of Rio de 
Janeiro (Brazil) that killed nearly 1000 persons in 2011; the floods and debris flows 
registered during “El Niño” phenomenon in 1997–1998 that killed 600 persons and 
left losses over 7.5 billion USD dollars; and the disaster of Vargas that stroke the 
north coast of Venezuela in December 1999 killing around 10.000 deaths (casualties 
moves between 1000 and 30,000 victims). 

To have a better idea about the real impact of each one of these disasters, we could 
mention about the last-mentioned event that the disaster of Vargas that hit Venezuela 
in December of 1999 is recognized as the worst disasters in the last decades that struck 
this country. During this event, torrential rains and severe mudslides killed thousands 
of people, destroying thousands of homes and collapsing almost all the infrastructure 
(potable water, roads, energy lines, phone lines, etc.) of the most affected areas. As a 
result of this situation, several coastal towns (Los Corales, Macuto, Mamo, El Piache, 
etc.) were buried under 1 to 3 m (3.2 to 9.8 feet) of mud and a high percentage of 
homes were simply swept away to the ocean. Estimated damages calculated for this
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Fig. 17.3 Example of the destruction left after the disaster of Vargas (Venezuela—December 1999) 

disaster were around 4 billion USD dollars. It is estimated that more than 8,000 
homes were destroyed, 75,000 people were displaced, and more than 60 km (37 
miles) of the coastline was significantly altered (Fig. 17.3). 

Painfully, since the occurrence of those terrible experiences, the regional level of 
exposition to this kind of disasters—far from being reduced–has increase during the 
last years, and multiple studies suggest (IADB 2021a;FAO 2018; EM-DAT  2021) 
that Latin America and the Caribbean are regions of the world where climate-related 
disasters will hit hardest the development efforts if compressive agendas for disaster 
risk reductions are not well designed and implemented in the near future. (Fig. 17.4). 

The urgency of that calls and the growing impact of climate-related disasters in 
Latin America has led to the emergence of a large number of initiatives focused to an 
adequately characterizing and comprehensively intervening of the complex condi-
tions that usually precede the impact of this type of calamities. In most cases, these 
efforts have been originated within the national institutional structures of regional 
countries and usually have been totally or partially supported by projects financed 
by the wide network of development cooperation agencies that currently work in the 
region. 

As the various protagonists and promoters of initiatives to reduce the impact of 
disasters have advance in the understanding of the multifactorial and highly complex 
nature underlying the causes of the aggravation of this problem in the region, a 
new and more comprehensive disaster reduction paradigm has been gaining ground 
throughout: The Integrated Management of Socio-natural Disaster Risks approach. 

Although a complete description of the fundamentals that characterize this partic-
ular way to comprehensively reduce the impact of disasters cannot be addressed in 
this article, it is important to mention that this approach invites us to understand disas-
ters—rather than as unexpected and unfortunate events—as undesired but inevitable 
manifestations of the unsustainability of the models of territorial occupation and 
development that characterize most of Latin American countries. In this sense, it is
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Fig. 17.4 Regional map of disaster risk indices (2019).Source Institute for Law of Peace and Armed 
Conflict at Ruhr University Bochum World Risk Report 2019—Global map of natural disaster risk 

essential to understand that it will be very difficult to reduce the regional impact of 
disasters as long as we fail to transform the social and institutional processes that 
allow—and also enhance—the permanent and exacerbated construction of urban 
and rural vulnerability scenarios that today characterize most Latin American and 
Caribbean countries. 

From a perspective of this nature, it is logical to promote a treatment of disaster 
problematic that should no longer be limited to merely preparing societies to respond 
adequately to future calamities, since this effort only addresses the “symptomatic 
treatment” of a disease that, as we mentioned above, is generated by the unsustain-
ability of the social and institutional development practices that prevail in the region.
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Socio-natural (because disasters clearly are not “naturals”) disaster risk management 
approach invites us to prioritize the identification, intervention, and transformation 
of the social and institutional processes that allow the construction of risk scenarios, 
and in this sense, it strives to identify better ways to avoid both that human settle-
ments continue becoming a threat to the dynamics of the natural environment and 
the territory and that the territory dynamics continue becoming a threat to human 
settlements (Wilches-Chaux 2007). 

The convincing power of above declarations has led various regional governments 
to assume a strong commitment to work toward strengthening their socio-natural 
disaster risk management capacities. A commitment that must be understood as 
a whole transformation of planning and implementation of national development 
processes, and that in no case can be addressed just as another task that can be assigned 
to national emergency management and/or disaster preparedness institutions. What 
socio-natural risk management promotes is an integral commitment to sustainability 
that needs to be addressed by each and every one of the sectorial actors of a nation’s 
development. In this sense, various regional countries have even conceptualized 
disaster risk management as the capacity of society and its officials to avoid the 
conditions that generate disasters by acting on the causes that produce them. In this 
sense, this national effort should be understood as a necessary characteristic of public 
management and a condition for the sustainability of any sectorial development effort. 

Unfortunately, and without failing to recognize the conceptual and normative 
advances that have been made in this sense in different Latin American countries, the 
poor impact in the reduction of impacts of disasters that these political commitments 
has had, at least so far, shows that a much more accentuated and concrete effort is 
needed to enable disaster risk management to move beyond the merely discursive 
and normative plane and can be translated into much more concrete and tangible 
agendas of sectorial action that could be really capable of stopping and reversing the 
unacceptable levels of vulnerability that can be found in most of Latin American and 
Caribbean countries. 

The concrete effort mentioned above seems to demand important regional agree-
ments of conceptual and methodological type, and in order to advance in this direc-
tion, the Inter-American Development Bank promoted during the second half of 
2017, a regional comparative study that could help in the definition of a comprehen-
sive strategy to strengthen national disaster risk capacities in case of events triggered 
by debris flows and floods. 

17.2 Materials and Methods 

The project in which this research is framed was entitled “Identification of Financial 
Strategies for Climate Change Mitigation in the Water and Sanitation Sector in Latin 
America and the Caribbean.” For this project, four main objectives were defined: (1) 
to analyze expected regional climate scenarios in the short and medium term; (2) to



17 Contributions to a Comprehensive Strategy Design … 439

identify financial strategies for adaptation to climate change in the water and sanita-
tion sector; (3) to identify financial strategies for climate change adaptation in solid 
waste management sectors; and (4) to identify comprehensive regional strategies for 
reducing the risks of torrential avalanches and floods. 

In relation to this last component, an effort was made—between June and 
December 2017, in which 45 regional experts from 14 countries participated—to 
diagnose and design consensus-based priority action and strategies, and in which 
the impacts associated with this type of disasters were analyzed, including the trend 
scenarios of frequency and associated impacts, the national legal frameworks, poli-
cies and commitments developed by each country on the subject, and various case 
studies considered to be illustrative of the impact and illustrative ways to potentially 
reduce this kind of disasters. 

In terms of the methodological approach that supported this study, it could be 
mentioned very briefly that a mixed approach was prioritized, combining qualitative 
and ethnographic1 methods—research approaches that are frequently used when 
dealing with organizational and/or social phenomena that are not strongly struc-
tured—with quantitative and statistical research methods that were particularly used 
in several statistical analysis and for design and use of indicators. Both efforts were 
also supported by a solid component of inquiry that was executed following the 
methodological principles that rule the documentary research. 

Finally, a major part of the process of collecting and discussing data and results 
about the multiple areas of knowledge involved in this project was developed through 
the use of the V-RED online training platform currently available at the Center for 
Integrated Risk Management Research (CIGIR), which, thanks to its advantages, 
made it possible to hold the 32 working meetings and 18 regional workshops that 
were required to achieve the objectives of this research. 

17.3 Results and Discussion 

From the process of regional comparative inquiry, diagnosis and consensual design 
of strategies, and priority actions developed within the framework of this research, 
it was possible to obtain an important set of products; however, given the space 
limitations defined for this editorial project, we will limit ourselves to describe in 
this article two central results: The first of these will be focused on summarizing 
the strategy that was proposed to promote integrated risk management for torrential 
avalanches and floods in Latin America and the Caribbean. 

The second result that we will summarize in this document shows the results of the 
efforts done to assess the comprehensiveness of the national commitments to reduce 
the risk of disasters associated to debris flows and floods, and that were assumed 
until 2017 by the countries of Latin America and the Caribbean, in the framework

1 Some methodologies used were stake holder analysis, interviews, comparative documental 
research, and consensus strategies as Snow Ball Sampling and Delphi analysis. 
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of their National Commitments (NDCs) considered as part of the Paris Agreement 
for the reduction of Climate Change COPXXI. 

17.3.1 Comprehensive Strategy for Action 

The strategy for debris flows and floods disaster reduction that was obtained after 
this effort promotes an agenda of 24 key actions that are distributed in 5 action areas. 
This scheme is largely based on the conceptual contributions suggested by Lavell & 
Maskrey (2014) as a general guide for the implementation of efforts aimed at the 
comprehensive management of socio-natural risks. 

In this sense, the original scheme suggested by Lavell shows that comprehen-
sive efforts to reduce disaster risk scenarios demand simultaneous and articulated 
execution of at least four basic groups of actions: 

17.3.1.1 Actions for the Identification and Characterization of Risk 

Focused in this particular case in efforts aimed at knowing in as much detail as 
possible, the levels of threat of torrential avalanches and floods that could exist in each 
territorial space of interest, as well as the levels of vulnerability of the infrastructure 
that could be exposed to such events. 

17.3.1.2 Actions for Prospective Risk Management 

Focused on the design and implementation of measures to avoid future exposure to the 
risk of debris flows/floods in the processes of development and territorial occupation 
that are currently being carried out in each country. This effort has been identified 
as the most efficient and clever that could be promoted to reduce socio-natural risks 
of this nature; however, its efficient and sustained application in weakly structured 
socio-institutional contexts such as those of Latin America is always very complex. 

17.3.1.3 Actions for Corrective/Compensatory Risk Management 

In this case, the efforts are directed to the prioritization, design, and development of 
investments in infrastructure and engineering works tending to mitigate/reduce the 
potential impact of debris flows and/or flood risks that already exist and have been 
adequately identified in specific urban and/or rural settlements. This group of actions 
includes mitigation measures that several experts refer as “structural measures” and 
whose high costs make it difficult for their widespread use in practically all the 
countries of the region.
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17.3.1.4 Actions for Reactive Disaster Response Management 
(Consummated Risks) 

This effort is essentially focused on strengthening institutional and social capacities 
that could guarantee a rapid and efficient response in case of disaster scenario. This 
type of effort constitutes the dominant paradigm of the regional agenda for risk 
reduction, and it is always important to point out that although its actions rarely 
prevent losses in development infrastructure exposed to torrential landslides and 
floods, they have proven to have the capacity to markedly reduce morbidity and 
mortality associated with this type of disasters. 

The original proposal based on these four areas of action was reviewed by various 
Latin American specialists, and, as a result of this, it was suggested that a fifth area 
of action be included. This fifth group of actions was termed cross-cutting regional 
priority actions, and inside three actions were suggested to maximize the efficiency 
and sustainability of the efforts that could be promoted within the framework of 
a comprehensive effort to reduce the impact of disasters associated with torrential 
avalanches or floods. 

The schematic version of this comprehensive and particularly regionally adapted 
strategy for debris flows and flood risk reduction is presented in Fig. 17.5, and in the 
next paragraphs, we will briefly describe both the main characteristics of each group 
of efforts suggested and the general orientation of each defined action. 

Fig. 17.5 Proposed strategy for integrated risk management of disasters associated with debris 
flows and floods in Latin America and the Caribbean region (IADB 2021b)
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17.3.2 Actions for Disaster Risk Diagnostic 
and Characterization 

In this first group, six actions were identified aimed at knowing in as much detail 
as possible, the levels of threat associated to debris flows, floods, mass movements, 
etc., to which the watersheds considered of interest could be exposed, as well as 
the different types of vulnerability that could exist in the human settlements located 
within them. 

One of the most important products that should be obtained as part of this effort 
is the identification of exposure spots to various extreme events—generated on the 
basis of two-dimensional hydrological simulation models—since these diagnoses are 
very useful for estimating losses associated with extreme events and for assessing 
the cost/efficiency of potential investments in mitigation projects (Fig. 17.6). 

The six priority actions suggested in this group are summarized in the Table 17.1. 

17.3.3 Actions for Prospective Disaster Risk Management 

In this second group, five actions were prioritized, and all of them focused on the 
design and implementation of measures that promote the effective control of terri-
torial occupation processes of areas that could be exposed in the future to the risk 
of floods/debris flows. This type of effort has traditionally been identified as the 
most efficient and clever way to reduce socio-natural risks of this kind; however, its 
application in regional contexts of Latin America is always very complex. 

Most of the actions proposed in this regard are usually aimed at strengthening the 
instruments and processes for planning and management of watersheds, territory, and 
urban growth, and this usually represents a major articulation and coordination effort 
due to the different levels of institutional competence that are usually involved in 
this type of task. In any case, the various actions suggested in this group always tend 
to strengthen the capacities of the organizations responsible for territorial planning 
and management processes, in order to ensure that disaster risk prevention could be 
adequately incorporated as a fundamental conditioning factor of the occupation and 
use of the territory. 

A very important and relevant aspect of the regional reality that was highlighted 
in this regard is the importance that these efforts could be linked with commu-
nity inclusion and empowerment initiatives that were considered fundamentals to 
ensure a successful implementation. In this sense, education and community work— 
when well understood and not limited to teaching the population what to do “before, 
during, and after” an adverse event—can become a very useful strategy to prevent 
the construction of future disaster risk scenarios. 

The intervention and empowerment of social actors in these planning processes 
should be based on approaches aimed at reversing the practices and social percep-
tions that promote the construction of highly vulnerable local contexts. In this
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Fig. 17.6 Example of debris flow hazard maps (2D simulation) prepared by the Institute of 
Mechanic of Fluids of the Central University of Venezuela (IMF-UCV cited on IADB 2021b)
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Table 17.1 Priority actions associated with the diagnosis of risk scenarios 

Item Purpose Action plans 

Baseline data inventory 
and production 

Includes the collection/production 
of cartographic base (GIS), digital 
elevation models, urban maps, 
inventory of actors/regulations, 
etc. of the area 

For the regional context, 
everything suggests that there is 
abundant information available 
in each country and that the 
effort should be focused on 
collection and systematization 

Strengthen 
hydrometeorological 
monitoring 

This involves 
evaluating/strengthening the 
existing climate monitoring 
capacity for that locality 

This effort should focus on the 
national organization responsible 
for hydroclimatic monitoring 

Hydrological 
study/modeling of the 
basin 

Determine flow characteristics 
(hydrographs) of estimated floods 
at different points and for different 
return periods 

The priority use of these studies 
is the proper management of 
water resources, but their results 
are of interest for hydroclimatic 
risk reduction 

Hydrological 
study/modeling of the 
basin 

Know the volume of sediments 
carried by normal and 
extraordinary flows and their 
granulometric characteristics 

Of great interest for the design of 
mitigation projects. Must be 
accompanied by 
geomorphological 
characterization of the basins 

Hazard 2D mapping Mapping of extent and hazard of 
areas exposed to floods/torrential 
landslides 

Based on mathematical 
simulation of flow (MMF) in 
digital elevation models (DTM) 
that allow estimation of 
depths/flow velocity 

Vulnerability 
characterization 

Identify both the degree of 
exposure of infrastructure and the 
potential impact that this could 
have in the event of an event 

As part of this effort, assessments 
of community risk perception 
levels and diagnoses of social 
vulnerability should be promoted 

sense, these processes should be oriented to provide the population the capacity 
to identify and promote more sustainable occupation practices, incorporating effec-
tive disaster prevention and mitigation criteria, without neglecting aspects of disaster 
preparedness, response, and recovery.

The five priority actions suggested for the prospective approach to disaster risk 
management of extreme hydroclimatic events DRM-HC are summarized in the 
following Table 17.2. 

17.3.4 Actions for Corrective Disaster Risk Management 

As mentioned above, this effort essentially aims the design and development of 
engineering works capable of mitigating/reducing damages that could be produced
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Table 17.2 Priority actions to promote prospective risk management 

Item Purpose Action plans 

Consolidate basin 
management plan 

Diagnose and strengthen plans, 
programs, and efforts that could 
be carried out for basin 
management 

This effort should give priority 
to the correction of inadequate 
intervention processes identified 
in the upper and middle areas of 
the basin 

Strengthen land 
management plans 

Diagnose and strengthen the 
land management plans that 
could govern the basin in which 
we are working 

This effort again requires a solid 
coordination with various 
entities and efforts in each 
country that take on this type of 
task 

Strengthen urban 
management plans 

Diagnose and strengthen the 
urban management plans that 
could govern the urban areas of 
the basin 

Here, the articulation should be 
prioritized with the sectorial 
entities of housing/urbanism 
and with the departmental, 
district, and township levels of 
government 

Strengthen occupancy 
regulations 

Inventory and strengthen the 
entire regulatory and legal 
framework that governs 
occupancy processes in areas 
that could be exposed to HC 
risk scenarios 

Here again, it is important to 
coordinate with departmental, 
district, and township 
governments 

Education and community 
intervention 

Consolidate locally relevant 
efforts to teach citizens—more 
than how to act before, during, 
and after an adverse 
hydroclimatic event—how to 
identify and better coexist with 
the natural dynamics of the 
watershed they occupy 

In the case of education, these 
efforts should focus on the 
existing school infrastructure. 
In the community issue, they 
demand initiatives that 
guarantee the citizen’s “right to 
know” and subsequently the 
negotiation of possible forms of 
action and community 
commitment to the 
sustainability of each locality 

in those debris flows and/or floods risks scenarios that already exist and that have 
been adequately identified. 

Unlike what was mentioned in the previous group of actions, corrective measures 
for hydroclimatic disaster risks are usually costly and tend to translate into investment 
projects that commonly require special funds that are not always available in the 
ordinary operating institutional budgets of most of the countries studied. Hence, the 
widespread use of these measures is often very difficult. 

In order to exemplify and classify the types of mitigation works that are most 
frequently used for the corrective management of disaster risk associated with torren-
tial landslides and floods in our region, a very simplified classification scheme is 
summarized in the following Table 17.3.
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Table 17.3 Objectives, goals, and structural measures for corrective management (IADB 2017) 

Objective Target Measure 

Reduce erosion Decrease surface erosion in 
watersheds 
Increase stability of slopes and 
carcaves 
Decrease vertical and lateral 
erosion in streambeds 

• Watershed management 
• Reforestation and soil 
bioengineering 

• Drainage control 
• Terracing 
• Stabilization of unstable 
slopes and gullies 

• Bottom control by means of 
sleepers or dams 

• Control of flows by means of 
sleepers or stepped dams 

• River bank protection 

Debris flow control Interception and retention of 
sediments 
Flow detour to adjacent areas 
Flow conveyance to safe areas 

• Open and closed dams 
• Sedimentation ponds 
• Flow diversion and 
channelization works 

• Channelization of the 
waterway downstream of the 
last retention dam 

River flood control Stabilize processes/spaces 
susceptible to generate mass 
movements 

• Longitudinal berms and dikes 
• Storage ponds/reservoirs for 
flood cushioning 

• Increasing channel conveyance 
capacity (cutting of meanders, 
widening, or deepening of the 
channel, flow diversion) 

Geotechnical stabilization 
works 

Estabilizar procesos/espacios 
susceptibles generar 
movimientos de masas 

• Cable-stayed screens 
• Retaining walls 
• Control of surface/served 
waters 

The high cost of these efforts usually demands a solid economic justification on 
the part of decision makers, and in this sense, it is once again important to high-
light the contribution that 2D mapping of urban hazard areas can provide for this 
purpose. It should be remembered that these diagnoses—when are created with good 
mathematical simulation models of expected flows (MMF) and supported with solid 
digital elevation models (DEM)—make it easier to compare the estimated economic 
damages that could be recorded in anurban area if the basin were not intervened, 
with the damages that would be recorded if a set of mitigation works were developed 
(Fig. 17.7). From the contrast of both scenarios, it is easy to estimate the savings 
that could be made, and this can become a solid justification for the investments that 
could be required. 

One last but important aspect that is not often considered when this type of projects 
is undertaken is that when a single mitigation initiative is promoted, it is always 
important to plan integrally and with a long-term view how that specific mitigation
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Fig. 17.7 Simulations of debris flow damages in an urban watershed (Cerro Grande— 
Vargas/Venezuela) with and without mitigation works (Bello & López 2010 cited on IADB 
2021b) 

project should be integrated with the rest of mitigation works that may be required in 
a basin to guarantee an integral intervention. Regional experience suggests that it is 
important to avoid isolated initiatives that tend to ignore the fact that these works must 
eventually operate in coordination with other complementary works—even those not 
yet built—in order to maximize their efficiency in the long term. 

The six priority actions suggested for the corrective approach to disaster risk 
management of extreme hydroclimatic eventsDRM-HC are summarized in Table 
17.4. 

17.3.5 Actions for Preparation and Response (Reactive 
Disaster Risk Management) 

Reactive risk management measures constitute efforts that is focus essentially on 
strengthening institutional and community coordination capacities that guarantee a 
rapid and efficient response in case of consummation of hydroclimatic risk scenarios 
in disaster (Fig. 17.8). 

The design and implementation of Early Warning Systems—also known by their 
acronym EWS—are currently the most widespread strategy to promote social and 
institutional preparedness and response capacities in case of disasters associated 
with the occurrence of extreme hydroclimatic events, and the worldwide interest and 
increasingly frequent use of EWS have given rise to the establishment of a signifi-
cant number of guiding principles, methodological guidelines, and even checklists
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Table 17.4 Priority actions associated with corrective disaster risk management 

Item Purpose Action plans 

Integrated mitigation 
working plans 

Generate preliminary plans that 
identify and articulate the 
different mitigation works that 
could be undertaken in a 
watershed 

This effort serves to avoid 
common mistakes in the region 
that are associated with ad hoc 
interventions with no overall or 
long-term vision 

Sediment control projects Develop works to reduce 
surface erosion on slopes, 
increase stability of slopes and 
gullies, and/or reduce vertical 
and lateral erosion in river beds 

They include reforestation and 
soil bioengineering, drainage 
control, terracing, stabilization 
at the foot of unstable slopes 
and gullies, control of the 
riverbed by means of sleepers 
or stepped dams, and bank 
protection 

Flood control projects Develop mitigation works to 
reduce water levels and river 
flood spots 

Includes the use of berms and 
longitudinal dykes, storage 
ponds/flood buffers, increasing 
channel conveyance capacity 
(meander cutting, widening, 
deepening, diversion, etc.) 

Debris flow control projects Develop works for the 
interception and retention of 
materials, diversion of flows to 
adjacent areas, or their 
conveyance to safe areas 

Includes the use of open, 
semi-closed, and closed dams, 
retention ponds, diversion and 
channelization work, 
installation of screens for 
material retention, etc. 

Slope stabilization projects Develop works for stabilization 
of land susceptible to mass 
movements (landslides, slides, 
or flows) 

Aimed at reducing risks 
associated with 
geomorphological processes 
and include the use of 
cable-stayed screens, retaining 
walls, terracing, etc. 

Mitigation works for the 
protection of strategic areas 

Special works for the 
reinforcement and protection of 
strategic points 

These are always very specific 
interventions that include 
reinforcement, retaining walls, 
etc. 

that have been developed (ISDRR-UNO 2005) by various specialized international 
organizations to guide the effective use of this kind of effort. 

A mistake that is frequently made when proposing Early Warning Systems for 
extreme hydroclimatic events capable of generating floods, torrential avalanches, etc. 
is the assumption that such efforts must be focused only on the implementation of tele-
metric detection networks and monitoring stations for meteorological and/or hydro-
logical variables; this mistake promotes that these initiatives are usually assigned 
to experts in areas such as meteorology, hydraulics, electronics, instrumentation, 
remote sensing, and telecommunications.
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Fig. 17.8 Examples of typical torrential landslide risk mitigation works. The upper figures show 
metal barriers for protection against torrential landslides built in the mountains of Chosica in Lima 
(Peru). Source GEOBURG cited on IADB (2021c). The figures in the middle and bottom of the 
page show different types of mitigation works built in the watersheds of Vargas state. Source López 
(2011) cited on IADB (2021b) 

This erroneous conception has been pointed out by various international organi-
zations and even in various international forums specialized. In these spaces, global 
standards and guidelines have been defined which establish that EWS efforts imply 
a set of actions and investments in the following four components or subsystems: 
monitoring subsystem, hazard characterization subsystem, institutional articulation 
and coordination subsystem, and the social and public community awareness and 
articulation subsystem. On the basis of these four subsystems suggested by the UN 
International Strategy for Disaster Reduction, the priority actions were suggested for 
the reactive treatment of the risk of floods and torrential landslides in our study were 
defined. 
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Table 17.5 Priority actions associated with preparative and response to disasters 

Item Purpose Action plans 

Inventory/evaluation of EWS 
Early Warning Systems SAT 

Inventory, evaluate and 
strengthen existing early 
warning initiatives and/or 
define new EWS that should be 
consolidated in the basin 

It is assumed that the most 
accepted mechanism for HC 
disaster preparedness/action is 
the EWS, and in this sense, 
efforts to strengthen its 4 
constituent subsystems are 
promoted 

Monitoring subsystem Design, installation, and 
maintenance of devices to 
control hydroclimatic 
parameters that could activate 
response protocols 

It has been noted that large 
national synoptic climate 
monitoring networks do not 
always provide the intensity or 
scale of monitoring that an 
EWS requires. (ISDRR-EWC) 

Threat characterization 
subsystem 

Identify geo-spatially the levels 
of exposure to floods that could 
occur in the local space in 
which an EWS  system  is  
installed and operates 

This effort can be covered with 
the geospatial hazard 
characterization efforts 
mentioned in the diagnostic 
actions 

Institutional articulation 
subsystem 

Definition, dissemination, and 
validity of the 
inter-institutional coordination 
protocols that should govern 
the operation of the EWS 

This defines where the data 
arrive, who processes them, 
and what decisions and 
inter-institutional action 
should be taken in the event of 
an alert declaration 

Social articulation subsystem Ensuring that the population is 
aware of the existence of the 
EWS and is articulated and 
empowered in its management 
and operation 

It has been demonstrated in 
international comparative 
studies (EWCII 2003) that this 
is one of the weakest links and 
that it has had the greatest 
impact on the failure of these 
systems in the world 

Some characteristics associated with each suggested action are presented in Table 
17.5. 

17.3.6 Cross-Cutting Priority Actions 

The inclusion of this fifth group of actions was essentially due to the recommen-
dations of various regional specialists who considered that it was very important to 
include some concrete efforts and could be convenient to maximize the efficiency and 
sustainability of a comprehensive agenda for debris flows and flood risk reduction 
in a context such as the Latin American one.
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As part of the concrete actions of this last group, it was suggested to include 
efforts considered as baseline and cross-cutting conditions that could maximize the 
probability of success of the whole process. The first type of actions suggested 
here is related to the design and implementation of applied research agendas that 
promote the existence of permanent spaces for discussion, diagnosis, and design of 
new proposals. In this sense, it was considered essential that the design of this effort 
be based on processes of broad consensus among experts from different disciplines. 

The second and third set of actions are aimed at establishing mechanisms to 
promote the implementation of efforts at local and community levels, and in this 
sense, the design of instruments for management control and evaluation of efforts at 
local government levels is proposed. Finally, a permanent effort of strengthening 
of community participation and empowerment to promote governance for local 
management of risk scenarios is suggested (Table 17.6). 

Table 17.6 Cross-cutting priority actions 

Item Purpose Action plans 

Applied research agenda Consolidate an applied 
research and technology 
development agenda to 
permanently support 
hydroclimatic risk 
management efforts 

Efforts of this nature could be 
promoted by the entities 
promoting scientific and 
technological development 
policies in each country 

Local DRM-HC 
evaluation/monitoring 

Consensually define a set of 
indicators of risk reduction 
performance levels that 
characterize local levels of 
government 

In this sense, it is suggested to 
promote the review and 
adaptation of regional efforts 
that have allowed the 
construction and use of DRR 
indexes for local government 
levels, instead of the direct 
application of these tools 

Actions for community 
governance and empowerment 

Establish principles, 
mechanisms, and forms of 
action and articulation that 
promote participation, 
empowerment, and 
community co-management of 
the different initiatives to be 
implemented for local risk 
management 

This is one of the most 
complex challenges that must 
be addressed, and for this, it is 
convenient to review the 
serious regional efforts that 
have been developed to 
characterize/intervene the 
social perception of risk and 
social vulnerability and 
improve the socialization of 
information
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17.3.7 Assessment of the Comprehensiveness of Country 
Commitments 

The last product that we would like to refer to in this document is linked to the 
comparative assessment of the level of comprehensiveness of the efforts to reduce the 
risk of debris flows and floods that was promoted by the countries of Latin America 
and the Caribbean. To achieve this, we proceeded to construct an indicator that we 
called Sectorial Index of Country Commitment to Flood and Torrential Flood Risk 
Management (ICPGRIAT), which could facilitate—based on the systematic review 
of the documents of national progress in the fulfillment of commitments acquired by 
nations as part of the Paris Agreement COP XXI (NDCs)—the quantification of the 
level of comprehensiveness of the efforts to reduce the risk of this type of disasters 
in each country of the region. 

The rating scale defined for this valuation instrument varies in a range from 0— 
which represents no reference in the country’s NDCs to initiatives for Flood and 
Landslide Risk Management—to 4—which represents strong and explicit support 
for Flood and Landslide Risk Management in the country’s NDCs. The results of 
this exercise allowed us to define that the regional average value (µ) of the use of this 
indicator in Latin America and the Caribbean countries was 1.60, with a maximum 
score found in Argentina (2.62) and a minimum in Suriname (0.42). It should be noted 
that this assessment made it possible to point out that for the moment of the evaluation 
(2017), most of the countries of the region shows ICPGRIAT below 2, and that was 
the minimum suggested baseline that—in the opinion of regional experts—should 
be accepted (Fig. 17.9). 

Additionally, to the “global” assessment of the comprehensiveness of national 
efforts for the reduction of debris flows and flood disasters that was developed through 
the application of the ICPGRIAT, assessments of the comprehensiveness of the partial 
efforts that were developed by the countries in each of the groups of actions that were 
suggested in the regional strategy to promote the comprehensive reduction of the risk

Fig. 17.9 ICPGRIAT values obtained for Latin America and the Caribbean (IADB 2021c)
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of debris flows and floods were also measured as part of this effort. The results of 
these diagnoses are shown in the following figure (Fig. 17.10).
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Fig. 17.10 ICPGRIAT values obtained for each of the first 4 groups of actions defined in the 
strategy for integrated management of torrential landslide and flood risks in Latin America and the 
Caribbean (IADB 2021b)
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17.4 Conclusions 

The multifactorial and highly complex nature underlying the causes of the worsening 
impact of disasters—particularly in contexts as complex as those prevailing in Latin 
America and the Caribbean—demands multiple efforts to unveil and try to intervene 
the reasons for the growing impact of disasters. As a result of this effort, it is essential 
to understand that it will be difficult to reduce the impact of socio-natural disasters 
in the countries of this region of the planet as long as we fail to transform the 
processes that currently enhance the levels of vulnerability and unsustainability that 
characterize most of our models of development and land occupation. 

Along this article has been summarized the experience and main results of a 
regional comparative research carried out during 2017 by the Research Center for 
Disaster Risk Reduction (CIGIR) with the purpose of identifying financial strategies 
for reducing the risk of disasters associated with the occurrence of floods and debris 
flows in the particular context of Latin America and the Caribbean, a region of the 
world that is recognized by its high levels of disaster risk associated with extreme 
hydroclimatic events. 

It has been briefly described in this article how the lessons left by last regional 
disasters have been promoting during last few decades important advances toward an 
approach to a comprehensive management of socio-natural disaster risks reduction, 
but more and better specific action agendas still are required for a better advance in the 
goal to reduce the impact of floods, debris flows, and similar extreme hydroclimatic 
events. 

To cooperate in the definition of a comprehensive strategy for risk reduction of 
this kind of disasters, it has been proposed here a comprehensive action agenda that 
contemplates five large areas of intervention, that include a total of 25 specific priority 
actions that must be attended. This action agenda allowed us to assess of the levels 
of comprehensiveness of the efforts that has being made by the countries of Latin 
America and Caribbean in order to reduce their risks of hydroclimatic disasters. 

As a result of this research, it has been possible to provide to a better understanding 
of the complexity of actions related with the goal to reduce the impact of disasters 
in a regional context characterized by very complex scenarios of inadequate land 
occupation, poverty, unequal rich distribution, and where hydroclimatic disasters 
essentially should be understood as a symptomatic manifestation of a long chain 
of unsustainable development processes which tend to build permanently the risk 
scenarios that will precede the impact of future calamities. 
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