
FIR Filter Design Using Grasshopper
Optimization Algorithm

Sandeep Singh, Gagan Singh, Sourav Bose, and Shiva

Abstract In this paper, digital finite impulse response (FIR) low-pass filter (LPF)
and high-pass filter (HPF) are designed using a novelmeta-heuristic algorithmnamed
grasshopper optimization algorithm (GOA). The GOA is meta-heuristic population-
based optimization algorithm, which mimics the food searching behaviour of the
grasshopper. The filter design aims to evaluate the optimal filter parameters and find
theminimumobjective function value so that the output of the designed filtermatches
with the output response of the ideal filter. Mean square error (MSE) is taken as the
error objective function. The results obtained usingGOAare comparedwith the other
two algorithms, namely particle swarm optimization (PSO) algorithm and grey wolf
optimization (GWO) algorithm. The simulated results reveal that GOA is best suited
algorithm for FIR filter design problem.

Keywords FIR filter design · Mean Square Error · Particle Swarm Optimization
Algorithm · Grey Wolf Optimization Algorithm · Grasshopper Optimization
Algorithm

1 Introduction

In digital signal processing (DSP), filters have a significant role so that useful informa-
tion can be processed.Digital filters are used for different applications in domains like
signal processing, communication systems, channel equalization and noise reduction
[1]. Digital filters are most used in signal separation and restoration. When noise or
external signal is added to the information, then separation is needed and restoration
is required when the receiving or transmitting signal gets deformed. Besides, these
digital filters have a wide range of applications in image processing [2–4], system
modelling [5–9], speech processing [10] and audio processing [11].

Digital filters are classified as finite impulse response (FIR) and infinite impulse
response (IIR) filters. The present output of the FIR filters depend upon the present
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input samples only. FIR filters are designed recursively and have the characteristic
of linear phase and stability, whereas the present output of IIR filters depend upon
the present and past input and past output also. They have non-recursive nature
and require fewer coefficients and less storage in comparison with FIR filters. Easy
implementation, high stability and linear phase are the main attributes of FIR filters.
In literature, FIR filters are designed using conventional methods such as windowing
method and frequency sampling method. But due to lack of the control on cut-off
frequency and transition width these conventional methods fails. This motivated the
researchers to use the swarm-based optimization algorithms.

In this paper, a newly proposed optimization algorithm called grasshopper opti-
mization algorithm (GOA) [12] is used for the design of FIR low-pass filter (LPF) and
high-pass filter (HPF). The results obtained using GOA are compared with other
two existing algorithms, particle swarm optimization (PSO) [13] and grey wolf
optimization (GWO) [14] algorithms.

The exclusive features of GOA are as follows:

1. The GOA does not get trapped in local minima, and it does not concentrate
towards the target too hastily as for exploration and exploitation, Different
weights are used.

2. Unlike other algorithms, in GOA, updating of position of search agents depends
on all the search agent positions. This makes GOA different from other
algorithms.

3. It has less elapsed time and fast convergence.

The whole paper is organised as: Sect. 2 describes the problem formulation,
Sect. 3 briefly explain the applied GOA. Section 4 discusses the results and analysis
and Sect. 5 concludes the work done.

2 Problem Formulation

The system transfer function of FIR filter is given by

D(z) =
K−1∑

k=0

d(k)z−k (1)

where d(k) denotes the filter coefficients and K represents the length while K − 1
is order of the filter. Our purpose is to evaluate the optimal value of filter coef-
ficients, using PSO, GWO and GOA, in such a manner that the designed filter
response converges towards ideal filter response. Stop band ripples, lower pass band
ripples, reduced transition bandwidth and higher stop band attenuation are some of
the desiderate attributes of the filter. The filter coefficients d(k) represent dimension
of search agents in evolutionary algorithms under consideration while the position
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of search agents is updated until maximum iteration is met or minimum value is
achieved by error fitness function.

The magnitude response of digital FIR filter can be written as:

D(ω) =
K−1∑

k=0

d(k)e− jωk (2)

ω is the digital frequency between −π to π in rad/s.
The fitness function plays an important role in process of designing a FIR filter.

Different fitness functions might give different results for same problem. The fitness
function defines the relative importance of a design. A higher fitness value implies a
better design. The fitness function may be defined in several different ways. There-
fore, appropriate choice of error objective function is crucial to get the bona fide
output. Mean square error (MSE) is taken as error objective function given in Eq. 3.
The minimization of MSE between the ideal and evaluated response of the filter in
terms of magnitude is the primary objective of this paper.

E(ω) = 1

ω

∑
∀ω

(|Did(ω)| − |D(ω)|)2 (3)

3 Grasshopper Optimization Algorithm

Grasshoppers creates one of the largest group found in nature for food-seeking, even
though they are individual in nature. Nymph and adulthood exhibit this swarming
behaviour. Gravity force on the grasshopper, social interaction between grasshoppers
and direction of the wind are the factors which affect process of seeking food. The
strength of attractive forces and repulsive forces between grasshoppers constitute
social interaction. Since nymph do not have wings, therefore, their movement is also
affected by direction of wind. It is assumed that direction of wind is in the direction of
target. Force of gravity is not taken into consideration while evaluating next position
of agent. Next position which is denoted by Xt+1 of a search agent can be evaluated
using following equation

Xd
i = c

⎛

⎝
N∑

j=1

c
ubd − lbd

2
s

( ∣∣∣x j
d − xdi

∣∣∣
) x j − xd

di j

⎞

⎠ + Td (4)

First c behaves as the inertia weight in order to support exploration while another
c represents the diminishing factor which shrinks all the comfort zones to achieve
the best exploitation. S represents the social interaction force on grasshopper while
target position is denoted by Td .
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Fig. 1 Flowchart of GOA

c = Cmax − l
Cmax − Cmin

L
(5)

The value of c gets updated in compliance with Eq. 5, which varies on the value
of iteration l that changes from one to maximum iteration L (maximum iteration)
(Fig. 1).

Algorithm of Grasshopper Optimization

1. Initialize swarm N, Cmax, Cmin and highest iterations L
2. Initialize ωn, k, ωl, ωu

3. T = Target search agent (best)
4. While (l < L)

a. Update c as given in equation

5. For each search agent

a. Evaluate error fitness value using Eq. (3)
b. Get T (best search agent)
c. Current position of agent is updated using Eq. (4)
d. Check if search agent is overflowing boundaries, if yes, relocate it

6. End for
7. If there is a better solution, Update T
8. l = l + 1
9. End while
10. Return T
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4 Result Analysis

The results of FIR 30th order low-pass and high-pass filter designed using PSO,
GWO and GOA are evaluated. A total of 31 optimal filter parameters and MSE are
calculated of all the three algorithms. MATLAB version R2007b software is used
for attaining the results on computer having i5 10th Generation, 3.20 GHz and 8 GB
RAM.

4.1 Low Pass Filter

GOA, PSO and GWO are used to build the 30th order LPF having cut-off frequency
0.5π. To verify the performance of applied GOAoptimal parameters, minimumMSE
andmagnitude profile are taken as performance measures. A total of 31 optimal filter
parameters are calculated of GWO, PSO and GOA. These calculated coefficients are
listed in Table 1. Statistical results of MSE are obtained and described in Table 2.
Based on the evaluated results, it can be stated that GOA is the right choice for FIR
filter design problem.

Table 1 Optimal values of coefficient for low-pass filter

Coefficients Algorithms

d(k) GOA GWO PSO

d(1) = d(31) 0.002974 −0.009662 −0.060535

d(2) = d(30) 0.004206 −0.052051 −0.127387

d(3) = d(29) 0.004598 −0.052079 −0.139994

d(4) = d(28) −0.000082 0.000191 −0.068167

d(5) = d(27) −0.002873 0.002382 0.047525

d(6) = d(26) −0.016523 −0.081511 0.174482

d(7) = d(25) −0.057546 −0.106657 0.305179

d(8) = d(24) −0.108592 −0.018908 0.360952

d(9) = d(23) −0.145199 −0.007881 0.227013

d(10) = d(22) −0.177904 −0.236520 −0.030196

d(11) = d(21) −0.230559 −0.465051 −0.131969

d(12) = d(20) −0.256672 −0.359833 0.043604

d(13) = d(19) −0.181992 −0.003267 0.235016

d(14) = d(18) −0.049464 0.210026 0.154931

d(15) = d(17) 0.034123 0.140082 −0.068761

d(16) 0.069105 0.003435 −0.110270
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Table 2 Statistical results of MSE for 30th order low-pass filter

Algorithms Mean Median Standard deviation Best Worst

PSO 0.0006261 0.0003793 0.00057613 0.0000696 0.0012176

GOA 0.0001013 0.0001343 0.00008083 0.00000529 0.00018906

GWO 0.0013840 0.0011752 0.00063232 0.00088929 0.0024147

Fig. 2 Magnitude response of 30th order FIR LPF

Figure 2 represents the graphical representation of the normalized magnitude
response of low-pass filter of the algorithms GOA, PSO and GWO. Table 2 clearly
specifies that the GOA is best among the three as it has the lowest value of the
statistical results obtained as the best value obtained for GOA is 0.00000529 with
standard deviation of 0.00008083.

4.2 High Pass Filter

GOA, GWO and PSO are used to build 30th order high-pass filter having cut-off
frequency 0.5π. The performance analysis of applied GOA in terms of optimal
parameters, minimum MSE and magnitude profile is done. A total of 31 optimal
filter parameters of PSO, GWO and GOA are calculated. These calculated coeffi-
cients are listed in Table 3. Statistical results ofMSE in terms of best, worst andmean
values are obtained and are described in Table 4. Based on the evaluated results, it
can be observed that GOA is best suited for FIR filter design problem.
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Table 3 Optimal values of coefficient for high-pass filter

Coefficients Algorithms

d(k) GOA GWO PSO

d(1) = d(31) −0.011044 −0.000112 −0.008881

d(2) = d(30) 0.014477 0.003834 0.010540

d(3) = d(29) −0.003506 −0.000089 0.000966

d(4) = d(28) −0.025647 −0.054498 −0.036362

d(5) = d(27) 0.033194 0.075735 0.076116

d(6) = d(26) 0.006496 −0.000973 −0.045934

d(7) = d(25) −0.048536 −0.086302 −0.062135

d(8) = d(24) 0.033809 −0.000232 0.153233

d(9) = d(23) −0.004093 0.122914 −0.146555

d(10) = d(22) 0.007811 −0.010648 0.073185

d(11) = d(21) 0.008518 −0.326612 0.028163

d(12) = d(20) −0.089737 0.493445 −0.178168

d(13) = d(19) 0.114505 −0.301954 0.303609

d(14) = d(18) 0.049272 −0.001523 −0.228606

d(15) = d(17) −0.231102 0.075495 −0.040295

d(16) 0.124234 0.000491 0.214423

Table 4 Statistical results of MSE for 30th order high-pass filter

Algorithms Mean Median Standard deviation Best Worst

GOA 0.0001670 0.0001886 0.00006853 0.00007381 0.00024633

GWO 0.0025153 0.0016288 0.00185862 0.0011986 0.0056436

PSO 0.0003334 0.0002294 0.0006792 0.00013409 0.0016351

Figure 3 represents the graphical representation of the normalized magnitude
response of high-pass filter of the algorithms GOA, PSO and GWO. Table 4 clearly
specifies that the GOA is best among the three to as it has the lowest value of the
statistical results obtained as the best value for GOA obtained is 0.00007381 with
standard deviation of 0.00006853.

5 Conclusion

This work considers the design of FIR LPF and HPF, 30th order using PSO, GWO
and GOA and set side by side the performance between the three in terms of their
proficiency to advance towards the ideal filter response. Filter coefficients forLPFand
HPF have been attained by minimizing the error function. GOA-based FIR filter was
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Fig. 3 Magnitude response of 30th order FIR HPF

found to provide the best solution in comparison between the other two algorithms
and provides least pass band ripple, stop band ripple and greater attenuation stop
band.
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6. Latifoğlu F (2013) A novel approach to speckle noise filtering based on artificial bee colony
algorithm: an ultrasound image application. Comput Methods Programs Biomed 111(3):561–
569

7. Zhang S, Salari E (2003) Reducing artifacts in coded images using a neural network aided
adaptive FIR filter. Neurocomputing 50:249–269



FIR Filter Design Using Grasshopper Optimization Algorithm 257

8. Zhang S (2011) Image denoising using FIR filters designed with evolution strategies. In: 2011
3rd International workshop on intelligent systems and applications. IEEE, pp 1–4

9. Torbati N, Ayatollahi A, Kermani A (2013) Ultrasound image segmentation by using a FIR
neural network. In: 2013 21st Iranian conference on electrical engineering (ICEE). IEEE, pp
1–5

10. Zahorian S, Gordy P (1983). Finite impulse response (FIR) filters for speech analysis and
synthesis. In: ICASSP’83. IEEE international conference on acoustics, speech, and signal
processing, vol 8. IEEE, pp 808–811

11. Ponce H, Ponce P, Molina A (2014) Adaptive noise filtering based on artificial hydrocarbon
networks: an application to audio signals. Expert Syst Appl 41(14):6512–6523

12. Mirjalili SZ,Mirjalili S, SaremiS, FarisH,Aljarah I (2018)Grasshopper optimization algorithm
for multi-objective optimization problems. Appl Intell 48(4):805–820

13. Aggarwal A, Rawat TK, Upadhyay DK (2016) Design of optimal digital FIR filters using
evolutionary and swarm optimization techniques. AEU-Int J Electron Commun 70(4):373–385

14. Mirjalili S, Mirjalili SM, Lewis A (2014) Grey wolf optimizer. Adv Eng Softw 69:46–61


	 FIR Filter Design Using Grasshopper Optimization Algorithm
	1 Introduction
	2 Problem Formulation
	3 Grasshopper Optimization Algorithm
	4 Result Analysis
	4.1 Low Pass Filter
	4.2 High Pass Filter

	5 Conclusion
	References




