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Abstract. Recently, memristor based binarized convolutional neural network has
been widely investigated owing to its strong processing capability, low power con-
sumption and high computing efficiency.However, it has not been widely applied
in the field of embedded neuromorphic computing for manufacturing technology
of the memristor being not mature. With respect to this, we propose a method for
obtaining highly robust memristor based binarized convolutional neural network.
To demonstrate the performance of the method, a convolutional neural network
architecture with two layers is used for simulation, and the simulation results show
that binarized convolutional neural network can still achieve more than 96.75%
recognition rate on MNIST dataset under the condition of 80% yield of the mem-
ristor array, and the recognition rate is 94.53% when the variation of memristance
is 26%, and it is 94.66% when the variation of the neuron output is 0.8.
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1 Introduction

Binarized convolutional neural network [1, 2] has obtained much attention owing to its
excellent computing efficiency [3] and fewer storage consumption [4]. However, when
faced with complex tasks [5], the depth of the neural network will become deeper and
deeper [6], increasing the demands on the communication bandwidth. And constrained
by the problem of memory wall [7] in von Neumann architecture, it is difficult to realize
further improvement in computing speed and energy efficiency.

Fortunately, the emerging ofmemristor [8] based computing system provides a novel
processing architecture, viz., processing-in-memory (PIM) architecture [9], solving the
memorywall problem existed in vonNeumann architecture. Because the core computing
component in PIM architecture, memristor array, is not only used to store weights of neu-
ral network but also to execute matrix-vector multiplier, data transferring between mem-
ory and computing units is avoided, thus decreasing the requirements of communication
bandwidth and improving computing speed and energy efficiency.
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Nevertheless, the manufacturing technology of the memristor is still not mature, the
manufactured devices existing many non-ideal characteristics [10, 11], such as yield
rate of memristor array and memristance variation, which degrades the performance of
application program running on the memristor based computing system. In response
to this, we propose a method to keep the performance of the binarized neural network
running on memristor based computing system.

2 Binarized Convolutional Neural Network and Proposed Method

2.1 Binarized Convolutional Neural Network

The architecture of the binarized convolutional neural network used for simulation only
two layers, which is proposed in our previous work [12]. And the detail information of
the binarized convolutional neural network is shown in Fig. 1.
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Fig. 1. Detail information of the binarized neural network

For the binarized convolutional neural network shown in Fig. 1, the input images of
the network are first processed into binary, viz., the pixel value of them is processed to
be 0 or 1. And the processing function is shown as follows:

f (x) =
{
0 x ≤ 0.5

1 x > 0.5
(1)

The output type of the activation is the same as the input, viz., 0 or 1, and the express
of the binarized function is shown as follows:

f (x) =
{
0 x ≤ 0

1 x > 0
(2)

The binary form of the weight parameters in the binarized neural network is +1 or
−1, and the processing function is shown as follows:

f (x) =
{

−1 x ≤ 0

+1 x > 0
(3)
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2.2 Proposed Method

The principle of the proposed method is to inject Gaussian noise into the binary weights
and binary function of activation during the forward propagation of the training process.
The purpose of injecting Gaussian noise into the weights is to improve robustness of the
binarized neural network to device defects, while the counterpart of that is to improve
the robustness of the network to neuron output variation.
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Fig. 2. Training process of binarized neural network

With Gaussian noise injected into the weights, the detail training process of the
binarized convolutional neural network can be seen in Fig. 2. And it can be seen from
Fig. 2 that the ‘Noise’ represents the random value sampled from Gaussian noise which
follows normal distribution, and it is added to the binary weights, namely WB_conv and
WB_fully, to get the weights WConv and WFully. Then, the weights WConv and WFully are
used to perform convolution and vector-matrix multiply operation with inputs. In the
weights updated phase of backward propagation, the weightsWF_conv andWF_fully being
float-point are updated according to the algorithm of gradient descent [13]. What should
be noticed is that,since the gradient of the binary activation function at the non-zero
point is 0, and the gradient at the zero point is infinite, we use the gradient of the tanh
function to approximate the gradient of the binary activation function.

Fig. 3. Example of injecting noise into binary activation function
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The implementation scheme of injecting the Gaussian noise into binary activation
function can be seen in Fig. 3.

As can be seen in Fig. 3, the original outputs of the binary activation function only
have two types of values, that is 0 and 1. And the value sampled from the Gaussian
noise is float-point type. Therefore, the final type of the pixel value in the feature map
is float-point.

3 Experiments

3.1 Simulation Settings

All the experiments in this study are conducted using a computer with 24 GB DDR4,
Intel Core i7-8750H CPU (2.2 GHz), and a Nvidia GTX 1050 graphics card, and the
Tensor flow [14] open-source library is used to train the binarized neural network. The
simulation results are obtained usingMonte-Carlo simulationmethod in Python.Another
simulation settings are shown as following.

(1) Parameters of memristor model
During the simulation process, two Pt/HfO2:Cu/Cu memristors [15] are used for
representing one weights in the binarized convolutional neural network. And the
average resistance value of the memristors with high resistance state (HRS) or low
resistance state (LRS) is 1 M� and 1 K�, respectively.

(2) Parameters for training binarized convolutional neural network
The MNIST dataset is divided into three subsets, viz., training set including 55,000
images, validation set containing 5000 images, and testing set composed of 10,000
images. The number of epoch for training network is 100, and the value of the
batch size for gradient descent optimization algorithm is also 100. In addition to
that, exponentially decaying learning rate is applied, and the initial learning rate is
0.01.

(3) Model of non-ideal characteristics
The defects considered in our experiments include three types, namely yield rate
of the memristor array, resistance variation of the memristor and neuron output
variation.

For the problemof the yield inmemristor array,meaning that there are some damaged
devices in the array and each damaged device either sticks at GHRS (conductance value
corresponding tomemristor in the stateHRS) orGLRS (conductance value corresponding
to memristor in the state of LRS), the resistance in memristor array is randomly changed
to be GHRS or GLRS for emulating the yield rate problem. And an assumption has been
made that there is 50% possibility for each damaged device being stuck at GHRS or GLRS.

As for the problem of the resistance variation of the memristor, the resistance of
the memristors in the state of HRS (LRS) in array is not exactly 1M� (1K�), but
fluctuates around 1M� (1K�). Therefore, during the simulation process, the model of
the resistance variation is depicted as Eq. (4):

R N (μ, σ 2
v ) (4)
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In Eq. (4): the parameter μ represents the average value of the memristance in HRS
or LRS, viz., 1M� in the state of HRS and 1K� in the state of LRS. The parameter σv
should satisfy the relation described in Eq. (5):

σv = μ × rv (5)

In Eq. (5): the parameter rv denotes to the scale of the resistance variation.
With respect to the problem of neuron output variation, meaning the logical value

output by the binary activation function is not corresponded to the actual voltage value
output by neuron circuit, the logical value +1 (0) is not exactly mapped to the output of
the neuron, viz.,+VCC (0V), but fluctuates around+VCC (0V). During the simulation
process, the model of the neuron output variation is depicted as Eq. (6):

V N (μ1, σ
2) (6)

In Eq. (6): the parameter μ1 represents the expected voltage value of the neuron
output, viz., + VCC and 0V, and the parameter σ is the standard deviation of the normal
distribution reflecting the range of the neuron output variation.

3.2 Simulatino Results

Atfirst, the performanceof themethodwithGaussiannoise injected into binaryweights is
first demonstrated. The robustness of the binarized convolutional neural network trained
through the method with Gaussian noise injected into binary weights is analyzed based
on the model of non-ideal characteristics.

Table 1 gives the information about the recognition rate of the network trained
through method with noise injected into binary weights on MNSIT. What should be
noticed is that, the parameter (σ1) of the noise injected into binary weights is closely
related to the parameter (σv) of the resistance variation model for the reason that two
memristors forming a differential pair are used to represent one weight.

Table 1. The performance of the binarized convolutional neural network trained through method
with noise injected into weights.

Gaussian noise injected into binary
weights (σ1)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Accuracy (%) 98.15 98.1 98.06 98 97.87 97.57 97.18 96.83

Figure 4 shows the analysis results of network’s tolerance for yieldrate of the mem-
ristor array and resistance variation of memristor when the network is trained through or
not through (σ1 = 0.0) method of injecting noised into weights.What should be noticed
is that, the noise parameter σ1 = 0.0 means that the method of injecting noise into
weight is not adopted.
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Fig. 4. Analysis results of the tolerance of binarized convolutional neural network for yield rate
of the memristor array (a) and resistance variation of memristor (b).

As can be seen in Fig. 4, with the value of noise parameter σ1 increasing, the net-
work’s robustness to yield rate of memristor array and resistance variation of memristor
is improved, however, the performance of the network under ideal condition shows a
gradual decline. Therefore, a reasonable noise parameter value should be given to bal-
ance the network performance and robustness. It can be noticed from table 1 that the
recognition rate of the network achieves more than 97.5% when noise parameter varies
from 0.1 to 0.6. And it can be seen from Fig. 4 (a) and (b), when the noise parameter is
0.6, the network not only has a good tolerance to the resistance variation of the mem-
ristor, but also has a good tolerance to the yield of the array. Therefore, the parameter
value of the noise injected into weights is 0.6 in this paper. Figure 5 gives the analysis

Fig. 5. Results of network’s robustness to neuron variation.
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results of the network’s tolerance for neuron output variation when the noise parameter
is 0.0 and 0.6, respectively.

What can be seen fromFig. 5 is that the network’s tolerance to neuron output variation
is degenerated. To improve the network’s tolerance for neuron output variation, the
method of injecting noise to binary activation function is also adopted during the training
procedure of the network. Table 2 gives the information about the performance of the
network trained with method of injecting noise into binary weights (σ1 = 0.6) and
binary activation function(σ2).

Table 2. The performance of the network trained through method with Gaussian noise injected
into weights (σ1 = 0.6) and activation.

Gaussian noise injected into
binary activation (σ2)

0.2 0.4 0.6 0.8 1.0 1.2

Accuracy under ideal condition
(σ = 0.0)

97.33% 97.13% 96.66% 96.55% 96.03% 95.66%

Accuracy when the parameter of
neuron output variation (σ = 1.2)

67.99% 88.28% 91.44% 93.33% 93.62% 93.67%

What can be seen from Table 2 is that, as the noise parameter σ1 is 0.6 and noise
parameter σ2 increase, the performance of the network under ideal condition declines
continuously, but the tolerance of the network to neuron output variation increase grad-
ually. Therefore, to keep the performance of the network excellent under ideal condition
and improve the tolerance of the network to neuron output variation, we select a rough
value for the noise parameter σ2, that is 0.5. Similarity, the parameter (σ2) is related to
the parameter (σ ) of the neuron output variation model for the reason that the neuron
output variation follows normal distribution. Figure 6 shows the robustness of network
trained throughmethodwith noise injected into weights (σ1 = 0.6) and binary activation
(σ2 = 0.5) to non-ideal characteristics.

As can be seen in Fig. 6 (a) and (c), the robustness of the network trained through
method with noise injected into binary weights (σ1 = 0.6) and binary activation (σ2 =
0.5) to yield of array and neuron output variation is improved. It also can be noticed from
Fig. 6 (b) that the performance of the network under ideal condition declines marginally,
which can be ignored.
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(a)                                                   (b)

(c)

Fig. 6. The robustness of the binarized convolutional neural network trained trough method with
noised injected into weights (σ1 = 0.6) and binary activation (σ2 = 0.5) to yield of array (a) and
resistance variation of memristor (b) and neuron output variation (c).

4 Conclusion

In this paper, we propose amethod for obtaining highly robustmemristor based binarized
convolutional neural network.By injectingGaussian noise into binaryweights andbinary
activation function during the training procedure, the reasonable noise parameter is
selected for keeping the performance of the network and the network’s tolerance to non-
ideal characteristics. A binarized convolutional neural network ismapped intomemristor
array for simulation, and the results show that when the yield of the memristor array is
80%, the recognition rate of thememristor based binarized convolutional neural network
is about 96.75%, and when the resistance variation of the memristor is 26%, it is around
94.53%, and when the neuron output variation is 0.8, it is about 94.66%.
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