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Abstract. In the face of increasingly complex combat tasks and unpredictable
combat environment, a single UAV can not meet the operational requirements, and
UAVs perform tasks in a cooperativeway. In this paper, an improved heuristic rein-
forcement learning algorithm is proposed to solve the formation transformation
problem of multiple UAVs by using multi-agent reinforcement learning algorithm
and heuristic function. With the help of heuristic back-propagation algorithm for
formation transformation, the convergence efficiency of reinforcement learning
is improved. Through the above reinforcement learning algorithm, the problem
of low efficiency of formation transformation of multiple UAVs in confrontation
environment is solved.
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1 Introduction

With the development of computer, artificial intelligence, big data, blockchain and other
technologies, people have higher and higher requirements for UAV, and the application
environment of UAV is more and more complex. The shortcomings and limitations of
single UAV are more and more prominent. From the functional point of view, a single
UAV has only part of the combat capability and can not undertake comprehensive tasks;
From the safety point of view, a single UAV has weak anti-jamming ability, limited
flight range and scene, and failure or damage means mission failure. Therefore, more
andmore research has turned to the field ofUAVcluster operation. UAVcluster operation
is also called multi UAV cooperative operation, which means that multiple UAVs form
a cluster to complete some complex tasks together [1]. In such a multi UAV cluster,
different UAVs often have different functions and play different roles. Through the
cooperation among multiple UAVs, some effects that can not be achieved by a single
UAV can be achieved. Based on the reinforcement learning algorithm of multi-agent
agent, this paper introduces the heuristic function, and uses the heuristic reinforcement
learning of multi-agent agent to solve the formation transformation problem of multi
UAV formation in unknown or partially unknown complex environment, so as to improve
the solution speed of reinforcement learning.
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2 Research Status of UAV Formation

With the limited function of UAV, facing the increasingly complex combat tasks and
unpredictable combat environment, the performance of a single UAV can not meet the
operational requirements gradually. UAV more in the way of multi aircraft cooperative
operation to perform comprehensive tasks. Multi UAV formation is an important part
of multi UAV system, and it is the premise of task assignment and path planning. But it
has also been challenged in the dynamic environment of high confrontation, including:
(1) the multi UAV formation constructed by the existing formation method can not be
satisfied both in formation stability and formation transformation autonomy (2) When
formation is affected, it is necessary to adjust, the formation transformation speed is not
fast enough, the flight path overlaps and the flight distance is too long.

The process of multi UAV system to perform combat tasks includes: analysis and
modeling, formation formation, task allocation, path allocation, and task execution.
When encountering emergency threat or task change, there are formation transformation
steps. Among them, the formation method of UAV is always used as the foundation to
support the whole task. The formation control strategy of UAV is divided into centralized
control strategy and distributed control strategy [2]. The centralized control strategy
requires at least one UAV in the UAV formation to know the flight status information of
all UAVs. According to these information, the flight strategies of all UAVs are planned
to complete the combat task. Distributed control strategy does not require UAVs in
formation to know all flight status information, and formation control can be completed
only by knowing the status information of adjacent UAVs (Table 1).

Table 1. Parison of advantages and disadvantages between centralized control and distributed
control

Name Advantage Disadvantage

Centralized Control Strategy Simple and complete theory Lack of flexibility, fault
tolerance, communication
pressure

Distributed Control Strategy High flexibility and low
communication requirements

It is difficult to realize and
is likely to be disturbed

The advantages of centralized control strategy are simple implementation and com-
plete theory; The disadvantages are lack of flexibility and fault tolerance, and the commu-
nication pressure in formation is high [3]. The advantage of distributed control strategy
is that it reduces the requirement of UAV Communication capability and improves the
flexibility of formation; The disadvantage is that it is difficult to realize and the formation
may be greatly disturbed [4].

Ru Changjian et al. designed a distributed predictive control algorithm based on
Nash negotiation for UAVs carrying different loads in the mission environment, com-
bined with the multi-objective and multi person game theory and the Nash negotiation
theory of China. Zhou shaolei et al. established the UAV virtual pilot formation model
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and introduced the neighbor set, adopted distributed model predictive control to con-
struct the reconfiguration cost function of multi UAV formation at the same time, and
proposed an improved quantum particle swarm optimization algorithm to complete the
autonomous reconfiguration of multi UAV formation. Hua siliang et al. studied the com-
munication topology, task topology and control architecture of UAV formation, analyzed
the characteristics of task coupling, collision avoidance and dynamic topology of UAV
formation reconfiguration, and proposed a model predictive control method to solve
the UAV formation reconfiguration problem. Wang Jianhong transformed the nonlinear
multi-objective optimization model based on autonomous reconfiguration of multi UAV
formation into a standard nonlinear single objective optimization model, and solved
the optimal solution through the interior point algorithm in operational research. Mao
Qiong et al. proposed a rule-based formation control method aiming at the shortcomings
of existing methods in UAV formation control and the characteristics of limited range
perception of UAV system [5–8].

3 Agent and Reinforcement Learning

3.1 Agent

The concept of agent has different meanings in different disciplines, and so far there
has been no unified definition. In the field of computer, agent refers to the computer
entity that can play an independent role in the distributed system. It has the following
characteristics:

1) Autonomy: it determines its own processing behavior according to its own state and
perceived external environment;
2) Sociality: it can interact with other agents and work with other agents;
3) Reactivity: agent can perceive the external environment and make corresponding
response;
4) Initiative: be able to take the initiative and show goal oriented behavior;
5) Time continuity: the process of agent is continuous and circular;

A single agent can perceive the external environment, interact with the environ-
ment and other agents, and modify its own behavior rules according to experience, so
as to control its own behavior and internal state. In the multi-agent system, there are
agents who play different roles. Through the dynamic interaction, they make use of
their own resources to cooperate and make decisions, so as to achieve the characteristics
that a single agent does not have, namely, emergence behavior. Each agent can coor-
dinate, cooperate and negotiate with each other. In the multi-agent system, each agent
can arrange their own goals, resources and commands reasonably, so as to coordinate
their own behaviors and achieve their own goals to the greatest extent. Then, through
coordination and cooperation, multiple agents can achieve common goals and realize
multi-agent cooperation. In the agent model, the agent has belief, desire and intention.
According to the target information and belief, the agent can generate the corresponding
desire and make the corresponding behavior to complete the final task (Fig. 1).
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Fig. 1. Agent behavior model

When there are multiple agents in a system that can perform tasks independently, the
system is called multi-agent system. In the scenario of applying multi-agent system to
deal with problems, the focus of problem solving is to give full play to the initiative and
autonomy of the whole system, not to emphasize the intelligence of a single agent. In
some scenarios, it is often impossible to simply use the reinforcement learning algorithm
of single agent to solve the problem of multi-agent (Fig. 2).
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Fig. 2. The structure of agent in combat simulation architecture

According to the classification of Multi-Agent Reinforcement learning algorithm, it
can be divided into the following categories according to the types of processing tasks

(1) Multi agent reinforcement learning algorithm in the case of complete cooperation.
All the participants in the system have the same optimization goal. Each agent
makes its own action by assuming that the other agents choose the optimal action
in the current state, or makes some combination action through the cooperation
mechanism to obtain the optimal goal.
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(2) Multi agent reinforcement learning algorithm under complete competition. The
goals of all participants in the system are contrary to each other. Each agent assumes
that the other agents make the actions to minimize their own benefits in the current
state, and make the actions to maximize their own benefits at this time.

(3) Reinforcement learning algorithm of multi-agent agent under mixed tasks. It is the
most complex and practical part in the current research field.

3.2 Reinforcement Learning

The standard reinforcement learning algorithm mainly includes four elements: envi-
ronment, state, action and value function. The problem can be solved by constructing
mathematical model, such as Markov decision process (Fig. 3).

Environment Agent

status informa on

Ac on

Fig. 3. Basic concept map of reinforcement learning

At present, the research on agent reinforcement learning algorithm has built a perfect
system and achieved fruitful results. However, the processing ability and efficiency of a
single agent are always limited. It is an effective way to solve the problems in complex
environment by using the Multi-Agent Reinforcement learning algorithm. When there
are multiple agents in a system that can perform tasks independently, the system is called
multi-agent system. In the scenario of multi-agent system, the key point of problem
solving is to give full play to the initiative and autonomy of the whole system, not the
intelligence of single agent. In some scenarios, it is difficult to use the reinforcement
learning algorithm of single agent to solve the problem of multi-agent. Therefore, the
research and attention of experts and scholars on the reinforcement learning algorithm
of multi-agent is improving.

4 A Method of UAV Formation Transformation Based
on Reinforcement Learning Multi-agent

4.1 Description of UAV Formation Transformation Model

The core model of reinforcement learning: Markov decision-making process is usually
composed of a quadruple: M = (S,A,Psa,R). S represents the states in finite space; A
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represents the actions in finite space; P_sa represents the probability set of state transfer,
that is, in the current s ∈ S state, the probability that action a ∈ A will be transferred
to other states after action a ∈ A is selected; R represents the return function, which
is usually a function related to state and action, which can be expressed as r(s, a). The
agent takes action a under state s, and performs the following actions. The expected
return can be obtained as follows:

Rsa = E

[ ∞∑
k=0

γkrk+1|S = s,A = a

]
(1)

γ is a discount factor with a value between 0 and 1, which makes the effect of the later
return on the return function smaller. It simulates the uncertainty of the future return and
makes the return function bounded.

In this paper, four tuples (S,A,P,R) are used to represent the Markov decision
process model for formation transformation of multiple UAVs. Where S is the state
space set of UAV, A is the action space set of UAV, P is the state transition probability
of UAV, and R is the action return function of UAV.

Let the UAV move in the constructed two-dimensional grid, and use Z(Z > 0) to
represent a positive integer, then the two-dimensional grid space is Z2, and the UAV
coordinate in the two-dimensional grid space is

(
xti, yti

)
, indicating the state s of UAV

sti ∈ Z2, and toward the corresponding target point Gi(i = 1, 2, 3, .. N) motion, the
target point of each UAV will be given in advance according to the conditions. During
the flight of UAV I, action set Ai(s) ={up, down, left, right, stop}.

4.2 A Method of UAV Formation Transformation Based on Reinforcement
Learning Multi Agent Agent

The fundamental goal of reinforcement learning is to find a strategy set 〈S,A〉 so that the
expected return of agent in any state is the largest. The agent can only get the immediate
return of the current step each time. We choose the classical Q-learning algorithm state
action value function Q(s, a) instead of Rsa. According to a certain action selection
strategy, the agent makes an action in a certain state and gets immediate feedback from
the environment. TheQvalue increaseswhen it receives positive feedback, and decreases
when it receives negative feedback. Finally, the agent will select the action according
to the Q value. The action selection function of traditional Q-learning algorithm is as
follows:

π(s) =
{
argmax

[
Q(s, a)

]
, if q < 1 − ε

arandon otherwise
(2)

ε is a parameter of ε− greedy, When the random number q is less than 1− ε Choose the
behavior a that makes the Q value maximum, otherwise choose the random behavior a.
In the practical algorithm design, the iterative approximation method is usually used to
solve the problem:

Q∗(s, a) = Q(s, a) + α
[
r(s, a) + γmaxQ

(
s′, a

) − Q(s, a)
]

(3)

where a is the learning factor, the larger the value of a is, the less the results of previous
training are retained; maxQ

(
s′, a

)
is the prediction of Q value, as shown in algorithm 1:
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Algorithm 1 Q-learning algorithm

In this paper, the multi UAV formation problem based on reinforcement learning can
be described as: UAV interacts with the environment, learning action strategy, so that the
wholeUAVgroup can reach their respective target pointswith theminimumconsumption
steps without collision. In the process of learning the optimal action strategy, when all
UAVs arrive at the target point, the group will get a positive feedback r+, otherwise it
will get a negative feedback r_.

The reinforcement learning algorithm of multi-agent needs to change the action of
each agent in each state to asi(i = 1, 2, . . . n) is regarded as a joint action →asi can be
considered. The learning process of the algorithm is complex, consumes more resources
and is difficult to converge. Therefore, we introduce heuristic function H to influence
the action selection of each agent. Formula 1.2 can be changed as follows:

πH (s) =
{
argmax

[
Q(s, a) + βH (s, a)

]
, if q < 1 − ε

arandon′ otherwise
(4)

where β is the real number that controls the effect of the heuristic function on the
algorithm. The heuristic function H needs to be large enough to affect the agent’s action
selection, and it should not be too large to prevent the error that affects the result. when
β is 1, the mathematical expression of heuristic function H can be defined as:

πH (s) =
{
argmax

[
Q(s, a) + βH (s, a)

]
, i f q < 1 − ε

arandon′ otherwise
(5)

where δ is a relatively small real number,whichmakes the heuristic functionH larger than
the difference betweenQvalues and does not affect the learning process of reinforcement
learning. The whole process of improved heuristic reinforcement learning is as follows
(Fig. 4):
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Fig. 4. The whole flow chart of improved heuristic reinforcement learning

5 Summary

In this paper, a reinforcement learning based multi-agent UAV formation transformation
method is proposed. The heuristic algorithm is used to improve the traditional reinforce-
ment learning algorithm, and the optimal path without collision is planned for the multi
UAV system in the formation transformation stage, which solves the problem that the
reinforcement learning algorithm consumes a lot of computing resources when facing
the multi-agent problem.
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