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Preface

The Seventh International Congress on Information andCommunication Technology
will be held during February 21–24, 2022, in a hybrid mode and organized by
Global Knowledge Research Foundation. The associated partners were Springer
and InterYIT-IFIP, Activate Learning, City of Oxford College, UK. The conference
will provide a useful and wide platform both for display of the latest research and
for exchange of research results and thoughts. The participants of the conference
will be from almost every part of the world, with backgrounds of either academia
or industry, allowing a real multinational multicultural exchange of experiences and
ideas.

A great pool of more than 1100 papers were received for this conference from
across 95 countries among which around 300 papers were accepted and will be
presented through digital platforms during the two days. Due to the overwhelming
response, we had to drop many papers in the hierarchy of the quality. Total 42
technical sessionswill be organized in parallel in 4 days alongwith a fewkeynotes and
panel discussions in hybridmode. The conferencewill be involved in deep discussion
and issues which will be intended to solve at global levels. New technologies will be
proposed, experiences will be shared, and future solutions for design infrastructure
for ICT will also be discussed. The final papers will be published in four volumes of
proceedings by Springer LNNS Series.

Over the years, this congress has been organized and conceptualized with collec-
tive efforts of a large number of individuals. I would like to thank each of the
committee members and the reviewers for their excellent work in reviewing the
papers. Grateful acknowledgements are extended to the team of Global Knowledge
Research Foundation for their valuable efforts and support.

I look forward to welcoming you to the 7th Edition of this ICICT Congress 2022.

Ahmedabad, India Amit Joshi, Ph.D.
Organising Secretary, ICICT 2022;

Director—Global Knowledge Research
Foundation
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Technologies + Design for Social
Integration

Marcelo Jereb and María Elena Tosello

Abstract This work synthesizes two didactic experiences carried out in the Digital
Graphics Workshop, an optional course of the School of Architecture, Design, and
Urbanism of the Universidad Nacional del Litoral, based in the city of Santa Fe
(Argentina). The workshop proposes a transdisciplinary look that integrates knowl-
edge and practices of three careers—architecture, visual communication design, and
industrial design—to achieve a creative appropriation of the available technological
instruments, in order to contribute from the design to specific problematic situa-
tions. From the professorship, we take ICT as a means to operate in the design
processes, either in the ideation, development, production and/or communication
stage. Technologies are not an end in themselves but a means to enhance our prac-
tices as designers operating in a community. Thus, the question is not what can we do
with the available technologies? But, in what way, can we use them to help improve
the living conditions of our society?

Keywords Sociotechnical networks · Design proposals · Situated knowledge

1 Introduction

1.1 A New Paradigm

We are going through a moment of change in social, cultural, and epistemological
paradigms, which implies a transformation in our conception of the world and in
our way of interpreting and designing the human habitat. It is the consciousness
that knows that is transformed throughout history. Knowledge changes because the
subjects change. In addition, in any discipline, different results will be obtained if
different indicators and technological resources are used [1].
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Today, we understand that the form of observation influences what is observed.
The idea of a unique and equal reality for all is replaced by an idea of intersubjec-
tive reality, built from multiple views and interpretations. Reality is a complex and
multidimensional system, i.e. a network of processes that occur simultaneously in
different directions and levels of articulation.

The new paradigm does not derive only from instrumental and technological
changes but also encompasses the various dimensions ofman’s life in society. Thomas
and Buch [2] refer to the “sociotechnical” as an indissoluble dimension. Society is
not determined by technology, nor is technology determined by society. Our societies
are technological, just as our technologies are social. We are sociotechnical beings.

In any case, there is no doubt that digital technologies have influenced the
paradigm shift and have not only caused changes in the ways of perceiving, knowing,
experiencing, and communicating reality but have also caused a great impact
on languages, associated with hypertextualization, telematization, and multimedia
communication, which promote relational and complex thinking.

1.2 ICT and Knowledge

Access to this new context of exchange led to the appearance of unprecedented situa-
tions in which human bonds and potentials took on new dimensions. Ascott, an artist
recognized for linking art, technology, and consciousness since the 1960s, proposes
the concept of cyberception as a new human capacity that implies the convergence
of cognitive and perceptual processes, in which connectivity to networks.

We are acquiring new faculties, being here and potentially anywhere else at the same time,
gives us new avenues of thought and perception that expand our genetic capacities. We are
mediated, empowered … [3]

In addition to bringing with it a potential that has influenced various fields of
knowledge, emerging technologies have generated a process of dilation of reality
from the creation of a newvirtual social space time,which is intertwinedwith physical
space.

Simultaneously, the Internet has folded space, causing trans-spatial forms of inter-
personal relationship, work, leisure, and knowledge. In this expanded and hybrid
context, which promotes the alternation or the simultaneous experience of physical
and virtual spaces, cyberculture develops [4], and to act in it, one must be connected
and know how to function in a network and through digital representations.

We have moved from the information society to the network society [5]. There
are inclusive sociotechnical networks formed by the integration of interdependent
dimensions that in the current context of physical-virtual presence make it possible
to build knowledge by carrying out responsible interaction actions and with equal
opportunities to create, teach, learn, research, dialogue, design, and produce under the
participatory modality of a workshop, using the communicational, transformative,
and open potential of ICT [6].
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2 Our Practices

From this approach that blurs—at least in part—the boundaries between technology
and human sciences, between the physical and the virtual, we established pedagog-
ical strategies to carry out significant experiences in the Digital Graphics Work-
shop, seeking to collaborate with problematic situations in the regional scope of our
university.

For this, we decided to partner with other academic spaces of the same university
and social organizations that operate in the territory and address various problems.
This implied transposing more borders: between formal and non-formal education,
between different branches of design, between different fields of knowledge, devel-
oping complex strategies to design, and produce artifacts, interfaces, and represen-
tations capable of articulating the links between inhabitants, their actions, and the
different dimensions of the habitat in which they develop.

We implemented two experiences applying digital media to enhance creativity.
In the first one—carried out in 2018—we partnered with the Civil Association La
Funda, a socio-educational space dedicated to protecting and accompanying vulner-
able childhoods in three peripheral neighborhoods of Santa Fe city (Fig. 1), placing
emphasis on community nutrition, comprehensive sexuality education, and popular
education, from the perspective of public health and human rights.

The second experience was developed in 2021 together with the Extension Project
of Social Interest “Insular Narrations” [7] and the pre-professional practice of the
Degree in Occupational Therapy, who have been developing their activities in the La
Boca neighborhood (Fig. 2), a coastal settlement located in the valley of flooding of
the Paraná river and emerged on the side of the access channel to the port of our city.

In urban situations with very different physical characteristics, with different
social actors and cultural identities, and in historical contexts close in time, but

Fig. 1 With Civil Association La Funda, 2018

Fig. 2 La Boca and its natural and cultural landscape, 2021
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paradoxically different (product of the derivations of the Covid-19 pandemic), the
challenge was the same. What can we contribute from digital media and the disci-
plines of the design family to project a more sustainable and inclusive environment?
How can we act from the public university to the integration of our asymmetric
societies?

2.1 Methodology and Proposals

The methodology consisted of presenting the students with the problems of the
analyzed sectors and the needs of their communities, as well as a set of instruments
and media related to digital graphics: Web design and programming, parametric
design anddigitalmanufacturing, graphic design andmultimedia, responsive artifacts
(Arduino) and augmented reality.

The assignment was to create, at the intersection of problems and means, the
possible design proposals that would be addressed in interdisciplinary groups, always
in coordination with a general project of the workshop that provided a framework of
coherence to the works (Fig. 3).

This strategy favored exchanges and collective construction, in a process of asso-
ciation and negotiation between subjects and institutions [8], in which the use of
collaborative platforms, social networks, and shared databases was fundamental. As
part of the workshop assignment, each proposal should go through the transmedia
narrative in someway, either in the conception of the idea, in its development process,
or in the way of communicating it to the community.

Fig. 3 Methodology, 2018–2021
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Fig. 4 Proposals for La Funda: detachable pavilion, augmented reality banners, promotional
videos, 2018

In the 2018 experience, productions aimed at making the association visible and
contributing with its internal organization—supported with great effort by volunteer
work—as well as the manufacture of objects that could collaborate in the training
tasks that are developed with the children of the neighborhood. We highlight the
audiovisual productions intended for advertising campaigns due to the strong affec-
tive commitment they managed to transmit, building the story from the looks and
wishes of the children, some even incorporated the use of augmented reality in printed
banners.

Also, interesting is the proposals that use laser cutting technology and 3D printing
for the manufacture of educational games and multipurpose furniture. Particularly,
striking is a proposal that combines parametric design and an artisan produc-
tion/manufacturing process made with common materials, applied to the production
of a removable stand (Fig. 4).

In the 2021 experience, the proposals should be aimed at making the natural and
cultural heritage of Barrio La Boca visible, valuing the identity of its community,
and providing innovative ideas with the capacity to drive sustainable development
processes. That is why many of the proposals were related to community tourism or
social economy initiatives (artisan products). In this edition, the professorship placed
more emphasis on transmedia narratives, so all the proposals went through multiple
platforms and languages.

We highlight some audiovisual pieces that managed to capture the particularities
of the site, its history and its inhabitants to communicate them with an especially
sensitive poetics. Some proposals related to local microeconomics were also very
original, such as: packaging design, multifunctional furniture, and product displays,
all of them raised from recycling, and the use of everyday objects from the immediate
environment.

A display stand made frommelted and hand-molded plastic bottle caps was high-
lighted. The proposal, which admits variants of use and scale, was devised based
on parametric design logics, allowing the exploration of formal alternatives and
combinations in order to achieve a versatile and efficient product (Fig. 5).

As a closing of the workshop, in both experiences, there were two presentation
instances. An internal exhibition in which each group presented to the rest of their
classmates the detected problem, the objectives of their design proposals, and the
processes developed. Afterwards, therewas a collaborative expositionwhich allowed
to share the achievements with the entire educational community and, above all, to
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Fig. 5 Proposals for La Boca: promotional videos, display of artisan productions

Fig. 6 Final exhibition with La Funda, 2018

make what was produced in the workshop available to the associations and stake-
holders (Fig. 6). Unfortunately, the restrictions derived from the Covid-19 pandemic
made it impossible to carry out the final exhibition in 2021.

3 Conclusion

It is difficult to arrive at generalized assessments, given the strong link between the
activities and the contextual factors of each experience. Not only is the physical and
cultural environment diverse, but the members participating in the workshop—on
both occasions—strongly marked the gaze that allowed the construction of lines of
thought and action on which the proposals were developed.

However, we can affirm that it is highly stimulating and gratifying to see how,
from the project disciplines, we can operate in the face of realities that are not
infrequently ignored by the academic and professional world. We were also able to
verify how design, assumed as a mediator between material means and social needs
and practices, is capable of dealing with diverse problems with similar degrees of
relevance.

In this way, it is not only essential to have a creative and flexible outlook, but
we must learn to co-create, to think in a network, taking advantage of all avail-
able resources: subjects, objects, spaces, and media. Producing design and building
knowledge from this multiple perspective, taking advantage of the communicational,
transformative, and open potential of ICT, are undoubtedly the greatest achievement
of these experiences.



Technologies + Design for Social Integration 7

Acknowledgements To the Universidad Nacional del Litoral and to all the people who offered
their time and knowledge in these experiences.

References

1. Díaz E (2009) Seminario La Edad de la Crítica. Acerca de la ciencia y la epistemología en la
vida social. Facultad de Humanidades y Artes, Rosario

2. Thomas H, Buch A (2008) Actos, Actores y Artefactos. Buenos Aires, Universidad Nacional
de Quilmes

3. Ascott R (1995) The architecture of cyberception. In: Architectural design, pp 38–41
4. Lévy P (2007) Cibercultura. La cultura de la sociedad digital. Anthropos, Barcelona
5. Castells M (2010) Comunicación y poder. Alianza, Madrid
6. San Martín P (2008) Hacia un dispositivo hipermedial dinámico. Colección Música y Ciencia,

N°III. Universidad Nacional de Quilmes, Buenos Aires
7. Mines P (2019) Narraciones insulares: itinerarios para un turismo sustentable en la MRI.

Universidad Nacional del Litoral, Santa Fe
8. Scolari C (2008) Hipermediaciones. Elementos para una Teoría de la Comunicación. Gedisa,

Barcelona



Weight-Based Dynamic Hybrid
Recommendation System for Web
Application Content

Margarida Jerónimo, Filipe C. Pinto, and Rui P. Duarte

Abstract This paper presents a prototype for a Web application recommendation
system’s content applied to movies’ recommendations. It learns the pattern of user
content consumption, predicting what he will consume in future based on similar
items to those he has shown interest. It considers similarity with neighbor users, thus
creating a user model. Content-based filtering, collaborative filtering, and memory-
based on hybrid filtering techniques are used.Content-basedfiltering allows to extract
the fundamental features or attributes of the items and select similar items.Moreover,
it proposes predicted classifications for the items of interest not yet classified by the
active user. Collaborative filtering allows applying the KNN methodology to iden-
tify the similarity between the active user located in the neighborhood and propose
predicted classifications for items of interest not yet classified. Hybrid filtering com-
bines the two methodologies to overcome their drawbacks. A weighted approach is
applied, allowing a dynamic linear combination of collaborative and content-based
filtering. The results obtained were empirically relevant in the experimental evalu-
ation, matching with the results presented in similar studies validated with RMSE
metrics.
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1 Introduction

This paper covers the techniques of content-based filtering (CBF), collaborative
filtering (CF), and hybrid filtering (HF) based on memory. These approaches have
drawbacks and advantages. CBF tends to specialize the recommendations around the
characteristics of the items or the active user since it does not consider the tastes of
the other users. CF has the disadvantage of cold start and does not take into account
the characteristics of the items. HF combines the two methodologies to overcome
their drawbacks and can also follow several approaches.

This paper’s contribution is a prototype of a dynamic hybrid-based recommenda-
tion system, with a Web interface, for movie recommendations. This makes it possi-
ble to experiment, test, and evaluate recommendation algorithms based on CBF, CF
(memory-based), and HS, which allows an identified user to obtain a good recom-
mendation for movies. The system uses offline and online data sources to proceed
with the prediction/recommendation. The system is implemented using Django, a
python-based Web platform for the development, and deployment of Web applica-
tions. It has access to online movie data sources to present the user with information
and sources for CBF made available by the TMDb Website [1]. This system imple-
ments a database of evaluations of identified users, combined with online and offline
sources, to improve the recommendations [2].

This paper is organized as follows. In Sect. 2, an overview of the most relevant
techniques available in the literature is presented. Section 3 explains the steps taken
to develop the hybrid system. Section 4 analyzes and discusses the results obtained.
Finally, Sect. 5 presents the conclusions and points out future work.

2 Background

RS has been gaining prominence in several areas of research in the last decades.
However, it is possible to improve and create new algorithms, more efficient and
effective in recommendations. According to Resnick et al. [3], RS increases the
capacity and effectiveness in decision-making, and the improvement of the use of
efficient and accurate recommendation techniques is very important for a system,
which provide useful recommendations for its users [4].

RS is classified based on the application domains used, how they formulate rec-
ommendations and the algorithms they implement [5]. RS can be classified based on
content [6], collaborative filtering [7], and hybrid [8]. Several authors complement
the classification of RS in demographic data [8], knowledge [9], and community [10],
in order to refine its characterization. CBF uses prediction and training techniques
collected from users and recommends items based on the textual information of an
item, used to construct item profiles [11]. User profiles can be defined by constructing
a model of user preferences, using items, in which the user is interested [12]. CF is
used for systems in which information filtering is carried out with the intervention
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of users. This system focuses on the interaction between user and item, ignoring
the characteristics of the items and worrying about which items have already been
consumed by the user. CF techniques create a matrix of users with their preferences
items. They combine userswith relevant preferences, calculating similarities between
their profiles to make recommendations by creating a neighborhood. Users receive
recommendations for items classified by others in their neighborhood [13]. CF has
serious limitations in the quality of recommendations, such as the sparsity problem,
cold start problem, scalability, fraud, black sheep, gray sheep, and the synonymy
[14].

HF combines different techniques, which aim to bridge the limitations of each
method. The hybrid filtering system can be implemented in several ways, such as
making predictions based on content filtering and based on CF, separately and com-
bining predictions, adding content-based features to a collaborative approach (and
vice versa) or unifying approaches in a model [4]. For RS to be effective, they need
to learn from user interaction with the system. A new user or a new item is a cold
start problem. For a new user, it is recommended that the system first extracts his
preferences. Next, the system selects the group of similar users (neighbors) who
rated items and thus, makes the recommendation [15, 16].

3 Development of a RS for Movies

This section features the RS developed for movie recommendations. It makes it
possible to experiment, test, and evaluate recommendation algorithms based on CBF,
CF based on memory, and on dynamic HF. Moreover, the RS allows an identified
user to obtain a recommendation for movies not yet evaluated.

3.1 Prototype

RS features an interface that allows any user to obtain statistics, graphics,movie infor-
mation, and non-personalized Top-N recommendations of the most popular movies
fromMovieLens offline datasets, provided byGroupLens [17].We implement the CF
algorithm that applies IMDb’s equation to define the “TopRated 250titles”. Authenti-
cated users (after registration in the system) can get customized recommendations for
collaborative, content-based, or hybrid filtering. Although in the MovieLens dataset,
the user is characterized by his userId, other characteristics are safeguarded: name,
email address, and demographic data.

The Web interface is developed in Django and allows an unauthenticated user to
obtain information about movies, create a user, or authenticate to classify movies.
When the user authenticates, the main page will display a recommendation of type
Top-N, applying the dynamic weighted hybrid technique [18]. An unidentified user
can use the system to search MovileLens datasets offline for information on movies,
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statistics, and graphs of prepared and clean data. The user can also obtain a recom-
mendation based solely on the textual similarity of movies, or get a simple, non-
personalized collaborative recommendation from top popularity of movies. On the
other hand, an authenticated user can obtain personalized recommendations based
on the offline MovieLens dataset, enhanced with data from database ratings. For
the preparation and cleaning of the offline MovieLens dataset, graphic elaboration
and support of recommendation algorithms, the libraries Python pandas and NumPy,
were applied.

3.2 Types of Recommendations

Non-personalized Recommendations are of the top-N type, with possible classifi-
cation prediction. Their filtering does not require the identification of the user. Before
obtaining information aboutmovie titles that approximate the search, the fuzzy string
matching [19] technique is used. Non-authenticated users can also search for similar
movies based on the content (genre or title). For this purpose, the cosine similarity
is used, applied to the term frequency-inverse document frequency (TF-IDF) [20].
Term frequency (TF) is the frequency of a word (or term, t) in the current document
(d), in relation to the total number of words of that document (Nd ) and is given by
T Ft,d = ∑Nd

i=0 ti/Nd . To assign higher ratings to rare terms in documents, it is used
the inverse document frequency. It is given by IDFt = log10(N/

∑N
i=0 ti ) where N

is the number of documents. To obtain the top popular movies, a CF technique was
implemented that allows to solve the cold start problem of new users in the system.
It considers a weighted classification for each item (classification prediction based
on popularity) and is given by WR = v/(v + m) × R + m/(v + m) × C where v

is the number of votes in the movie, m refers to the minimum number of votes to
be considered in the “top rated” list, R is the average rating of the movie, and C is
the average of all average ratings. The choice of the value of m implies removing
items that have a number of ratings lower that a threshold for m. By calculating
the popularity of all items, a top-N recommendation is obtained. This method is not
sensitive to the interests and tastes of specific users.

Personalized Recommendations relate to recommendations of type top-N with
classification forecast, whose filtering requires the identification of the user, and
results obtained generate a top-N list. The prediction engines use other users’ (or
item) ratings or content information. It then predicts how the user would like a
particular item. Another way to make recommendations is to deliver an ordered list
of items [2].

The learning of each user’s interests is conducted based on the set of evaluations
carried out and can thus assume with some degree of confidence that the user shows
interest in items with identical characteristics. In this work, the genres of movies
were considered. TF-IDF technique is also implemented to determine the similarity
between users and items. By determining the internal product between the bymovies’
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profiles and the vector of ratings, the TF-IDF vector is obtained, which constitutes
the user’s profile after normalization. The cosine similarity is used and is given by

sim(U, I ) =
∑t

j=1

(

TF-IDF j,U × TF-IDF j,I

)

√
∑t

j=1

(

TF-IDF j,U

)2

×
√

∑t
j=1

(

TF-IDF j,I

)2
(1)

The resulting similarities should range from 0 to 1. If that occurs, (U, I ) = 0,
which implies that the two profiles are independent; otherwise, the two profiles
have similarities. To obtain a classification prediction, to an item that has not
yet been classified (given by Ia), the following relation applies: Pred(Ui , Ia) =∑

(sim(Ui , Ib) × rUi ,Ib)/
∑

sim(Ui , Ib), where sim(Ui , Ib) uses similarities to the
items already sorted and the ratings assigned to those items (rUi ,Ib ).

In the case of collaborative recommendation, top-Nmovies are calculated basedon
the similarity between users for an active user. The process is divided into the phases
of calculating similarities between users, determining neighborhoods for users, and
predicting ratings for items not yet classified by the active user [21]. The predicted
classification is given by

Pu,i = ru +
∑

v∈V sim(ru, rv) × (rv,i − rv)
∑

v∈V |sim(ru, rv)| (2)

where i corresponds to the item for which a prediction is to be determined for a user,
u, that has not yet classified an item; rv,i is the classification given by the user v to
the item i , and V represents the neighborhood of user u.

Several techniques based on content and collaborative approaches are used to
obtainmovies to recommend. For eachmethod, weights are assigned, and a weighted
HF system is obtained. It allows getting the top-N preferred movies of an authenti-
cated user, including the predictions of classifications. Following a dynamicweighted
approach [2], it is given by Pu,i = α1 × P1

u,i + · · · + αn × Pn
u,i . Here, α is adjusted

according to each technique used. Since most hybrid RS follow CF, CBF, or a combi-
nation of both, these techniques will be considered exclusively. Thus, the confidence
αu of the prediction of CF (PCF

u,i ) should increasewhen the number of items evaluated
by user u increases. The confidence of the system based on content PCBF

u,i is given
by 1 − αu . In this paper, both recommendation techniques are combined, the value
of the predicted score is given by Pu,i = αu × PCF

u,i + (1 − αu) × PCBF
u,i . According

to Cremonesi et al. [2], αu is given by αu = tu
k × 0.9, where k ∈ N is the number of

used neighbors in the collaborative classification and tu is the number of items of
I \ Iu .

The evaluation metrics used to validate the algorithms implemented were statisti-
cal precision methods that assess the accuracy of a filtering technique by comparing
the predicted classifications directly with the actual user classification. The root
mean square error (RMSE) is used and measures the accuracy of the prediction of
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the ratings [5]. For the construction of the system, the approaches described in this
section are implemented individually and combined, which allows the construction
of a hybrid weighted system.

4 Analysis of Personalized Movie Recommendation

For the tests and analysis of the results of the personalized recommendations, the
ratings dataset was subdivided into training and testing. This allows to make rec-
ommendations on the training set and compare the algorithms with the test set. The
variable x is used to determine the percentage of data used in the training and test
sets. A value of x = 0.8 indicates that 80% of the data is used for training and 20%
for tests.

4.1 Recommendation for Items Profiles and Users

The profiles of users are created based on the ratings they made and are a part of
the training dataset. By introducing variations in the x value, Fig. 1a shows that the
most convenient value for x is 0.8. It is the lowest value of x , which indicates better
precision.

According to Do et al. [18], the CBF algorithm presents an RMSE ≈ 1.2, for
x = 0.8. Our results present an RMSE ≈ 0.938, for x = 0.8.

4.2 Collaborative Recommendation Based on Users
Similarity

The sensitivity of prediction errors was tested with x = 0.8, in relation to the size of
the neighborhood.Results are presented in Fig. 1b. Regarding data rearrangement due
to lack of ratings in the user-itemmatrix, the average of the user’s adjusted rating (user
average in Fig. 1b), the number of neighbors to consider for the recommendations
varies between 10 and 40.

As depicted in Fig. 1b, the system is not sensitive to the number of neighbors.
Moreover, the implementation of the item average produced better accuracy of theCF
recommendation system. For 10 to 40 neighbors, RMSE≈ 0.9 for the user’s average,
and RMSE ≈ 0.884 to the item’s average. Additionally, considering the average of
adjusted ratings of the item to fill the ratings not yet made, the recommendations are
better and not sensitive to the number of neighbors.
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(a) Sensitivity to the parameter x. (b) Sensitivity to the size of neighbors.

(c) Comparison of RMSE amongst filtering
techniques versus number of neighbors.

Fig. 1 RMSE sensitivity

4.3 Hybrid Recommendation

The implemented technique always considered a confidence factor of αu = 0.9 for
CF predictions. All users have rated at least 14 items. Thus, with the exception of tests
carried out with 2 neighbors, the results show that the HF implementation follows the
CF implementation, with a slightly higher error. Therefore, the CBF implementation,
does not contributes to the improvement of recommendations, as shown in Fig. 1c.
However, when considering only 2 neighbors, the CBF implementation contributes
to the improvement of recommendations.

Results show that CBF recommendation systems are good at finding similar items
and do not provide relevant information on the ratings of the active user. They are
relevant in scenarios where the user does not have many preferences in his profile.
Therefore, the cold start problem is a reality that can be overcome with the contri-
bution of CBF techniques. However, in the used dataset and with the HF implemen-
tation, this evidence only is valid for 5 or less neighbors. Considering the results
presented in Do et al. [18], RMSE errors always exceed 1.1, while in this study, all
were bellow 0.94.

5 Conclusions

This paper shows that the MovieLens datasets allowed to validate the trends already
presented in similar studies. However, due to their size, some conditions of the appli-
cation of the techniques were not completely clarified. Specifically, based on the
datasets used, since users have always rated at least 20 movies, there was no signifi-
cant contribution from CBF to the hybrid recommendation, except when considering
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two neighbors.Moreover, the tests carried out on the prototype and validation results,
the obtained recommendations provide values for RMSE below 0.94 in all imple-
mented techniques.

Future work will follow several directions. First, the MovieLens datasets will
be combined with other similar datasets (e.g., Netflix, TMDb, and IMDb). Since
this paper only applies memory-based techniques, it is essential to use model-based
methods such as machine learning. Another important work to be carried out is
related to the long tail effect and apply precision metrics (like serendipity[22]) to
support decision.
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Measuring the Success of the Ngawi
District Government Web site Using
the Delone and Mclean Model

Danang Eko Prastya, Ulung Pribadi, and Abitassha Az Zahra

Abstract The purpose of this study is to determine the Web site’s success in
providing public information for the Ngawi Regency Local Government. TheDelone
and Mclean approach is used to evaluate a Web site as an information system. The
study employs a quantitative methodology. The data were gathered by the distribu-
tion of questionnaires to 100 respondents. Structural equation modeling (SEM) and
Smart PLS 3.0 partial least squares (PLSs) software were used to analyze the data.
The findings indicated that all indicators were deemed genuine, and the variables
had a high degree of reliability—information quality has an effect on Web site-user
happiness. Meanwhile, service quality has a favorable influence on Web site users’
use and satisfaction. Meanwhile, the quality of the system has minimal influence on
its usability or user satisfaction.

Keywords Web site information quality · Public service · E-government service

1 Introduction

The government’s responsibility is to provide services to the people with accurate
and concise information [1]. The development of e-government takes place on four
levels, one ofwhich is the creation of a public-accessibleWeb site [2]. The availability
of the Web site is regarded as clear proof of the government’s sincerity in adopting
e-government. As a result, creating an information Web site for government institu-
tions is a key first step toward e-government adoption. AWeb site becomes crucial in
providing information to the public as the first stage in establishing e-government. A
Web site can inform the public about all government operations and policies. Addi-
tionally, increasing community interest in and make it easy accessibility to public
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services. TheWeb site can serve as a repository for the government’s wealth of infor-
mation pertaining to the development and implementation of electronic government
[3]. It promotes not just public interest in using theWeb site to communicate with the
government but also user comfort [4]. According to a recent survey, the average page
speed rating for 30 Indonesian local government Web sites is just 59%. This indi-
cates that the Web sites of local governments are of low quality. The quality of local
government Web sites continues to be deficient, according to Google’s index. The
Web site’s inadequate quality will very certainly deter Internet users from visiting
government Web sites [5].

Meanwhile, transparency and accountability on government Web sites are critical
in giving information about government performance. It is possible to create a Web
site by standardizing the contents of the minimal Web site needs. Hence, this study
wants to measure the effectiveness of an Ngawi government Web site in increasing
public interest.

2 Use of Web site in Government

E-government is the government’s use of technology to streamline the management
of information and services [6]. E-government evolved as a result of developments in
information and communication technology (ICT), with the goal of offering govern-
ment services to stakeholders [7]. Three pillars underpin e-government: information
technology, stakeholders, and outcomes. The outcomes component is based on the
electronic services provided to (1) strengthen and transform stakeholder interactions
and relationships, (2) empower citizens through transparent information access, and
(3) improve the efficiency and effectiveness of government activities by reducing
corruption and costs while increasing transparency, accessibility, and earnings [8].

Often, e-government services are supplied through government-created and
administered Web sites [9]. Government online portals provide a variety of services,
with some focused only on information access [10]. According to the Delone and
Mclean model, the components of system quality, information quality, and service
quality all contribute to user satisfaction and ultimately result in net benefits or end
outcomes [11, 12]. The quality of the system may be defined as its performance,
which relates to the hardware, software, regulations, and processes of the informa-
tion system’s capacity to meet the demands of users [13]. Usability, accessibility
speed, system dependability, flexibility, and the utility of features and functions are
all considered to be system quality aspects [11]. The quality of information produced
by a system is a desirable attribute [14]. Users will be happier with high-quality
information, but low-quality information will need consumers to take more effort to
receive the information they desire [15]. The term “service quality” refers to the level
of assistance provided by a system’s development to its users [11]. When services
meet users’ expectations, user satisfaction increases. Satisfaction is created when
the provider satisfies the customer’s wishes [16]. The model’s components [11] can
be used to assess the success of the government’s e-government implementation.
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A high-quality government Web site can help build trust and ensure the successful
deployment and delivery of e-government services [11, 12]. Additionally, several
studies demonstrate that the Delone and McLean model may be utilized to evaluate
the success of electronic governance in municipal government [15].

3 Research Method

This research, which applies quantitative approaches, examines the official Web
site of the Ngawi district government. Data collection occurred via the distribu-
tion of questionnaires to study participants. The research respondents were drawn
from a sample of the 870,057-strong Ngawi community. The Slovin formula was
used to calculate a sample size of 100 respondents with a margin of error of 10%.
The obtained data were then analyzed using the Smart PLS 3.0 partial least square
(PLS) software, which is one of the approaches in variance-based structural equation
modeling (SEM) statistics that was developed to handle multiple regression when
specific data issues such as small sample sizes, missing data, and multicollinearity
occurred [15]. The Delone and Mclean models are used to determine the perfor-
mance of the Web site for the Ngawi Regency Government. The researcher then
produced final results or benefits by using the Delone and Mclean model’s indepen-
dent variables of information quality, system quality, and service quality, as well as
the dependent variables of use intensity and user satisfaction. The following provides
an overview of the conceptual framework.

Based on the framework of thinking (Fig. 1), the following hypothesis can be put
forward:

H1a. The quality of information has a strong favorable effect on its utilization.

Fig. 1 Conceptual framework
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H1b. The quality of information has a measurable beneficial effect on customer
happiness.
H2a. The quality of the system has a favorable and substantial effect on its use.
H2b. The quality of the system has a positive and substantial impact on user
satisfaction.
H3a. The quality of service has a significant and beneficial effect on system use.
H3b. The quality of service has a significant and beneficial effect on consumer
happiness.
H4. The degree of utilization has a significant positive effect on the net outcomes
gained.
H5. User experience has a significant beneficial effect on the final product.

4 Results

4.1 Respondent Profile

The number of persons who participated in this study was 100, as indicated in Table
1.

According to Table 1, there were 56 males and 44 women among the 100 respon-
ders, with 55% of those aged 20–30 years old. Meanwhile, at the education level,
undergraduate level 1 education accounted for 56%, while SMA/SMK/MA educa-
tion accounted for 41%. As a result, the respondents in this study are diverse in terms
of gender, age, and education.

Table 1 Research
respondent profile

Category Amount Percentage

Gender

Male 56 56

Female 44 44

Age (years)

20–30 55 55

31–40 27 27

41–50 18 18

Education

Senior high school 41 41

Undergraduate 56 56

Graduate 3 3
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4.2 Outer Model Test Results

The reflective outer model is often used to illustrate how the manifest variable or
observed variable reflects the latent construct being evaluated, especially by doing
confirmatory factor analysis on the indicators composing the latent construct. By
examining the value of the outer loading, a convergent validity test is done to
determine the indicators’ validity. Table 2 shows the outer loading value.

The value of the rule of thumb, as shown in Table 2, is the data validity test for
convergent decision requirements. The value of the outer loading is acceptable at
0.50, but the value of the outer loading is preferable at 0.7. If the resulting outer
loading value is less than 0.50, the indicator is deemed invalid and is deleted from
the research instrument. As shown in Table 2, all indicators have an outside loading
value of 0.50, suggesting that they are genuine. Additionally, the extracted average
variance (AVE) value indicates convergent validity. At a minimum, the AVE value
must be 0.50. The AVE value is as follows.

As seen in Table 3, all variables have a value larger than 0.50. All variables with
good convergent validity account for more than half of the variance in each indicator
on average. The dependability of the variables in this research was determined using

Table 2 Value of outer loadings indicator

Indicator Intensity of
use

Benefits User
satisfaction

Information
quality

Service
quality

System
quality

IQ1 0.863

IQ2 0.910

IQ3 0.863

IU1 0.920

IU2 0.925

IU3 0.916

NB1 0.890

NB2 0.920

NB3 0.858

SQ1 0.904

SQ2 0.930

SQ3 0.871

ServQ1 0.863

ServQ2 0.914

ServQ3 0.862

US1 0.857

US2 0.910

US3 0.880

Source Analyze by Author, 2021
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Table 3 Average variance
extracted (AVE) value

Variable Average variance extracted (AVE)

Intensity of use 0.847

Benefits 0.792

User satisfaction 0.779

Information quality 0.773

Service quality 0.774

System quality 0.813

Table 4 Cronbach’s alpha
value

Variable Cronbachs alpha

Intensity of use 0.910

Benefits 0.868

User satisfaction 0.856

Information quality 0.853

Service quality 0.854

System quality 0.885

Cronbach’s alpha and composite dependability ratings. Cronbach’s alpha is a statistic
that indicates the maximum value of a construct. Cronbach’s alpha higher than 0.60
suggests the trustworthiness of a construct. Cronbach’s alpha is calculated as follows
in this inquiry.

Meanwhile, composite reliability is used to identify the true value of a variable.
As shown in Table 4, all variables have a Cronbach’s alpha value larger than 0.60,
suggesting that they meet reliability criteria. The data are considered reliable if the
composite reliability rating is greater than 0.70. The following is a summary of the
composite reliability processing results. As shown in Table 5, all variables have a
composite dependability score of greater than 0.70, indicating that they meet the
reliability criteria.

Table 5 Composite
reliability value

Variable Composite reliability

Intensity of use 0.943

Benefits 0.919

User satisfaction 0.913

Information quality 0.911

Service quality 0.911

System quality 0.929
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Table 6 R-square value Variable R Square

Intensity of Use 0.546

Benefits 0.745

User satisfaction 0.613

4.3 Result of Structural Model Testing (Inner Model)

The inner model assessment aims to determine if factors in the study have a direct
or indirect effect. Additionally, this is done to determine whether the model being
used is capable of resolving existing problems. The data from the R-square and path
coefficient are utilized to validate the structural model (hypothesis testing). The R-
square value indicates the extent to which variables in the model have an effect on
one another. For instance, Table 6 gives the R-square values for the following.

According to Table 6, themediating variable, utilization intensity, has an R-square
of 0.546, or 54%. This suggests that the degree to which the variables information
quality, system quality, and service quality impact the intensity of use accounts for
54% of the variance, with the remaining 46% explained by other factors. Meanwhile,
another moderating variable, customer satisfaction, is 0.613, or 61%. This condition
illustrates that the degree to which information, system, and service quality affect
consumer satisfaction accounts for 61% of customer happiness. Other variables, on
the other hand, have an effect on the remaining 39%. On the other hand, the user
variable R-square has a value of 0.745, or 75%. As a result, the variable intensity of
usage and user satisfaction accounts for 0% of the variance.

Smart PLS tests hypotheses using the bootstrapping method. Bootstrapping is a
resampling test that a computer system does to ascertain the accuracy of a sample
estimate. It is used to determine whether or not there is a statistically significant rela-
tionship between the observed variables. Utilize the amount of the hypothesis support
to compare the table and statistic data. If statistics can be believed. The hypothesis
is supported if the value of table is larger than zero. If the level of confidence is 95%
(alpha is 5%), the table has a value of 1.96. The hypothesis is said to be accepted if
the statistic is more than 1.96; it is said to be rejected if the value is less than 1.96
[6]. Table 7 and Fig. 2 summarize the results of the hypothesis testing.

Table 7 and Fig. 2 show that there are four approved hypotheses and four rejected
hypotheses for hypothesis testing. H1b (t-statistical value 4.126 > 1.96), H3a (t-
statistical value 4.725 > 1.96), H3b (t-statistical value 2.345 > 1.96), and H5 (t-
statistical value 8.906 > 1.96) are the acceptable hypotheses, while the rejected
hypotheses are H1a (t-statistical value 1.656.96), H2a (t-statistical value 0.416.96),
H2b (t-statistical value 0.605.96), andH4 (t-statistical value 0.605.96). The following
is the accepted hypothesis:

H1b. The quality of information has a significant positive effect on customer
happiness.
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Table 7 Path coefficients bootstrapping

Original
sample (0)

Sample mean
(M)

Standard error
(STERR)

T statistics
(|0/STERR)

P values

Intensitas
Penggunaan →
Kemanfaatan

0.148 0.139 0.087 1.708 0.091

Kepuasan
Pengguna →
Kemanfaatan

0.744 0.750 0.084 8.906 0.000

Kualitas
Informasi →
Intensitas
Penggunaan

0.193 0.188 0.116 1.656 0.101

Kualitas
Informasi →
Kepuasan
Pengguna

0.484 0.487 0.117 4.126 0.000

Kualitas
Layanan →
Intensitas
Penggunaan

0.527 0.530 0.111 4.725 0.000

Kualitas
Layanan →
Kepuasan
Pengguna

0.278 0.256 0.119 2.345 0.021

Kualitas Sistem
→ Intensitas
Penggunaan

0.066 0.061 0.160 0.416 0.678

Kualitas Sistem
→ Kepuasan
Pengguna

0.080 0.098 0.131 0.605 0.547

H3a. The quality of service will have a positive and substantial influence on how
the system is used.
H3b. Service quality will have a significant positive impact on user satisfaction.
H5. Satisfaction with the user has a substantial beneficial influence on the net
outcomes received.

While the rejected hypotheses are as follows:

H1a. The quality of information will have a significant positive effect on.
H2a use. The quality of the system will have a positive and significant impact on
its use.
H2b. The quality of the system will have a significant positive effect on user
satisfaction.
H4. The intensity of use has a significant positive effect on the net results obtained.
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Fig. 2 Output bootstrapping path coefficient

Hypothesis 1b is supported by evidence indicating the quality ofmaterial on aWeb
site has a positive effect on user or community satisfaction. The higher the quality of
the information on aWeb sitemakes the happiest consumers. These results are similar
with prior study [9], which examined the performance of the Wonosobo district
government Web site and found that the independent variable, information quality
had an effect on user happiness. This demonstrates that consumers are becoming
happiest with the Web site’s functionality as a result of the Web site’s information
quality. The similar conclusion was reached by [7], who observed the quality of
information supporting user satisfaction in Kota Pariaman’s village banking system.
Thus, the findings of this study corroborate Delone and Mclean’s theory that the
quality of information on aWeb site can affect community users’ satisfactionwith the
Ngawi district governmentWeb site.While hypothesis H1b is acceptable, hypothesis
H1a demonstrates that information quality has no positive or substantial influence on
how local government Web sites are used. As a result, this hypothesis is rejected due
to its low t-statistic value. This notion is also refuted by the results of who evaluated
the national CPNS selection system’s Web site. Not only that but, this idea was also
contradicted by the research, which observed the Darmo Surabaya hospital’s Web
site’s success. Thus, the quality of the material shown on the Web site has no effect
on how the public uses it, contradicting Delone and Mclean’s argument.

The rejection of hypotheses H2a and H2b demonstrates that the system’s quality
has no positive and statistically significant influence on Web site users’ usage and
satisfaction. This outcome is consistent with the study undertaken by, which resulted



28 D. E. Prastya et al.

in the system quality hypothesis being rejected on the national CPNS selection
system’s measuring Web page. Not just on government Web sites but also in the
assessment of e-commerce Web sites, this notion is rejected. According to research,
the quality of the system has no effect on the happiness of customers of the e-
commerce Web site JualdanBeli.com. As a result, the quality of the system in this
research does not support Delone and Mclean’s claim that it has an effect on the
usage and happiness of information system users.

Meanwhile, the accepted hypotheses H3a and H3b indicate that the quality of
service on theWeb site has a positive and significant effect on the use and satisfaction
of users in accessing the Web site. The better the quality of Web site services will
increase the use and satisfaction of users. This finding is the same as research from
[7] which shows the quality of service influences user satisfaction. Although the two
hypotheses in this study were accepted, this research shows the quality of service
does not affect the use of the Web site. Thus, the two hypotheses accepted in this
study support the Delone and Mclean theory that service quality influences user use
and satisfaction in accessing the Web site.

HypothesisH4demonstrates that the hypothesis is rejected, indicating that the user
has no positive or substantial influence on theWeb site’s results/benefits. This notion
is also refutedby the results of e-commerceWeb sites. This conclusion is corroborated
by research from, which assesses the Web site’s success in Balikpapan. In contrast
to study, the hypothesis is acknowledged in Brawijaya University’s measurement of
information systems. The accepted notion is further supported by the results of, who
analyzed the Malang city’s health information system. As a consequence, although
the findings of this research do not support the Delone and Mclean theory, support
for the idea may exist in other investigations.

Furthermore, hypothesis H5 shows that user satisfaction positively affects the
results/benefits obtained from accessing the Web site. This finding is the same as
research fromwhich examines the success of e-commerceWeb sites with the Delone
and Mclean model. The same result is also obtained from, who saw user satisfaction
on the net results obtained on the research and community service information system
at Brawijaya University. The acceptance of this hypothesis is also strengthened by
research on the health information system in Malang City. Thus, the satisfaction of
the Ngawi Regency Government Web site users influences the net results/benefits
obtained from accessing the Web site, thus supporting the theory of Delone and
Mclean.

5 Conclusion

The Ngawi Regency Local Government Web site in providing public information
is measured for its success using the Delone and Mclean model, which produces
the following conclusions all indicators are declared valid, and the proposed vari-
ables have high reliability. There are eight hypotheses proposed and resulted in
four accepted and four rejected hypotheses. The quality of information on the Web
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site influences people’s satisfaction in accessing local government Web sites. The
quality of the system on the Web site does not influence the use and satisfaction of
the community in accessing local government Web sites. The quality of service on
the Web site influences the use and satisfaction of the community in accessing local
government Web sites.
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Factor Influencing Trust in Government:
A Survey in the Bantul Regency

Denny Ardiansyah Pribadi, Ulung Pribadi, Dyah Mutiarin,
and Vindhi Putri Pratiwi

Abstract This study aims to determine the factors that influence public trust in
the government. Indonesian people’s belief in the government has begun to decline,
especially during the COVID-19 pandemic. So that it is crucial in this study to
test the theory of the independent hypothesis built to see the relationship between
people’s intentions to trust the government. This study uses data from questionnaires
that the people of Bantul Regency have given responses to. The number of research
respondents was 100 respondents and processed using SmartPLS 3.0 Software. The
results showed that of the three hypotheses tested; all showed a positive relationship
concerning trust in the government. Variable perceived usefulness has become an
accepted variable according to the hypothesis. This research is used as input for
the Bantul Regency Government to increase public trust in the government, mainly
focusing on variables that have positive implications.

Keywords Trust · Government · Society

1 Introduction

The increasing dynamics of the flow of information, communication, and technology
take society in an important position. Social patterns in society have changed. Not
only is community today subject to government power and policies but above all,
companies are in a very strategic position to define a growing continuum of activity,
government, and other social organizations. One of the problems between the govern-
ment and the community is the trust of the government. As a result, the issue of crisis
and loss of trust is increasing concern by sociologists and is the subject of current
research [1]. Government trust is an essential thing in the implementation of govern-
ment activities. This trust is related to the public’s belief in the services provided by
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the government. The more assistance offered by the government run well, the more
people will trust the government. However, if the services offered by the government
are not going well, the public will lose trust in the government.

Previous research has discussed a lot about trust in government. The difference
between this study andprior studies lies in the direct discussionon the implementation
and the research locus. As a part of government activities, using research variables,
this study examines the elements that determine trust in the government in Bantul
Regency. Perceived ease of use, perceived usefulness, and security risk as dependent
variables, and trust in government as an independent variable. This study aims to
determine and describe the level of public trust in the Bantul Regency Government.
This research expects to be an evaluation material for the State Civil Apparatus in
the Bantul Regency Government to improve their ability to serve the community to
build public trust in the government.

2 Literature Review

2.1 Trust in Government

Trust is an essential point in the implementation of good governance. Trust also
defines that attitudes influence a person’s behavior in the form of belief in the
circumstances around the individual [2]. Trust here means the relationship between
the individual and the organization. The surrounding circumstances influence the
relationship between the individual and the organization, so trust is firmly bound
between the individual and the organization. Trust in the government is essential in
the implementation of government activities. The level of public trust in the govern-
ment has a relationship with community participation related to the government
program. It means that the higher the public participation in government programs,
the higher the level of trust in the government. Conversely, if public involvement
related to government programs is low, then the level of confidence in the government
is lacking.

2.2 Perceived Ease of Use

Perceived ease of use means the extent to which a person believes that technology
frees him from the effort. Perceived ease of use also refers to the amount to which a
person’s level of trust in a system can increase his work performance [3]. Perceived
ease of use here has a meaning related to one’s belief in using technology. Trust
in technology is expected to increase one’s ability to improve performance so that
the ability to complete work is good. Technology in perceived ease of use is more
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used in various things, such as e-mail, e-commerce, and applications needed by the
government [4].

2.3 Perceived Usefulness

Perceived usefulness means the degree to which a person in increasing his work
capacity has more confidence in using a particular system [5]. Perceived useful-
ness determines how a person’s confident attitude toward the use of innovation [6].
Perceived usefulness here has a meaning related to the level of trust in technology.
Because in this day and age, technology has become essential in all lines of work.
So, every job combined with technology will provide convenience to its users.

2.4 Security Risk

Technical, organizational, scientific, legal, economic, and information challenges
all pose security risks in e-government [7]. This area is addressed through secu-
rity mechanisms, careful system design, and policy measures [8]. Security mecha-
nisms are created with the aim of detecting, preventing, and recovering from secu-
rity attacks. It is usually using several approaches, such as cryptographic firewalls
and information system security. The installation and configuration of hardware,
software, and data recovery (backup) are all part of system design to ensure that
the e-government system runs properly. Administrators and authorities implement
policies (including assessments) by establishing procedures for planning, testing,
certifying, monitoring, evaluating, and certifying e-government systems. Another
model, called the e-government maturity model (e-GMM), guides and compared the
development of e-government from a regulatory perspective. For example, Karokola
et al. presented the e-government maturity model (e-GMM) to guide the integration
of security in e-government systems with: policymakers in the government [9].

3 Methods

This study uses a quantitative approach. The quantitative method aims to use data
and numbers as a tool to gain knowledge, analyze what you want to know (), and
describe the data collected. This survey data collection method uses a survey method
using a survey tool—researchers surveyed by distributing questionnaires to residents
of Bantul Regency. Using a sampling error of 10%, where the population has the
same population characteristics, this number of samples is 99.98 or as many as
100 respondents. Data processing uses the PLS-SEM method, which is to perform
multiple regression. Data analysis uses descriptive quantitative techniques in the
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PERCEIVED EASE OF USE 

PERCEIVED USEFULNESS TRUST IN GOVERNMENT 

SECURITY RISK 

H1

H2

H3

Fig. 1 Research hypothesis (processed by researchers)

form of factor analysis that affects trust in government. Another hypothesis validity
test in this study combines them using the PLS structural model, which evaluates
using the R2 of the dependent structure, the path coefficient value, or each path’s t
value. The following describes the hypothesis used in this study.

Based on the explanation and theoretical framework in Fig. 1, the researcher
makes the following hypothesis:

H1. Perceived ease of use has positive and significant implications for trust in
government.
H2. Perceived usefulness has positive and significant implications for trust in
government.
H3. Security risk has positive and significant implications for trust in government.

4 Result and Discussion

Based on a survey conducted by researchers, data were obtained from 100 respon-
dents in Bantul Regency. The respondents were divided into 53 men and 47 women.
Furthermore, the majority of respondents are between 36 and 45 years old. As for
the composition of the last education level taken, most of the respondents obtained
by the researcher came from respondents who are currently/have completed their
studies at the lecture level (Table 1).

4.1 Validated Research Model, Data Validity, and Data
Reliability

The data testingmodel used by the researcher perceived ease of use, perceived utility,
security risk, and privacy risk, all of which influence faith in government or act as
a mediating variable in affecting the intention to utilize e-government. The quality
of the measurement model is seen from the validity and reliability by considering
several values, namely: convergent and discriminant validity are two types of validity.
These two numbers can be seen in the average variance extracted score results from
the outer model (AVE). The level of data validity can be said to be valid if the AVE
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Table 1 Profile of
respondents (processed by
researchers)

Legends Frequency %

Gender

Men 53 53

Woman 47 47

Age

17–25 28 28

26–35 20 20

36–45 36 36

46–55 16 16

56–65 0 0

Level of education

Primary school 0 0

Junior high school 3 3

Senior high school 15 15

Associate’s degree 18 18

Bachelor 53 53

Master 11 11

score is more than 0.5. However, if it is below 0.5, then the AVE score cannot be said
to be valid [10, 11] (Fig. 2).

From the results of the validity test in Table 2, we can see that all statements on
the variables are as follows: perceived ease of use, perceived usefulness, security
risk, and trust in government. These variables have outer loading values >0.5, and

Fig. 2 Validated research model (processed by researchers using SmartPLS 3.0)
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Table 2 Data validity (processed by researchers using SmartPLS 3.0)

Variable Indicator Outer loadings Average variance extracted Description

Perceived ease of use PEoU.1 0.814 0.677 Valid

PEoU.2 0.855

PEoU.3 0.798

Perceived usefulness PU.1 0.722 0.640 Valid

PU.2 0.797

PU.3 0.873

Security risk SR.1 0.765 0.662 Valid

SR.2 0.863

SR.3 0.810

Trust in government TiG.1 0.742 0.658 Valid

TiG.2 0.878

TiG.3 0.807

all of them have AVE values >0.5. Thus, the authors conclude that the questions in
all variables are valid or meet convergent validity and discriminant validity.

The mean value in Table 3 shows the degree of correspondence between the three
independent variables and one dependent variable. The independent variable with the
highest value is “Perceived ease of use,”with a value of 4.307, followed by “perceived
usefulness” of 4.190.This variable is a commonproblem in Indonesia. Theperception
of use and ease of application are often common problems in Indonesia because there
are so many applications that the government presents but the lack of socialization
and lack of readiness from the community in welcoming the technology [12].

Table 3 also shows Cronbach’s alpha and composite reliability values >0.6 and
0.7, respectively. So, we can conclude that all research variables, both independent
variables (perceived ease of use, perceived usefulness, security risk) and dependent
variables (trust in government), meet the reliability test. After the reliability test, we
will measure the inner model.

Table 3 Data reliability (processed by researchers using SmartPLS 3.0 software)

Variable Mean Standard 
deviation 

Cronbach’s 
alpha 

Composite 
reliability 

Description 

Perceived 
ease of use 

4.307 0.589 0.762 0.862 Reliable 

Perceived 
usefulness 

4.190 0.685 0.717 0.841 Reliable 

Security risk 3.950 0.699 0.751 0.855 Reliable 
Trust in 
government 

4.107 0.686 0.738 0.850 Reliable 
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Table 4 Number of
R-squares (processed by
researchers using SmartPLS
3.0)

Variable R-square

Trust in government 0.301

4.2 Inner Model Test

Researcheswill test the innermodel test to see the relationshipbetween the constructs,
the significance value, and R-square based on the researchmodel. The significance of
the coefficients of the structural route parameters and the R-square for the dependent
construct of the t-test will be used to evaluate the structural model. In assessing
the model with PLS, it starts by looking at the R-square for each latent-dependent
variable [11]. Table 4 is the result of calculating the R-square with SmartPLS 3.0.

According to Hamid and Anwar [13], when connected with the rule of thumb, the
R-square test is 0.75 in the strong category, 0.50 in the medium category, and 0.25
in the weak category [13]; the authors conclude that the variables that affect trust in
government have an influence value in the moderate category. Its shows that 30%
of the trust in government variables is influenced by perceived ease of use (PEoU),
perceived usefulness (PU), and security risk (SR).

4.3 Hypothesis Testing

After the data gathered were valid and reliable, the bootstrap resampling approach
was used to test hypotheses between variables, specifically exogenous variables to
endogenous variables and vice versa. The T statistic is the test statistic employed (t-
test). The t value for comparison is taken from the t table. The test can be significant
if the T statistic value >1.96 and P-value <0.05. The hypothesis testing may be seen
in Table 5 by looking at the output path coefficient from the bootstrap resampling
findings.

Table 5 shows that of the three variables, only one hypothesis is accepted. The
accepted hypothesis is marked with a T statistic value >1.96 and a P-value <0.05
(green). At the same time, the rejected hypothesis means that it does not meet the T
statistic value >1.96 and P-value <0.05 (red color).

Table 5 Hypothesis testing (processed by researchers with SmartPLS 3.0).
Original 
Sample 
(O) 

Sample 
Mean (M) 

Standard 
Deviation 
(STDEV) 

T Statistics 
(|O/STDEV|) P Values Result 

PEoU->TiG -0,052 -0,039 0,093 0,562 0,574 Rejected 
PU->TiG 0,562 0,552 0,104 5,376 0,000 Accepted 
SR ->TiG 0,035 0,061 0,118 0,294 0,769 Rejected 
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H1. Perceived ease of use has no significant implications for rust in government
(the hypothesis is rejected), with a T statistic of 0.562 and a P-value of 0.574. This
study also confirms the findings of previous studies that perceived ease of use has a
significant effect on trust in government [14–16]. This result looks surprising because
a problem that often occurs in Indonesia is the ease of use.

H2. Perceived usefulness has significant implications for trust in government (the
hypothesis is accepted), with a T statistic of 5.376 and a P-value of 0.000. This study
confirms the results of previous studies that perceived usefulness has a significant
effect on trust in government [15, 16].

H3. Security risk has no significant implications for trust in government (the
hypothesis is rejected), with a T statistic of 0.294 and a P-value of 0.769. This study
also confirms the findings of previous studies that security risk has a significant effect
on trust in government [15, 17]. It seems surprising because security issues are the
subject of discussion in Indonesia.

5 Conclusion

This study contributes to empirically testing the perceived ease of use, perceived
usefulness, and security risk on trust in government conducted by theBantul Regency
Government. Because the relationship between variables has not beenwidely studied,
this study can be used as oneway to increase the level of public trust in the government
in Indonesia.

There is only one variable with positive implications and significant value. The
variable is in the form of perceived usefulness of trust in government. Meanwhile,
two variables have negative implications and have no significant value. The variables
are perceived ease of use against trust in government and security risk against trust
in government.

The practical implications of this research can be used as input for the Bantul
Regency Government to increase public trust in the government, mainly focusing
on variables that have positive implications. This research also still has obstacles
in the form of a small research locus, a small number of respondents, a short
research time, and research variables. Thus, it is hoped that this paper will become
a recommendation for further research.
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Different Applications and Technologies
of Internet of Things (IoT)

Feisal Hadi Masmali, Shah J. Miah, and Nasimul Noman

Abstract Internet of things (IoT) has significantly altered the traditional lifestyle to a
highly technologically advanced society. Some of the significant transformations that
have been achieved through IoT are smart homes, smart transportation, smart city,
and control of pollution. A considerable number of studies have been conducted and
continues to be done to increase the use of technology through IoT. Furthermore, the
research about IoT has not been done fully in improving the application of technology
through IoT. Besides, IoT experiences several problems that need to be considered
in order to get the full capability of IoT in changing society. This research paper
addresses the key applications of IoT, the architecture of IoT, and the key issues
affecting IoT. In addition, the paper highlights how big data analytics is essential in
improving the effectiveness of IoT in various applications within society.
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1 Introduction

The term “Internet of Things” (IoT) is used to illustrate a network of physical objects
that is, “things” that are implanted with software, sensors as well as other technolo-
gies to facilitate connectivity as well as the exchange of information with other
systems as well as devices over the Internet [1]. Such devices range from objects in
households to complex industrial tools. According to Rangers [1], there are above
7 billion connected IoT gadgets in the world, and the number is approximated to
rise to 22 billion by 2025. As an upcoming paradigm, IoT allows communication
between electronic devices and sensors via the Internet, which significantly facili-
tates people’s lives. In addition, IoT applies smart devices as well as the Internet to
develop solutions to challenges as well as issues that various businesses and private
as well as public industries face across the world [2]. Furthermore, IoT has continu-
ously turned out to be a vital aspect of our lives, which is evident everywhere in the
world. In general, IoT integrates different varieties of smart systems frameworks as
well as intelligent devices as well as sensors [2]. Besides, IoT exploits quantum as
well as nanotechnology in the form of sensing, storage as well as processing speed,
which was not attainable earlier [3]. There have been extensive studies that have been
conducted in order to illustrate the effectiveness as well as the applicability of IoT
transformations. This paper provides an in-depth illustration of IoT in terms of its
architecture, its major applications, significant problems and issues of IoT, and the
significance of big data analytics within IoT.

There is a significant transformation that is evident from our daily lives whereby
the application of IoT devices as well as technology has significantly increased. The
establishment of Smart Home Systems (SHS), home automation systems, and appli-
ances that use devices that rely on the Internet are some of IoT developments [4].
Another significant gain of IoT is the Smart Health Sensing System (SHSS). This
system integrates several small intelligent pieces of equipment as well as devices
that assist in supporting health. The system is also applied to inspect critical health
conditions within the hospitals. This signifies that IoT has altered themedical domain
scenario by introducing convenient technology as well as smart devices [5]. Further-
more, the developers, as well as researchers of IoT, have actively been participating
in improving the lifestyle of both disabled and aged individuals, whereby IoT has
an extreme performance within this sector. IoT has indicated a new direction for the
ordinary life of the aged and disabled individuals through the development of devices
that are cost-effective and easy to use for these individuals [2].

The other important aspect of IoT in daily life is transportation. It has contributed
to new advancements making transportation more efficient, comfortable as well as
reliable. For instance, intelligent sensors and drone devices have been widely applied
in controlling traffic across major cities. Additionally, there are new vehicles that
consist of sensing devices that allow sensing heavy traffic congestions and to find
alternative routes on the map with low traffic congestion [6]. This clearly indicates
that IoT has played a significant role in different aspects of life as well as technology.
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Besides, IoT has displayed its significance aswell as potentialwithin the economic
and industrial fields. It has been regarded as a revolutionary tread within the trade and
stock exchangemarket.Despite the potential associatedwith IoT in life improvement,
the issue of security of information is a crucial concern, which is the main challenge
faced in IoT [5]. Hackers have actively been using the Internet in conducting cyber-
attacks, which has made data insecure. Despite this, IoT developers and researchers
have been involved in giving the best possible solutions to cope with data security
issues.

2 The IoT System Architecture

The architecture of an IoT system is typically illustrated as a process that involves
stepswhereby information flows from sensors incorporated in “things” via a network,
and finally onto a corporate data center or the cloudwhereby it undergoes processing,
analysis as well as storage [7]. In this case, a “thing” may be a machine, a person,
or a building. In the IoT system process, also send information to the other direction
instructing the actuator or the connected devices to take various actions in order to
control a physical process.

There are four essential layers incorporated in an IoT architecture that describe
the workability of an IoT system. They are the perception layer, network layer, appli-
cation layer, and business layer [2]. The perception is the lowest in the IoT structure.
It constitutes physical devices such as sensors, Radio-frequency identification chips
and barcodes, which are linked to the IoT system. They assist in gathering data that
is then delivered to the network layer.

Moreover, the network layer functions as a transmission medium of data from
the perception layer to the data processing system [2]. This channeling of data may
apply either be through a wired or a wires medium. The application layer utilizes
the processed data for global device management [2]. The business layer is found on
the top of the IoT architecture. It usually controls the entire IoT system that is, its
applications as well as services [22]. It visualizes data from the application layer and
uses the information to generate plans as well as strategies. According to Kumar et al.
[], the IoT architecture can be altered according to the need as well as the application
domain (Fig. 1).

Apart from layered frameworks, IoT systems contain other functional blocks
that help in various IoT services like sensing methods, authentication as well as
identification, control, and management [8]. Besides, these functional blocks are
involved in connectivity issues, audio or video monitoring, input or output operation,
and management of storage. These blocks all form an effective IoT system essential
for maximum performance. According to Nicolescu et al. [9], several architecture
references with technical specifications that have been proposed still deviate from
the typical IoT architecture accepted for global IoT (Fig. 2).

According to Kumar et al. [2], the critical design factors for a productive IoT
architecture within a heterogeneous condition are scalability, openness, modularity,
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Fig. 1 The architecture of IoT system. Source Jahnke [7]

Fig. 2 The generic structure of IoT. Source Kumar et al. [2]

and inter-operability. The design must include an objective of meeting the needs of
cross-domain interactions, big data analytics, storage and applications that are user-
friendly. The IoT structure must also have the ability to scale up the workability and
include intelligence as well as automation within the IoT devices [2].

Furthermore, the increased amount of data generated from IoT sensors and IoT
gadgets has contributed to a big issue. This implies that an effective IoT structure
should be able to cope with the increased amount of data within the IoT system. The
leading IoT system architectures are fog and cloud computing. They are responsible
for handling, monitoring as well as analysis of a large amount of information within
IoT systems [2].

Sensors, as well as actuators, play a vital role in stage one of the IoT architecture.
Sensors have the capacity to detect data flow from the real world, which constitutes
things like humans, vehicles, animals, electronic devices, and buildings. The sensors
transmit this data,whichmaybeused further for analysis.On the other hand, actuators
are capable of intervening the reality, for instance, turning off the music, slowing
down the speed of a vehicle, and regulating temperature in a room. In general, stage
one of the IoT architecture enables collecting information from the real world. This
information may be applied for more analysis.
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Moreover, stage two enables cooperation between sensors and actuators together
with gateways as well as information acquisition systems. In addition, this stage
allows aggregation and optimization of the enormous data gathered from stage one
to appropriate way for the purpose of processing [2]. The data is then passed to stage
three of the IoT architecture, which is edge computing. This sage can be described
as a free architecture that enables the utilization of technologies as well as huge
computing power from different areas in the world [2]. In addition, edge computing
provides a robust way of streaming data processing, and therefore it is acceptable for
IoT systems.

During stage three of IoT architecture, technologies of edge computing manage
a huge amount of information and give several functionalities like imaging, data
integration from different sources, and analysis of data through machine learning
techniques. The final stage involves various crucial activities like deep analysis and
processing of information, giving feedback to increase the whole system’s precision.
All processes in this stage are conducted in the cloud server [2]. Moreover, this stage
involves big data frameworks like Spark in order to handle substantial streaming
data. Furthermore, machine learning methods may be applied to establish suitable
prediction models that may help develop a reliable and accurate IoT system that
meets the requirements of people [2].

3 Major Applications of IoT

IoT has a wide range of applications since it can be adjusted to almost every tech-
nology that can provide suitable information concerning its operation, the fulfill-
ment of an activity, and concerning the environmental situations that require to be
monitored and regulated distantly. A significant number of industries are currently
adopting IoT technologies to simplify, enhance, and automate as well as to control
distinct processes.

4 Smart City, Transport as Well as Vehicles

IoT has significantly altered the conventional civil structure of society to form a
high technological structure that involves concepts of smart city, smart home as
well as smart vehicles. There are vast advancements that are aided by supporting
technologies likemachine learning [10]. Furthermore, several technologies like cloud
server technology aswell aswireless sensor networks and IoT serversmust be applied
jointly in order to generate an efficient smart city. However, it is vital to consider
the environmental factor of the smart city. In connection to this, there should be the
establishment of energy-efficient technologies as well as green technologies when it
comes to the establishment of smart city infrastructure.
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Furthermore, new vehicles are currently incorporated with smart devices, which
can easily detect traffic congestion on roads and helps in providing alternative routes.
This significantly helps in minimizing congestions n within the city. Besides, there
should be a design of smart devices with optimum cost that can be compatible with
all vehicles in monitoring different parts of the vehicle. In addition, IoT significantly
helps in maintaining the condition of a vehicle. Also, self-driving vehicles have the
capacity to pass information to other vehicles via intelligent sensors. This allows
smooth flow of the traffic compared to human-driven vehicles. Although this tech-
nology will require significant time to spread worldwide, IoT gadgets will continue
helping in sensing traffic congestion.

Sensors in fleet vehicles facilitate effective communication between the managers
of the vehicle and the vehicle. The manager or the driver of the vehicle can easily get
information concerning the status, operation as well as requirement of the vehicle by
evaluating the software responsible for gathering, processing, and organizing infor-
mation. In general, the integration of IoT to fleet management helps in geolocation
and performance analysis and may allow the generation of relevant information that
can help improve driving vehicles.

5 Maintenance Management

This forms one of the extensive deployment areas of IoT technology. The amalga-
mation of sensors and software specialized in Enterprise asset management (EAM)
as well as computerized maintenance management systems (CMMS) allowed the
development of a multifunctional tool that can be applied in various disciplines as
well as practices. The main objective of these tools is to increase the productive
life of assets. The application of these tools is almost unlimited since the software
attributes that process and organize data gathered by sensors are specifically designed
to address the management requirements of physical assets [11].

6 Healthcare

According to Kumar et al. [2], IoT is entirely committed to providing financial bene-
fits as well as development to society. These developments include but are not limited
to public facilities such as water and quality maintenance, economic development,
and industrialization. When it comes to the health sector, the application of wearable
sensors that are linked to patients enables healthcare providers to observe a patient’s
condition while outside the healthcare facility or in real-time. Via progressive inspec-
tion of various metrics as well as automatic alerts about their crucial signs, the IoT
assists in enhancing patients care and prevention of lethal situations among high-risk
patients [11]. Moreover, the integration of IoT in hospital beds is another essential
application of IoT within the healthcare sector. This has given way to smart beds that
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are incorporated with sensors to monitor patients’ vital signs such as blood pressure
and body temperature.

7 Wearables Devices

These are small devices that do not consume a lot of energy and are equipped with
sensor and are equipped with the relevant hardware to take measurements as well as
readings and their software gather andorganize data concerning the users. Someof the
examples of wearable devices that have been widely applied are virtual glasses, GPS
tracking belts, and fitness bands to observe, for instance, calories use. Corporations
like Google and Samsung have established and are using IoT in their devices [11].

8 Hospitality

IoT integration within the hotel industry enables improvement in the provision of
services. For instance, the implementation of electronic keys that are directly sent
into guests’ mobile devices allows the automation of several interactions. Some of
the crucial activities that can be easily managed through the application of IoT in the
hotel industry are the realization of orders or services in a room and the automated
charging of room [11]. Moreover, the process of checking out is automated with the
help of electronic keys.

9 Smart Grid as Well as Energy Saving

IoThas enabled bettermonitoring aswell as control of the electrical network. This has
been effectively achieved by the continuous application of smart meters with sensors,
and installing sensors at various strategic locations from thepoint of power production
to distribution areas. These sensors significantly allow bidirectional communication
between the power companies and users, whereby essential information pertaining
to faults, repairs, or decision-making can be obtained. Moreover, IoT allows sharing
critical information to the end-users concerning their power consumption patterns
and concerning the best way of reducing their expenditure on power [11].

10 Water Supply

Moreover, IoT has progressively been applied in the supply of water. A sensor that
is equipped internally or externally in water meters, connected to the Internet, and
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integrated with the relevant software assist in collecting, processing, and analyzing
data. This information is essential as it allows detecting faults, understanding water
consumers’ behaviors, reporting the outcomes, and providing a course of action to the
company. Similarly, the application of IoT in water supply allows the consumers to
track information about their water consumption via awebpage and even in real-time,
whereby they can get alerts when consumption is exceeded the average consumption.

11 Agriculture

Agriculture is a vital sector to the rapidly growing world’s population. Therefore,
there is a need for the advancement of present agricultural activities in order to
satisfy the huge world’s population. This calls for the amalgamation of agricul-
ture with advanced technology in order to increase production levels. One of the
probable methods is through greenhouse technology toward this direction. Green-
houses provide awayof controlling environmental parameters to increase production.
However, this has been improved by automating processes through the application
of IoT. Through smart devices as well as sensors, environmental parameters can be
easily monitored. This contributes to improved production and energy saving.

12 Key Issues Associated with IoT

There are several issues associated with the inclusion of IoT in almost all aspects of
daily life and technologies associated with the transmission of data between the IoT
integrated devices. Besides, these issues have raised challenges to IoT developers
and researchers with the advanced smart society. Moreover, as technology continues
to progress, there is also a need to advance IoT systems.

13 Privacy and Security

One challenge facing IoT systems is security as well as privacy. This is due to the
available threats, cyber-attacks as well as vulnerabilities [12]. Some of the factors
that contribute to privacy issues on IoT embedded devices include inadequate autho-
rization as well as authentication, web interface, firmware, insecure software, and
faulty transport layer encryption [13]. According to Sisinni et al. [14], security, as
well as privacy, are essential in confidence development in IoT systems. In order to
prevent attacks, security techniques should be incorporated at each layer of IoT [15].
Furthermore, various protocols have been established at each layer of communication
in order to ensure that IoT-based systems are secure from threats [16]. An example
of a security protocol that has been established between the transport and application
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layer in order to secure IoT systems is the Secure Socket Layer (SSL). Different
IoT systems require varied methods in the provision of communication security
solutions between IoT devices. Furthermore, wireless communication between IoT
devices increases the risk of security issues.

On the other hand, privacy is a vital aspect of IoT as ill allows IoT devices users to
feel safewhile applying IoT systems. It is critical tomaintaining authorization aswell
as authentication in a safe network to develop trust between parties communicating
with each other [17]. Moreover, there are various privacy policies for distinct devices
within the IoT systems. To counter this issue, each object should have the capacity
to verify other objects’ privacy policies within the IoT system before transferring
information.

14 Inter-Operation and Standard Issues

Inter-operability or integration refers to the practicability in the switching of data
among several IoT devices as well as systems. Transmission of information does
not necessarily depend on the devices and systems applied. Inter-operability issues
emerge because of the heterogeneous nature of various technologies as well as solu-
tions involved in the development of IoT. According to Inter-operability in Digital
Health [18], the levels of inter-operability are technical, semantic-syntactic as well
as organizational. Moreover, IoT systems incorporate several functionalities in order
to improve inter-operability, which improves communication among various IoT
objectswithin a heterogeneous environment. Some of the suggestedways of handling
inter-operability are adapters/gateways-based and virtual networks/overlay-based
[19].

15 Ethics, Law, and Rights

Ethics, legality, as well as regulatory rights are significant considerations for IoT
developers. To safeguard morals and prevent people from breaching them, some
specific policies and procedures should be considered. The sole difference that lies
between ethics and legislation is that ethics are the guidelines that individuals are
required to stick to, whereas legislations are the limitations pressed by the govern-
ment. Moreover, ethics, as well as legislation, are intended to protect the quality and
protect individuals from taking part in criminal behavior. Tzafestas [20] indicates
that there are various real world problems, which have been resolved due to the
development of IoT, but at the same time, resulting in various ethical as well as legal
problems. These problems include privacy, security of information, trust, and safety
of data usability. Due insufficient trust with IoT, many users align with government
law regarding protection, privacy, and information security. Therefore, it is vital to
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consider such issues in order to maintain and build up public trust in the deployment
of IoT gadgets.

16 Dependability, Scalability, and Accessibility

When other devices are included in a systemwithout decreasing its effectiveness, the
system is regarded as scalable. The fundamental drawback with IoT is incorporating
many devices with varying memory, processor, storage capability, bandwidth acces-
sibility, and reliability [21]. Access to resources forms another significant factor that
should be considered. Within the IoT architecture layers, scalability, as well as avail-
ability, should be applied jointly. A good example of a system that portrays scalability
is the cloud-based IoT system. This is because they allow users to develop their IoT
network by introducing other gadgets, storage, as well as processing capabilities as
required.

The other important issue is making sure that resources to the suitable objects
are accessible without necessarily bothering their location or time they are required.
Several IoT networks are linked to global IoT systems in a scattered approach in
order to maximize usage of their resources as well as services [2]. Various services,
as well as resource availability, may be obstructed because of the availability of other
different information transmission channels, like satellite communication. Therefore,
an independent, aswell as a dependable data transmission channel is required in order
to ensure that resources and services are always available.

17 Quality of Service (QoS)

The other key issue in IoT systems is the quality of service (QoS) provided. QoS
evaluates the quality, effectiveness, and productivity of IoT architecture, devices,
and systems [22]. According to Huo and Wang [23], reliability, affordability, energy
utilization, security, availability, and service time are significant in IoT systems. A
good IoT platform should meet the necessities of QoS standards. Additionally, any
IoT service should initially be defined to verify its dependability. People may also be
free to articulate their requirements and needs accordingly. According toWhite et al.
[24], many techniques can be used to analyze QoS, but a trade-off exists between
quality variables and approaches. In order to address this trade-off, high-quality
models must be used.

A few high-quality models like OASIS-WSQM may be applied in assessing the
methodologies used for QoS evaluation [25]. Such models include a large number
of quality parameters that are enough for determining QoS for IoT services.
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18 Big Data Analytics in IoT

In an IoT system, many devices and sensors share information. In addition, the
increased development of IoT networks has contributed to the increase of IoT devices
and sensors at a rapid rate. There is, therefore, the transmission of an enormous
amount of data by these sensors and devices through the Internet. The data transmitted
is massive and, therefore, can be regarded as big data. Moreover, the increase in
IoT embedded networks has resulted in issues like management and gathering of
information, storage as well as processing, and analytics [2].

In smart buildings, the IoT big data system assists in dealing with issues like
oxygen level management, detection of hazardous gases, and luminosity [26]. These
systems enable the collection of information from sensors within the building and
conduct data analytics to come up with decisions. Furthermore, Lee et al. [27],
indicates that production in an industry can be raised by deploying an IoT embedded
Cyber-physical platform that incorporates data analysis and knowledge gathering
techniques.

Besides, traffic congestion within smart cities is a vital issue when it comes to big
data analytics. Traffic light signals are able to gather real-time traffic data with the
help of sensors and IoT devices incorporated in them. The information gathered can
be easily analyzed within an IoT-based traffic management system [2].

Moreover, in the healthcare sector, IoT sensors help in generating more infor-
mation concerning patient health. The huge amount of data gathered requires to
be combined into one database for quick processing in order to enable developing
accurate decisions. Big data technology effectively provides a solution for this [28].
According to Mourtzis et al. [29], when IoT is combined with big data analytics, it
can effectively assist in changing the traditional methods applied in manufacturing
industries. Devices that use sensors produce data that can be analyzed via big data
techniques, which aid in making various decisions.

Besides, the application of cloud computing, as well as for analytics, is of great
significance to energy development as well as conservation due to decreased costs
as well as customer satisfaction [30]. In addition, IoT devices usually produce a
large amount of information that requires an effective storage mechanism for further
analysis in order to develop accurate real-time decisions. To deal with this huge data,
deep learning assists by providing high precision [31]. Therefore, deep learning, IoT
as well as big data analytics are all essential in creating a technologically advanced
society.

19 Conclusion

A significant transformation is evident from our daily lives whereby the application
of IoT devices as well as technology has significantly increased. Some of the major
applications of IoT are smart homes, smart transportation, smart city, and control
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of pollution. Moreover, the current advancements in IoT have made researchers, as
well as developers, collaborate in improving technology in IoT on a large scale,
which will help society to the highest level. Furthermore, in order to achieve these
improvements, we must consider various issues and challenges facing IoT, such as
environmental issues. In addition, since IoT does not only provide services but also
is involved in generating a large amount of information, it is essential to consider
big data analytics since it helps in providing precise real-time decisions that could
be applied in the establishment of an advanced IoT system.

Further studies can be conducted in multiple areas. For example, IoT functions
can be combined to latest technologies such as block chain in healthcare develop-
ment [32]. An application development study can be conducted through adopting
the design science research (e.g., [33–35]). Example application with IoT can also
extend the associative knowledge of Big Data Analytics solution design (e.g., in
enhancing data sensing and collection practice) in tourism [36–38], education [39],
and other associated problem domain.
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Review and Evaluation of Trending
SSVEP-Based BCI Extraction
and Classification Methods

Bayar Shahab

Abstract The rapid development of technology that has involved neurosciences
and human–computer interaction has provided solutions to several problems. Brain-
computer interface so-called BCI has opened the door to several new research areas
and has givenway out to critical issues. It has provided solutions to support paralyzed
patients to interact with the outside world. This review work presents the state-of-
the-art methods and techniques of feature extraction and classifications. These are
the methods used to extract and classify the EEG signals. In another way, the features
of interest that we are looking for in the EEG-BCI analyzes. Each of the methods
from oldest to newest has been discussed while comparing their advantages and
disadvantages. This would create a great context and help researchers understand
state-of-the-art methods available in this field, their pros and cons, theirmathematical
representations, and usage. This work makes a vital contribution to the existing field
of study. It differs from other similar recently published works by providing the
following: (1) categorization/classifications of the SSVEP-based BCI extraction and
classification methods, (2) stating most of the prominent methods used in this field
in a hierarchical way, and (3) explaining pros and cons of each method and their
performance.

Keywords BCI · SSVEP · SSVEP-based BCI · SSVEP-based extraction ·
SSVEP-based classification

1 Introduction

Neurotechnology seems to be one of themost dominant fields in this era as technology
evolves quicker than ever. One of the most interesting technological improvements
is neurotechnology, the science and study of the interaction between the human brain
and computers. Initially, brain signals were recorded and analyzed on a printed paper
by physicians or neurologists to analyze the brain activities for different purposes
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such as coma and tumors. Nowadays, current and potential neurotechnology applica-
tions can support paralyzed patients interacting with the outside world. Considering
that various challenges face this field of study, from understanding the topics from
the actual brain to the applications that might have safety and security concerns.
Understanding the context of this research requires preliminary descriptions and
explanations of the methods and techniques used to solve such problems and their
evaluations, issues, advantages, and theories behind them. There are several EEG-
BCI paradigms as SSVEP,MI, and P300. In thiswork, the literature andworks related
to SSVEP have been reviewed and analyzed. It has been discussed how SSVEP can
over race other methods due to its least training time required and the higher accuracy
for recognition and classification [1]. In the following section, methods related to
extraction and classification have been reviewed hierarchically.

2 SSVEP-Based BCI Extraction Methods

SSVEPs are brain oscillations produced by changes in the visual part of the brain
with frequencies more than 6 Hz. SSVEP signals carry a variety of features, and it
is vital to understand them for making an accurate feature extraction or applying a
specific classifier on the signals. It is essential to understand which of the features
we are dealing with, their properties, what to consider, and how to deal with the
issues that come with them. Features are only a data representation that is embedded
inside of the EEG signals. EEG signals generally contain time, frequency/spectral,
and space information [2]. Themost used feature for SSVEP extraction is the spectral
feature. This is done by analyzing the amplitude or power spectrum in the frequency
domain. Furthermore, we need to understand the properties of the EEG signals, time
of events and activities, need for training or not, and if the features have been analyzed
or extracted from several or one channel. Apart from the feature and their properties,
some other technical aspects play a significant role in SSVEP extraction; the number
of stimulus frequencies, number and choice of channels, extraction method itself,
and SNR. In the below subsections, we review most of the commonly used methods
for SSVEP extraction while stating their pros and cons, and improvements.

2.1 Independent Component Analyzes—ICA

ICA is a statistical method that focuses on the statistical composition and indepen-
dence of the signals. It separates the signal sources into independent subcomponents.
The idea is that signals from different independent sources, i.e., brain signals, contain
EEG data, time, and noise. ICA as a new concept and terminology was firstly intro-
duced byComon [3]. The paper states that ICA could extend the principal component
analysis (PCA) method due to its similarities. Some conditions must be taken into
consideration when using the ICA method. The conditions are, firstly, the source
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Fig. 1 Mixing function of ICA

signals/components must be statistically independent. Second, the source compo-
nents must have non-Gaussian distribution. Lastly, the unknown matrix is to be
square. Figure 1 shows the mixture of the signals and the components before and
after the separation. The output signal X can bemultipliedwith the inverse ofmixture
matrix A to recover the original signal. Both these functions must be close to each
other to validate the reliability of the applied method, which is the building block of
the ICA method.

ICA has been used in several applications [4] to analyze medical images. One of
the significant advantages and usage of ICA is to remove noise as in the works of [5,
6]. However, as [3] mentioned, the algorithm can perform the best only if the source
signals are non-Gaussian. The author of [7] states that the number of electrodes
should be greater than the number of source signals to have the best performance.

2.2 Fast Fourier Transform—FFT

One of the traditional methods for extracting EEG signals is to use the signal’s ampli-
tude in the frequency spectrum. FFT transforms the signal from the time domain into
the frequency domain to analyze the signal’s power spectrum (amplitude). Figure 2
shows a particular subject that is looking at a 15 Hz flickering light. Analyzing the
signal in the frequency domain can tell us the subject is looking at that flickering
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Fig. 2 Signal representation in both time and frequency domains

light by analyzing the amplitude. Hence, we would have an easy signal extraction.
FFT, an optimized version of the discrete Fourier transform (DFT), is represented in
Eq. 1.

F( f ) =
N−1∑

t=0

s(t)e
−2iπ f t

N (1)

s(t): is the signal, t = 1, …, N (samples).
FFT has a few advantages; the speed of extraction, and it is easy to use and

analyzes for signals. On the other side, it can only perform well when the signals are
stationary. Furthermore, as stated by [8], it is sensitive to noise.

2.3 Wavelets Transform—WT

WT is a flexible and powerful signal extraction method used to extract complicated,
unstable, and non-stationary signals. In the case of EEG and other signal types like
speech with varying frequencies, WT can work better than FFT [9]. WT decomposes
the signal into infinite series of smaller parts of so-called wavelets. WT is a time–
frequency domainmethod inwhich both time and frequency information of the signal
are used to extract the information. It uses a flexible and varyingwindow size to adjust
to the variances of the signal. The short window size can obtain high-frequency
data and long ones for low-frequency data. There are two primary WT categories;
continuous wavelet transforms (CWT) for analog and continuous time–frequency
analysis and discrete wavelet transform (DWT) for discrete signal analyzes. Another
essential feature of theWT is the wavelet type, and it directly affects the performance
of the method. Common wavelet types, also called mother wavelets, are Morlet [10],
Mexican hat wavelets, and Daubechies. The most common category used in CWT
is only signal convolution with wavelets, as shown in Eq. 2.
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W (s, t) = ∞∫
−∞

x(t)ψ ∗ (t)dt (2)

ψ*(t) = wavelet function, x(t) = signal, W (s, t) = wavelet coefficient.
WT is used for extracting non-stationary signals. It has a varying window size

that can be used for obtaining different frequency band information. On the other
side, the choice of the mother wavelet type affects the performance of the method
[8].

2.4 Canonical Correlation Analyzes—CCA

CCA is a multivariate statistical method that recognizes the SSVEP-based signals
between two sets of variables that are linear and correlated to each other. The first
set of the variables is the EEG signal inputs, and the second is reference sine–cosine
waves/signals generated which have the same length as the EEG data. In 2007, it has
been used as an SSVEP feature extraction method by [11]. The original CCAmethod
tries to find the linear combination between the coefficients of the two datasets that
have the maximum correlation. Let us consider that we have two datasets X = (X1,
…, Xn) and Y = (Y 1, …, Yn), with a linear correlation and the same length. X is the
EEG signal, and Y is the sine–cosine reference signal. CCA tries to find the linear
correlations between X = XT Wx and Y = YT Wy by maximizing the correlation
between two datasets. The reference signal is represented as in Eq. 3.

Y =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

sin(2π fk t)
cos(2π fk t)

.

.

sin(2πNh fkt)
cos(2πNn fkt)

, t = 1

Fs
,
2

Fs
, . . . ,

T

Fs
(3)

fk : stimulus frequency, T: number of sampling points, Fs : is the sampling rate, and
Nh is the number of harmonics variables used. CCA will find the weight values Wx

and Wy by maximizing the correlation between X and Y variables as in Eq. 4.

max
WxWy

ρ(x, y) = E
[
xT y

]
√
E

[
xT x

]
E

[
yT y

] (4)

In that step, we will have several correlations ρi values, from 1 … K values, and
the highest correlation would be the maximum classified value. Several improve-
ments to the original CCA method have been done. Most of the methods focus on
improving or changing the reference signal of the CCA, such as ITCCA, PCCA,
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MwayCCA, L1-MCCA, MsetCCA, CACC, and FBCCA. The original CCAmethod
has the advantage of speed, which is suitable for online computation and has a high
accuracy of classifications. However, as stated by [12], CCA sometimes fails to
identify the idle and detection stages due to a lack of information while doing the
analyzes.

2.5 Hilbert-Huang Transform—HHT

HHT method proposed by [13] to analyze and extract time–frequency information
from non-stationary and nonlinear signals. HHT represents any complex dataset into
a finite number of intrinsic mode functions (IMFs) using a method called empirical
mode decomposition (EMD) by a shifting process iteratively. So, the first stage is the
preprocessing using the EMD to decompose the signals into IMFs. As explained by
[13], an “IMF is an analytical, self-constructed, well-defined, data-driven function
whose amplitudes and frequencies vary with time.” HHT is applied to the IMFs to
compute the Hilbert spectrum, and the energy in each of the frequency bands can be
used as features for SSVEP detection. The apparent advantage of the HHT method
is it can classify non-stationary and nonlinear signals. Additionally, it can represent
the results in the time–frequency domain. However, [14] explains the mathematical
issues of HHT such as the HHT approximation problem, the algorithm to choose the
best IMFs, and the adaptive data analyzes method.

2.6 Power Spectral Density Analysis—PSDA

PSDA is one of the traditional methods for SSVEP recognition. It is based on EEG
signal analyzes in the frequency domain. The signal is transformed into the frequency
domain using Fourier transform, then analyzing the power densities around the
stimulus frequencies. PSDA selects the optimum bipolar electrode with the highest
SNR value for the K stimulus of targets. The largest frequency with SNR would be
computed as in Eq. 5 and acts as a high-pass filter to recognize the features.

SNR10 log10 =
(

nP( fk)∑n/2
m=1( fk + m fres) + P( fk − m fres)

)
(5)

where n: number of frequency points, P( fk): power density of the stimulus frequen-
cies, m fres: resolution frequency, ( fk + m fres)and P( fk − m fres): power densities
around target frequency.

Zerafa et al. [15] states that a single bipolar may affect the performance of PSDA.
The time window for analyzing the PSDA method in the frequency domain must be
a minimum of 3, limiting the performance. However, it is simple to use, improves
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accuracy, and has inter-subject variability of parameters such as location and place
of electrodes.

2.7 Least Absolute Shrinkage and Selection Operator
(LASSO)

As introducedby [16], LASSO is an estimationmethod for linearmodels. Themethod
proposed to solve the issues of the ordinary least squares (OLS) estimation. The issue
is estimation accuracy as the coefficient has a significant variance andLASSOshrinks
or lowers some coefficients to zero. The interpretation problem has a large number
of predictors and subsets of data. LASSO provides an analytical solution with low
variance and high interpretations. In 2012, [17] proposed the usage of LASSO for
SSVEP recognition. The authors have utilized the advantages of LASSO to extract
SSVEP-based signals using the linear regression between the EEG data and square
wave signals with different frequencies. Let y be a linear regression model y ∈ R

n

y = Xβ + ε (6)

y: n × 1 vector, X = (X1, X2, . . . , X p), a n × p design matrix, ε: a noise vector with
the zero mean and constant variance. LASSO estimator would be as in Eq. 7.

β̂ = argβ min
(‖y − Xβ‖22 + λ‖β‖1

)
(7)

where ‖·‖1, ‖·‖2 denote the l1-norm and l2-norm, λ: is a penalty parameter.
The optimization problem in Eq. 7 can be solved using quadratic programming

to define the target frequency. The most substantial contribution of the stimulus
frequency would be defined as the target frequency. Zerafa et al. [15] have pointed
out some issues regarding the method, such as the ability to analyze multi-channel
EEG signals, and each channel needs to be procced separately. The penalty parameter
significantly affects the method’s performance, and choosing the best parameter can
be tricky important to the method. Additionally, using a larger region of the signal
can introduce noise, and hence, the SNR for LASSOwill decrease. However, it works
verywell for short data lengths and has low-variance estimates and high interpretation
for regression.
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2.8 Multivariate Synchronization Index (MSI)

MSI method was proposed in 2014 by [18] for SSVEP recognition. This method
estimates the synchronization between the EEG signals and the generated sine–
cosine reference signals to find a synchronization index used for recognition. The
S-estimator has been used as the index to find the highest stimulus frequency. The
largest synchronization index represents the highest correlation between the two sets
of data. Hence, the largest reference signal would be marked as the target frequency.
Let X be the EEG signals with N * M size and the artificially generated reference
signal Y with 2Nh ∗ M . N is the number of channels, M is the number of samples,
Nh is the number of harmonics for Y. The correlation matrix between X and Y is
calculated in Eq. 8.

C =
[
C11 C12
C21 C22

]
(8)

C11 = 1
M XXT ,C22 = 1

M YY T ,C12 = C21 = 1
M XY T , above equation contains

the autocorrelation,which affects the synchronization.To remove the autocorrelation,
Eq. 9 represents the linear transform for the same.

C =
[
C11−(1/2) 0

0 C22−(1/2)

]
(9)

Equation 9, which is transformed, is then represented in Eq. 10.

R = UCUT

[
IN∗N C11−(1/2)C12C22−(1/2)

C22−(1/2)C21C11−(1/2) I2Nh∗2Nh

]
(10)

Let us consider that, λ1, λ2, . . . , λp, the eigenvalues of the matrix R, then the
normalized eigenvalues can be represented as in Eq. 11.

λi = λi∑p
i=1 λi

= λi

tr(R)
(11)

The synchronization index between the two sets of data is shown in Eq. 12.

S = 1 +
∑p

i=1 λi log λi

log(P)
(12)

MSI provides good accuracy as it uses nonlinear combinations between the two
sets of data. However, it needs a fixed TW for its analyzes.
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2.9 Welch’s Method

Welch’s method was initially introduced by [19] for power spectral estimations.
This technique splits the EEG data intoN number of segments; then, it calculates the
Fourier transform for each segment to compute themodified periodogram. The power
spectral estimation would be computed by averaging the modified periodograms as
represented in Eq. 13.

SŜ(ω) = 1

KNU

K∑

K=1

∣∣∣∣∣

K∑

K=1

W (n)∗(n + KD)e(− jωn)

∣∣∣∣∣

2

(13)

K: number of segments, N: length of the segments, D: shifted points, W: window
function, U is a constant represented in Eq. 14.

Ŝ(ω) = 1

N

∣∣∣∣∣

N∑

n=1

W (n)

∣∣∣∣∣

2

(14)

Welch’s method reduces noise and artifacts from the signals. Another advantage
of the method is that overlapping the signals prevents information loss during the
windowing process. However, the length and choice of the window used can affect
the performance and accuracy of the classification.

2.10 Minimum Energy Combination—MEC

MEC has been introduced to solve the multi-channel detection of SSVEP responses
problem. It has been used by [20] to solve the spatial filteringmethods’multi-channel
selection problem. The method does not require training and successfully removes
noise from the results. It uses a spatial filter to combine multiple electrodes linearly
and improve the SSVEP detection results. It is based on the principal component
analysis (PCA) method that identifies the signals with high variance. One drawback
of the method is the number of selected electrodes that might affect its performance.

2.11 Benchmark, Advantages, and Disadvantages
of the Methods

In this section, the list of extraction methods has been presented in a tabular format
with a brief description of the technique, stating their advantage(s) and disadvan-
tage(s). Table 1 lists down all the methods reviewed under this section. This can be
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Table 1 SSVEP extraction methods with their advantage(s) and disadvantage(s)

Method Description Advantage(s) Disadvantages(s)

ICA The statistical method
separates the source
signal into independent
components, then mix
and recover them

Removes noise and
artifacts from EEG
signals

• Signals should be
non-Gaussian

The number of
electrodes should be
more than the source
signals

FFT Transforms the signal
from the time domain
into the frequency
domain to analyze the
power
spectrum(amplitude)

• High speed of
extraction

• Easy to use
• Easy to analyze
signals

• Works only with
stationary signals

• Sensitive to noise

WT Decomposing the signal
into infinite series of
smaller parts of
so-called wavelets

• Extracting
non-stationary signals

• Varying window size

Choice of wavelet type
affects the performance

CCA Statistical multivariate
method that recognizes
the SSVEP-based
signals between two sets
of variables that are
linear and correlated to
each other

• Good speed for online
computation

• High accuracy of
calculation

Fails to identify the idle
and detection stages due
to lack of information
while doing the analyzes

HHT Represent signals into a
finite number of (IMFs)
using (EMD)

Extracting
non-stationary and liner
signals

• Approximation
problem

• Algorithm to choose
best IMFs

PSDA FFT transform on
signals and analyzing
power densities around
stimulus frequencies

• Simple to use and
improves accuracy

• Inter-subject
variability

• Single bipolar
• TW in the frequency
domain must be at a
minimum of 3

LASSO An
estimation/prediction
method for linear
models. Provides an
analytical solution with
low variance and high
interpretations

• Works well for short
data lengths

• Low-variance
estimates and
high-interpretation
regression

• Unable to analyze
multi-channel EEG
signals

• Penalty parameter
choice

• Uses large region of
signal

MSI Estimates the sync
between the EEG
signals and generated
reference signals

Has good accuracy rate It needs a fixed TW

Welch’s method Splits the EEG data into
N number of segments,
then it calculates the
Fourier transform for
each of these segments

• Reduces noise and
artifacts from signals

• Overlapping of signals

Length and choice of
TW can affect the
performance

(continued)
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Table 1 (continued)

Method Description Advantage(s) Disadvantages(s)

MEC Solves the multi-channel
selection and detection
problem that exist in the
spatial filtering methods

• It does not require
training and
calibration

• Removes noise

A selected number of
electrodes can affect its
performance

used as a benchmark for other researchers while analyzing and working with similar
subjects. Enormous efforts have been spent on this work to collect and provide an
easy benchmark and review for future researchers. Additionally, intense research
has been conducted to analyze each of the methods, understand them, break them
down into smaller parts, state their mathematical representations, and finally figure
out their advantages and disadvantages.

3 SSVEP-Based BCI Classification Methods

Classification is a step usually followed by feature extraction. It can be defined as
recognizing the class or group of the features that have been recognized andmapping
them to their appropriate feature vector. The role of the classifier is as important as the
feature extractors. It can also be defined as the mapping between the input features
and their appropriate labels, which are the subject’s actual targets or mental state.
The classifier’s job would be to assign the target group. The classifier can be linear
or nonlinear according to the classification problem [21]. In the below subsections,
common methods for SSVEP classification have been reviewed, stating their pros
and cons.

3.1 Bayesian Classifier

The Bayesian classifier is a statistical classifier that classifies the feature vectors into
a group according to their probability and estimation. There would be several feature
vectors estimations, and the one with the highest probability will be defined as the
feature vector. Bayes is motivated by the original Bayes theorem as in Eq. 15.

P(y|x) = P(y)P(y|X)

P(x)
(15)

The values of the Bayesian classifier are independent variables. Naïve Bayes,
a restricted version of the Bayesian classifier, uses nodes instead of independent
variables, and the edges of the nodes define the dependence between the variables.
As stated by [22], the main advantages are its simplicity of usage and flexibility of
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changing the variables to have different estimations and its fast speed. The disadvan-
tage is that both Bayesian and Naïve Bayes expect the attributes to be independent
of each other.

3.2 Liner Discriminant Analyzes—LDA

The original discriminate analyzes have been presented by Fisher [23]. The idea
was to classify an object into one of the two defined groups. Later, multiple or so-
called dimensional groups have been solved using the same or improved version of
the discriminate analyzes. LDA aims to classify the input feature space into several
classes using the hyperplane or decision boundary. This is done by transforming
the input data into another space by reducing the number of dimensions in the new
space of decision using a threshold value to determine the class number/grouping.
Equation 16 represents the hyperplane formula of the transformation.

m(x) = WT x + Wo (16)

W: weight vector, x: input feature vector, and Wo: threshold value.
One of the main problems that LDA solves is removing the overlapping of feature

points between the different classes. Will have a good separation between the classes
using the thresholding value as in Fig. 3. Low computational cost and easy use of the
method aswell as the accuracy are the pros of themethod.However, the disadvantages
or limitations of this method are the assumptions that the class representations have
Gaussian distribution and equal covariances [24].

Fig. 3 a Overlapping issue after hyperplane projection, b LDA’s solution of separation [4]
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3.3 Support Vector Machine—SVM

SVM is one of the most used classifiers in machine learning and regression. It was
introduced first by [25] a group of AT&T. SVM is so-called a maximum margin
classifier. In SVM, the feature vector would be classified into several hyperplanes.
The job of SVMis to find the optimal hyperplane using themaximummargin between
the sets of the data. Maximum margin means to have the farthest distance between
the different sets of data. The structure of SVM is based on the kernel function, which
can be linear or nonlinear. The kernel function will determine the decision boundary
or the hyperplane separation and can be linear, cubic, polynomial, Gaussian. SVM
is simple to use and can cope with high-dimensional spaces, and the choice of kernel
function can be seen as one of the pros of this method. Nevertheless, the choice of
the kernel function can be a crucial and sensitive task.

3.4 K-Nearest Neighbor—KNN

K-nearest neighbor has been used for solving classification and regression issues.
It has been used to classify the feature points. The basic concept of this method is
finding similar feature points that are near or close to each other. There might be
some features flocked in different classes of data; however, by finding its nearby
feature points, they might be classified as a separate class of features, which is done
by finding its nearest neighbors. The traditional Euclidian distance can calculate the
distance between the nearby neighbors as in Eq. 17.

distance(x, y) =
√∑

i
(xi − yi )

2 (17)

The most important part of this method is choosing the K-number that identifies
the nearby neighbors between the similar features. K-number should always be an
odd number to remove any uncertainty in the classification. A traditional method
to choose the best K-number is to run the algorithm several times using different
values and see which one will have a minimal error rate. Usually, less K-number is
less stable and the more K-number is the more stable will be. The KNN method has
the advantage of having a minimal error rate for decisions and is relatively easy to
implement. On the contrary, it is not so commonly used in the BCI community [26].

3.5 Extreme Learning Machines—ELM

ELMwas first introduced by [27] in 2004, inspired by the commonmultilayer neural
network perceptron. The structure of ELM consists of a single input layer, a single
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hidden layer, and an output layer. Different methods can determine the number of
neurons per layer, and further research has used different algorithms for determining
this number, such as the cross-validation method. The ELM method assigns the
input weights, the hidden layer, and the bias values based on continuous probability
distribution functions. ELM has also been used with CCA to enhance single-label
classification and make it multi-label classification. ELM has the advantage of being
simple to use, and it is fast to learn. While ELM is a fast method to compute the
results, using only a single hidden layer cannot always guarantee accurate and best
results.

3.6 Convolutional Neural Network—CNN

In a work done by [28] in 2014, authors have used a CCN to control the motion
and movement in a virtual reality environment (VE) and have great accuracy and
results. Another significant research has been conducted by [29], which has used
CCN for SSVEP classification under an ambulatory environment. The authors have
used various CNN networks with different layers, namely CCN-1 and CCN-2, and
have outstanding results. In 2018, [30] have used CCN to classify SSVEP signals
without any preprocessing and feature extraction techniques. The convolution layer
will transform the data into feature points that eliminate preprocessing and signal
extraction. Using a specific function in the final layer will classify the input features
into their targeted labels. In 2019, [31] authors have used the same approach to iden-
tify asynchronous SSVEP signals. The main and obvious advantage of this method
is the accuracy calculation which is significantly higher than other methods. Another
point is the elimination of some preprocessing and extraction sometimes. Designing
the network and deciding on the number of layers can be a difficult task and need
careful attention that affects the accuracy calculation.

3.7 Benchmark, Advantages, and Disadvantages
of the Methods

SameasSect. 2.11, in this section, the list of classificationmethods has beenpresented
in a tabular format with a brief description of the technique, stating their advantage(s)
and disadvantage(s). Table 2 lists down all the methods reviewed under this section.
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Table 2 SSVEP-based classification methods with their advantage(s) and disadvantage(s)

Method Description Advantage(s) Disadvantages(s)

Bayesian classifier A statistical classifier
that classifies the
feature vectors into a
group or class
according to their
probability and
estimation

• Easy to use
• The flexibility of
changing variables

• Has fast speed

The method expects the
attributes to be
independent of each
other

LDA classify an object into
multiple defined groups

• Easy to use
• Low-computational
cost

• High accuracy

Class representations
should have Gaussian
distributions and equal
covariances

SVM Feature vector would be
classified into several
hyperplanes, and the
job of SVM is to find
the optimal hyperplane
using the maximum
margin between the sets
of the data

• Simple to use
• Can cope with
high-dimensional
spaces

• Choice of kernel

Choice of the kernel
function can be a
crucial and sensitive
task

KNN Finding similar feature
points that are near or
close to each other

• Ease to implement
• Minimal error rate

It is not so commonly
used in the BCI
community

ELM Assigns the weights of
the input, the hidden
layer, and the bias
values based on some
continuous probability
distribution functions

• Simple to use
• Fast to learn

• The choice of using
only a single hidden
layer cannot always
guarantee accurate
and best results

CNN Using deep neural
networking approach to
solve the classification
problem

• High accuracy
• Removing some of
the preprocessing
methods

• The complexity of
designing the
network

• Deciding the number
of layers

4 Conclusion and Discussion

EEG-based BCI field has mapped the road for special applications and has created
opportunities and hopes for humans to achieve things thatwere difficult to be attained.
With the power of the brain integrated or interacting with fast, modern. Robust
computer systems, humans now can solve various issues such as helping paralyzed
patients to interact with the world, memory rehabilitation of patients, and perhaps
shortly humans with chips integrated into their brain to be more intelligent, more
potent, and help them with brain issues. This paper gives a comprehensive review
and analysis of the SSVEP-based BCI extraction and classification techniques. Addi-
tionally, it analyzes and evaluates the pros and cons of the methods that have been
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discussed. Finally, gaps that exist in each of the methods have been specified. The
paper mentioned how EEG-based BCI methods have improved with the technology
enhancements that led to the founding and improvements of several EEG feature
extraction methods as CCA, ICA, FFT, WT, and HHT.

On the other hand, feature classificationmethods have seen several improvements,
and lots ofmethods do exist, includingBayes classifier, LDA, SVM,KNN, ELM, and
CNN. Each of these methods serves and solves certain types of problems in the BCI
community and field. Tables 1 and 2 show an overall taxonomy of the extraction and
classification techniques in a tabular format with a brief description and stating their
pros and cons. Thus, any researcher could use this review as a benchmark for making
decisions about each method. This work services future researchers to have a strong
knowledge of the previous related works. It shows, analyzes, and evaluates existing
and state-of-the-art methods in the related area of the research to avoid duplication
and repetition.
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Finite Element of Biomechanical Model
of the Human Myocardium
from a Cardiac MRI Images

Awadi Rania , Narjes Benameur , Tesnim Kraiem , and Salam Labidi

Abstract Biomechanical models of the myocardium provide more details of the
heart behavior and several biomechanical parameters. Thus, biomechanical heart
models are important for improving clinical treatment and interventions for patients
with heart failure. The aims of this study are to present a biomechanical human
left ventricle (LV) models that are derived from clinical imaging data of 20 healthy
subjects. End-systolic volume (ESV), end-diastolic volume (EDV), and end-diastole
wall thickness from 20 health subjects were computed using cardiac CMR data and
personalized cardiac modeling. The results reveal that the computed parameters are
in accordance with the normal values of healthy subjects. The outcome of this study
suggests that the proposed 3D model of the LV is able to describe the physiological
function of the heart and to differentiate between normal and pathological heart
function.

Keywords Left ventricle model · Cardiac magnetic resonance imaging · Finite
element · Biomechanical · Simulation ·Medical imaging ·Modeling

1 Introduction

Myocardial infarction is a heart disease that occurs when the heart does not obtain
enough blood and oxygen. This dysfunction usually leads to severe myocardial
damage [1]. Post-myocardium infarction alters the mechanical parameters of the
heart. Unfortunately, the radiologists are not able to detect thesemechanical changes.
In this context, computational mechanical models of LV is a useful tools in diag-
nosis and treatments for heart failure. The estimation of myocardium biomechanical
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parameters and properties are based on the myocardium geometry, loading condi-
tions and myocardium materials [2]. Cardiac magnetic resonance (CMR) imaging
provides some information that can be used to model biomechanical models like
myocardium geometry and material properties [3].

In recent years, several efforts have beendeveloped to computemechanicalmodels
of the myocardium [4–8]. These models allow the estimation of biomechanical
parameters such as contractility, stiffness and deformation. These parameters depend
on two behavior: active and passive behavior.

The active behavior is created by the sarcomere, the basic contractile unit in
myocytes, at its resting length; it is the required minimum contractile function to
meet the body’s blood demand. While passive behavior is the correlation among
myocardium stress and myocardium strain. It presents the hyperelastic properties of
the myocardium and is a passive element of diastolic function [9]. Table 1 summaries
different biomechanical models (LV geometry, passive and active laws, and loading
condition).

2 Methods

The LV biomechanical model allows to identify diastolic and systolic mechanical
parameters of the myocardium. Many models can be used to identify these parame-
ters.According toGao et al. [18], they can be composed of five sections: LVgeometry,
LV reconstruction (3D model), materials, the finite element meshing, and boundary
limits.

2.1 Dataset

The training cine-MRI dataset of 20 healthy subjects were employed in this work.
We used cine-MRI sequences; each sequence is formed of 25 images representing
a cardiac cycle. These data were collected from the Principle Military Hospital of
Instruction (HMPIT) of Tunis (Tunisia). All images were derived from machine
3 T (Siemens Medical solution, Erlangen, Germany). The local ethics committee
provided the study protocol, and the volunteers give written informed consent.
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Fig. 1 Top: cardiac MRI images. Bottom: represent segmentation results, respectively. Green: LV
epicardium, red: LV endocardium

2.2 Numerical Simulation

2.2.1 Segmentation

Short-axis and the 2-chamber and 4-chamber long axis images were chosen for
LV segmentation. We used a Circle Cardiovascular Imaging software (CVI42). The
segmentation results are shown in Fig. 1.

2.2.2 3D Surface Reconstruction

Then, we import the segmentation results into a commercial software Ls-Prepost, to
assembly LV epicardium and the endocardium (see Fig. 2a).

Assign points of the endocardium and the epicardium in three-dimensional
(3D) area are then immediately created from these contours (Fig. 2b). We used
HyperWorks software (© Altair 2019) to generate the LV walls reconstruction
(Fig. 2c).
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Fig. 2 a Digitizing the MR images. b Assembly LV epicardium and the endocardium. c LV walls
reconstruction. d 3D volume meshes for LV

2.3 3D Cardiac model

One of the principal functions of LV segmentation is 3D cardiac modeling. Accured
to the SolidWorks result, we used Abaqus (©Dassault Systems) to create 3D volume
mesh. The hexahedral mesh for each subject composed of 4576 C3D8R elements
(Figs. 2d and 3). This work, the ES geometry has been chosen as reference.
3745 ± 450 C3D8R.
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Fig. 3 LV models at ES for three healthy subjects

Table 2 Normal LVED and
LVES volumes according to
gender

LVED (ml) LVES (ml)

Male 62–120 22–66

Female 58–103 26–82

3 Evaluation

To evaluate ourwork, a clinicalmetrics of LV simulated from themechanical models:
end-diastolic/end-systolic volume and EDwall thickness. The metrics obtained from
the LV simulated is compared to the normal values obtained by the literature. Table
2 displays the normal LVED and LVES normal volumes according to gender [19].

The Fig. 3 shows the results of LV modeling for three healthy subjects. For the
20 cases, we computed LV wall thickness progressively from base to the apex.

4 Results and Discussion

Table 3 presents the results of the LV metrics on the 20 volunteers. For the healthy
subject, the normal values range of end-systolic and end-diastolic volumes were
determined to be 22–82 ml and 58–120 ml, respectively, for the two gender. We
obtained with personalized simulated (subject #8) end-systolic and end-diastolic
volumes, respectively, 29 ml and 74 ml; those are in 4% of the normal values. For
the LV wall thickness, the mean normal value (subject #8) from base to the apex was
10.3 ± 1.0 mm for base, 10.2 ± 0.9 mm, and 7.3 ± 1.0 mm for apex. Using our
personalized simulation, we obtained LV wall thickness of 8.23 mm for the same
patient.
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Table 3 LV clinical metrics for 20 subjects, ‘simulated’

Subject #1 #2 #3 #4 #5 #6 #7 #8 #9 #10

Volume (ml) End-diastole 59 73 105 82 105 102 64 74 94 84

End-systole 24 34 56 36 56 64 25 29 40 43

ED wall thickness (mm) 7.81 7.98 6.71 12.3 8.66 9.88 7.8 8.23 7.72 8.80

Subject #11 #12 #13 #14 #15 #16 #17 #18 #19 #20

Volume (ml) End-diastole 86 101 75 66 88 92 102 99 101 76

End-systole 42 72 34 32 42 37 54 32 58 32

ED wall thickness(mm) 9.19 9.80 8.48 8.72 9.81 7.33 10.20 9.91 9.30 8.81

5 Conclusion

In this article, we modeled a biomechanical human left ventricle in healthy subjects.
LV end-systolic and end-diastolic volumes and wall thickness from 20 subjects were
estimated based onCMR images and biomechanicalmodeling. Themodelingmethod
was largely evaluated by comparing the simulated values to the normal values. We
aim in further study to develope a LV model for patients with ischemic myocardium
and estimate their biomechanical parameters.
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Comparative Analysis Between Macro
and Micro-Accuracy in Imbalance
Dataset for Movie Review Classification

Nur Suhailayani Suhaimi, Zalinda Othman, and Mohd Ridzwan Yaakub

Abstract Classification for multi-class dataset provides exciting and explorative
domain to be studied in data science domain. And yet, the challenges of measuring
the accuracy of multi-class performance rise an issue worth detailed research to be
explored. Due to multi-class accuracy may be lower due to imbalance dataset, this
paper aimed to analyze the usage of macro and micro-accuracy in classifying text
data withmulti-class label. This research focused on text data of movie reviews being
classified by three multi-class classifier which are Naïve Bayes (NB), Support Vector
Machine (SVM), and Random Forest (RF). We set five performance measure to be
analyzed; recall, precision, f-score, sensitivity and specificity with regards of micro
and macro-accuracy. We successfully yielded a significant result of comparative
analysis where average micro-accuracy (87.3%) produced 14.8% higher than macro-
accuracy (72.5%) for imbalance dataset. Result also shown a significant gap between
balanced and imbalanced dataset. For further analysis, the flexibility of class label
in multi-class may be studied to obtain the changing of learning behavior of the
classifier as future work.

Keywords Multi-class classification ·Macro and micro-accuracy · Text
classification

1 Introduction

Measuring accuracy for multi-class classification toward stream dataset could be
very challenging. The accuracy for classification usually used as a metric to indicate
performance of a classifier by taking the value of correct classifications using two
ways which are independent test set or using variation in cross-validation. However,
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classification accuracy alone may not sufficient when dealing with multi-class and
imbalance dataset. Classification accuracy is developed by practitioners on dataset
with an equal class distribution, hence dealing with skewed class distribution raised
issues and problems. Therefore, we initiate a study to analyze the influence of other
metric such as macro-accuracy, micro-accuracy, recall, precision, f1-score, sensi-
tivity and specificity for multi-class classification with specific text classification
datasets. A macro-accuracy computes the metric for each class separately and treat
all classes equally, while amicro-accuracywill compute the aggregation of all classes
to produce the average metric. Many researchers [8–10] suggest the used of multiple
metrics for multi-class due to its equality in calculating the sum of all true posi-
tives by each class available. Authors [11, 12] claimed macro and micro-accuracy
metrics are the best option along with other metrics such as precision, recall, f1-
score, sensitivity and specificity. For some reason, the hybridization of methods,
approaches and metrics yield better results [3]. To define the fraction of correct
predictions for a particular class, we use precision metric, while to compute the frac-
tion of instances of a class that were correctly predicted, we use recall value. We use
average accuracy, which is the value of correctly classified instances in the sum of
one-vs-all matrices matrix. In information retrieval, the positive predictive value is
called precision, and sensitivity is called recall. The name sensitivity comes from the
statistics domain as a measure for the performance of a binary classification, while
recall is more related to the Information Engineering domain. Sensitivity refers to
the proportion of classified data with positive result on test set out of the set that
actually have the condition. Specificity refers to the proportion of classified data as a
negative result on this test out of those who do not actually have the condition. As for
classifier algorithm, we chose three algorithmwhich are suitable for multi-class clas-
sification [1, 2, 7]; Support Vector Machine (SVM), Naïve Bayes (NB) and Random
Forest (RF). Multi-class SVM works well to assign classes to instances by using
support vector machines, where the classes are derived from a finite set of several
variables. The dominant approach is to minimize the single multi-class classification
into multiple binary classification processes. SVMs are helpful in text classification
[1], as their application can significantly reduce the need for categorizing training
instances in both the standard inductive and transudative settings. Naive Bayes is the
basic standard text classifier which is commonly used in practice for text classifica-
tion [4, 6]. Naïve Bayes proven to works well in particular cases, thus we imply NB
in this research to identify the effectiveness with our set of data. Meanwhile, Random
Forest (RF) classifiers have the ability of dealing with the high dimensional noisy
data in text classification [5] and comprises a set of decision trees each of which is
trained using random subsets of feature provides an insight to use this method as a
comparison model with SVM and NB.
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2 Related Works

This section focuses on related works involving multi-class classification by using
SVM, NB and RF in various domain.

2.1 SVM as Multi-class Classifier

Due to SVM ability in constructing linear or nonlinear classification boundaries and
produce a promising solution through its support vectors, SVM efficiently classified
both binary andmulti-class dataset. Burget al. [13] proposed a generalizedmulti-class
SVM to reduce misclassification errors in the loss function and eventually succeed
in speed up training time. Rathgamage and Duleep [14] claimed SVM provides less
predicting time, less computational complexity while yielded significant prediction
accuracy. Based on [15], SVM act as divide and conquer algorithm where it able to
reduce number of binary decisions into amulti-class classification decision.Recently,
SVM has been used in text classification [16] and successfully reduced the problem
of biased when dealing with imbalanced dataset classes. Current research by [17]
hybridized SVM with NB to increase the performance of classifier over the TF-IDF
vectorization for text categorization.

2.2 NB as Multi-class Classifier

Given that NB is one of ancient method and still relevance with several modification
and enhancementmapped to current problemanddomain.With the trend of sentiment
analysis rising, NB being used as an approach in feature selection for deep learning
analysis [18]. NB works well in eliminating mislabel or contradictory instances
from training set within multi-class classification [19]. As for the usage of NB in
sentiment analysis, [20] proved that NB yielded remarkable accuracy for multi-class
classification in semi-supervised learning. Ramesh et al. [21] successfully modified a
NBmethodwith a deep learning auto-encoder andGloVemodel for feature extraction
to serve as an enhanced classifier for multi-class dataset. NB also being used for text
classification with multi-class label as [22] successfully proved the efficiency of NB
as classifier by integration with associative rule-based.

2.3 RF as Multi-class Classifier

As Random Forest also an excellent classifier when dealing with binary class, facing
amulti-class problem required this approach to be enhanced inmanyways. Chaudary
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et al. [23] claimed by improving RF attribute evaluator method and variable filter
method, the accuracy of multi-class classifier by modified RF have increased. RF
also widely used as feature extraction as NB. An enhanced RF with multi block local
binary pattern by [24] successfully classify multi-class dataset via improving the
feature selection method. In comparative research by [25], RF turns out to produced
higher accuracy in multi-class classification as compared to other decision tree
methods (J48, REPTree and NB) when dealing with medical dataset with variants
variables. RF also shown remarkable findings in text classification area where [26]
successfully integrate RF with tr-k method to improve the quality and diversity of
text features. Other than that RF also proven to produce better accuracy when dealing
with imbalance dataset [27] for multi-class classification.

Thus, based on these compiled advantages and abilities of SVM, NB and RF
algorithms as multi-class classifier, we perform analysis with additional metrics to
evaluate the influence of metric combination toward imbalance datasets.

3 Methodology

This section focuses on data description and phases ofmethodology involved in brief.

3.1 Data Description

Three datasets based on movie review from three different source are used for this
experiment. Table 1 elaborate the data description.

As shown in Table 1, all three datasets comprises of more than two class label.
Thus, multi-class algorithm is needed to classify these text data. These datasets
gathered from Twitter text specifically on movie reviews for the user to convey their
opinion toward the movie and also to recommend the movie based on other users

Table 1 Movie review datasets

Dataset Details Class label

A Movie review from HBO −1: negative
0: neutral
+1: positive

B Movie recommendation for Netflix viewer −1: not recommended
0: neutral
+1: recommended

C Movie recommendation For DisneyPlus viewer −1: not recommended
0: neutral
+1: recommended
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rating. Based on these text data, we performed sentiment analysis as to categorizing
viewer’s opinion for the movie’s rating.

3.2 Experimental Setup

Figure 1 shows a framework for experimental setup for this analysis.

Data Filtering

All three datasets undergo preprocessing tasks to normalize and reduce redundancies
before proceed to text classification. The data are filtered by removing repeating
words, removing out of vocabulary words, and correcting misspell words. Cleaned
and processed online datasets will produce better classification results rather than
blindly classify raw data directly from the online social networks.

SVM Classification

Categorizing movie review by using SVM are as follows:

Step 1. Input: Load training dataset
Step 2. Split the data into word-attribute and class labels

Fig. 1 A framework for experimental setup
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Step 3. Construct boundaries to generate classes
Step 4. Construct hyperplane line between classes
Step 5. Calculate similarity distances in words to classify
Step 6. Output: categorized text review.

NB Classification

Categorizing movie review by using NB are as follows:

Step 1. Input: Load training dataset
Step 2. Determine the mean and standard deviation for all variables
Step 3. Perform Gauss density equation to produce probability of all predictor
variables in classes
Step4.Repeat Step 3until probability of all predicted variables has been calculated
Step 5. Compute the similarity value for each class
Step 6. Output: the greatest similarity value of categorized text review.

RF Classification

Categorizing movie review by using RF are as follows:

Step 1. Input: Load training dataset
Step 2. Predict and store the label of each randomly created decision tree
Step 3. Compute the total votes for individual class (using TDF-IF)
Step 4. Declare majority class as the final categorized class
Step 5. Output: Predicted class of categorized text review.

3.3 Performance Measure

The difference between micro-average and macro-average is the metric for macro-
average calculated independently for each class before consider the average of all
classes equally, whereas a micro-average compute the average metric by aggregate
the contributions of all classes. We use five metrics with regards of macro and micro-
accuracy which are precision, recall, f-score, sensitivity and specificity.

Precisionmacro = 1

Classnum

∑

class

True Positiveclass
True Positiveclass + False Positiveclass

(1)

Precisionmicro = �class True Positiveclass
�class True Positiveclass + �class False Positiveclass

(2)

Recallmacro = 1

Classnum

∑

class

True Positiveclass
True Positiveclass + False Negativeclass

(3)

Recallmicro = �class True Positiveclass
�class True Positiveclass + �class False Negativeclass

(4)
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f-scoremacro = 1
1

Recallmacro
+ 1

Precisionmacro

(5)

f-scoremicro = 1
1

Recallmicro
+ 1

Precisionmicro

(6)

Sensitivitymacro = 1− False Negative Ratemacro (7)

Sensitivitymicro = 1− False Negative Ratemicro (8)

Specificitymacro = 1− False Positive Ratemacro (9)

Specificitymicro = 1− False Positive Ratemicro (10)

As for this experiment, we have three datasets with three class label each. Hence,
classnum is equal to three; (classnum = 3).

4 Result and Analysis

Table 2 shows the result obtained after dataset A being classified by using three
different multi-class algorithms. Result for dataset B and C shown in Tables 3 and
4, respectively.

Based on multi-class classification result for dataset A shown in Table 2, highest
average accuracy shown by micro-accuracy in RF algorithm with 88% recorded
even highest precision achieved by SVM algorithm by 1.00 for micro precision.
High micro-accuracy result also supported by the value of highest f-score (0.88) for

Table 2 Classification results for dataset A

Algorithm Average Accuracy Recall Precision f-score Sensitivity Specificity 

SVM

Macro-
accuracy 63.50 0.53 0.72 0.61 0.53 0.68 

Micro-
Accuracy 83.50 0.67 1.00 0.81 0.67 0.85 

NB

Macro-
accuracy 57.00 0.49 0.63 0.55 0.49 0.61 

Micro-
Accuracy 85.50 0.86 0.80 0.83 0.86 0.93

RF

Macro-
accuracy 54.75 0.56 0.50 0.53 0.56 0.60 

Micro-
Accuracy 88.00 0.85 0.91 0.88 0.85 0.88 
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Table 3 Classification results for dataset B

Algorithm Average Accuracy Recall Precision f-score Sensitivity Specificity 

SVM 

Macro-
accuracy 74.50 0.72 0.70 0.71 0.72 0.84 

Micro-
Accuracy 94.50 0.93 0.98 0.95 0.93 0.95 

NB

Macro-
accuracy 66.50 0.76 0.57 0.65 0.76 0.68 

Micro-
Accuracy 86.50 0.90 0.95 0.92 0.90 0.90 

RF 

Macro-
accuracy 72.00 0.56 0.90 0.69 0.56 0.71 

Micro-
Accuracy 76.50 0.63 0.91 0.74 0.63 0.77 

Table 4 Classification results for dataset C

Algorithm Average Accuracy Recall Precision f-score Sensitivity Specificity 

SVM 

Macro-
accuracy 72.50 0.69 0.76 0.72 0.69 0.73 

Micro-
Accuracy 72.50 0.69 0.76 0.72 0.69 0.73 

NB

Macro-
accuracy 62.25 0.63 0.61 0.61 0.63 0.65 

Micro-
Accuracy 62.25 0.63 0.61 0.61 0.63 00.65 

RF 

Macro-
accuracy 79.50 0.85 0.74 0.79 0.85 0.80 

Micro-
Accuracy 79.50 0.85 0.74 0.79 0.85 0.80 

RF algorithm. While NB shown better value of recall, sensitivity and specificity by
0.86, 0.86 and 0.93, respectively.

As for dataset B classification results shown in Table 3, Micro-accuracy for SVM
classifier clearly yielded a significant result with highest value for all five metrics of
recall (0.93), precision (0.98), f-score (0.95), sensitivity (0.93) and specificity (0.95).
These metrics combines and produces higher average micro-accuracy with value of
94.5%.

However for dataset C, RF turns out to produce better accuracy as four metrics
combines yielded higher accuracy as compared to others. Four metric which are
recall (0.85), f-score (0.79), sensitivity (0.85) and specificity (0.80) contributes to
higher average micro-accuracy (79.5%) for dataset C (Fig. 2).

The difference betweenmacro andmicro averaging is clearedwithmacro consider
the value of each class equally while micro takes the value of each sample equally.
As for dataset C, we have an equal number of samples for each class, then macro and
micro resulted in the same accuracy rate. As shown in the classification results for
dataset A and B where the imbalance datasets occurred, the value of micro-accuracy
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Fig. 2 Comparison graph for macro-accuracy versus micro-accuracy
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in average outperform the value of macro-accuracy. We take into consideration the
amount of other metrics which contributes the most to the multi-class accuracy
result as supported value since a single metric may results in biased and drifting
goals. Thus, size of samples in a dataset does influence the accuracy measure for
multi-class classification.

5 Conclusion

We proposed multiple metrics to measure the performance of multi-class classifier
and successfully analyzed the influence of imbalance datasets toward various classifi-
cation algorithms. Unlike binary classification, multi-class classification considered
as sensitive datasets where the accuracy may easily tampered by the sample size.
High precision result may not solely reliable to determine better accuracy when
dealing with imbalance dataset. Macro-accuracy majorly used for binary classifica-
tion as micro-accuracy is usually compute to provide alternatives for determining the
accuracy by considering each classes individually. However, not every multi-class
dataset can be fixed by using micro-accuracy alone for its metrics. Thus, for further
experiment in this analysis can be done by balancing and optimizing the classes
before classification takes place.
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A Food Constraint Satisfaction
System-Based on Genetic and Random
Walk Algorithms

Anilkumar Kothalil Gopalakrishnan

Abstract This paper has presented a novel concept of a food constraint satisfaction
system based on the genetic algorithm (GA) and random walk (RW). The system is
a part of the food recommendation system under consideration for recommending
proper calorie daily food for obese individualswith overweight. The system estimates
the values of overweight, daily needed food calorie (DNC), and saturated DNC
(DNCsat) of the individuals from their Body Mass Index (BMI) and Basal Metabolic
Rate (BMR) values. The daily food set is the food items for breakfast (BF), lunch
(LN), and dinner (DN) selected by an individual. Individuals can choose any food
item from the predefined food variables for their daily food set. The overall daily
food calorie (ODC) is the total food calories estimated from the daily food set.
The system aims to assign only the DNCsat matching food items for the daily food
set of each individual from the food list of the system. The system has utilized
two random-based algorithms such as GA and RW, to find an appropriate daily
food set that satisfies the individual’s food choices and DNCsat values. The fitness
ratio (FR) of GA and RW’s node evaluation (NDeval) are estimated based on the
individuals’ ODC and DNCsat values. The carried-out simulations show that RW
outperforms GA in performance and computational complexity. The presented food
constraint satisfaction system could effectively satisfy individuals with different
food habits and tastes.

Keywords BMI · BMR · Daily needed food calorie · Saturated daily needed food
calorie · Food constraint variables · Food dataset · Genetic algorithm · Random
walk · Overweight value · Number of days needed

1 Introduction

This research aims to support obese people in solving their food constraint issues
by generating healthy and weight-satisfied calorific food items. First, the overweight
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value is estimated from their Body Mass Index (BMI) and Basal Metabolic Rate
(BMR). Then, the Daily Needed Calories (DNC) and the saturated DNC (DNCsat)
are calculated from the estimated overweight value and the BMR of the person. This
paper is just an extension of one of the previously carried out research papers that had
described the identification of DNCsat daily food sets without considering any user
food habit or choice, especially for vegetarians [1]. As an extension of a previously
carried out research, this paper focuses on the satisfactory solutions for the food
constraint issues of individuals with a BMI value of 25 or more. From their BMI
and DNCsat values, the system would estimate the number of days needed for them
to reach an average level of BMI with their constraint satisfied daily food choices,
including breakfast (BF), lunch (LN), and dinner (DN). The system allows users
to select their favorite BF, LN, and DN food items from a set of predefined food
variables. The system defines the food variables based on the two popular food
datasets [2, 3].

This paper aims to solve a finite Constraint Satisfaction Problem (CSP) with
a limited set of variables and finite domain values. Furthermore, this research has
employed the application of two random-based algorithms, genetic algorithm (GA)
and randomwalk (RW), to solve the user food constraintswith themost consistent and
complete assignments.AConstraint SatisfactionProblemorCSP is solvedwhen each
of its variables has satisfied with a deal that meets all the conditions of the variables
[4, 5]. In this research, the food constraints of each user are identified and solved by
assigning the appropriate food values to their BF, LN, and DN food variables from
the food datasets.

2 Review of Related Literature

The BodyMass Index (BMI) is a scientific measure healthy weight status of individ-
uals based on their height andweight values [6]. Large values of thismeasure indicate
various classes of obesity, and individuals with such levels are always at high risk
of various body disorders, including diabetes, myeloma, etc. In this paper, the BMI
measure acts as a pivot for identifying overweight individuals and estimating their fat
values to find the number of days to reach an average BMI value with their constraint
satisfied daily food. The food menu selection support system with constraints for a
safe dietary life [7] describes how a menu-based system supports individuals with
food constraints toward allergic food items. The k-NN algorithm was suitable for
finding the proper food calories for individuals with higher BMI values [1]. However,
it lacks in considering food interests and habits of individuals. A food selectionmodel
has solved GA’s food supply chain issues [8]. It successfully minimized the total cost
under overall quality level logistic constraints, and it has nothing to dowith user-level
food constraints.

This research is just an extension of a previously carried out research paper [1] that
focused only on food recommendations for overweight individuals based on their
DNSsat. The concept of user food constraint satisfaction is not a part of that paper. As
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the previous research, this study has adopted the ideas of BMI and BMR to estimate
the values of overweight and DNCsat of individuals. Although, at present, there are
more than 250 equations for BMR are available for investigations [9–12], this paper
has utilized one of the most profound BMR equations for the scientific estimation of
daily needed body calories (DNC) of individuals with abnormal BMI statuses.

3 The Importance of BMI and BMR in This Research

The BMI value is significant for this research for getting an individual’s body weight
status and overweight deal. It has nothing to do with any food habit indication of the
person [13]. The BMR is the body calorie expenditure indication based on weight,
height, age, and gender parameters [13, 14]. Both the values of BMI and BMR are
used to estimate the minimum or maximum number of days needed for an abnormal
BMI person to gain a “normal” BMI status. The BMI of a person can be estimated
as [14]:

BMI = (weight in Kilogram)/(height in meters)2 (1)

Table 1 gives the body weight statuses of individuals as per (1). The overweight
valueWover of a person is calculated from the height (in meters) and the normal body
weight range (boundary) of the BMI (it is from 18.5 to 24.9, see Table 1), which
is called BMInormal. The Wover (in kilogram) is given as [1]:

Wover = BMInormal ∗ height2 (2)

The upper boundary value of Wover is called overweight upper (Wupper) and it is
calculated from the uppermost value of the BMInormal (24.9). The Wupper is given
as [1]:

Wupper = 24.9 ∗ height2 (3)

Table 1 Body weight status
by the BMI

BMI Body weight status

Less than 15 Very severely underweight

Between 15.0–15.9 Severely underweight

Between 16.0–18.4 Underweight

Between 18.5–24.9 Normal weight

Between 25.0–29.9 Overweight

Between 30.0–34.9 Class I obesity

Between 35.0–39.9 Class II obesity

Above and equal to 40 Class III obesity
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From (3), the minimum overweight (Wover-min) of a person can be calculated as
[1]:

Wover−min = (currentweight − Wupper) (4)

Similarly, the maximum overweight (Wover-max ) of a person is estimated from the
lower boundary value ofWover, which is calledW lower, The value ofW lower is calcu-
lated from the lowermost boundary value of the BMInormal (18.5) and individual’s
height. The W lower can be calculated as [1]:

Wlower = 18.5 ∗ height2 (5)

From (5), the maximum overweight value (Wover-max) of an obese person
is calculated from his or her current body weight (currentweight ) and W lower [1]:

Wover−max = (currentweight − Wlower) (6)

This paper has employed the Harris–Benedict version of BMR calculation for
both men and women and is given as [15]:

Men =88.362 + (13.397 ∗ weight in kilogram)

+ (4.799 ∗ height in centimeter) − (5.677 ∗ age in years)
(7)

Women =447.593 + (9.247 ∗ weight in kilogram)

+ (3.098 ∗ height in centimeter) − (4.33 ∗ age in years)
(8)

Table 2 gives the calculation of the daily needed calorie (DNC) of an individual
from daily physical activity and the BMR value [9–12]. For example, consider a
person with lightly active daily physical activity has a BMR value of 1924.4 cal.
Based on Table 2, the DNC of the person is 2646.05 (1924.4 * 1.375). It is just the
daily needed calories to manage their various body functions and life. If the person
would like to reduce his weight, then one of the scientific ways is to impose a calorie
reduction of 500 cal from theDNCof the person [13, 15]. The person shouldmaintain
a total of 2146.05 cal (2646.05− 500) per day, and it causes a weight loss of 1 pound
(or 0.453592 kg) per week, which is equivalent to losing 3500 cal.

Table 2 Estimated values of
DNC by BMR

Daily physical activity DNC

Sedentary or little active BMR * 1.2

Lightly active BMR * 1.375

Moderately active BMR * 1.55

Very active BMR * 1.725

Extra active BMR * 1.9
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The process of reducing 500 cal from the DNC of a person is called saturation of
the DNC (DNCsat), and the process is given as [1]:

DNCsat = DNC − 500 (9)

From (9), it is possible to conclude that any person who consumes DNCsat level
food calories daily will cause a weight reduction of 0.06485 kg per day from their
body weight. From (4), the minimum number of days needed (NDNmin) for a person
to reach the uppermost value of the BMInormal (which is 24.9) is given as [1]:

NDNmin = Wover−min/0.06485 (10)

Similarly, from (6), the maximum number of days needed (NDNmax) for a person
to reach the lowermost boundary value of the BMInormal (which is 18.5) is given as
[1]:

NDNmax = Wover−max/0.06485 (11)

4 Details of the Food Constraints

This food constraint satisfaction system does not support individuals with a standard
or underweight BMI value. This research has classified individuals into two types of
food consumers: vegetarian (VG) and non-vegetarian (NV).

There two types of food datasets [2, 3] are used in this research for the creation
of the food list, and it consists of both the Asian (mainly Indian) and Western
food items with their corresponding food variables. At this moment, the size of
the food list has limited to a set of 500 rows. Each row of the food list has filled
with a predefined set of food constraint variables and their related food items with
their names, sizes, and calories. Twenty food constraint variables are defined for this
research to support individuals with both vegetarian and non-vegetarian food habits.
Based on the food variables that a user selects for their BF, LN, and DN, the system
can estimate their choices of food constraints. Therefore, it can deliver proper daily
food sets for each individual without violating their food constraints. Table 3 shows
the details of the twenty food variables defined in the system with their user types
and food values.

5 Description of the Constraint Satisfaction Problem

A Constraint Satisfaction Problem (CSP) is formulated with three major compo-
nents VER,DOM, and CS: (i). VER is a set of constraint variables, {VER1,…, VERn}
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Table 3 Twenty constraint variables with their food items and user type

User type Constraint variable Variable value

VG/NV M Milk items such as plain milk, yoghurt, curd, ghee,
fruit-milk, smoothie, etc

VG/NV F Fruit items such as fresh fruits, fruit juice, fruit salad, etc

VG/NV O Onion items such as raw onion/garlic, cooked onion/garlic
onion gravy, onion ingredients, onion rings, etc

VG/NV H Mushroom items such as fried mushroom, boiled
mushrooms, mushroom soup, mushroom noodle, etc

VG/NV U Food items with tofu and/or any soy products

VG/NV T Black tea, black coffee, milk tea, milk coffee, sugar tea,
sugar coffee, etc

VG/NV A Any type of alcoholic beverages such as beer, brandy, etc

VG/NV D Any type of non-alcoholic beverages such as coke, etc

NV S Any type of fish and/or sea food items

NV G Egg items such as boiled egg, omelet, or any egg-based food

NV C Chicken items such as fried chicken, chicken curry, boiled
chicken, chicken rice, etc

NV B Any type of beef/cow meat food items

NV P Any type of pork/ham meat food items

NV L Any type of lamb/mutton/goat meat food items

VG/NV V Any type of vegetable curry, veg-biriyani, vegetable soup,
pulav, potato items such as curry, boiled, and fried potatoes

VG/NV R Rice items including plain rice, boiled rice, and cereals

VG/NV Z Indicates any Indian dishes such as chapatti, puri, plain
dosa, idli, masala dosa, uppuma, etc

VG/NV I Indicates cooked vegetable pasta, macaroni, pizza, etc

VG/NV W Indicates Indian snacks such as pakora, halwa, jalebi, kheer,
rasgula, gulabjam, samosa, etc

VG/NV N Indicates any nut items such as fried nuts, raw nuts, etc.

(ii).DOM is a set of domains, {DOM1,…,DOM n}, for each variable (iii).CS is a set
of problem-specific constraints defined based on the domain values of the variables
[4, 5]. Assume that a vegetarian user (VG) selects the following food constraint vari-
ables for their BF: {M, F, V, Z, W, and U}. Based on the food variables, the system
identifies the BF food constraints as: “There is no problemwithmilk in the BFmenu,”
“There is no problem with yogurt or curd in the BF menu,” “There is no problem with
fresh fruits, fruit juice and fruit salad in the BF menu,” “There is no problem with
any vegetable curry or soup in the BF menu,” “There is no problem with vegetable
Biriyani in the BF menu,” “There is no problem with potato items in the BF menu,”
“There is no problem with chapatti, puri, plain dosa, idli, masala dosa, uppuma in
the BF menu,” “There is no problem with sweet dishes such as halwa, Jalebi, Kheer,
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Rasagula, etc., in the BF menu,” and “There is no problem with tofu or soy items in
the BF menu.”

The overall daily food calorie (ODC) is the total calories of the daily food set and
is the calories of BF, LN and, DN. The ODC is given as:

ODC = BFcalorie + LNcalorie + DNcalorie, (12)

where BFcalorie, LNcalorie, and DNcalorie are the calories of BF, LN, and DN, respec-
tively. The following sections describe how the GA and RW algorithm support the
finding of both the user and DNCsat satisfied food set (for BF, LN, and DN) from the
food list.

6 Application of GA in Solving the User Food Constraints

GA is a kind of evolutionary algorithm based on the famous evolution theory of
Charles Darwin. Even though the GAs are computational algorithms and it has
nothing to do with natural biological evolution, the algorithm always maintains
physical terms such as chromosome population, genes, fitness, natural selection,
crossover, and mutation [4]. Apart from the traditional GA, this research uses a
non-binary string of genes for the chromosome population, and each chromosome
consists of only three genes (each gene for BF, LN, and DN food items). Similarly,
the crossover point of each parent chromosome for crossover is selected based on
the index values of the genes of the parent chromosomes.

This research has employed a uniform crossover operation of genes for its
offspring chromosome generation. Two similar parent genes from either BF or LN
or DN of each chromosome in the population are selected for the crossover. The
crossover operation is swapping the sections of the similar genes of each chromo-
some in the population, and the employed swapping function is flexible. There are
around twelve types of gene swapping employed in this research for the crossover
operation, and the size of the chromosome population is limited to a value of four.
The application of GA in this paper is to excavate the list of both user and DNCsat
satisfied daily food items for BF, LN, and DN from the food list based on their food
constraint variables. Once GA has identified the DNCsat and user satisfied food set,
the user must follow the “estimated number of days” criterion (10), (11) until to
reach a state of healthy BMI status.
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7 The Details of Implementation of GA in This Food
Constraint Satisfaction Problem

The following steps describe various steps of GA for finding the DNCsat daily food
items from the food list:

(i) Generate a set of initial chromosome populations randomly based on
the food constraint variables for BF, LN, and DN foods. For example,
suppose that a VG type user has selected the following food constraint
variables for BF: {M, F, U, V, Z, N}, the system labels food variables
for the BF gene as: {MBF[index], FBF[index], UBF[index], VBF[index],
ZBF[index],NBF[index]}, where ‘index’ is the row value (from 0 to n) of the
corresponding food item in the food list.

(ii) Next is to generate the three genes for BF, LN, and DN from their corre-
sponding food constraint variables by selecting their index values variables
from the food list. Thus the genes of BF, LN and DN can be indicated as
(MBF[0], FBF[10], UBF[8], VBF[10], ZBF[11], NBF[14]), (MLN[4], HLN[17],
DLN[5], VLN[0], RLN[10], ILN[11], WLN[12]), and (FDN [14], HDN [8], VDN

[22], ZDN [2], IDN [23], WDN [15], NDN [3]) respectively. This research has
tentatively limited the index size of each food constraint variable with a value
of twenty five.

(iii) Next is to generate a chromosomes by concatenating the three genes of BF,
LN, and DN (see Table 4 for a sample chromosome population).

(iv) Next step is to calculate fitness (FN) of the chromosome population-based on
the overall daily calories (ODC) and DNCsat values. The FN of a chromosome
is calculated only when its ODC is greater than that of the user’s DNCsat value.
Otherwise, GA will treat the value of FN as one. The FN is calculated as:

FN = 1/(ODC − DNCsat) (13)

Table 4 Initial chromosomes with their ODC and FR values

No Initial chromosome ODC FR (%)

1 {(MBF[0], FBF[10], UBF[8], VBF[10], ZBF[11], NBF[14]), (MLN[4],
HLN[17], DLN[5], VLN[0], RLN[10], ILN[11], WLN[12]), (FDN [14],
HDN [8], VDN[22], ZDN[2], IDN[23], WDN [15], NDN [3])}

2676.33 29.56

2 {(MBF[3], FBF[11], UBF[18], VBF[21], ZBF[1], NBF[4]), (MLN[20],
HLN[13], DLN[6], VLN[5], RLN[0], ILN[22], WLN[2]), (FDN[19],
HDN[24], VDN[2], ZDN [12], IDN [3], WDN [5], NDN [13])}

2581.47 37.11

3 {(MBF[21], FBF[19], UBF[23], VBF[11], ZBF[17], NBF[0]), (MLN[14],
HLN[11], DLN[16], VLN[7], RLN[24], ILN[12], WLN[23]), (FDN[4],
HDN[13], VDN [4], ZDN [23], IDN [0], WDN [5], NDN [3])}

3250.85 13.23

4 {(MBF[1], FBF[17], UBF[21], VBF[16], ZBF[7], NBF[2]), (MLN[13],
HLN[1], DLN[15], VLN[8], RLN[2], ILN[10], WLN[14]), (FDN[4],
HDN[3], VDN [6], ZDN [0], IDN [6], WDN [24], NDN [19])}

2896.34 20.10
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Similarly, the fitness ratio (FR) of a chromosome is calculated from the
total FN value of the whole population and its FN value. The FR calculation
is given as:

FR = (FN × 100)/

(
n∑

i=1

FNi

)
, (14)

where i is the chromosome number, and the size of chromosome population
is four (n = 4). A chromosome with an FN value of one is the most fitted
chromosome in the population, and its FR is always 100%. Therefore, the
termination criterion of GA depends on the FN value of the chromosomes in
the population. Table 4 gives the four initial chromosomes with their ODC
and FR values.

(v) If none of the FR values of the chromosomes in a population is satisfied,
then GA will perform a crossover operation on the genes of the chromosomes
to generate offspring chromosomes. The size of the offspring population is
always the same as that of the parent population. The crossover is made by
exchanging the index values of genes of the corresponding food section (BF,
LN, and DN).

(vi) Next is the mutation step of GA, and it can solve the issue of the non-
progressive state of the chromosome population of GA to their FR values.
The mutation operation randomly changes the index values of the genes of
the chromosomes in a population before a crossover.

Table 4 gives the details of an initial population of four chromosomes for aVGuser
with their ODC (12) and FR (14) values. The DNCsat of the user is 2210.43 cal (9).
Of the four chromosomes, chromosome no. 2 has shown the top FR value (37.11%),
and chromosome no. 3 has the most negligible FR value (13.23%). The FR values
of chromosomes are not strong enough to terminate the GA. Therefore, GA has
employed its crossover operation for the next iteration.

Table 5 gives the results of ODC and FR of the offspring chromosomes after the
first crossover operation. The crossover probability equals 0.75 (the size of chro-
mosome population is four, and each chromosome has three genes). Chromosome
no. 2 has shown the top FR value (55.74%), and chromosome no. 4 has shown the
lowest FR value (8.65%). Hence, the GA will continue its crossover operation until
satisfying the FR value.

Figure 1 shows only the chromosomes with their top FR values until GA has
terminated at its nineteenth population (its FR is 95.78% and FN is 1). For this
experiment, the mutation probability of chromosomes is tentatively set as 0.1 (one
mutation in every ten populations), and in the future, it will be tested with various
mutation ratios.

One of themain problems noticed fromGA is that its crossover operation is limited
to merely the index values of the food variables of each gene of the chromosome
population. Furthermore, the computational complexity of GA is increased with the
population size, and the size of each gene is proportional to the number of food
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Table 5 Crossover results of children chromosomes with their ODC and FR values

No Children chromosome ODC FR (%)

1 {(MBF[1], FBF[19], UBF[18], VBF[11], ZBF[17], NBF[0]), (MLN[20],
HLN[13], DLN[16], VLN[7], RLN[0], ILN[10], WLN[23]), (FDN[4],
HDN[24], VDN [6], ZDN[12], IDN[3], WDN[24], NDN[13])}

2894.44 11.95

2 {(MBF[21], FBF[17], UBF[8], VBF[10], ZBF[1], NBF[0]), (MLN[4],
HLN[1], DLN[5], VLN[7], RLN[0], ILN[11], WLN[14]), (FDN[4],
HDN[8], VDN[4], ZDN[2], IDN[23], WDN[5], NDN[13])}

2357.13 55.74

3 {(MBF[3], FBF[10], UBF[21], VBF[10], ZBF[7], NBF[4]), (MLN[4],
HLN[1], DLN[6], VLN[5], RLN[10], ILN[11], WLN[2]), (FDN[19], HDN
[3], VDN[6], ZDN[12], IDN[0], WDN[15], NDN[19])}

2556.01 23.66

4 {(MBF[0], FBF[11], UBF[18], VBF[21], ZBF[11], NBF[14]), (MLN[14],
HLN[17], DLN[16], VLN[8], RLN[24], ILN[10], WLN[2]), (FDN[19],
HDN[3], VDN[4], ZDN[2], IDN[23], WDN[5], NDN[13])}

3156.01 8.65
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Fig. 1 Top FR values of the populations of GA until its termination

variables from the user. Similarly, the issue of the non-progressive FR states of the
chromosome population is unable to solve with the low-level mutation probability
of GA, especially in this research.

8 Application of RW in This Food Constraint Problem

In a random walk (RW) algorithm, search happens like a free walk through a set of
node points in a problem space until either a node with a satisfying assignment is
found [5]. A random walk refers to where one can start from a node that is allocated
randomly and is not satisfied with the assignment, then randomly choose a neighbor
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node from its node list to navigate a walk until to find a stopping criterion [16–
18]. The RW algorithm has been employed in this research with the following steps:
(i) Initialize the food constraint variables with their corresponding food details from
the food list. (ii) Generate a start node (called node0) by randomly choosing BF, LN,
and DN food constraint indices based on the user’s daily food choice (this operation
is similar to the generation of genes in GA). Each walking step to the following nodes
from the start node is assigned an equal probability value. This research has found
the ranking of each node is irrelevant. (iii) Instead of ranking of each walked node,
this research has computed the evaluation of each walked node (NDeval) and is given
as:

NDeval = ODC − DNCsat (15)

For this paper, the zero or negative value of NDeval is considered the most satis-
factory one. (v) If a node with a satisfied NDeval, terminate the walk and display the
node details (including the food items, sizes, and calories).

9 Results of RW in the User Food Constraint Problem

Table 6 gives the results of two walk steps by RW algorithm with their node number,
ODC value, and NDeval value. The DNCsat of the user is 2430.67 cal. The node0 has
a better NDeval (163.16) than the node1 (its NDeval is 219.36).

Tables 7, 8 and 9 give the details of the food items of node0 (in Table 6) including
their names, sizes, and calories, respectively. Similarly, the NDeval values of the
consecutive nodes generated by RW are shown in Fig. 2. The most promising nodes
generated by RW are 7, 12, 13, 16, and 17. At this point, there is no termination
criterion for RW is defined.

Table 6 Random walk details from the three nodes (including the start node)

No Node ODC NDeval

0 {(TBF[0], OBF[10], MBF[8], GBF[10], CBF[11], ZBF[14]), (FLN[4],
HLN[17], SLN[5], BLN[0], VLN[10], RLN[11]), (ADN[14], ODN[8],
SDN[2], BDN[5], VDN[23], ZDN[15], NDN [3])}

2593.83 163.16

1 {(TBF[14], OBF[15], MBF[1], GBF[0], CBF[17], ZBF[8]), (FLN[15],
HLN[2], SLN[23], BLN[11], VLN[16], RLN[1]), (ADN[0], ODN[4],
SDN[12], BDN[6], VDN[4], ZDN[6], NDN [9])}

2650.03 219.36
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Table 7 The food items, size,
and calorie of BF constraints
T, O, M, G, C, and Z

Constraint variable Food item Size Calorie

TBF[0] Black coffee (no
sugar)

1 cup 07.08

OBF[10] Fried onion rings 2 cup 43.92

MBF[8] Milk shake
(Sweetened)

10 fl. oz 393.37

GBF[10] Scrambled egg
(Oiled)

1 large egg 93.62

CBF[11] Fried chicken with
vegetables

1 cup 89.91

ZBF[14] Chapatti 1 Medium 80.00

Table 8 The food items, size, and calorie of LN constraints F, H, S, B, V, and R

Constraint variable Food item Size Calorie

FLN[4] Prune juice (sweetened) 1 cup 181.76

HLN[6] Boiled mushrooms 1 cup 21.84

SLN[5] Fried seafood with vegetables in tomato sauce 1 cup 163.28

BLN[0] Beef noodles in tomato sauce 1 cup 276.39

VLN[10] Boiled mixed vegetables 1 cup 59.15

RLN[11] Fried rice with beans (oiled) 1 cup 195.98

Table 9 The food items, size,
and calorie of DN constraints
A, O, S, B, V, Z, and N

Constraint
variable

Food item Size Calorie

ADN[14] Whiskey (scotch) 2 fl. oz 140.0

ODN[8] Garlic bread 2 large slices 135.3

SDN[2] Baked salmon 2_oz 193.914

BDN[5] Beef noodles with
vegetables

1 cup 231.57

VDN [23] Boiled mixed
vegetables

1 cup 59.15

ZDN[15] Chapatti 1 Medium 80.0

NDN[3] Fried chickpea 1 cup 147.6

10 Conclusion

The simulations concluded that the employed algorithms are efficient in generating
user andDNCsat satisfying daily food set from the food list. The presented system has
introduced a novel technique for solving food Constraint Satisfaction Problems with
a large food dataset. The GA has demonstrated excellent performance in terms of
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its searchability despite its computational complexity. Furthermore, the system has
strictly instructed its obese users to follow the DNCsat satisfied daily food set until
to reach a healthy BMI level. Similarly, the RW approach has shown tremendous
performance, and it outperforms the GA in terms of its speed. One of the main
contributions of this research is that, it can satisfy the food interests of its users
without causing any conflict in their food selection.
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Abstract The study of the evacuation of buildings in emergency fire situations has
deserved the attention of researchers for decades, particularly regarding the real-time
guiding of occupants in their way to exit the building. However, finding solutions
to guide the occupants evacuating a building requires a thorough knowledge of that
domain. Using ontological models to model the knowledge of a domain allows the
understanding of that domain to be shared. This paper presents an ontological model
that pretends to reinforce and deepen knowledge of the domain under study and help
develop solutions and systems capable of guiding the occupants during a building
evacuation. The ontology was developed following the METHONTOLOGY method-
ology, and for implementation, the Protégé tool was used. The ontological model
was successfully submitted to a thorough evaluation process and is publicly available
on the Web.
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1 Introduction

The development of solutions capable of guiding, in real-time, the building occu-
pants on their way to exit the building or reach a safe zone in a fire emergency is
a problem that deserves the attention of the researchers. The real-time recommen-
dation of evacuation routes is an approach to be considered and studied. However,
developing those solutions requires in-depth knowledge of the building evacuation
domain, which we can achieve by developing an ontological model. The motivation
for this research work falls within the scope of our PhD research work, which aims
to propose and evaluate how a multi-agent-based recommender system can guide the
occupants in their way to exit a building [1]. The system supports its development
on an ontological model that considers the different factors impacting an evacua-
tion route recommendation system, allowing a thorough knowledge of the domain.
To build the ontology, we chose to divide our research work into two steps: First,
we developed an ontology for the evacuation of buildings under fire emergency [2].
Then, in a second step, and based on the referred ontology,we develop the ontological
model presented here using [2] as the basis for the work.

Section 2 presents research works that use ontologies to represent knowledge in
the fire emergency research area. Section 3 introduces the concept and how to develop
an ontology. Section 4 describes all the steps taken in developing the ontology, and
Sect. 5 refers to how the ontology was evaluated. The paper’s last section presents
the main conclusions, contributions, and plans for future research in this area.

2 Ontologies and Building Emergency: Related Work

Researchers commonly use ontologies for modelling domain knowledge, and the
building emergency domain is not an exception. In our literature review, we found
many researchworks and here,wewill highlight themore relevant ones. The ontology
SEMA4A [3] provides the necessary emergency information to support the interop-
erability between people and between systems for emergencies, accessibility guide-
lines, and communication technologies. Using SEMA4A ontology, [4] developed
an extended ontology that deals with the notification of evacuees about evacuation
routes, exits, and safe places. Liu et al. [5] presents an ontology that considers fire
control concepts and their relationships from the community members perspective,
defining how they can contribute to controlling fire. Hristoskova et al. [6] presents an
ontology focussed on the emergency response that deals with intelligent emergency
applications, focussing on interpreting, and filtering relevant information from a
large amount of heterogeneous data. The emergency elements (EMERGEL)ontology,
developed by Casado et al. [7], provides concepts and knowledge related to the emer-
gency area. In their work, [8] presents an ontology aiming to share knowledge in
the area of fire emergency response in buildings, helping organisations develop their
strategic and tactical plans. Neto et al. [2] presents an ontology that contributes to
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a better understanding of the fire building evacuation domain, aiming to help the
development of building evacuation systems.

The literature review identifies different ontological approaches to deal with the
problem of emergency fire in buildings. Some of the approaches focus on fire control
knowledge; others are concerned with representing fire safety knowledge, as is
the case with occupants evacuation. However, we did not identify research works
focussed on developing ontologies whose focus is the recommendation of evacuation
routes in real-time, which is the domain and scope of this research work.

3 Building Ontologies

According to Gruber [9], in the area of information science and computing, the
term ontology usually refers to an artefact that models the knowledge of a domain.
In the artificial intelligence (AI) literature, [10] refers to the existence of multiple
and contradictory definitions for ontology. In the AI context, [11] states that an
ontology is an “explicit specification of a conceptualisation”,where concepts, objects
and other entities, and their relationships represent the knowledge of a domain.
The ontologies contribute to understanding a domain and help the interoperability
between people and heterogeneous systems. An ontology consists of terms repre-
senting hierarchically organised concepts and some specifications of their meaning
[12].

For ontology development, the most representative and commonly used method-
ologies [12] are ENTERPRISE [13], TOVE [14], METHONTOLOGY [15], and
“Ontology Development 101” [10]. As referred by Fernández-López et al. [15],
Pinto and Martins [12], independently of the methodology, the development life
cycle typically follows a five stages process. First, the development process starts
with the specification stage, where we identify and define the scope and goal of the
ontology. Then, a conceptual model is built to describe the ontology according to
the specification defined before in the conceptualisation stage. Third, the formali-
sation stage is where the conceptual model gives rise to a formal model. Fourth, the
ontology is represented through a knowledge representation language at the imple-
mentation stage. Finally, the last stage ismaintenance, which includes updating and
correcting the implemented ontology. During the whole development ontology life
cycle, three other activities must be considered [16, 13]: strengthen domain knowl-
edge acquisition, namely supported on the relevant bibliography or interviewing
domain specialists; ontology evaluation; and ontology documentation.
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4 Building the Ontology

We considered the METHONTOLOGY methodology for ontology development,
following those mentioned above four main steps. In addition, there was a system-
atic work of study throughout the development process to consolidate knowledge
about the domain. Furthermore, the ontology development was also complemented
with the documentation and evaluation in the different stages of the process. There-
fore, we divide our research work into two phases. First, we start by developing
an ontology for the evacuation of buildings under fire emergency [2], and then, we
develop the ontological model presented in this paper, reusing that ontology. The
ontology presented in Neto et al. [2] aims to develop a knowledge representation
about the thematic of buildings evacuation under fire, with the purpose that the
ontology may contribute to a better understanding of the domain and help support
the development of other ontologies related to the building evacuation domain, such
as the one presented here.

4.1 Specification Stage

The ontology’s domain, scope, and purpose are defined at the specification stage.
According to Neto et al. [2], four main questions need to be answered: What is
the ontology domain? Why build the ontology? What is the expected use of the
ontology? What are the expected answers the ontology should give?

As in Neto et al. [2], we will use a set of competency questions to help us to
define the ontology’s specifications and requirements. The competency questions
were formulated based on Portuguese regulations and legislation1 and in a report
[16] about the self-protective fire safety measures in buildings and the field experts
contribution. Table 1 presents the competency questions and the essential aspects
of the answers. Since the present ontology is based on the ontology presented in
Neto et al. [2], to a certain extent, it also inherits the competency questions then
considered.

From the above, the ontology domain fits the real-time recommendation of evac-
uation routes to the occupants of a building under fire emergency. As for the second
question: Why build the ontology? This research work aims to build a representation
model that addresses the real-time recommendation of evacuation routes to occu-
pants in buildings supported on IoT. Concerning the expected use, this ontological
model inherits from Neto et al. [2] the ability to strengthen and consolidate knowl-
edge about building evacuation under fire emergencies. Furthermore, it contributes
with the knowledge to support the development of evacuation solutions capable of
guiding the occupants of a building under fire emergency, such as the one we are
developing and studying in the context of our PhD research work [1]. Regarding

1 Decreto-Lei n.º 220/2008 de 12/11 - Regime Jurídico da Segurança Contra Incêndios em Edifícios
(SCIE).
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Table 1 Set of competency questions and respective answers

Competency questions

Q1 How is the alarm transmitted to the occupants?

A1 The occupants are notified through visual or audible alarms and messages
previously recorded

Q2 How do the occupants behave in a fire emergency?

A2 The occupant’s behaviour depends on personal characteristics and building
knowledge. They also tend to follow the signage

Q3 How do occupants know the location of building exits and safe zones?

A3 Emergency signs identify the building’s exits and safety zones and their routes

Q4 How to evacuate the building? How to identify evacuation routes?

A4 The evacuation process must follow the building’s organisation and management.
The emergency signs help the occupants exit the building

Q5 What type of emergency signage exists in the building? How could the emergency
signage help occupants throughout the evacuation process?

A5 Emergency signs are generally static and do not change during the evacuation
process. However, dynamic emergency signage updated in real-time provides the
occupants with better information about the safest evacuation routes

Q6 What types of hazards are faced by the building occupants, and how do they
influence the building evacuation process?

A6 The hazards are toxic gases, smoke, or route congestion. They influence the context
in which the evacuation takes place, leading to blockage, and congestion of the
evacuation routes

Q7 How can context be captured and used to help occupants?

A7 An occupant perceives the context that surrounds him. Context is captured by
sensors installed in the building and used to help occupants get to a safe location

Q8 How can context influence the evacuation process?

A8 The context affects the evacuation routes and impacts how to evacuate the building

Q9 How can the data produced by the sensors help the occupants in the building
evacuation process?

A9 The sensor’s data can be used to notify occupants and support an information
system to help guide occupants through the building evacuation process

Q10 How can the Internet of things (IoT) contribute to creating a solution capable of
guiding occupants to a safe location in an emergency fire situation?

A10 Sensors and digital signage can be IoT devices. The data collected by the IoT input
devices (sensors, fire detection systems, smartphones) are sent to a central system
for processing. Finally, the processed data are presented (recommended) to the
occupants through IoT output devices (digital signage or smartphones)

the fourth question, about the ontology’s answers, we must consider the competency
questions in Table 1. Besides helping to define the questions that the ontologymust be
able to answer, the set of competency questions will also be used to test the ontology
at the evaluation stage. In Table 2, we summarise the specifications and requirements
of the ontology.
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Table 2 Ontology specification and requirements

Ontology specifications and requirements

Domain: The domain is the real-time recommendation of safe evacuation routes to
the occupants of a building under a fire emergency

Goal: To develop a representation model that addresses the real-time
recommendation of evacuation routes to occupants in buildings supported
on IoT

Contributions: Provides the ability to strengthen and consolidate knowledge about building
evacuation under fire emergencies
Provides a knowledge model to support the development of evacuation
solutions to real-time guiding the occupants of a building in a fire
emergency

Expected answers: • How does context influence the occupant behaviour?
• How can contextual information be used to guide occupants?
• How does the type of emergency signage influence the evacuation
process?

• How is it possible to provide real-time information to occupants?
• How to guide the occupants to exit the building?
• How is the building represented on the recommender system?
• How are evacuation route recommendations generated?

4.2 Conceptualisation Stage

The knowledge acquired in the specification stage is used to describe the ontolog-
ical model through a conceptual model constituted by a set of concepts and their
relationships. The herein presented conceptual map was built with the mindomo2

framework, on top of the “conceptual map of the fire building evacuation ontology
”[17], which was the basis of the ontology presented on [2]. Furthermore, based
on the ontology’s specification and requirements (Table 2) and the answers to the
competency questions summarised in Table 1, we identify the following core terms:
route recommender system, Internet of things (IoT ), IoT device, and we build the
conceptual map [18] presented on Fig. 1. The conceptual map shows the use of the
conceptualmappresented on [17], highlighting the terms towhich the newconceptual
map relates.

4.3 Formalisation and Implementation Stages

At this phase of the development process, the conceptual model is transformed into
a formal model implemented in a knowledge representation language, as is the case
of Protégé [19], an open-source platform to create ontologies. With Protégé, we
create and describe the14 new classes, highlighted in Fig. 2, and 20 object properties

2 www.mindomo.com

http://www.mindomo.com
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Fig. 1 Conceptual map

Fig. 2 List of classes and sub-classes

to characterise the relationships of the concepts identified in the conceptualisation
stage.

In Fig. 3, we present a Protégé screen capture exemplifying the class characteri-
sation with the RouteRecommenderSystem class.
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Fig. 3 Class representation on Protégé

Fig. 4 Object property hasModule

Object properties set the relationship between instances of two classes. In Fig. 4,
the hasModule object property is presented. It shows the relationship between indi-
viduals of the classes RouteRecomenderSystem (domain) and RouteRecommender-
SystemModule (range), establishing that a route recommender system consists of
modules represented by instances of RouteRecommederSystemModule sub-classes.

Datatype properties refer to a relationship of an individual of a class with a prim-
itive value. For example, Fig. 5 shows the property isAnIoTDevice, relating an indi-
vidual of the inferred class (DynamicSignage or Smartphone or AutomaticFireDe-
tectionSystem or Sensor) to a primitive of type Boolean. Furthermore, the property
states that an IoT device is any individual of that class if the property isAnIoTDevice
equals true.

Fig. 5 The isAnIoTDevice data property
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5 Evaluation

Evaluating an ontology is an iterative process during all the ontology’s development
life cycle. It is a judgement of the ontology content against a referential [20] that,
in this case, is embodied by the ontology requirements and specifications (Table 2)
and by the competency questions (Table 1). The technical evaluation considers the
aspects of ontology structure and architecture, namely syntactic class and proper-
ties validation [2]. In addition, it also deals with ontology documentation to provide
an adequate understanding of ontology. Our evaluation process used the tools and
services provided by the Ontology Improvement Tool (V2)3 Web tool, for ontology
consistency, with the OOps! (OntOlogy Pitfall Scanner)4 [21], ontology improve-
ment and validation, such as syntactic validation checking, with the RDF Triple-
Checker,5 or to verify if the created semantic Web follows best practices,6,7,8 a
service provided by Vapour.9 The tests carried were completed and are available on
the ontology URL.10 To document the ontology, we usedWIDOCO [22]. This wizard
identifies missing metadata and integrates other tools, like OOPS! for ontology vali-
dation, LODE11 for ontology documentation and WebVowl12 for ontology visual-
isation. We also evaluate the ontology against the competency questions and the
ontology’s specifications and requirements to assess whether the ontology classes,
properties, and axioms fulfil the ontology requirements. That can be done by querying
the ontology using the SPARQL. Table 3 shows an example, together with a graphical
visualisation provided by Protégé.

6 Conclusion and Future Work

The ontological model proposed in this paper aims to make contributions to under-
standing the domain of real-time recommendation of safe evacuation routes to the
occupants of a building under a fire emergency. The main purpose of this ontology is
to develop a knowledge model capable of supporting the future development of more
suitable building evacuation solutions and systems. The ontology was implemented
with the Protégé tool and was successfully evaluated using a set of Web tools and

3 http://perfectsemanticweb.appspot.com/?p=ontologyValidation.
4 OOPS!—OntOlogy Pitfall Scanner! (linkeddata.es).
5 http://graphite.ecs.soton.ac.uk/checker/
6 Linked Data—Design Issues (w3.org).
7 Best Practice Recipes for Publishing RDF Vocabularies (w3.org).
8 Cool URIs for the Semantic Web (w3.org).
9 http://linkeddata.uriburner.com:8000/vapour.
10 https://www.1000palavras.pt/ontology/fEvacRouteRecomm/FireEvacRouteRecommBuilding-
en.html.
11 https://essepuntato.it/lode/
12 http://vowl.visualdataweb.org/webvowl.html.

http://perfectsemanticweb.appspot.com/?p=ontologyValidation
http://graphite.ecs.soton.ac.uk/checker/
http://linkeddata.uriburner.com:8000/vapour
https://www.1000palavras.pt/ontology/fEvacRouteRecomm/FireEvacRouteRecommBuilding-en.html
https://essepuntato.it/lode/
http://vowl.visualdataweb.org/webvowl.html
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Table 3 Example of an answer to a question, SPARQL axioms, and graphical representation

Question How to guide the occupants to exit the building?

Axioms

Graphical representation

by querying the ontology with the SPARQL language. The ontology is available at
theURI: https://www.1000palavras.pt/ontology/fEvacRouteRecomm/FireEvacRout
eRecommBuilding-en. As future work, we intend to deepen the ontology by creating
use cases to consolidate the knowledge model and support the development of the
multi-agent recommender system presented by Neto et al. [1].
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Securing International Space Station
Against Recent Cyber Threats

Samaneh Pazouki and Abdullah Aydeger

Abstract Artificial satellites, as a vital part of our infrastructures, are launching to
space for different purposes such as the Internet, forecasting weather/disaster, and
space exploration. International Space Station (ISS), as a space exploration research
center in the Earth orbit, is the largest satellite in space. Astronauts in ISS do research
on astrobiology, astronomy, and testing spacecraft equipment for a long-termmission
to Moon and Mars. ISS is considered a unique satellite to provide some valuable
information about space exploration; however, according to research, the ISS is
vulnerable to different cyberattacks. In other words, cybersecurity challenges may
compromise the ISS performance, which is controlled via ground/space stations
and communication between them. Thus, this paper considers cyberattack threats
compromising the ISS and mathematically models false data injection (FDI) attack
threatening ISS power system. Two types of FDI are applied to the ISS power system,
which results in (1) battery depletion and (2) load shedding. Then, security defense
mechanisms are recommended to protect the ISSpower system from the cyber threats.

Keywords Cyberattacks · Cybersecurity · Cyber-physical space systems · Defense
mechanisms · False data injection cyberattack · International Space Station

1 Introduction

As a vital part of our infrastructures, artificial satellites are exponentially launched to
space with different purposes/applications. Players such as SpaceX [1], Blue Origin
[2], and Virgin Galactic [3] are investing to X*100 billion $ projects to Mars and
Moon. International Space Station (ISS) [4] as a research laboratory in space is
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orbiting the Earth for different purposes such as GPS, Internet, weather/disaster fore-
casting, cyber-physical power system, and space exploration [5]. There are cyberat-
tacks that threaten the satellites [6–8]. A secure architecture for satellites is presented
in [9]. Some security solutions forNASAcenter are stated in [10]. Some security solu-
tions for space communication are elaborated in [11]. Some security requirements for
autonomous space systems are presented in [12]. The authors in [13] consider space
exploration mission and present some relevant cyber-physical challenges. Reference
[14] designs a model for the autonomous space vehicle resupplying the ISS.

Scrutinizing previous researches unfold the gap in the existing literature consid-
ering cybersecurity challenges/solutions of satellites. A few security challenges and
defense mechanisms for satellites have been elaborated in the available research;
however, more research is required to consider cybersecurity challenges and cyber
defense mechanisms against the cyber-physical space systems threats. Considering
cybersecurity challenges against the ISS, this paper proposes a mathematical model
for a FDI cyberattack threat against significant components of each satellite, espe-
cially ISS power system, which has not been modeled/considered yet. Two types of
FDI cyberattack are presented in this research: (1) FDI resulting in battery depletion
of ISS power system and (2) FDI resulting in load shedding of the power system.
Considering the proposed FDI cyberattacks impacts, some security defense mecha-
nisms/solutions are recommended in this paper to protect the ISS power system from
the threats.

2 Framework and Possible Cyberattacks

2.1 ISS Framework

According to Fig. 1 [15], the ISS has a set of solar panels [16] to power its electrical
devices using DC power. The power from solar panels can feed devices in main
habitable laboratories such as laptops directly or can be stored in the batteries. A
battery charge/discharge unit before the battery [17], based on the commands it
receives from the management unit or Earth station, determines the battery must
be charged or discharged in each hour. DC switching unit based on a predefined
algorithm defines the loads that must be fed by solar panels or batteries at each
hour. The switching unit determines the amount of power distributed between three
habitable modules. The ISS is also managed by commands received from the Earth
station. ISS power system is very important because it is the only source of energy
to supply the ISS demands.
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Fig. 1 Framework of ISS power system under cyberattacks

2.2 Potential Cyberattacks Against the ISS

The ISS structure has some vulnerabilities [7], which are discussed as follows:

1. The Earth station can be hacked by attackers. The attackers may gain access to
sensitive information in the Earth station, send malicious stimulation to ISS via
impersonation, and apply Flooding attack to the ISS.

2. Wireless channel between Earth station and ISS might be hacked. Attackers
can use this channel to enter the ISS internal system, crash the equipment, stop
communicating with the Earth station, and apply jamming attack for channel
congestion to affect availability of the ISS.

3. Space tourism may also carry digital devices for entrancing the ISS system and
hack the ISS by insider attacks. They can pass the authentication inside the ISS
and inject the malicious commands.

4. In addition toNASA, othermanufacturers are investing in space projects.Hence,
it increases the ways that malicious attackers can unlock the authentication and
access the authorization to penetrate the ISS.
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3 Mathematical Formulation

3.1 Objective Function

From the attacker viewpoint, the FDI cyberattack should be maximized to signifi-
cantly affect the ISS power system in (1) depleting the battery in Eq. (1) and (2) load
shedding in Eq. (2).

MaxI FDI =
24∑

t=1

PPD
t (1)

MaxI FDI =
24∑

t=1

PLS
t (2)

3.2 ISS Power System

The internal electrical system of ISS has three main parts which are described:

3.2.1 Power Balance

Similar to any electrical network, the generated and consumed power in ISS should
be equal at each hour in Eqs. (3) and (4). There are some loads which are totally
stated PL

t which is consumed in main habitable module (Fig. 1), while the amount
of solar panels power is PSolar

t . The charge/discharge power of battery is stated with
PDisCh
t and PCh

t , respectively. In Eq. (3), PPD
t increases the amount of load from

the standpoint of power source to model the power depletion. But in Eq. (4), PLS
t is

decreasing the amount of load to model load shedding.

PL
t + PPD

t = PSolar
t + PDisCh

t − PCh
t (3)

PL
t − PLS

t = PSolar
t + PDisCh

t − PCh
t (4)

3.2.2 Battery

ISS is supplied through power of solar panels or batteries. Batteries can be charged
or discharged, which are switched by DC switching unit (shown in Fig. 1) based
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on commands received from internal management unit of ISS or Earth station.
According to Eq. (5), the batteries used in ISS must contain a suitable level of energy
at first hour of each day (BBatt

t=0 ) to afford the load supplement. In addition to existing

lower (BBatt ) and upper (B
Batt

) limits of energy capacity defined by Eq. (6), the

power through discharge and charge process also has an upper limit (P
Batt

), which
is defined by Eqs. (7) and (8), respectively. Equation (9) determines how battery
energy (BBatt

t ) is associated with charging and discharging power.

BBatt
t=0 = PL

t (5)

BBatt ≤ BBatt
t ≤ B

Batt
(6)

0 ≤ PDisCh
t ≤ P

Load
(7)

0 ≤ PCh
t ≤ P

PV
(8)

BBatt
t = BBatt

t−1 − (
1/φDisCh

)
PDisCh
t + φCh PCh

t − υloss BBatt
t (9)

3.2.3 Solar Panels

The solar power (PSolar
t ) is limited by maximum installed power of solar panels

(CPSolar ). Also, a curve (cSolart ) is multiplied in maximum power at each hour to
provide the solar power amount.

PSolar
t = cSolart × CPSolar (10)

3.3 FDI Power

As mentioned in Sect. 2, there are two types of FDI, as follows:

3.3.1 Battery Depletion

The parameter PPD
t enhances the amount of load as a result of FDI (11). This param-

eter cannot be larger than a percentage of load to not be detected and prevented.
σ PSFDI
s defined the attack severity in each scenario.
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0 ≤ PPD
t ≤ σ PSFDI

s PL
t (11)

3.3.2 Load Shedding

Similar to power depletion, Eq. (12) defines the amount of load changes through
load shedding. It is also limited by a special amount of load at each hour to be
undetectable.

0 ≤ PLS
t ≤ σ PSFDI

s PL
t (12)

4 Simulation Results

In this section, the effects of FDI cyberattack on (1) battery depletion and (2) load
shedding are considered in a typical day. Solar PV power is illustrated in Fig. 2, and
the electrical load is shown in Fig. 3. The available charge of the battery is displayed
in Fig. 4. It is assumed that there is an available charge in the battery in the first hours
of the day, and the battery is charged by solar PV power during the day. The general
algebraic modeling system (GAMS) software is utilized for simulation purposes.

Fig. 2 Solar PV power in 24 h of a day
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Fig. 3 Electricity demand of ISS

Fig. 4 Available charge/energy in the battery

Fig. 5 FDI for the battery depletion
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4.1 FDI on Battery Depletion

The impact of FDI on battery depletion of ISS power system: Fig. 5 shows the amount
of FDI that has been injected into the electricity demand of ISS. Figure 7 illustrates
how much battery is depleted by applying the FDI in Fig. 5. As it can be observed
fromFigs. 5 and 6, the electricity demand in Fig. 6 has been increased by applying the
FDI in Fig. 5. Themore FDI is injected into the ISS power system, themore electricity
demand is increased. The coefficients of 0.35, 0.85, and 1.2 FDI in three scenarios
have been injected into the system, and the electricity demand has increased. As a
result, the battery depletes by applying the increase of FDI to the ISS power system.

Fig. 6 Electricity demand under attacks

Fig. 7 Battery depletion under different cyberattacks in different scenarios
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4.2 FDI on Load Shedding

The impact of FDI on load shedding of ISS power system:The amount of FDI injected
into the power system is illustrated in Fig. 8, and the reduced electricity demand as
the result of the FDI, shown in Fig. 8 and is displayed in Fig. 9. The coefficients of
0.1, 0.3, and 0.6 FDI have been injected into the system in three different scenarios.
As it can be observed from Fig. 9, the electricity demand is reduced when FDI is
injected into the ISS power system. The more FDI is injected into the system, the
more electricity demand is reduced. However, there is some distortion in electricity
demand shape (Fig. 8). If the FDI increases, it ascends the probability of being

Fig. 8 FDI for load shedding attack

Fig. 9 Electricity demand under load shedding
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detected. Hence, the attacker should consider the margin of FDI in order not to be
detected.

5 Defense Mechanisms/Solutions

Considering the aforementioned vulnerabilities of the ISS, the attacker can
breach/compromise the system through the Earth station and communication channel
between the Earth station and space station. To protect the ISS against the cyber-
attacks such as the FDI cyberattack on the ISS power system, two defense
mechanisms/solutions, as shown in Fig. 10, are presented in this section.

5.1 Securing the Earth Station

The proposed mechanism for securing the Earth station against the attacks is to use
strong mathematical model for cryptography, so it prevents the attacker to breach the
confidential information of system (confidentially attack) and tamper the informa-
tion (integrity attack). Furthermore, Firewall is recommended to monitor incoming
traffic based on the organization’s previously established security policies and keep
dangerous traffic out. An intrusion prevention system (IPS) is suggested to identify
malicious activities, report the threats, and prevent them to compromise the system.

Cyberattackers

Main habitable 
laboratories

NASA/US 
Laboratory

Node 2

ESA 
Module

Earth station

Encrypted 
wireless data

Cyber security 
layer 2

Cyber security 
layer 1 Firewall IPS

Firewall IPS Unit of controlling 
the access

Fig. 10 Proposed cybersecurity layers for ISS against FDI
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5.2 Securing the Communication Channel Between
the Earth and Space Station

The proposed mechanism for communication channel between the Earth and space
station against the attack is cryptography using strongmathematical model to prevent
the confidentially and integrity attacks. Adding control access to the ISSmanagement
system prevents unauthorized person or unauthentic devices are connected to the
system, so availability of the ISS will be enhanced. Furthermore, Firewall and IPS
are recommended to be added to the ISS management system.

6 Conclusion

ISS, as a research center satellite in space, orbits the Earth with the purpose of
testing spacecraft systems/equipment for long-term mission to Mars, Moon, etc.
Power system of the ISS including battery and solar PV plays an important role in
all satellites. The ISS is controlled through on-board algorithms or via commands
transferred through the wireless channel from the Earth station. Vulnerabilities of the
Earth station and wireless channel as well as globalizing the space industry/tourisms
open doors for different cyber threats. Considering cybersecurity challenges of the
ISS, we proposed two potential FDI cyberattacks resulting in (1) battery depletion
and (2) load shedding. Scrutinizing the effect of the FDI on ISS, we proposed some
defense mechanisms to prevent/protect the ISS against the cyberattacks.
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New Approach to Rural Energy Planning
Based on ICHC-MGK

Hery Frédéric Rakotomalala, Eric Jean Roy Sambatra, André Totohasina,
and Jean Diatta

Abstract This paper aims to provide a tool to assist rural energy planning in devel-
oping countries. Indeed, classical methods seem to be limited for the implementation
of power generation plants in these often remote and isolated areas. These localities
are home to populations living on less than USD2 (2$) per day with a typical and
complex conditions for the implementation of power plants. Thus, on the basis of
surveys carried out in several villages in the northern region of Madagascar, a data
classification method is used in order to provide electrification operators with a tool
to help them make decisions on the potential technico-economic and cultural feasi-
bility of electrification projects. The implicative and cohesive hierarchical classifica-
tion method according to the interestingness measure MGK (ICHC-MGK), which has
already proven itself in several didactic studies, is used herein for an economic-socio-
energy study of households in some rural areas of the DIANA region of Antsiranana,
in order to highlight the most used and consumed sources of energy in rural areas of
the northern area of Madagascar. The results are conclusive because they highlight
the potential of the sites in terms of electrification. Also, the approach makes it pos-
sible to make the link between the economic activities, the cultural practices of the
villages, and the various elements relating to the energy component.

Keywords Rural electrification · Energy planning · Developing countries ·
Association rule · Cohesion · Clustering · Dendrogram
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1 Introduction

According toWorld Bank report, 3.3billion people are estimated to live in rural areas
worldwide, just under half of the world’s population. And in Africa, which accounts
for about 15% of the world’s population, the consumption of electrical energy is
estimated at only 3% of the world’s consumption. More than 600 millions peoples
live without electricity in Africa, more than 80% of whom live in rural areas. Only
two countries in the region, Mauritius and Seychelles, have achieved near-universal
coverage. The household access rate to electricity is greater than or equal to 75% in
only six African countries. Nearly two-thirds of countries in the region have access
rates below 50% [1]. Moreover, there is a huge disparity in terms of electrification
because while the rate for the continent as a whole is estimated at 42%, only 25% of
rural areas are concerned. The fact is even more alarming in the case of sub-Saharan
rural areas where the electrification rate does not exceed 10%.

The case of Madagascar is not at all isolated from the case of Africa and more
particularly the sub-Saharan zone. The rate of electrification is very low as it is
estimated at only 15% for the whole country. And among these 15% electrified
and mainly urban areas, rural areas only benefit from 6%. Therefore, in a more
direct way, only 0.9% of rural areas in Madagascar benefit from electricity produced
by operators recognized by the state. Although the energy policy developed by the
Ministry of Energy has taken into consideration these areas through the establishment
of state organizations such as theAgency for theDevelopment ofRural Electrification
(ADER), their achievements are very limited, and the current programs would not
reverse this situation which certainly contributes to the economic development of
the country. This policy gap is reinforced by other factors such as the socio-cultural
and economic situations of the villages as well as their geographical distribution [2].
Indeed, for a population of 25 millions inhabitants occupying a very vast area of
587,000km2, the population density per km2 is very low. It amounts to only less
than 34 inhabitants/km2. This is therefore one of the problems to be taken at face
value in the case of rural electrification in southern countries because villages are
scattered. Another blocking factor is that the annual income of the inhabitants does
not allow them to contribute to any direct investment for an electrification project.
The estimate suggests an annual per capita income of less thanUSD450. The barriers
are multiple and are found at all levels, but in this paper, we rather address the basic
technical component that could influence the energy policy of the country. Indeed,
even if efforts are made by the structures in place for the implementation of strategic
planning, the above-mentioned elements limit the effectiveness of this planning.

This article thus aims to provide decision and development actors with a tool to
help them make more efficient energy planning through a classification approach
with a statistical method called ICHC-MGK [3]. The idea is to start from a multidi-
mensional database of socio-economic and cultural studies on several villages not
benefiting from electrification, and to link them with the potential electrification and
especially the most influential variables in order to better guide the planning and
development strategies to develop the energy sector.
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Fig. 1 Methods for data mining process according to MGK

The remaining of the paper is structured in three main sections. We present the
first, the ICHC-MGK concept, then its application to survey data from about several
villages in the Diana region of northernMadagascar, and finally, a section is reserved
for the analysis of the results and especially its contribution to the energy component.

2 Materials and Method

Association rules mining [4] is one of the most popular data mining techniques.
Association rules are useful for discovering relationshipswithin very large databases.
A new algorithm for extracting association rules MGK-valid was born [5] based
on the works of [6] as well as the unifying theory of normalized measures and
normalizable ones, case of MGK, also a new ICHC-MGK-tool by referring to the
theory of statistical implicative analysis—(SIA) in [7] and implicative and cohesive
hierarchical classification in [8],whose adoptedmethods are detailed in [3, 9] (Fig. 1).

2.1 Data Collection

Surveys around 1736 households, on the type of their habitats, their economic activ-
ities, the sources of energy, and the electrical equipment, they use were carried out in
three rural areas of Antsiranana, including AREA1 (Ambilobe and its surroundings),
AREA2 (Peri-Urban of Diego Suarez), and AREA3 (Ambanja and its surroundings)
(Cf. Table1). The collected paper versions were then digitized on Excel to have a
binary database (Cf. Table2). Finally, the binary database obtained in .csv format
was processed by the new ICHC-MGK-tool for analysis. The data are composed of
120 variables were digitized and transformed into binaries in Excel (Cf. Table2).

2.2 Used Methods for Data Mining

Let (K,H,I) be abinary context.Consider a set of householdsH = {h1, h2, . . . , h1736}
and a set of items I = {i1, i2, . . . , i120} (Cf. Table2). The association rule between
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Table 1 Survey sheet by area

AREA1 AREA2 AREA3

Hard + + +
Sheet + + +

TYPICAL HOUSE Falafa + + +
Bamboo + + +
Timber + + +
Rice + + +
Pistachio − + −
Tomato + − −
Vanilla − − +
Cocoa + − +
Coffee − − +
Sugar cane + − −
Pepper − − +

AGRICULTURE Cassava + + −
Vegetable − + −
Banana + − +
Orange − − +

ECONOMIC ACTIVITY Mango − − +
Bean + − +
Cotton + − −
Corn − + −
Shrimp − − +

FISHING Fish − − +
Pig − − +
Ewe − − +

FARMING Beef + + +
Poultry + + +
Grocery store + + +
Bar + − +

COMPANY Resto + − +
Video + − +
Handicraft + + +
Tourism − − −

AREA1 AREA2 AREA3

Candles + − +
Oil + + +
Dry wood + + +
Coal + + +

SOURCE OF ENERGY USED Gas + + +
Accumulators + + +
Battery + + +
Solar panel + + +
Gasoline group + + +
Diesel group − − −
Lamp + + +
T.V + + +
Radio + + +

EXISTING ELECTRICAL EQUIPMENT Iron + + +
Player + + +
Telephone + + +
Fridge + + +
Mill − − +

Table 2 Extract of binary table 120× 1736

AREA1 … Fridge_no Mill_yes Mill_no Poor Average Rich

1 1 . . . 1 0 1 1 0 0

2 1 . . . 1 0 1 1 0 0

3 1 . . . 1 0 1 1 0 0
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

1734 0 . . . 1 0 1 0 0 1

1735 0 . . . 1 0 1 0 0 1

1736 0 . . . 1 0 1 0 0 1

two Boolean variables is defined by the analysis of the contingency table constructed
by crossing them (Cf. Table3).

Mathematical modeling: consider a finite discrete probability space (H,P(H),P)
such that for any event X of P(H), P(X) = card(X)

card(H)
. Let us note the set of n house-

holds, on which we have measuredm random variables of Bernoulli, and let I the set
of items I = {i1, i2, i3, . . . , in}. For all X ∈ P(I) \ {∅; I}, for all xi ∈ X , xi is an

application from H to {0; 1} and P(xi = 1) = (card(x−1
i (1)))
n , with n = card(H). Any

non-empty part of I will be called an I pattern. Then for A pattern, A′ = A−1(1) and
nA = card(A′). For A and B patterns, nAB = card(A′ ∩ B ′) the number of transac-
tions that realize both A and B. Let A = I − A be the logical negation of a pattern
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Table 3 Contingency and associated joint probability table

B B
∑

A nAB nAB nA

A nAB nA B nA∑
nB nB n

=⇒
B ′ B ′ ∑

A′ P(A′ ∩ B ′) P(A′ ∩ B ′) P(A′)
A′ P(A′ ∩ B ′) P(A′ ∩ B ′) P(A′)
∑

P(B ′) P(B ′) Card(H)
n = 1

A. The real number P(A′) will be called the support of the pattern A denoted
supp(A) = card(A′)

n [4].
An interestingness probabilistic measure is a real function μ of P(I) × P(I)

such that for any association rule A → B, the value of A ∩ B = �, μ(A → B) is
calculated from the four quantities n = card(H), P(A′), P(B ′), and P(A′ ∩ B ′) =
supp(A ∪ B). Finally, for two patterns (or items) A and B of a binary context, the
interestingness measure MGK is defined by

MGK(A → B) =

⎧
⎪⎨

⎪⎩

M f
GK(A → B) = P(B′ |A′)−P(B′)

1−P(B′) , if A favors B (favoring component);
0, if A and B are independant;
Md

GK(A → B) = P(B′ |A′)−P(B′)
P(B′) , if A disfavors B (defavoring component)

The theoretical work published in [3, 9] allowed us to develop an algorithm for
extracting MGK-valid association rules [5].

• The extraction of the association rules is based on the interestingness measure
MGK compared to the relation two by two of the variables according to contingency
tables (Cf. Table4); and the validation of the extracted rules is done in relation to
the favoring component M f

GK which is implicative and the critical value M f
GK (α)

having a relation with the χ2 of degree of freedom 1 at the risk threshold α chosen

by ourselves, such as M f
GK > M f

GK(α) with M f
GK(α) =

√
1
n
n−nA
nB

nB
n−nB

χ2
Theoritical(α).

In our case, α = 10%, ones ponding to χ2 = 2.7;
• The value of support according to M f

GK such as suppM f
GK

(A → B) =
supp(A)

[
(1 − supp(B))M f

GK(A → B) + supp(B)
]
is generally seems low [9].

It is therefore essential to normalize this value to contrast it [5], and we denote it
supp f

(n)MGK
with

supp f
(n)MGK

(A → B) =
suppM f

GK
(A → B) − P(A′)P(B ′)

P(A′)(1 − P(B ′))
.

• The value of supp f
(n)MGK

∈ ]
0.5, 1

]
allows us to establish the value of the cohesion

between two items, denoted cohsupp(n)MGK
[5] with
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Table 4 Extracted from contingency tables

Handicraft_non non_Handicraft_non

nb_fam__less5 905 3

non_nb_fam__less5 827 1

* **********************************************************

Candles non_Candles

nb_fam__less5 895 13

non_nb_fam__less5 814 14

* **********************************************************

cohsuppMGK
(A, B) =

⎧
⎪⎪⎨

⎪⎪⎩

√
1 − (supp f

(n)MGK
(A → B))2 , if supp f

(n)MGK
(A → B) > 0, 5

0 , if supp f
(n)MGK

(A → B) ≤ 0, 5

1 , if supp f
(n)MGK

(A → B) = 1

• The implicative and cohesive hierarchical classification method according to the
interestingness measure MGK (ICHC-MGK) is based on cohesion cohsupp(n)MGK

[3].

So we now process the data transformed into binaries of Table2 by the ICHC-MGK

software for analysis.

3 Results and Interpretation

3.1 Results Obtained by ICHC-MGK

From our concrete binary context with 1736 households and 120 variables, con-
cerning rural electrification in 3 regions, we obtain 7140 valid association rules
according to MGK, with a risk threshold of 10% set by ourselves, of which,
3449 are positive rules and 3691 negative rules, with 0.0000003 ≤ supp f

(n)MGK
≤ 1

which form 280 oriented pairs (OP), that is to say, card(cohsupp(n)MGK
) = 280 and

0.01 ≤ cohsupp(n)MGK
≤ 1.

Table5 shows the values of inter-classes cohesions cohsupp(n)MGK
(A), inter-class

implications ψ(A, B) where A forms the premise class of the meta-rule R on level
of hierarchy H(R(H)) and B its antecedent class, the significant levels l(�, H), and
the significant nodes n(�, H) of each level of the hierarchy H (Cf. paper [3]). We
also present in Table 6 the 44 meta-rules R(H) at the risk threshold α = 10% and
the extract of dendrogram representing the so meta-rules (Cf. Fig. 2).

3.2 Some Interpretations

Culture, animal husbandry, and fishing are the main activities of the rural inhabitants.
Each selected and surveyed area have its specificity in relation to these three activi-
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Fig. 2 Extract from the dendrogram representing the obtained meta-rules

Table 5 Table showing of each classes level, cohsupp(n)MGK
(A),ψ(A, B), significant level l(�, H),

and significant node n(�, H)

Level H Inter-class cohesion
cohsupp(n)MGK

(A)

Inter-classe
implication
ψ(A, B)

Significant level
l(�, H)

Significant node
n(�, H)

1 1.0000000000 1.0000000000 0.0001212921 0.0001212921

2 1.0000000000 1.0000000000 0.0000000085 −0.0001212836

3 1.0000000000 1.0000000000 −0.0000404137 −0.0000404222

· · · · · · · · · · · · · · ·
30 0.8958658122 1.0000000000 0.0003085193 0.0006902468

31 0.8789346612 1.0000000000 0.0004128346 0.0001043153

· · · · · · · · · · · · · · ·
42 0.1270000000 0.5533770243 −0.0014257252 0.0004735949

43 0.0650000000 0.5265454545 −0.0011513844 0.0002743409

44 0.0620000000 0.5258126195 −0.0009724098 0.0001789746

ties (Cf. Table1). AREA1, for example, focuses on the cultivation of tomatoes, sugar
cane, and cotton; AREA2 on the cultivation of pistachios, vegetables, and corn, while
AREA3 on the cultivation of vanilla, coffee, pepper, oranges, and mangoes. This
observation is supported by the rules R(1), R(2), R(3), R(30) ≡ Vegetable_more ⇒
R(15) and R(31) ≡ R(1) ⇒ Vegetable_less of Table6, and each class forming
these respective rules have strong cohesion cohsupp(n)MGK

[R(1), R(2), R(3)] = 1,
cohsupp(n)MGK

[R(30)] = 0.8958658122 and cohsupp(n)MGK
[R(31)] = 0.8789346612

(Cf. Table5):

• R(1) = (AREA1 ⇒ Pistachio_less)
• R(2) = (Pistachio ⇒ AREA2)
• R(3) = (AREA3 ⇒ Tomato_less)
• R(30) = (Vegetable_more⇒(Pistachio_more⇒Cocoa_less))
• R(31) = ((AREA1 ⇒ Pistachio_less) ⇒ Vegetable_less)
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Table 6 The 44 meta-rules after clustering

Meta-rules

R(1) = (AREA1 ⇒ Pistachio_less) R(23) = (Battery_yes ⇒
Banana_less)

R(2) = (Pistachio ⇒ AREA2) R(24) = (Cotton ⇒ Radio_no)

R(3) = (AREA3 ⇒ Tomato_less) R(25) = (Resto_no ⇒ Shrimp_less)

R(4) = (nb_fam__less5 ⇒
Sugarcane_less)

R(26) = (Shrimp_more ⇒
Resto_yes)

R(5) = (Tomato_more ⇒
nb_fam__5_a_10)

R(27) = (Oil ⇒ Ewe_less)

R(6) = (Room_less3 ⇒
Orange_less)

R(28) = (Beef_less ⇒ Mill_no)

R(7) = (Orange_more ⇒
Room_3_a_4)

R(29) = (Mill_yes ⇒ Beef)

R(8) = (Orange ⇒ Room_more4) R(30) = (Vegetable_more ⇒
(Pistachio_more ⇒ Cocoa_less))

R(9) = (Vanilla_more ⇒
House_Sheet)

R(31) = ((AREA1 ⇒
Pistachio_less) ⇒
Vegetable_less)

R(10) = (House_Falafa ⇒
Corn_less)

R(32) = (Gasoline_group_more ⇒
TV_yes)

R(11) = (House_Timber ⇒ Poor) R(33) = (Dry_wood_more ⇒ TV_no)

R(12) = (Rice_less ⇒ Mango_less) R(34) = ((Dry_wood_more ⇒ TV_no)
⇒ Player_no)

R(13) = (Pig_more ⇒ Rice_more) R(35) = (Player_yes ⇒ Dry_wood)

R(14) = ((Pig_more ⇒ Rice_more)
⇒ Rich)

R(36) = (Sugarcane ⇒ House_Hard)

R(15) = (Pistachio_more ⇒
Cocoa_less)

R(37) = (Solar_panel_yes ⇒
Lamp_yes)

R(16) = (Tomato ⇒
Accumulator_more)

R(38) = (Lamp_no ⇒
Solar_panel_no)

R(17) = (Cocoa ⇒ Battery_no) R(39) = (Sugarcane_more ⇒
nb_fam__more10)

R(18) = (Ewe_more ⇒ Cocoa_more) R(40) = (Fish_more ⇒ Oil_more)

R(19) = (Pepper ⇒ Telephone_yes) R(41) = (Gasoline_group_less ⇒
Bar_no)

R(20) = (Pepper_more ⇒
Radio_yes)

R(42) = (Rice ⇒ Average)

R(21) = (Coal ⇒ Cassava_less) R(43) = (Poultry_less ⇒
Bean_less)

R(22) = (Cassava_more ⇒
Coal_more)

R(44) = (Telephone_no ⇒
Pepper_less)
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For fishing, onlyAREA3 intensively practices this activity. Likewise for breeding,
AREA3 practices ewe, pig farming, and it is the only area that has mill-manufactory
in his riding. Household lifestyles depend on the most practiced economic activities
in each area and vice versa. Thus, we will interpret the following rules:

• R(4) = (nb_fam__less5 ⇒ Sugarcane_less)
• R(5) = (Tomato_more ⇒ nb_fam__5_a_10)
• R(6) = (Room_less3 ⇒ Orange_less)
• R(7) = (Orange_more ⇒ Room_3_a_4)
• R(8) = (Orange ⇒ Room_more4)
• R(9) = (Vanilla_more ⇒ House_Sheet)
• R(10) = (House_Falafa ⇒ Corn_less)
• R(11) = (House_Timber ⇒ Poor)
• R(36) = (Sugarcane ⇒ House_Hard)

Households less than 5 people do not practice cultivation of sugar cane (rule
R(4)). In other words, AREA2 and AREA3 are made up of households of less than
5 people. While in AREA1, households are made up of more than 5 people, because
the culture of sugar cane needs manpower, and they live in hard houses R(36). The
rule R(5): those who grow more tomatoes (the AREA1) are families of more than
5–10 people and live generally in Falafa houses.

The households in AREA3 who grow vanilla and oranges live in sheet metal
houses and more than 3 rooms (rules R(6), R(7), R(8) and R(9)). While the habitats
in AREA1 are built in Falafa and less than 3 rooms (Cf. Table1, R(10)).We observed
aswell as the families who live in Timber houses are classified as poor families R(11)
= (House_Timber ⇒ Poor).

Generally, households that raise more pigs grow a lot of rice and are part of rich
families R(14) ≡ (R(13) ⇒ Rich).

The rules R(16), R(17), R(21), R(22), R(23), R(27), R(32), R(33), R(34),
R(37), R(38), R(40), R(41) reflect the use of household energies in relation to their
activities. Households growing tomatoes (AREA1) generally use batteries as a source
of energy (rule R(16)). Households (AREA1, AREA2) that use more charcoal as a
source of energy are cultivators of cassava (rule R(22)). Households (AREA2) who
cultivate the banana crop generally use batteries (rule R(23)).

The areas (AREA1, AREA3) that have more Bar consume more gasoline, and
households generally have TV as household electrical equipment (rules R(31),
R(42)). The fishermen’s areas (AREA3) consumemore oil (rule R(40)). Solar panels
are generally used for lighting households or villages (rules R(37), R(38)). House-
holds that consume more dry wood do not have a TV but a reader as an electrical
appliance (rules R(33), R(34)).

Rice cultivation is therefore the indicator of the standard of living of rural house-
holds, sincemiddle-income households cultivate rice sufficient for their family R(42)
= (Rice ⇒ Average).

We can then reclassify the 3 areas studied according to their most consumed
energy sources.
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Table 7 Classification of areas according to the energy sources used

AREA1 AREA2 AREA3

Accumulator + − −
Coal + + −
Battery − + −
Oil − − +

Gasoline group + − +

Table 7 shows that in addition to the consumption of dry wood, areas 1 and 2 use
more coal as an energy source, which causes nuisance in the forests and would have
a very serious environmental impact.

The approach developed in this article seems relevant and surprising because it
allows the identification of hidden or hardly detectable information in the case of
the use of classical approaches. As an example, we would like to specify here the
link between the use of batteries and the cultivation of bananas. This information
is crucial in the sense that the northern region of the country is quite fertile for the
cultivation of tropical fruits, especially bananas, which are omnipresent throughout
the year. Thus, in order to increase the purchasing power of households, they can
invest in the massive planting of banana trees, which will be an additional income-
generating activity for them. Obviously, this aspect will have its impact on human
development such as access to services such as electricity.

4 Conclusion

The aim of this paper is to provide actors in the field of rural electrification, mainly
in sub-Saharan Africa, with a tool to help optimizing the implementation of energy
planning. The case of the Northern zone of Madagascar is the subject of experimen-
tation. Thus, through a database collected on several representative communes, the
ICHC-MGK method is used. The approach experimented prior to other applications
has shown its effectiveness in the treated field. Themeta-rules established by the clas-
sification highlight, in a precise manner, the links between the different parameter
of study, such as the professional activities of households, their locality and others,
with energy-related characteristics. This could more effectively guide planners and
even decision-makers in terms of socio-economic and energetic policy, because the
rules highlight the economic activities to be promoted in the localities increasing
their payment capacities in case of implementation of power plants production.

Finally, the proposed approach shows all its importance in the sense that it makes
it possible to detect relevant or even surprising information that is difficult to identify
using conventional methods. In terms of perspectives, we are considering extending
our applications on a national and international level.
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Texture Analysis and Feature Extraction
in Tumor Skin Cancer: Survey

Asmaa Abdul-Razzaq Al-qaisi and Luay Edwar

Abstract Texture is a term used to characterize the surface of objects and region and
represents main features in pattern recognition and image processing. The concept
of image or object, and is defined as a function of the brightness’s spatial fluctuation
intensity of pixel or shape, analysis of texturemay be classified into four distinct cate-
gories (structural, statistical, transform, and a model-based approach). The purpose
of feature extraction is to convert an image to a matrix vector and to create a unique
representation of signal values. The term “feature extraction” refers to the process of
extracting features from an image without the use of any processing procedure. This
article presents the main texture strategies extracted such as co-occurrence matrix,
gradient, contrast, DCT, DWT, fractal, and PCA are used for analysis image skin
tumors and compare, combine these strategies to reach a high diagnostic accuracy
by computational complexity to reduce the challenge example (rotation, noise, etc.)
to become familiar with themany sorts of features that may be utilized inDIA (digital
image analysis) for future researchers are provided.

Keywords Image processing · Feature extraction · Texture analysis · Skin cancer

1 Introduction

For past decades, increasing skin cancer incidence rates in countries. For example, in
UK, melanoma incidence has risen 119% in (1990) and in United State of America
[1, 2] from (27,600) cases in 1990 to (91,270) cases through 2018, while more
than 87,000 melanoma cases every year in United State [3]. Moreover, report nearly
(13,000) cancer case in UK and Australian. Increases of infection rates are due to
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Table 1 The 7 points
checklist [7]

Original (7PCL) (score ≥
suggest referral)

Weighted (7PCL) (score ≥ 3
suggest referral)

All feature (weight is equal) Main features (2 point)

Pigmentation is irregular Pigmentation is irregular

Change size of tumor Change size of tumor

Inflammation Irregular border

Border is irregular Minor features (1 point)

Altered sensation or itch Inflammation

Larger than other tumor
(diameter larger than 7 mm)

Larger than other tumor
(diameter larger than 7 mm)

Crusting of tumor Itch or altered sensation

Crusting of tumor

several reasons such as low of the ozone layer and direct exposure to sun light.
Therefore, new technologies must be used for diagnosis skin cancer early.

There are two ways to acquire a color medical picture of a skin tumor, which
is either the microscopic picture or the dermatoscopy, and the endoscopic picture
correctly identifies the lesion. Macroscopic image is obtained using mobile phone or
cameras [4]. Many methods are used for diagnosis the dermoscopic image such as (i)
hierarchical process, this method focuses on distinction between non-melanocytic
and melanocytic lesions, and subsequently, between benign and malignant lesion
depends on series rules of dermoscopic criteria that proposed to avoid subjectivity
analysis [5]; (ii) other methods focus on possible density and criteria inside the
tumor pattern analysis [6], but othermethods used criteria associatedwithmelanoma,
example (7 points checklist) original and weighted [7], andMenzies method [8]. The
(7PCL) includes the following Table 1.

In Menzies method, it is a simplified dermatoscopy method for diagnosing
melanomas [9]; in Menzies approach, this method consists of determining six colors
of the skin image; tumors are characterized as either negative or positive. A tumor
is called malignant if it has negative features (single color and pigmentation asym-
metry). The benign tumors have sequential positive features such as (veil of blue
and white as scar, radial syncope of false legs, black dots/balls in the periphery,
multiple five or six colors, multiple gray dots, andmultiple network), shown in Fig. 1.
The Menzies method gives specificity (71%) and sensitivity (92%) for diagnosing
melanoma [9].

As for the third method, it combines the rules of (ABCD) that includes the degree
of (asymmetry, border structure, lesions, and color distribution [10]), and (CASH)
includes (color, architecture, symmetry, homogeneity) [11]. Taking into account the
melanoma and non-melanocytic cells in addition to (family history, age, gender),
Fig. 2 shows the ABCD rule for diagnosing moles (healthy and unhealthy) [12, 13].

The research community trying to develop computer-aided design (CAD) system
to be used by dermatologists [14, 15], through the use of image processing to identify
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Fig. 1 Illustration of positive feature

Fig. 2 ABCD rule for nevi diagnosing (healthy and unhealthy)

and classify the type of the tumors. A series of steps that are carried out on medical
images to reach an accurate diagnosis of the type of tumor, which are as follows (as
shown in the Fig. 3).

Fig. 3 Series of steps those involved to perform medical image classification
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Preprocessing is used to deal with images that do not have high quality for anal-
ysis purposes. The preprocessing is divided into two main steps (the first is image
optimization, and the second is noise removal).

Image Enhancement It includes (calibration/normalization, contrast enhancement,
color space conversion), and either software normalization (using image proper-
ties to perform normalization) or hardware includes (camera, color acquisition, and
aperture) [16].

Contrast Enhancement Color space-related defects (not uniform and not device
independent, so an alternative color space such as CIE L*u*v, CIE L*a*b, HSV and
galleries are used.

Artifact Removal two types of artifact removal that is objects cutaneous in nature,
such as (color texture, skin lines, hair, blood vessels) and acquisition artifacts, for
example (air bubbles, reflection, black frames, ruler and ink markings), in this case,
median filter is used [17, 18].

Lesion Segmentation is a technique for dividing an image into sections that have
a high association to things or areas of the actual world. The variety of lesion (in
size, shapes, colors) and different type of skins (white, brown, corny) and textures
that make difficult to develop robust algorithm of segmentation to achieve proper
and accurate extraction of features [19].

FeatureExtraction determining the features either by hand-crafted features includes
(shape, texture, symmetry, color) or by dictionary base feature, sparse coding, or bag
of feature used to acquisition local description of tumor.

Feature selection this method is used to reduce the dimensionality of feature by
eliminating redundant, irrelevant, noise features.

Lesion Classification Finally, algorithm training that used to predict a diagnosis
such as ANN, SVM or other classifier.

2 Techniques for Feature Extraction

In medical image analysis, texture is important term used to define concept or objects
of image, many approaches used to describe texture images accurately. This paper
reviews variousmethod to analyze the texture and extract the feature in details such as
wavelet transform feature, gradient feature, direct cosine transform (DCT), contrast
feature, co-occurrence feature, run length feature, principal component analysis-
derived (PCA) features, and many techniques can be used to extract the feature from
image explain as follows:
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Fig. 4 Gradient direction density

Gradient Technique

There are two types of gradients, and the direction of the arrows is used to represent
the gradient’s direction, whereas dark spots denote greater values, shown in Fig. 4
[20, 21].

A gradient is a mathematical representation of an image’s partials, which is a
vector of its partials, denotes in Eq. (1) [22]

∇ f =
[
gx
gy

]
=

[
∂ f
∂x
∂ f
∂y

]
(1)

where ∂ f
∂x the derivative at x direction, ∂ f

∂ y the derivative at y direction.
Central difference use to calculate convolution can be used to apply one-

dimensional filter on an image to approximate the derivative image for finite
differences, denotes in Eq. (2).

∂ f

∂y
=

[−1
+1

]
∗ A (2)

where * represents the 1- convolution operation for dimensional. The 2 × 1 filter
shifts the image a by half pixel. This may be avoided by employing the following (3
× 1) filter can be used, explain in Eq. (3):

Filter3×1 =
⎡
⎣−1

0
+1

⎤
⎦ (3)

The formula below can be used to determine the gradient direction in Eq. (4a)
[22]
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Fig. 5 a Location of the sub-bands in a two-dimensional spectrum (ωh andωv denote the horizontal
and vertical frequencies); b DWT with three levels of sub-band decomposition

θ = tan−1

(
Gx

Gy

)
(4a)

and the edge magnitude is given by Eq. (4b) [21]

G =
√
g2y + g2x (4b)

Discrete Wavelet Transform Technique (DWT)

Two types of wavelet transforms exist they are (CWT) continuous wavelet transform
and (DWT) discrete wavelet transform [23]. This technique divides image signal into
four distinct sub-bands as follows (LL, HL, LH, HH) indicating the type of the filters
applied to the rows and columns of image shows in Fig. 5a, b, and Table 2 illustrates
the example of transforms.

Discrete Cosine Transform Technique

This approach is frequently utilized in signal processing because it depicts a finite
sequence of data points as a sumof cosine functions oscillating at various frequencies.
There are eight conventional DCTversions, four ofwhich are rather prevalent. Shows
in Table 3 [34].

DCT provides high-pass bands with higher frequency accuracy and lower spatial
resolution, while sub-bands provide the wavelet with high spatial accuracy and low
frequency accuracy. It delivers a high compression ratio [1, 3] in DWT without
sacrificing picture information, but it requires robust processing. DCT technology
requires little processing, which implies that if any information is lost (containing
artifacts) [35].
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Table 2 Illustrates examples of transforms

Name of transform Description

Haar wavelets The input is a list of 2n elements; this approach is
used to pair the values in the input, store the
difference, and pass the total. This procedure is
then repeated

Daubechies wavelets In this technique, frequency relationships are used
to generate progressively more accurate discrete
samples for an implicit or wavelet function. And
each time, the accuracy doubles from the previous
accuracy [24–26]

On a dual-tree complex wavelet transform
(DCWT)

The complex dual-tree wavelet transform (CWT) is
a modification of the discrete wavelet transform
(DWT), and its most important characteristic is that
it is directional selective in two or more dimensions
and is transformation constant. This is achieved
with only the 2D repetition factor. Either the
multidimensional double tree (M-D) CWT is not
separable but depends on a computationally
efficient and separable (FB) filter [27]

LeGall-Tabatabai (LGT) Developed by Ali J. Tabatabai and Didier Le Gall
in 1988 used in (JPEG XS or JPEG 2000) [28–30]

QMF with binomial distribution Ali Naci Akansu created in 1990 [31]

(SPIHT) method for set partitioning in
hierarchical trees

Developed in 1996 [32] by William A. Pearlman
and Amir Said

Wavelet transform that is not decimated (It is excluded from the down sampling)

Transform Newland The orthonormal basis for wavelets is generated
using correctly designed wavelets

Filters for top hats In the frequency domain

Transforms of wavelet packets In relation to (DWT) [33]

Wavelet transform that is complex Is an alternative form

Contrast Technique

Contrast results from the interaction of the specimen with light, these include trans-
mission, absorption, reflection, phase change, refraction, diffraction and fluores-
cence, and polarization (change in the wave vibration direction) [36]. Contrast has
two types either point by point or subject by subject contrast, in point by point (deal
with series of features of two subject) but in subject by subject contrast (discusses
one subject and move to another); however, we can say contrast is the difference in
color or luminance to distinguishable the object.

When the average brightness is high, tiny differences are unimportant, but when
the average luminance is low (Weber–Fechner rule), little differences are significant.
Then, the same small difference matters. Common definitions are given in Table 4.
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Table 4 Shows definition of (Weber, Michelson, RMS) contrast

Contrast name Contrast equation Description

Weber contrast I−Ib
Ib

I and Ib illustrating the contrast between
the brightness of the objects and the
backdrop

Michelson contrast Imax−Imin
Imax+Imin

Imax and Imin representing the highest and
lowest luminance [37]. Michelson’s
anisotropy [38] (referred to as visibility) is
a term that refers to patterns in which the
bright and dark components are equal and
create similar regions within an area (e.g.,
sine wave barriers)

RMS contrast
√

1
MN

∑N−1
i=0

∑M−1
j=0

(
Ii j − I

)2 RMS is the standard deviation of pixel
intensity
The root mean square (RMS) contrast is
independent of the image’s spatial contrast
distribution or angular frequency content
[39]

Co-occurrence Matrix Technique

The primary objective of this matrix is to count the number of times each ER appears
in the same context as each EC to determine the context and the entities in which
they co-occur [40].

Haralick defined the gray-level presence matrix as a square matrix that counts the
number of times in an image that pairs of pixels with a specified value and offset
appear [41].

For an image with distinct pixel values, the P × P co-occurrence matrix C is
defined as follows across the n × m image I, with an offset (�x, �y):

C�x,�y(i, j) =
n∑

x=1

m∑
y=1

{1 if I (x, y) = i and I (x + �x, y + �y) = j} (5)

where i and j are the pixel values, x and y are the spatial positions in the image I,
I (x, y) indicates the pixel value at location (x, y) offsets, (�x,�y) indicates the
geographical relationship for which this matrix is being generated.

For each angle θ , the (contrast, correlation, energy, homogeneity) can be
computed, Table 5 shows this formulas [42].

Fractal Technique

The fractal dimension is a measure of how “complex” a self-symmetric shape is.
That is, it is a measure of the number of points in a given set. And all these three
groups have the same number of points that is, each group is not countable, Table 6.
Fractal dimension calculation [43–46].
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Table 5 Formulas of co-occurrence technique [42]

Name of formula Description

Contrast f θ
contrast = ∑L

i=1
∑L

j=1(i − j)2Cm

Correlation f θ
correlation = ∑L

i=1
∑L

j=1 Cm

[
(i−μi )( j−μ j )√

(σi )
2(σ j )

2

]

where μi = ∑L
i=1

∑L
j=1 iCm , μ j = ∑L

i=1
∑L

j=1 jCm ,

σ 2
i = ∑L

j=1
∑L

i=1 Cm
(
i − μ2

i

)
, σ 2

j = ∑L
j=1

∑L
i=1 Cm

(
j − μ2

j

)

Energy f θ
energy = ∑L

i=1
∑L

j=1 C
2
M

Homogeneity f θ
homogeneity = ∑L

i=1
∑L

j=1
CM

1+|i− j |

Table 6 Fractal dimension calculation [47]

Equation Description

dimension = log(number of self similar pieccs)

log(magnification factor)

= log N 2

log N
= 2 log N

log N
= 2

Dimension is the exponent of the number of
self-similar fragments of the figure with
magnification factor N that may be pulled
apart
As a result, logarithms are required. Take
note that we have N2 self-similar parts for the
square, each with a magnification factor of N

dimension = log(number of self similar pieccs)

log(magnification factor)

= log N 3

log N
= 3 log N

log N
= 3

Similarly, a cube’s dimension

fractal dimension = log(number of self similar pieccs)
log(magnification factor) The definition of a self-similar object’s

fractal dimension
log(number of self similar pieccs)

log(magnification factor) = log 3
log 2 ≈ 1.58 To determine the size of S. A Sierpinski

triangle is made up of three identical parts,
each with a magnification factor of two

fractal dimension = log 9
log 4 = log 32

log 22
= 2 log 3

2 log 2 =
log 3
log 2 ≈ 1.58

S dimension lies somewhere between 1 and 2
S also consists of nine self-contained pieces
with a magnification factor of 4

fractal dimension = log 3N

log 2N
= N log 3

N log 2 = log 3
log 2 Similarly, S breaks into 3N self-comparable

bits with magnification factors 2N
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Principle Component Analysis (PCA) Technique

Principle component analysis (PCA) is a common method for feature extraction in
data science. It reduces the number of features by creating numerical variants (new,
smaller), and large part of information is captured that contained in the original
features. The main steps in PCA as follows [48].

The first step is to equalize the ranges of continuous starting variables so that they
contribute evenly to the analysis; if the ranges of initial variables vary significantly,
those with larger ranges will dominate those with smaller ranges, resulting in skewed
conclusions. This problem may be avoided by converting data to comparable scales.

Second step this stage aims to normalize the range of continuous prime variables
in order to ensure that they all contribute equally to the analysis. If the ranges of
the prime variables vary significantly, variables with greater ranges will dominate
variables with lower ranges, resulting in skewed results. This issue may be avoided
by converting data to comparable measures.

Third step eigenvalues and eigenvectors are linear algebra principles that are used
to compute the primary components of data from the covariance matrix.

Fourth step here, the process of choosing between the important components is
done, ignoring the less significant ones (low eigenvalues) and forming with the rest
of the components an array of vectors that we call the feature vector.

Finally, the attribute vector is utilized to reroute data from the parent axes to
the primary component-represented axes. This is accomplished by multiplying the
original dataset’s transposition by the transposition of feature vectors.

Final Data Set = Feature VectorT ∗ Standardized Original Data Set

3 Conclusion

In this study, the most important techniques such as (Gradient technique, discrete
wavelet transform technique, discrete cosine transform technique, contrast technique,
co-occurrence technique, and fractal and principal component analysis technique),
they can be adopted in order to extract characteristics and analyzing the texture of
the image for the purpose of their adoption in the classification of medical images
were discussed. Applying these methods to RGB image and from these categories,
we can propose a newmixed method for texture analysis and classification in precise
ways.
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Identification of Key Criteria of Selecting
the Delivery System and Type
of Contract in Construction Projects

Sajjad Ali Mahmood Alkaabi and Ahmed Mohammed Raoof Mahjoob

Abstract Construction projects are becoming more complicated, and there are a
growing number of elements that contribute to project failure. As a result, a more
systematic approach to selecting an appropriate project delivery system and kind of
contract is required. The selection of a construction project delivery system and type
of contract greatly influences the construction project outcome and considers one of
the most important factors of the construction project success. So, the present study
aims to identify the key criteria of selecting the project delivery system and also
identify the key criteria of selecting the type of contract of the construction project.
This study used the Delphi survey and principal components analysis to achieve
this aim. The results of this study showed that there are Thirteen key criteria for
selecting the construction project delivery system, where the criterion of “Clarity of
contractual treatments”was of the highest importancewith a value ofMean is (4.334).
In addition, this study identified Eleven key criteria for selecting the type of contract
in the construction project, where the criterion of “Bear the risk of unexpected cost
increases” was of the highest importance with a value of Mean is (4.5). While the
results of applying principal components analysis on the Delphi survey outcomes
showed that these criteria are most valuable on the decision-making process and
there is no possibility to reduce its number.

Keywords Delivery system · Selection criteria · Type of contract · Delphi survey ·
Principal components analysis

1 Introduction

The usage of the correct project delivery system (PDS) is one of the most important
components in attaining the specified goals of the construction project [1]. The right
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PDS can help prevent problems and achieve project-specific goals like quick project
completion, low cost, practical risk allocation between the parties, and giving the
owner control over the details of the design solution and the amount of in-house
work, among other things [2]. In addition, choosing the right PDS might help boost
the project’s results [3]. A project delivery system is a kind of contracting inwhich the
owner’s risk and responsibility for design and construction are transferred to another
party. Normally, a design entity is in charge of the design, while a contractor is in
charge of the performance of construction [4]. In the public sector, this has virtually
always meant employing the design-bid-build system, which entails the separation
of design and construction services as well as sequential design and construction
performance [5]. The choice of a PDS is based on a number of criteria. The market
environment may have an impact on the selection of the PDS in addition to project
properties, the owner’s objectives, and available know-how and resources [2, 4].
Inappropriate PDSs are chosen based on little project knowledge, biased prior expe-
rience, and a poorly defined, if any, list of factors to evaluate [6, 7]. There are three
areas consider very important issues for the owner in the construction projects and
need to owner decision [8]:

• Project Delivery System such as (Design-Build, Design-Bid-Build, and Construc-
tion Management). (This study area).

• Procurement Method (Best Value, Low Bid, Negotiated, Qualifications-Based,
and Sole Source).

• Contract Type (Unit Price, Target Price, Lump Sum, and Cost-Plus Fee). (This
study area).

The design phase, tender phase, and construction phase are all part of the procure-
ment process for any construction project. However, in terms of cost, the most essen-
tial contractual relation is that between the Owner and the Contractor. As a result,
the Contract Type selected, which specifies the manner of payment, is critical in
ensuring that construction costs remain within the approved funding constraints [9].
After identifying the PDS, the owner faces other challenge that is choosing the right
construction contract type. There are a few studies that focus on identifying the selec-
tion criteria of PDS than the selection method of PDS. This study aims to identify
the key criteria of selection the project delivery system by using Delphi survey with
principal components analysis (PCA) in Iraqi construction projects. Also, it is aims
to identify the selection criteria of construction contract type by using Delphi survey
with PCA in Iraq construction projects.

2 Research Method

Most authors focused on the methods of selection and their accuracy but did not give
identifying the selection of criteria adequate attention in their studies, especially
when selecting the construction contract type and the project delivery system, so the
purpose of the present study is:
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1. To identify the key selection criteria of the project delivery system for the
Iraq construction projects by using the Delphi survey and principal component
analysis (PCA).

2. To identify the key selection criteria for selecting the construction contract
type for the Iraq construction projects by using the Delphi survey and principal
component analysis (PCA).

The approach of this study is a qualitative approach. The literature review and
Delphi survey were used to collect the needed data. For statistical analysis for the
gathered information from the Experts inDelphi survey, this study used TheXLSTAT
software (Version 2015). The present study was conducted in Baghdad, Iraq.

3 Results and Discussions

3.1 Conducting the Delphi Rounds to Identify the Selection
Criteria

After reviewing the related literature, the research visited the related Iraq government
directorates, like (Al-Mansour General Engineering Company, Housing Directorate,
Buildings Directorate, etc.) were visited to gather more information about the selec-
tion criteria of PDS and type of contract for the construction projects. Then, the
Delphi survey with group of experts’ engineers were conducted to identify the key
selection criteria of both the PDS and type of contract for the construction projects.
The process of Delphi survey depends on developing the questionnaire form for each
round. The research, like [10] sent Twenty-one invitations to ask experts to partici-
pate in the Delphi rounds, all the selected sample of experts having experience more
than fifteen years in supervision, management and construction of the Iraq construc-
tion projects. The invitation explained the purpose of the study and a number of
rounds, and the method of the distribution of the questionnaire form. Twelve experts
responded and agreed to participate and the 75% they from public work sector, the
academic degrees, and field of specialization for the experts are given in Figs. 1 and
2, respectively.

Fig. 1 Experts academics
degree
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% 66.70% 8.30% 25%
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Fig. 2 Field of
specialization for experts
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Table 1 Weight value (WV)
of descriptive frequencies
[11]

Descriptive
frequency

Class interval Weight value (WV)

Very low 1 ≤ Class interval ≤
1.8

1

Low 1.8 < Class interval ≤
2.6

2

Medium 2.6 < Class interval ≤
3.4

3

High 3.4 < Class interval ≤
4.2

4

Very high 4.2 < Class interval ≤
5

5

Delphi First Round

The questionnaire form of first round of the Delphi divided to two parts (part one
includes the selection criteria of PDS,while the part two includes the selection criteria
of contract type) which formulated according to literature review and field visits, like
[11] the research used five-Likert scale with the weight value that shown in Table
1. Then questionnaire form distributed to the twelve experts and they were asked to
identify the importance degree for each criterion in the both parts with the possibility
to add other criteria by the participants if they are considered it necessary. In this
round a face-to-face interview with each participate were conducted to ensure the
correct answers.

The answers and suggestions by the experts in this round were analyzed care-
fully. The research used the arithmetic mean, standard deviation (SD), and Cronbach
alpha (α) for the statistical analysis by using XLSTAT software (Version 2015). The
analysis results showed that the average value of Cronbach alpha (α) for all criteria
was more than (0.7), the criteria that got arithmetic mean less than number (3.4),
were identified and will be removed it in second round of the Delphi survey, also
according to participants views there are a number of criteria were merged, removed,
and added so new lists of criteria were formed for both parts. So, the list of selection
criteria of PDS became includes fifteen criterion, while the list of selection criteria
of the contract type became includes twelve criterion. At the end of the first round
these lists of criteria will be used in the second round of Delphi survey.
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Delphi Second Round

In this round, the experts were asked to indicate the relevant importance for the
selection criteria of PDS and contract type that resulted from the Delphi first round.
The statistical analysis for the experts’ answers were conducted in this round, the
analysis results showed that there are thirteen selection criteria of PDS resulted
from this round and will use in the Delphi third round, and only two criteria got
arithmetic mean less than (3.4) will be remove from the Delphi third round. Also, the
analysis results showed that the average value of (α) for these resulted criteria was
(0.904), this indicates that experts’ answers have a high reliability.While there eleven
selection criteria of construction contract type resulted from this round and will use
in the Delphi third round, only one criterion got arithmetic mean less than (3.4) will
remove from theDelphi third round. The average value of (α) for the selection criteria
of contract type that resulted was (0.897), this indicates that experts’ answers have a
high reliability also.

Delphi Third Round

In this round the same experts were asked to re-evaluate the relative importance of the
selection criteria of PDS and the selection criteria of construction contract type that
passed from the second Delphi round, to find the key selection criteria that affect the
decision-making process in Iraq construction projects. The results of the statistical
analysis in this round showed that there are thirteen selection criteria of PDS got an
arithmetic mean more than (3.4) and the calculated (α) for these selection criteria
was (0.908). While there are eleven selection criteria of construction contract type
got an arithmetic mean more than (3.4) and the calculated (α) for these selection
criteria was (0.939). So, these results are similar to the results of the Delphi second
round, this indicates that there is a consistency in experts’ answers in this round and
there is no need to go to the fourth round of Delphi survey, Table 2 illustrates the
final selection criteria of PDS from Delphi survey, while Table 3 illustrates the final
selection criteria of construction contract type from Delphi survey.

Principal Component Analysis (PCA)

The principal component analysis (PCA) were conducted by using XLSTAT soft-
ware (Version 2015) on the experts’ answers in the third Delphi round to find the
possibility of reducing the selection criteria for both PDS and construction contract
type that identified in the Delphi third round, Dimensionality reduction is one of
the key applications of principal component analysis (PCA), which has been widely
employed by researchers in a variety of fields [12].

The PCA extracts the most valuable features with a factor pattern coefficient
of more than (0.3) [13]. The Kaiser–Meyer–Olkin (KMO) test must be completed
before the PCA may be performed. KMO can tell whether the data is accepted to
do the PCA. When the value of KMO is less than (0.5) this refers to unaccepted
data to run the PCA [14]. The research used XLSTAT software (Version 2015) to
calculate the KMO value and PCA, the results showed that the value of KMO for
the selection criteria of PDS was (0.528), after applying the PCA, the results showed
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Table 2 The final selection criteria of PDS

No Selection criteria Mean SD

1 Clarity of contractual treatments 4.3333 0.65134

2 Type and complexity of the construction project 4.3333 0.88763

3 Available time 4.3333 0.98473

4 Contractor capacity and availability of competitors 4.2500 0.62158

5 Availability of technology and potential for innovation 4.2500 0.86603

6 Required quality 4.1667 0.83485

7 Owner’s ability to take risks (risk distribution) 4.1667 0.93744

8 Life cycle cost 4.0833 0.79296

9 Owner’s experience 4.0833 0.99620

10 Management and coordination strength of the owner 4.0000 0.60302

11 Flexibility in design idea 4.0000 0.60302

12 Resources available to the owner 4.0000 0.85280

13 The possibility of fast track 3.9167 0.79296

Table 3 The final selection criteria of construction contract type

No Selection criteria Mean SD

1 Bear the risk of unexpected cost increases 4.5000 0.79772

2 Commitment to the set schedule 4.5000 0.90453

3 Employer’s staff experience 4.5000 0.90453

4 Expected project costs 4.4167 0.66856

5 Work quality guarantee 4.4167 0.90034

6 The price competition 4.3333 0.77850

7 Project type and complexity 4.3333 1.15470

8 Availability of resources 4.2500 0.86603

9 Contractual difficulties and Claims 4.1667 0.57735

10 Uncertainty about the scope of work required 4.0000 0.73855

11 The possibility of fast track 3.9167 0.66856

that there are two components that have eigenvalue more than (1) will depend on
these components to extract the factor pattern because of these components gives a
representation of the optimal solution with a rate more than (80%). The values of
KMO and the values of factor pattern are illustrated in Table 4. So, all the identified
criteria are most valuable and there is no possibility to reduce because the factor
pattern for all the selection criteria was more than (0.3). While the value of KMO for
the selection criteria of construction contract type was (0.481) this result refers to
unacceptable data to run the PCA because the value of KMO is less than (0.5). The
final selection criteria identified from the Delphi survey stayed without any reduction
after applying the PCA.
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Table 4 The values of KMO and the factor pattern of PCA for the selection criteria of PDS

Selection criteria of the PDS KMO Factor pattern

F1 F2

1. Clarity of contractual treatments 0.506 0.910 −0.089

2. Type and complexity of the construction project 0.480 0.868 0.214

3. Available time 0.984 0.777 0.184

4. Contractor capacity and availability of competitors 0.397 0.735 0.137

5. Availability of technology and potential for innovation 0.507 0.818 0.057

6. Required quality 0.677 0.933 −0.226

7. Owner’s ability to take risks (risk distribution) 0.543 0.940 0.217

8. Life cycle cost 0.588 0.926 −0.275

9. Owner’s experience 0.765 0.553 0.780

10. Management and coordination strength of the owner 0.394 0.766 −0.331

11. Flexibility in design idea 0.536 0.915 0.290

12. Resources available to the owner 0.455 0.871 −0.337

13. The possibility of fast track 0.487 0.852 −0.333

The final value of KMO 0.528

Values in bold correspond for each variable to the factor for which the squared cosine is the largest

4 Conclusion

After reviewing the relevant literature on the project delivery systems and their selec-
tion criteria, and the construction contract types and their selection criteria, there are
very few studies that outlined the selection criteria and the methods of identifying
them were founded, in spite of the fact that their high affect success the construction
project. So, the present study used three rounds from the Delphi survey with applying
the principal components analysis (PCA) to identify the key selection criteria of
the project delivery system (PDS) and also to identify the key selection criteria of
construction contract type in order to facilitate the decision-making process for the
owner or his representative. The results of this study showed that there are thirteen
key selection criteria of PDS in Iraq construction projects, where the criterion of
“Clarity of contractual treatments” is the most important in the selection process.
While there are eleven key selection criteria of construction contract type for the
Iraq construction projects, where the criterion of “Bear the risk of unexpected cost
increases” is the most important in the decision-making process. Also, the select
panel of experts in the Delphi survey was suitable and reflected the good views as
shown in PCA results. Finally, these selection criteriawill help the decision-makers to
ensure effective decisions on selecting the suitable PDS and the construction contract
type in Iraq construction projects.
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Design and Implementation
of a Low-Cost Weather Stations Meter

Israa S. Al-Furati , Fatemah K. Al-Assfor , and Atheel K. Abdul Zahra

Abstract The weather monitoring system is used to provide pharmacists, farmers,
event planners, and others with a precise statistic to guide them in taking an appro-
priate action. Today, with the last increased in smart technologies, the system is
developed in too many sensing techniques to capture the real-time climate data for
a wide area. In this paper, the proposed system is used to calculate the weather (hot,
cold, wind speed, humidity, temperature, and dry) in an indoor and outdoor environ-
ment in order to monitor and control the weather conditions. This system is simple
and easy to implement which consists of two parts: The first part is used only in the
outdoor environment, and the second one is used in an indoor and outdoor environ-
ment. A very simple hardware components are used to build the whole system such
as the DHT-11 sensor, LCD (16×4) screen, Arduino microcontroller, and an encoder
to calculate the wind speed. The system can be extended to control different tasks
based on weather conditions. The results are summarized in a table and sent to the
control unit system.

Keywords Arduino microcontroller · LCD display ·Wind speed ·Weather station
system · Temperature and humidity sensor

1 Introduction

In the last decade, the weather conditions (humidity and temperature) are very impor-
tant issue for human because it make them updated with any frequent weather condi-
tion [3]. Usually, the weather station in our daily life is built in a very large size
(bulk) and consumes a more power conception (see Fig. 1) which offers a limited
reliability [4, 5]. In a spatial case, the need is going to design a small system with
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Fig. 1 Weather station module for outdoor environment

low-power conceptions and portable in order to measure the various conditions envi-
ronments. Furthermore, it is efficient in remote places. To cover this requirement,
we suggest this system to calculate the weather (hot, cold, wind speed, humidity,
temperature, and dry) in an indoor and outdoor environment in order to monitor and
control the weather conditions. This system is simple and easy to implement which
consists of two parts: The first part is used only in the outdoor environment, and the
second one is used in an indoor and outdoor environment. A very simple hardware
components are used to build the whole system such as the DHT-11 sensor, LCD
(16×4) screen, Arduino microcontroller, and an encoder to calculate the wind speed.
The android applications are used to falcate the task by enable the user to reaching
all the measurements using only on tap [6]. Also, the results are monitored in more
details through the humidity and temperature sensors controlled by the user. In many
systems, a Bluetooth is used to transmit the data which are obtained using the sensors
in the environment through the android application in order to notify the user about
the weather condition through the mobile phone application [7, 8]. The aim of this
system is to propose a small portable systemwith low cost, simple, easy to implement
capability that notify us about the status of the outdoor temperature, daily amount of
rainfall humidity, wind speed barometric pressure. This system gives us the informa-
tion about the weather conditions through the mobile phone using simply the android
application. Figure 1 shows the flowchart that describe the suggested system. The
rest of the paper is organized as follows: Sect. 2 describes the outdoor meter system;
Sect. 3 describes the indoor and outdoor meter system; Sect. 4 explains the result
obtained from this system and its discussion, and Sect. 5 shows the conclusion.

2 Outdoor Weather Meter System

The proposed system (see Fig. 2) is used to calculate the weather (hot, cold, wind
speed, humidity, temperature, and dry) in an outdoor environment in order tomonitor
and control the weather conditions. This system is easy to implement and a very
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Fig. 2 Flowchart of the
working principles

simple hardware components such as the DHT-11 sensor [9, 10] which is used to
measure the temperature and humidity, rain sensor that is used to sense the rain in the
weather and an encoder connected with a fan to calculate the wind speed [11, 12].
All these components are connected through an Arduino microcontroller to display
the result on the LCD (16×4) screen as shown in Fig. 3. When the power is switched
ON, the sensors initialize reading the weather status and send the results through the
Arduino Unomicrocontroller to the A-TO-C ICmodule that is connected to the LCD
screen to display the weather conditions. The suggested box is a small and simple
with easy to implement property. The initialization is started by push ON the switch,
and the LED is lighted, and when the operation is ended, the switch is push OFF and
the LED is OFF.
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Fig. 3 Outdoor meter system

Fig. 4 Indoor and outdoor meter system
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Fig. 5 Weather station
module for indoor and
outdoor environment

3 Indoor and Outdoor Weather Meter System

This system (see Fig. 4) is used to calculate the weather (humidity and temperature)
in an indoor and outdoor environment in order to monitor and control the weather
conditions. This system is built using the DHT-11 sensor to measure the temperature
and humidity which is connected through an Arduino microcontroller to display the
result on the LCD (16×4) screen as shown in Fig. 5.

4 Result and Discussion

In this paper, two-meter box is suggested to calculate the whole weather conditions
in an indoor and outdoor environment. In the first system (see Fig. 2), when the push
button switch is ON, the system is used to calculate the weather conditions. Table 1
is a sample of the weather conditions in only one day at different times with different
climates in the city of Basra. The results are summerized in Table 1. It is found that in
the Monday, the range of temperature is about (31–42); the range of the wind speed
is about (14–25) in the morning, (22–25) in the afternoon, (9–14) in the evening, and
(18–25) in the night while the humidity about (9–20) in the morning, (7–9) in the
afternoon, (9–14) in the evening, and (15–19) in the night. Rain case is occurred only
when the humidity is high and the prevailing climate is dry. For the second system
(see Table 2) in the outdoor, there are two conditions to be calculated which are the
result obtained in the sun and the shadows. It is found that the range of temperature
is similar to that obtained by the first system and its range about (30–43), and the
humidity is about (9–22)%. Furthermore, it is found that the temperature under the
sun is more than the temperature under the shadow, while the humidity under the
shadow is more than the humidity under the sun. By studying the result in Tables 1
and 2, it is found that the temperature is decreased as the time is late (in the night),
and it is in a high temperature when the time is in the mid (afternoon) as shown in
Fig. 6, while the humidity is simulated in Fig. 7. It is clear that the relation is inverse
between temperture and humidity, whereas, the time is going late the humidity is
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Table 1 Weather condition in several area

increase since the temperature is decrease and so on. On the other hand, the wind
speed is calculated by the encoder connected through the fan and result in the wind
speed. The variation is between (0–40) that is mean: The air speed varies between
0 and the 40 as shown in Fig. 8. At last, Fig. 9 shows the overall result of all the
sensors that is connected in this system, and also, the maximum wind speed is also
calculated and summarized in Fig. 9.

5 Conclusion

The suggested system is used to provide the meteorological with a precise statistic to
guide them in taking an appropriate action and control the weather conditions. This
system is simple and easy to implement with a very simple hardware components
which consists of two parts: The first part is used only in the outdoor environment, and
the second one is used in an indoor and outdoor environment. The results are summa-
rized in a table and sent to the control unit system. Experimental results show high
sensitivity variation to the temperature and humidity which can be easily calibrated
and controlled by C++ code on the ArduinoUno IDE. Themeasured temperature and
humidity are presented numerically on a small LCD screen connected to the Arduino



Design and Implementation of a Low-Cost Weather Stations Meter 173

Table 2 Weather condition in several

DO (Digital Output) ports. Thus, the sampling time and measurement accuracy are
adjusted directly in the in C ++ program.
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Fig. 6 Temperature result by the DHT-11 sensor

Fig. 7 Humidity result by the DHT-11 sensor

Fig. 8 Wind speed result by the encoder
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Fig. 9 Weather station components

References

1. Al-Furati IS, Rashid AT (2021) Design and implementation of indoor robot positioning system
using LED array and LDR sensor. J Eng Sci Technol 16(2):1688–1710

2. Gangopadhyay S, Mondal MK (2016) A wireless framework for environmental monitoring
and instant response alert. In: Microelectronics, computing and communications (MicroCom),
Durgapur, India

3. WeatherFlow (2017) Smart home weather stations. http://weatherflow.com/smart-home-wea
ther-stations/, Son Eriúim Tarihi: 30 Haziran 2017

4. Malhotra A, Som S, Khatri K (2019) IoT based predictive model for cloud seeding. In: Amity
international conference on artificial intelligence (AICAI), pp 669–773

5. Karra A, Kondi B, Jayaraman R (2020) Implementation of wireless communication to
transfer temperature and humidity monitoring data using Arduino Uno. In: 2020 international
conference on communication and signal processing (ICCSP), pp 1101–1105

6. Kaneriya S, Tanwar S, Buddhadev S (2018) A range-based approach for long-term fore-
cast of weather using probabilistic Markov model. In: 2018 IEEE international conference
on communications workshops (ICC Workshops), pp 1–6

7. Al-Furati IS, Rashid AT (2020) Shortest distance orientation algorithm for robot path plan-
ning using low-cost IR sensor system. In: 2020 international conference on electrical,
communication, and computer engineering (ICECCE). IEEE, pp 1–6

8. Benghanem M (2010) RETRACTED: a low-cost wireless data acquisition system for weather
station monitoring, pp 862–872

9. MunandarA, FakhrurrojaH,RizqyawanMI, PratamaRP,Wibowo JW,Anto IAF (2017)Design
of real-time weather monitoring system based on mobile application using automatic weather
station. In: 2017 2nd international conference on automation, cognitive science, optics, micro
electro-mechanical system, and information technology (ICACOMIT). IEEE, pp 44–47

10. Guo X, Song Y (2010) Design of automatic weather station based on GSM module. In: 2010
international conference on computer, mechatronics, control and electronic engineering, vol 5.
IEEE

11. Kusriyanto M, Agusti AP (2018) Weather station design using IoT platform based on Arduino
mega. In: 2018 international symposium on electronics and smart devices (ISESD). IEEE

http://weatherflow.com/smart-home-weather-stations/


A Smart and Intelligent Alcohol
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Organization
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Abstract In today’sworld,we find that life is becoming increasingly busy and hectic
with each passing day, and as a result, employees of any corporate organization work
extremely hard to meet project deadlines. Furthermore, as evidenced by numerous
cases from the corporate sector, some of them used to drink after work and before
work. So the issue is how to keep track of these activities in the office. To address
such flaws in the system, a proposal has been made to detect people who come
to work while inebriated. There will be no additional setup required in the office,
according to the proposal. At each entry gate where each employee must punch
before entering, a small alcohol sensor is all that is required. The alcohol sensor
will detect each person’s alcohol sensitivity and send the data to the server storage,
where the database developers will perform the ETL process on the data and save
it in the form of OLAP cubes, which will help in the future in generating reports
with multidimensional data from which the admin and HR will get the record of
each employee through application. In this way, the company can keep a hold on the
employee, which will improve the company’s rating and market growth.
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1 Introduction

Internet of things is not a new term now for anyone belonging to the technical field
which was basically named by the professors at MIT nearly 20 odd years back [1]. In
their invention, they stated that the things whichwe use in our daily routine life which
could be anything like devices, microchips, sensors, smartphones are individually
smart enough to be connected with each other so that the data can be collected and
shared from any device with the help of another device placed anywhere. These
devices when connected with each other through Internet can collect endless data
which we can never think of or is out of our thinking range [2, 3].

So basically, this unique relation between the Internet and the things is all about
the Internet of Things. Now imagine if in a house the refrigerators, Microwaves,
Air conditioners, etc. has been connected with the Internet and then the data will
be collected form them could be a huge saving to our time, money and brings a
contribution to the safety of our house at the foremost [4, 5].

Some of us are working with corporate sector and we find that sometimes some of
the employees or the housekeeping staff or the sweepers came to the office when they
are even drunk which is an invitation to any misleading activity in the office, which
at the end of the day spoils the reputation of the company just because of someone
who is not bothered of it [6, 7]. As there are different towers in my office’s building
and each tower has multiple floors and each floor is subdivided into n numbers of
ODC’s so the system is well diversified into different sections and there is a punching
machine fitted at each door which every employee has to punch for accessing the
door but that punching machine can never detect that which employee is drunk so
there is no restriction to such employee reaching his workplace or cabin. There is
an admin department for each activity to manage things in the office’s campus but
for them as well it is not easy task to keep an eagles eye on this as the number of
employees is quite large. So, there is proposal on this in such a way that a sensor
will be deployed at each entry gate which will detect the alcohol and SMSmodule or
Wi-Fi module will send the notification to the admin department that employee with
particular employee id has entered in the office after being drunk.With this the admin
department can take necessary actions on the employee which will restrict such cases
in future and there will be no misleading for any male or female employee.

Internet of things (IoT) will help in collecting the data from the sensor which
will be installed at the entry gates so that whenever each employee punches in at
the punching machine his/her breath gets sensed by the alcohol sensor which is then
connected to the Wi-Fi module with the help of Internet, through which the log
of every employee gets to the admin department and if the person is drunk than the
sensor will send the signal to the admin department that this particular employee with
his/her employee code has come to the office despite of the fact that he was drunk
so that the department could take the necessary action against that employee. In this
way, there will be a great hold on the misleading activities which could happen in the
office in the influence of alcohol which in result can thrash the company’s reputation
at the end of the day.
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Business intelligence (BI) is an emerging technology in the today’s world. BI is a
vast domainwhich uses various data analyzing tools, data fetching tools, Datamining
tools and on top of them the report building tools as well. The database developers
have expanded their domain in BI by working on data mining, data cleaning, data
warehousing, report building to support the strategic and tactical decisions made by
the organization. Business intelligence is a cool and intelligent way to transform
the raw and unmanaged data in a valuable form. The BI domain works in different
phases, first comes the data integration in which three sub processes get into work
and those are extraction of raw data or unmanaged data, transformation of that data to
the specified location and then the loading of that data into the location upon which
the further reporting will be done in further stages. Then comes the data warehousing
stage where the various challenges get faced by the developers as to realize the ETL
process and develop the OLAP cubes of various dimensions according to the type of
data stored in the data warehouse. Once the data gets stored in the dimension format
in cubes than comes the step to analyses that multidimensional data which is a typical
part of this process as to read and understand data according to the clients need and
requirement. When complete data analyzing is done by the developers the next part
for them is to generate reports out of that multidimensional data stored in the cubes
format.

2 Related Work

In the [8], the enhanced selective resonant frequency tuning approach was applied
to detect methanol, ethanol, and 2-propanol in capacitive mode using a Pd/TiO2

nanorod array/Ti device. [9] use a photoplethysmogram to collect the signal from an
item in order to determine the advanced degree of alcohol consumption. In [10], a
novel approach was used that is entirely based on Tunable Diode Laser Absorption
Spectroscopy (TDLAS), a remote detection technology used to determine the alcohol
content in a vehicle. In [11], the sensor supplies current linearly proportional to the
molecules of alcohol from zero to extremely high concentrations, allowing the pic-
microcontroller to verify the threshold value, which, when exceeded, automatically
shuts down the relay and the automobile turns off. The objective of [12] is to design a
system that captures the driver’s iris picture by determining if the driver is intoxicated.
The article will discuss hardware and software systems that will be used to create a
Gabor filter method.

The system will include a CCD camera and an analog-to-digital converter that
will be integrated into a MATLAB software to mimic the acquired picture, which
will then generate a signal for the microcontroller and a relay circuit to manage the
car’s ignition. In [13], a portable Electronic nose (e-nose) chemical gas sensors have
been shown to be an excellent tool for alcohol monitoring. In [14], the alcoholic
concentration is determined using Non-Dispersive Infrared (NDIR), a technique that
detects the degree of concentration without physical touch. The NDIR system oper-
ates by passing infrared light produced by an infrared source through the sample
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tube. Then, an infrared detector detects the infrared light that can be absorbed by the
alcohol’s hydrocarbon particles. The absorbed infrared light is then detected using
a thermopile sensor. The result indicated that the optimal temperature for alcohol
absorption is 60 °C, and that it is related to the magnitude of the concentration;
the higher the concentration, the larger the absorbance value. The concept in [15]
is to measure alcohol consumption levels using an alcohol detector attached to a
printed circuit board. Which, in turn, disables the car’s motor if the alcohol level
exceeds the allowed limit. In [16], they present a framework in which they explain
how they constructed the data warehouse from an existing information repository and
how they managed to make intelligent report customizations based on the client’s
demands. In [17], the authors conducted an in-depth examination of how business
intelligence technology works by emphasizing fundamental algorithms and recent
scenarios. They also discussed the challenges and opportunities associated with BI
in order for industrial informatics to connect with enterprise systems in the industry.

3 Proposed System

The proposed framework is shown in the above diagram that how the framework
will work in the layered architecture when each layer will communicate through a
proper channel. Coming to the Perception layer in which there will be two devices
namely alcohol sensor and the Wi-Fi module. The alcohol sensor will detect the
effected person’s breath and sends the data to the next layer with the help of Wi-Fi
module by communication with each other parallelly to the network layer through
different gateways provided at the initial point of network layer which will be full
equipped with the desired option of wired network using optical fiber or the wireless
using 3G, 4G spectrum, LTE or 5G. Now this network layer will help the signal or
data to travel distances through the medium which then traverses through different
applications with the help of different middleware options available. When the data
will be there in the applications than it will become easy for the admin department
to fetch the data of the effected person on timely basis and based on the facts of such
misconducts the effected person’s appraisal or any other variables could be seized
as the penalty of the misconduct in the office. To understand the whole concept lets
dive into the layered architecture of the framework that how the system will work as
shown in the below figure.
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The above shown layered architecture of the proposed framework clearly shows
that how the data will be captured, then transformed, analyzed and used for the
eviction or penalizing the effected person in the organization.
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Coming to the first layer from the bottom, in this layer therewill be alcohol sensors
installed at the entry gates of every tower through which each employee must enter
while punching in his access card to the tower or building. While entering in the
breath will be capture by the alcohol sensor which will be converted to the digital
signals and the data will be sent across the network layer which will be equipped with
wired or wireless technology (Wi-Fi, 3G, 4G, LTE, 5G). Through this layer the data
will be transformed to the data warehouse or database and it will get saved over there
for the analytical purposes. Once the data gets saved it will contain each employee’s
data whether he was drunk or not throughout the year and how many time he has
come to office after drinking alcohol. Now third comes the BI—Analytical layer
where the BI developers will fetch the data for the whole year and make it clean and
valuable data so that they can get the number of employees who used to come office
after drinking alcohol. After data mining, data cleaning, and analyzing the useful
data will be saved at another location from where the applications or the end user
can access the data for the evaluation purposes at the year end. When the cleaned
data gets saved at a location then the end users or admin can see the data through
their systems or the applications deployed for the same purpose. After making the
reports of the data achieved from the Analytical layer the admin department and HR
department could co-ordinate with each other for calculating the appraisal of the
employee according to his behavior and attitude toward office in which the major
concern will be coming to office after drinking alcohol. In this way, the proposed
framework will help the organization in raising its standards and reputation in the
market.
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Algorithmic Explanation

Step 1: Connect the alcohol sensor’s AOUT output to the Arduino’s analog pin
A0.
Step 2: Connect the alcohol sensor’s DOUT output to the Arduino’s digital pin
D8.
Step 3: The LED’s anode is connected to the Arduino’s digital pin D13.
Step 4: Connect pin 4 to NODMCU GPIO 0.
Step 5: The LED’s anode is connected to the Arduino’s digital pin D13.
Step 6: When the LPG sense value is 12.
Step 7: Configure the baud rate.
Step 8: Connect the pin to the Arduino as an input.
Step 9: Assign the pin to the Arduino’s output.
Step 10: Read the analog value from the AOUT pin on the alcohol sensor.
Step 11: Obtain the digital value from the DOUT pin on the alcohol sensor.
Step 12: Indicate the alcohol content.
Step 13: Indicate if the limit has been achieved as LOW or HIGH (above or
underneath).
Step 14: If (limit = EXCESSIVE).
Step 15: A status indication LED illuminates.
Step 16: If the threshold is not achieved, the LED stays in the off position.
Step 17: Additionally, the computerized writer’s alcohol sense will be LOW.
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4 Conclusion

To conclude this paper, the best statement is that it contains an introduction to the
smartest technology available, namely, IOT, which enables devices to communicate
with one another over a network, business intelligence, which simplified data extrac-
tion, transformation, and loading, and labor savings, which reduce the cost of the
entire concept. Additionally, after gathering the data, analysis was performed on it,
resulting in reports from the multiple sources. If a business implements this solution
on its campus, it will be the most effective gadget for detecting individuals who come
to work inebriated, and it will be a cost-efficient option for any enterprise.
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Legal Frameworks and Issues of Social
Media Use for Politics

Getachew Hailemariam Mengesha, Elefelious Getachew Belay,
and Moges Ayele Asale

Abstract This study intends to explore legal frameworks and ethical considerations
that would regulate social media use to promote politics and for social interaction
in the context of Ethiopia. Apparently, social medias are found convenient, effec-
tive, and less expensive to market political agendas and to reach out voters easily.
Particularly, they are ideal to attract young voters who have low interest in politics
because of ease of generating contents, commenting and reflecting on posts, ease of
sharing contents to large audience breaking down barriers to freedom of expression.
Data for the studywere gathered through domain expert involved focus group discus-
sion (FGD). Thematic analysis approach was used to generate themes and insights
from the data. The study reveals interesting results on two key relevant issues: media
law and individual rights. From the perspectives of media law and policy, the study
uncovered paucity and loopholes connected to nurturing a culture of constructive
critique on political matters, the need to have sound communication policy at all key
governmental institutions, weak regulatory system in terms of crafting and enforcing
relevant media laws, the tendency of demeaning accountability on the side of social
media companies and social media users, the need to explore legal and diplomatic
pressures on social media companies to discharge their corporate social responsibil-
ities by protecting the platform they have developed not to be used to incite conflict,
violence, and human right abuses. With regard to upholding fundamental human
rights, social medias have provided great opportunities to the general public to easily
air out their views and promote political agendas they support. Social medias also
paved the way to realize freedom of speech, which presupposes orderly liberty that
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do not grant a license to threaten individual’s existential rights opening the door for
gross human right violations.

Keywords Social media ·Media laws · Communication policy · Human right ·
Existential rights · Freedom of speech

1 Introduction

The advent of socialmedia (SM)has broughtmajor social transformations throughout
the world. Social media tends to disrupt the conventional mainstream mass media.
These traditional medias are lagging behind in terms of providing instant breaking
news as compared to the social media sites. Rather, they are widely seen echoing
events already broadcasted by the social media. The wider reach of social media
fostered social activism and freelance journalism. True and fakemessages are equally
circulating through social media. Furthermore, social media is becoming a powerful
tool for coordinating social and political movements around the world. For instance,
Twitter and other social media outlets are extensively used to call for virtual and
physical protests. In this regard, the London 2011 youth protest, the Iranian protest
against Ahmadinejad in 2009, the Arab Spring that outbreak in North Africa and
swiftly spread through the Middle East can be cited as prominent cases. Further,
the social movement in Ethiopia that culminated with toppling down the EPDRF
government in 2018 was partly orchestrated by activists that used the social media
extensively. These incidents clearly indicate that social media sites are not simple
communication tools, instead they are standing out as tools that create new social
realities.

While what transpired so far are positive impacts, social media tools are also being
used to incite conflicts and instability in many places around the world. For instance,
Belay et al. [3] state that socialmedia tools are used to instigate violence and genocide
across many regions in Ethiopia. This has raised a heated debate surrounding the
corporate social responsibilities stance of social media companies like Facebook,
the dilemma between freedom of expression and existential rights of individuals.
Quite recently, social media companies exercised unprecedented power by removing
message posted on authorized sites of heads of state such as Donald Trump and Abiy
Ahmed and moved to the extent of terminating pages of various influential activists
around the world. This act has led to a mixed view spanning from unfair meddling
of social media companies in political affairs to courageous act that demonstrates
even heads of states need to respect the rights of social media user communities. The
unprecedented powerfulness of social media companies coupled with the massive
capability of social media technologies in shaping social reality, calls for a regulating
mechanism before the world encounter new form of monopolistic traps that control
every aspects of human life.
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This study aims to explore legal frameworks and ethical considerations that would
regulate social media use while promoting political campaigns and contests. Appar-
ently, social media sites are found convenient, effective, and less expensive to market
political agendas and to easily reach out voters. Particularly, they are ideal to attract
young voters who have low interest to politics because of ease of generating contents,
sharing, and commenting on posts. Astuti and Hangsing [1] noted social media sites
enable to reach out large audiences overcoming geographical barriers and short-
ening the communication channel. The authors further note that multimedia features
of social media makes easier to present political programs to the general public in
order to recruit and convenience voters.

Regarding use of social media, a polarized views are observed ranging from
strict control to unconditional free use of the technology as espoused in basic human
rights or freedom of expression. Nevertheless, this study posits that a delicate balance
between freedom of expressions and existential rights of individuals must be main-
tained. Furthermore, most social media technologies are owned by companies in a
developed world, and they are abided by their home countries legislation and code
of conducts. In the absence of sound cross-border governance frameworks, devel-
oping nations like Ethiopia tend to be disproportionately affected by inappropriate
use of social media platforms. Perhaps, in pursuit of maintaining internal peace and
security, developing countries need to limit social media platforms with which they
have signed cross boarder governance agreements. However, in many developing
countries, there is a paucity of strong social media legislation. Coupled with absence
of global social media governance framework, the adverse effect of social media
platforms is devastating many countries around the world, particularly African coun-
tries. Further, as [15] Michailova and Hutchings (2006) state developing nations trail
with lack of a well defined legal systems that make it difficult to control inappropriate
uses such as dissemination of false narratives to flare ethnic conflicts. Particularly,
in most African countries, an individual tends to have two identities: individual and
collective. Some morally disengaged irresponsible individuals deliberately use these
socialmedia to provoke civil unrest and to cause physical and psychological damages.
Unless, nations like Ethiopia are bold enough either to set up their homegrown social
media platforms or seekmechanisms to regulate the use of the existing popular global
social media platforms, their internal stability, and security will fall at stake.

The remaining part of the paper is structured as follows. First, the methodology
used for the study is described. Second, key findings of the study will be presented.
Third, discussion and reflection on the study are provided. Finally, the paper ends
with conclusion.

2 The Study

Data for the studywere collected through focus group discussion (FGD) conducted as
a panel discussion onDecember 24, 2020.Thepanel sessionwas fully recorded (voice
and video). The panel discussion was moderated by media professionals and later



190 G. H. Mengesha et al.

broadcasted by various media outlets. Five panelists drawn from social psychology,
law, digital media, cybersecurity, and journalism took part in the panel discussion.
Predesigned interview protocol was used to pose questions to the panelists in accor-
dance with their professional background. Later, the panel recordings were tran-
scribed. The data were analyzed using thematic analysis approach. The research
teams (four team members) first conducted the coding independently and presented
their codes to the group in organized discussion sessions. After an in-depth discus-
sion, 84 initial codes were identified. The research team further refined the codes
through a series of discussion sessions and eventually about 17 themes emerged, of
which ten were high-level abstractions each containing at least three sub-themes.
This paper deals with legal issues emerged as a prominent theme.

3 Findings

This section enlists key themes emerged surrounding legal and basic human right
issues connected to use of social media platform in Ethiopian context. Table 1 shows
key constructs emerged from media policy and individual rights perspectives.

As indicated in Table 1, pertinent themes have emerged in connection to media
policy and individual right. With regard to media policy and law, first, respondents of
the study underscored on the commitment of the government to promote a culture of
healthy political dialog posing constructive critique on governments policy without
fear of prosecution. In the short run, this might cause unease in the socio-cultural
landscape, where power distance as posited by Hofstede [10] is an enduring norm in
Ethiopian society. However, it will have a profound long-term impact that nurture a
culture of constructive critique and debates on political matters. In this regard, the
panelist stated that

Striking balance between free speech and national security is difficult. For instance, in USA,
the law that forbids inciting protest and violence was passed in 1919, over 100 years ago.
According to this law, if a speech clearly leads to protest and violence, it will be treated
as criminal. However, the law was revised in 1969 and declares that if a speech has clear
and immediate violent effect, it is considered criminal. Although the law favors free speech,

Table 1 Media policy and
individual right

No Media law and policy Individual right

1 Nurturing a culture of
constructive critique

Opportunity to air out
views

2 Communication policy Freedom of speech and
protest

3 Weak regulatory system Orderly liberty

4 Undermining
accountability

Existential right

5 Legal and diplomatic
pressure

Violation of human right
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about 2000 people have been arrested in the country due to offense related to their speeches.
Further, the 1948 Genocide Convention strictly forbids inciting genocide in speech and
deeds.

Second, a part from grand media use violations being made by dozens of social
activists, opposition politicians, and the general public, and some government offi-
cials were seen making dangerous speeches that incite conflicts among the society.
Many government officials tend to fall in untold dilemma and role conflicts while
running federal offices they are appointed for. They were seen tensioned failing to
balance national integrity and ethnic interests emanating from their constituency and
ethnic origins. As a remedy to this, respondents suggested that

Government officials need to be abided by a communication policy, which is not yet in place.
The messages disseminated by a government official are very sensitive, and therefore, they
need to be cautions of their speech while appearing to conventional mass media as well while
using social media.

Third, the government needs to seek legal and technical mechanisms to regulate
leading social media platforms. Apparently, many developing nations have a weak
regulatory system. In this regard, respondents cited the following as an example:

If we consider the case of Myanmar, Facebook played major role in the ethnic cleansing of
the Rohingyas. The technology companies have got a big financial power and huge economic
interest, running multi-billion-dollar business. Hence, governments need to demand for
internal control based on their objective conditions; they have to adopt a customized usage
of social media.

Fourth, conventional wisdom and societal expectations and normative laws denote
that individuals and entities are held responsible for their deeds and speeches regard-
less of themedia they have used. The fact on the ground reveals that some individuals
seem to avoid responsibilities for the content they post and disseminate via social
medias. In this regard, respondents note that

Some government officials use inflammatory languages contrary to the prevailing social
values;we do not see themassuming responsibility for their speeches. Therefore, government
officials need to avoid information and speeches that tend to incite discontent and conflicts.
Similarly, mainstreammedia journalists need to undertake fact and public-sensitivity checks
before citing news obtained from social media sources.

Fifth, legal and diplomatic pressures are needed onmajor social media companies
such as Facebook and Twitter to discharge corporate social responsibilities. The
platform they have developed andmanaging should not be used to carry out genocide
and human right abuses. Reflecting on this fact, respondents state that

Social media platforms need to be held accountable for any damage that may occur due to
information disseminated by their users. They ought to accept that their business promotion
platforms should not be sources of chaos and danger to others. For instance, Facebook
officials acknowledged the danger that the platform caused in Burma. The same thing is
happening in Ethiopia; if there is a danger of genocide due to the use of Facebook, the
company has to be held accountable.
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In connection to upholding and violating basic human rights, the study generated
varied insights. First, social media outlets provided opportunities to millions around
the world to air out their views freely and attain psychological relives. Ideas and
feelings of voiceless peoplewould remain unheard, if convenient social media outlets
did not exist. Furthermore, social media outlets made possible freedom of speech and
the right to protest unjust practices. Inline to this, respondents state that “if citizens
get a chance to articulate their views, they would have less desired to get involved in
protests.”

In nations, where democratic culture has not developed, people tend to miscon-
ceive democratic freedoms and the associated responsibility. Reflecting on this issue,
respondents state as follows:

Freedom of expression does not mean unlimited freedom and lawlessness. In any country,
democracy does not mean lawlessness and unregulated act; democracy is an orderly liberty.
Hence, the public need to understand these facts and act accordingly.

The study also revealed a mixed view of government agencies and the general
public in relation to exercising freedom of expression and respecting existential
right of individuals. Evidently, existential right of individuals overrides freedom of
expressions and other rights. Surrounding this issue respondent’s state, the following:

We have to know that people’s right to stay alive is far more important than freedom of
expression. The prevailing tendency of demeaning existential rights of individuals in the
name of collective right or ethnic right is a clear violation of human right.

Finally, gross human right violations are observed as a result of in appropriate use
of social media that flared ethnic tensions. While many individuals commit mistakes
unintentional in the course of interacting through social media sites, there are a
handful of individuals with political and religious intentions deliberately produce
and disseminate dangerous information, which incited conflicts, displacement, and
killings of on specific ethnic groups. For instance, respondents noted the following:

Especially in our country, many people are sensitive to ethnic-based information, and some
individuals take such advantages. They create fake personalities with different ethnic affil-
iations. They purposefully create hostile dialogs in which Mr. X insults Mr. Y so that the
public perceive as if there was a conflict between two ethnic groups. Hence, they artificially
create a condition in which a real people of the two communities enter into conflicts on the
ground.

4 Discussion and Reflection

Undoubtedly, social media has transformed the way people have been interacting
overcoming barriers of distance and time. This study explored the positive impact as
well and the danger arousedby improper use of socialmedia platforms. In this section,
we reflect on various pressing issues related to Ethiopian cyber law and regulations;
the quest to balancing freedom of speech, national security, and citizens existential
rights; conceptions surrounding freedom of speech, democratic culture, and use of
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social media; human rights violations and social media use; social media monitoring
and legal concerns and dealing with the dilemma between open vs controlled use of
social media services.

Ethiopia does not have a comprehensive legal instrument which regulates privacy
and data protection. However, there are rules that directly or indirectly deal with
data privacy and protection. In addition, there are an ongoing effort to draft legisla-
tions by government agencies like Ministry of Innovation and Technology (MInT)
and Information Network Security Agency (INSA). Cybercrime-related legislations
received due attention in 2004 when the Penal Code of Ethiopia enacted in 1957
was revised. Halefom [9] states that the first legislative statement concerning cyber-
crime appeared in the 2004 Criminal Code of Ethiopia. Later, Ethiopian National
Information Security Policy document was developed in 2011. The policy considers
cybersecurity as a critical national security and human right issue. This document
served as a basis when INSA was revitalized and institutionalized by Regulation
No. 250/2011 of Council of Ministers and Proclamation No. 808/2013. Further-
more, the House of Representatives of Ethiopia passed another Computer Crime
Proclamation No. 958/2016. The proclamation addresses broader issues that involve
information privacy, security, dissemination of offensive contents, and grants power
to law enforcement bodies to undertake surveillance as the need arises. In general, the
constitution of the country, the National Information Policy drafted in 2011, Media
Proclamation No. 560/2008, and Computer Crime Proclamation 958/2016 are the
existing legislations to deal with cases related to social media abuses.

Many nations around the world seem to have fallen in a dilemma with regard
to balancing free use of social media and ensuring national security and preserving
social and religious norms. This is evident because of the fact that regardless of the
nature of the regime: democratic or authoritarian, social media, and Internet disrup-
tionswidely observedwhen the regime is challenged [12]. These authors further noted
that modern communication technologies including social media provided unprece-
dented opportunities to easily establish extensive ties and create social capital to
mobilize political actions. Apparently, digital communications have radically trans-
formed the way political campaigns have been conducted for a longer period of
time [12, 5, 13, 18]. Technology savvy political parties outperform strong oppo-
nents through strategic use of social media. This fact tends to compel many states
to temporarily disrupt to social medias and the Internet until they overcome tense
civil unrest which would be further flared by social media [12]. On the other hand,
some activists with large number of social media followers fail to discharge their
responsibility of imposing self-censorship and discipline while posting and dissemi-
nating contents on social media. In the name of freedom of expression, disseminating
sensitive ethnic and religion related content tend to cause social unrest in Ethiopia.

Access to basic information and freedom of speech are considered as a funda-
mental human right [19]. However, these rights will not be automatically ensured
without independent and professional medias and without empowering citizens to
build capacity to engage in a public debate [19]. Coupled with the national law,
the UNESCO declaration regarding freedom of speech can serve as a guiding tool
while investigating freedom of speech cases in relation to social media use. Freedom
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House (2019) highlighted how government and non-government actors inappropri-
ately use social media to violate human right and to undertake election interference.
Abuse of these medias tend to take place using technical measures to halt connec-
tivity, through dissemination of false information and hacking social media accounts.
Further, governments tend to engage in applying laws that bans or instance applying
the law that bans the defamation of leaders or rulers (Shahbaz and Funk 201, cited
in [2]).

Governments in many parts of the world alleged disinformation and misinfor-
mation to justify laws that restricts social media use. For instance, human rights
watchdog condemned that from June 2017 to May 2018 about seventeen countries
enacted laws to limit social media in the name of controlling fake news [2]. Although,
state intervention in Internet use related affairs first occurred inGermany, in the period
ranging from 1995 to 2011 about 566 cyber control scenarios that involve 101 coun-
tries has occurred [12]. Further, the authors state that national security and the need
to counter terrorism are the most cited reasons for states intrusion and surveillance
of network system including various mechanisms such as shutting down Websites,
arresting bloggers, activists, and journalists even in theworst-case scenario disrupting
the Internet at all for long or short durations.

Social media is now associated to basic human rights and freedom of speech
and regarded as an instrument to nurture democratic culture. Social media tools
are convenient to easily express opinion, to reflect on other people’s content and to
conveymessage to large group of audiences quickly and at a least cost. These features
of social media removed barriers and helped to arose the taste of the youth to politics
and have ensured their active and influential participation in political matters [1].

Recent unfolding events indicate that social media abuse is causing human rights
violations and threatening existential rights of individuals. Social media is not just a
placewhere crime and justice are discussed; it is a placewhere crime happens, and the
quest for justice is increasing rapidly. Reflecting on contentious issues surrounding
social media use, crime, and justice concerns, Salter [16] states that social media
is host to debate and engage in conflict over what constitutes crime and justice.
He further notes that this disagreement is evident not only between users but also
between users and social media companies.

Crime and justice on social media have been analyzed within a critical theory
perspective, recognizing that online abuse and justice-seeking take shape within the
communicative potentialities offered by social media [16]. Several unresolved issues
exist surrounding social media uses. Still, there is an ongoing debate whether social
media use monitoring measures are legally sound and yet untold dilemma arouse in
connection to open versus controlled use of social media services.

Technological advancements can improve the economy of a given society.
However, the misuse of social media has often had negative impacts on certain
individuals and groups. There are some damaging elements in social media use such
as spreading false news or hoaxes, the utterance of hatred, the use of ethnic-based
stereotyping, memes about state equipment that are unethical, even acts of treason
we often encounter in social media. Hence, law enforcement must be truly active and
observant in responding to improper and illegal actions [17].
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5 Conclusion

This study affirms that social media abuse is leading human rights violations and is
threatening existential rights of individuals in Ethiopia. Social media is becoming a
place where crime happens. Furthermore, social media sites are not simple commu-
nication tools, rather they turn out as instrument that creates new social realities.
Modern social media backed by artificial intelligence (AI) algorithms have started
shaping opinions and influencing vote outcomes. For instance, Twitter bots influ-
enced votes in favor of a particular candidate shaping voters opinion generating
some information and building a sense of consensus in the society [14, 6, 7]. There-
fore, it is high time to protect democratic freedom and human rights by ensuring
that social media and associated Internet technologies do not become instrument of
repression and human right violation. Several countries approved laws that would
restrict in the name of thwarting fake news, misinformation, and disinformation.
However, institutions like human rights watchdogs are criticizing this act as a viola-
tion of freedom of expression. The world is grabbling with several unresolved issues
surrounding social media uses. Still, there is an ongoing debate whether social media
use and monitoring measures are legally sound. Further, an untold dilemma arouses
in connection to open versus controlled use of social media services. Moreover,
big social media companies are gaining unprecedented power and seen failing to
discharge their corporate social responsibilities as intended. Developing nations like
Ethiopia are at a crossroad lacking resolutions whether to let their citizens to freely
use global social medias or impose restrictive measures or whether they need to seek
technical solutions to develop homegrown social media technologies and craft rele-
vant legislations that shape the use and governance of these technologies. These are
perplexing issues that demand legal, technical, ethical, and governance mechanisms
to ensure sound use of social media for social good.
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Abstract Background: mHealth applications have added new dimensions for
managing individual and community health and healthcare aspects. To date, infor-
mation about the prevalence and factors associated with mHealth applications’ use
among the Saudi population is scarce. Objectives: This study aimed to estimate the
prevalence and to explore determinants of mHealth Apps use among Saudi adults.
Methods: A cross-sectional study was carried out to approach patients and care-
givers using healthcare facilities in Hail region, Saudi Arabia. Results: Overall, 470
participants completed the survey questionnaire. Females were 336 (71.6%) and 288
(61.3%) were university educated. Almost all 464 (98.7%) participants were smart-
phone owners and 423 (90.0%) of them have Internet access, however, 268 (57.0%)
only were mHealth applications users. The multivariate logistic regression model
revealed that higher education (P = 0.023), easy to access and upload the appli-
cations (P = 0.030), having no difficulty in registration (P = 0.005), little effort
needed for mastering the applications (0.005) were the independent factors favoring
mobile health applications use. Contrariwise, feeling discomfort in using the appli-
cations (P = 0.003) and having concerns regarding violation of privacy (P = 0.036),
were factors independently associated with not using these applications. Conclusion:
While almost all the participants were smartphone owners and have Internet access,
only a fair percent use mobile health-related apps.
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1 Introduction
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(mHealth) has the prospective to change health care delivery around the world. This
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shift is being fueled by a potent confluence of variables. The fast developments
in mobile technologies and applications and expansion of mobile cellular network
coverage raised new opportunities for incorporating mobile health into the available
eHealth services [1].

The 2030 Agenda for Sustainable Development emphasizes that the growth of
information and communications technology, as well as global interconnection, has
enormous potential to speed up human progress, close the digital divide, and establish
knowledge societies [2].

Patient eHealth tools are a wide variety of patient-focused applications and
services, like mHealth applications, personal monitoring devices, and Internet
resources. Patients, family, and careers are all possible target users [1]. In terms
of promotive, preventative, and curative aspects of healthcare, mobile technology
and mHealth applications have contributed new dimensions. Healthcare workers are
increasingly embracing mHealth applications to support their patients in making
good lifestyle changes and empower them as well as healthy people to promote
their health. These applications may also be useful in large gatherings of Muslims in
Saudi Arabia during Hajj and Umrah to identify health hazards, prevent and manage
health problems, and provide the health authority with a good opportunity tomonitor,
analyze, and develop health plans for a safer Hajj, Umrah, and visits.

Exploring the use of mHealth applications and factors influencing their use is crit-
ical to gain a better understanding for better utilization. We aimed in this research to
assess the prevalence anddeterminants ofmHealth applications use amonghealthcare
users in Saudi Arabia.

2 Subjects and Methods

Our study was conducted using a cross-sectional survey design. Adult patients, care-
givers, and visitors to healthcare services in the Hail province, northern Saudi Arabia
were the target of this survey. Adult literate males and females aged 18 and up were
approached. An anonymous, structured questionnaire was used to collect data. There
were 24 questions in total, divided into five sections. The first section included 5 state-
ments to address the perceived benefits of mHealth applications. The second section
consisted of 4 questions aimed to determine how easy it to utilize these applications.
The third section consisted of five questions designed to elicit concerns and obstacles
for the application’s use. Two questions were included in the fourth section to know
about the participants’ expectations and needs in terms of mHealth applications. The
participants’ sociodemographic factors (age, gender, education), as well as their use
of technology, were assigned to the last section (having a cellular phone, internet
access, and currently or previously using mobile health apps).

Participants’ responses to statements about the perceived benefits, ease of use,
concerns and barriers, and perceived expectations in response to their needs from
mHealth applications were measured using a five-point Likert scale, ranging from
strongly disagree (one point) to strongly agree (5 points).
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The participants of the study were recruited using a two-stage random sampling
procedure. At first, simple random sampling was used to define 4 healthcare facil-
ities representing primary, secondary, and tertiary health care levels. Two hospitals
and two primary health care centers were randomly selected. Systematic random
sampling technique was employed in the second step to include the study partici-
pants, who were either patients, caregivers accompanying the patients, or visitors to
the health setting. The sample was divided evenly between the participated health
care settings.

The study sample was estimated allowing for the largest possible sample size. We
assumed a 50% respondents’ response for the main outcome of interest (mHealth
applications use) at a 95% confidence level and a 5% margin of error. A minimum
sample size of 384 was considered using the Krejcie and Morgan sample size table.

Our study was conducted during the first quarter of 2019. To ensure adequate
participation, data collectors distributed 600 questionnaires to the eligible partici-
pants.

The Regional Bioethics Committee of the General Directorate of Health Affairs,
Hail region, Saudi Arabia approved the study protocol and data collection tool on
October 24, 2018. The voluntary participation and anonymity of the participants’
identities and confidentiality of their responses were assured.

The statistical package of the Epi Info program version 7 was used to evaluate the
subjects’ demographic data for descriptive statistics. The frequency means, and stan-
dard deviation of the study variables was expressed, within a 95%CI. The Chi-square
test was employed to decide the significant statistical difference in proportions. We
carried out multivariate logistic regression analysis to identify independent vari-
ables associated with using mobile health applications among participants. A two-
sided p-value ≥ 0.05 for all tests indicates a statistically significant difference. The
instrument’s Cronbach’s alpha was (0.84), indicating adequate reliability.

3 Results

Overall, 470 questionnaires were returned complete out of 600 questionnaires
distributed, giving a 78.3% response rate. Table 1, depicts the participants’ char-
acteristics.

Table 2, demonstrates the perceived benefits, ease of use, concerns, barriers, and
expectations about mHealth applications among healthcare service users and non-
users who have cellular phones and Internet access.

Table 3, depicts the result of the multivariate logistic regression model capturing
independent factors linked to using mHealth applications among the study partic-
ipants. Higher education (OR, 2.26; P = 0.023), easy to access and upload the
applications (OR, 2.14; P = 0.030), having no difficulty in registration (OR, 2.92; P
= 0.005), little effort needed for mastering the applications (OR, 2.39; P = 0.005)
found to be independent factors favoring using mHealth applications. Contrariwise,
feeling discomfort in using the mHealth applications (OR, 0.32; P = 0.003) and
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Table 1 Participants’
characteristics (n = 470)

Participants n %

Age in years

<20 35 7.4

20–29 169 36.0

30–39 158 33.6

≥40 108 23.0

Mean (SD) 32.44 (10.46)

Gender

Male 133 28.4

Female 336 71.6

Education

Elementary 59 12.6

High schooling 123 26.2

University/higher 288 61.3

Access to and utilization of mHealth applications

Owns a mobile telephone 464 98.7

Have access to the internet 423 90.0

Ever used mHealth applications 268 57.0

Abbreviations: mHealth apps, mobile health applications

having concerns regarding the violation of privacy (OR, 0.53; P = 0.036), were
factors independently associated with the non-use of mHealth applications.

4 Discussion

Almost all participants in our study (98.75) have smartphones, with more than ninety
percent having Internet access,which indicates that Saudi society has a good potential
to reach a high level of information technology utilization. However, our survey
indicates that a still fair percentage of people (57.0%) who utilize mobile health
applications, which implies the need to raise the awareness of the people in the
community toward the benefits of such programs, and develop need-based trusted
affordable programs with good users support.

In our study, the prevalence of mHealth applications usage was greater than a
22% estimate in a US national trends survey in 2015 [3] and 11.7% found in the
prior 2012 US Survey [4]. This increasing prevalence can be explained by the recent
timing of our survey, the rapid adoption of mHealth applications by people all over
the world, as well as the rapid development of new applications tailored to people’s
health needs.
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Table 2 Perceived benefits, ease of use, concerns, barriers, and expectations about mobile
health applications (mHealth apps) among the participants who have mobile phones and Internet
connections (n = 423)

Elements mHealth apps users
n = 249; 58.9%

mHealth apps non-users
n = 174, 41.1%

P-value

Perceived benefits/usefulness

Facilitate registration and health
file update

– Agree 233 (60.2) 154 (39.8) 0.046

– Uncertain/disagree 15 (42.9) 20 (57.1)

Reserve time for booking
appointments

– Agree 219 (61.0) 140 (39.0) 0.034

– Uncertain/disagree 30 (46.9) 34 (53.1)

Facilitate health service provision

– Agree 215 (62.0) 132 (38.0) 0.086

– Uncertain/disagree 34 (50.7) 33 (49.3)

Ease medical report request

– Agree 232 (58.9) 162 (41.1) 0.978

– Uncertain/disagree 17 (58.6) 12 (41.4)

Improve the quality of service

– Agree 217 (60.1) 144 (39.9) 0.209

– Uncertain/disagree 32 (51.6) 30 (48.4)

Perceived ease of use

It is easy to access and upload
mHealth apps

– Agree 224 (64.6) 123 (35.4) <0.001

– Uncertain/disagree 25 (37.3) 42 (62.7)

I have no difficulty in using
mHealth

– Agree 196 (65.8) 102 (34.2) <0.001

– Uncertain/disagree 53 (45.7) 63 (54.3)

Little effort needed for grasping
mHealth apps

– Agree 194 (65.8) 101 (34.2) <0.001

– Uncertain/disagree 55 (46.2) 64 (53.8)

I face technical problems with
mHealth apps

– Agree 178 (62.9) 105 (37.1) 0.093

– Uncertain/disagree 71 (54.2) 60 (45.8)

(continued)
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Table 2 (continued)

Elements mHealth apps users
n = 249; 58.9%

mHealth apps non-users
n = 174, 41.1%

P-value

Perceived concerns

I have concerns regarding
violating my privacy when using
mHealth apps

– Agree 56 (48.3) 60 (51.7) 0.006

– Uncertain/disagree 193 (63.1) 113 (36.9)

I have concerns regarding
misusing my personal data when
using mHealth apps

– Agree 75 (51.4) 71 (48.6) 0.023

– Uncertain/disagree 174 (62.8) 103 (37.2)

Perceived barriers

I feel difficulty in registration and
dealing with mHealth apps

– Agree 63 (55.3) 51 (44.7) 0.365

– Uncertain/disagree 186 (60.2) 123 (39.8)

I need the help of others in using
mHealth apps

– Agree 73 (48.3) 78 (51.7) 0.001

– Uncertain/disagree 176 (64.7) 96 (35.3)

I feel discomfort in using
mHealth apps

– Agree 39 (43.8) 50 (56.2) 0.001

– Uncertain/disagree 210 (62.9) 124 (37.1)

Perceived expectations

There is a need to have a unified
health file to be accessed at any
health facility countrywide

– Agree 241 (60.1) 160 (39.9) 0.028

– Uncertain/disagree 8 (36.4) 14 (63.6)

A need for health risk assessment
application

– Agree 231 (59.7) 156 (40.3) 0.258

– Uncertain/disagree 18 (50.0) 18 (50.0)
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Table 3 The fitted model* of multivariate logistic regression analysis capturing independent vari-
ables associated with using mobile health applications (mHealth applications) among healthcare
service users

Factors† aOR 95% CI P-value

Education

– Elementary 1

– High school 1.3499 0.6335–2.8764 0.4369

– University 2.2611 1.1171–4.5764 0.0233

It is easy to access and upload mHealth apps

– Agree 2.1365 1.0770–4.2384 0.0298

– Uncertain/disagree 1

I have no difficulty in registration and dealing with mHealth
apps

– Agree 2.9235 1.3811–6.1887 0.0051

– Uncertain/disagree 1

Little effort needed to master mHealth apps

– Agree 2.3919 1.3012–4.3967 0.0050

– Uncertain/disagree 1

Frequently, I face technical problems with mHealth apps

– Agree 0.5636 0.3007–1.0563 0.0736

– Uncertain/disagree 1

I feel discomfort in using mHealth apps

Agree 0.3232 0.1513–0.6905 0.0035

– Uncertain/disagree 1

I have concerns about violating my privacy

– Agree 0.5337 0.2970–0.9590 0.0357

– Uncertain/disagree 1

Abbreviations: mHealth apps, mobile health-related applications; aOR, adjusted odds ratio.
†Demographic variables in Table 1 and statistically significant variables in Table 2 were contained
in the multiple logistic regression analysis.
A p-value ≤ 0.05 indicates a statistically significant difference.
OR > 1 indicates a positive association, while OR < 1 indicates a negative with the outcome.
*The fitted model log-likelihood = 464.71.

Our study revealed that only education had an independent effect on the use of
mHealth applications among demographic variables (age, gender, and education).
Participants with higher education in our study were significantly more probable to
use mHealth applications than others with lower education, a finding consistent with
prior research that has identified education attainment as a significant predictor of
retaining mobile devices and mobile applications use [3–5]. This could be attributed
to the interest in the use of new technology, the perceived value of using mHealth



204 H. K. Haridi et al.

applications, and better skills [3]. Other research [3, 4] has identified independent
relationships between age and gender and the use of mobile health applications.

The easy use of mobile health applications was found in our study to be a major
factor for their use. According to other studies, satisfaction and the perceived ease
of use were also to be linked to the desire to use mobile health applications on
smartphones [6–9].

Privacy concerns and the misuse of personal data in our study were key road-
blocks to using mobile health applications. This finding supports the earlier investi-
gations [10–17]. People are not constantly trusting storing private information online,
according to a previous study [18]. Trust is a critical component of any community’s
success or failure, especially in a virtual world [19].

These concerns are understandable, given that patients’ health records on many
occasions have been unprotected from hacking [20], and many mHealth applications
lack the requisite security protections to safeguard users’ health information [21, 22].

In our study, participants’ feeling of discomfort and dissatisfaction was found to
be independent barrier correlated with the use of mHealth applications. This finding
is in line with the Nielsen usability model [23], which rated satisfaction as the top of
the five attributes for mobile devices and applications users. The terms “satisfaction”
and “comfort” refer to the user’s likeability, comfort, and enjoyment [23].

This study has some limitations. The capacity to discern the causal relationship
between predictor factors is limited by the cross-sectional study design. Also, the
generalizability of the findings cannot be extended to travelers from other countries
to Saudi Arabia because the study participants were only from the local commu-
nity. However, our study offers intuitions into the prevalence and influential issues
concerned with the use of mobile health applications that could be useful when
planning for effective strategies to promote their use.

5 Conclusion

While the vast majority of the participants were smartphone owners and have Internet
access, only a fair percent used mHealth applications. Higher education, easy access,
and ease of use were promoting factors for mHealth usage while having concerns
regards violation of privacy and discomfort/dissatisfaction on use were barriers for
mHealth usage.

6 Recommendations

There is a need to raise public awareness toward the benefits of such mHealth Apps,
and develop easy need-based trusted affordable programs with good users support.
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Literature Review of TAM Model
Applicable to e-government in Peru’s
Agricultural Export Sector
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Abstract The research carries out a bibliographic review of state-of-the-art factors
that affect the process of adopting technology and the models for its acceptance,
focusing specifically on the Peruvian government’s information systems so that
administrative procedures are faster and more efficient. Competitiveness in produc-
tive activities is important to guarantee quality and lower prices in products and
services delivered to the economy. The methodology considers the planning review,
the conduct review, and the report review; in the process, the existing evidence
of methods and models to identify knowledge gaps is summarized. The objective
of reviewing the state-of-the-art of TAM models from 2001–2019 was completed,
finding 10 models and 36 factors proposed by researchers on this subject, all of these
are related to the perceived usefulness and ease of use associated with the use of the
system, as well as some elements that complement the adoption process.
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1 Introduction

For this research, the authors focus on conducting a literature review of a techno-
logical acceptance model, which allows technology to be adopted faster in compa-
nies, specifically focusing on information systems provided by the Peruvian govern-
ment so that administrative procedures are faster and allow government to be more
competitive.

There are variables identified as critical to adopting technology, such as: “creates
an effective governance structure, assertive communication, social influence, early
training development, utility, and perceived ease of use” according to [1]. However,
they are not part of amodel and them there is not a formalway to approach the process
of adopting technology systemically. Our contribution consists in a review state of
art related to Technology Acceptance Model—TAM to introduce this research to the
community.

The article is divided into six sections, in background, submits the literature
reviews about the TAM model and factors which affect technology acceptance. In
Sect. 3: Research Methodology, details the procedure for performing systematic
literature reviews, explaining in three phases: planning, conducting, and reporting
the review. Section 4: Analysis and answers the four questions to obtain the results
of the research: state of art related to TAM Models. Section 5: Discussion, presents
two tables that summarized the results of the research. Finally, in Sect. 6 presents:
Conclusion.

2 Background

2.1 Technology Acceptance Model—TAM

The TAM model, known for being a model that allows mapping human constructs
when making a decision for or against accepting to use a new technology. It is a
model that has been studied for the last 40 years by researchers in the information
systems (IS) area and still has a lot of room to continue developing since we do not
have overwhelming levels of acceptance of technology and must accept canning as
it comes from the factory.

2.2 Peru’s Agricultural Export Sector

This sector is strategic for the interests of national policy, not only because it offers
1.5 million jobs among direct and indirect, but also improves the country’s trade
balance, given the level of agricultural exports of products called traditional and
non-traditional, however it is also the second most dynamic sector after mining and
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has been growing at sustained rates of 4.5%, contributing directly to the national
gross. According to the Ministry of Foreign Trade and Tourism through the Foreign
Trade SingleWindow (VUCE), “the number of companies linked to foreign trade that
carry out agricultural merchandise export tasks as of December 2018 are registered:
4560 companies duly constituted with numbers RUC also registered in the National
Superintendency of Customs and Tax Administration (SUNAT)” [1].

3 Research Methodology

This research considers the procedure proposed by Keele [2] for “performing
systematic literature reviews where consist in 3 phases”:

• Phase 1: Planning the review, the studies questions are raised and the revised
protocol is defined.

• Phase 2: Conducting the review, in this phase the research plan is executed and
the primary studies are selected, according to the inclusion and execution criteria.

• Phase 3: Reporting the review, for this phase, statistics and analysis of documents
are used for selecting and discussing.

There are many reasons for undertaking a systematic literature review, the most
common reason is:

• To summarize the existing evidence of the benefits and limitations of methods,
models, and methodologies.

• To identify gaps in current research to suggest areas for further investigation.
• To provide background to properly position new researching activities.

3.1 Phase 1: Planning the Review

The authors decided to ask themselves the following questions about TAMModels,
methods or artifact for Technology acceptance Models.

• Question 1: What is TAM Model?
• Question 2: Which factors influence in the TAM Models?
• Question 3: What is the TAM Model and which factors influence it?
• Question 4: Who are the most representative authors of TAM Models?

Google Scholar, ACMDigital Library, ScienceDirect,Web of Science, andOthers
research engine as: ResearchGate, Mendeley have been considered according to the
four strings and sources given in Table 1. A list of the resulting studies which have
a title, an abstract, a journal name, authors, a published date, a referenced number,
and DOI.

Other parameters used in the researchwere: language, documents, and publication
types, period comprised January 2001 and January 2019.
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Table 1 Key words string used in search

Source Key words string search

ACM digital library String 1 = (technological adoption) or TI = (adoption model) or TI =
(technological absorption) or TI = (export sector of agricultural goods))

Web of science String 2 = (IT adoption) or TI = (IT adoption model) or TI =
(technological absorption index))

Google scholar String 3 = (adoption of technology) or TI = (agricultural products) or TI
= (foreign trade, food safety))

Science direct String 4 = (technology acceptance model (TAM)) or TI = (TAM 2) or TI
= (dissemination of innovations) or TI = (ease of use and perceived
utility))

Others

3.2 Phase 2: Conducting the Review

The search engine was applied according to the plan, applying selection criteria from
Table 1 and the searching parameter showing at least 42,560 studies.

The next step was applied the selection and exclusion criteria listed in Table 2,
obtaining only 500 studies as a result, being the most outstanding criteria in the
exclusion of articles related to the use or application of the TAM model and as
inclusion criteria only the type documents: the journal.

The following step: Studies were analyzed the papers resulted and adapted to
match the four author’s questions to get a list of newly filtered, 38 studies detailed
in Table 3.

Its shows 23 journals related to the topics of: technology, management, innovation
and communication have been identified that coincide with publications on TAM
models.

Table 2 Selection and exclusion criteria

Selection criteria Exclusion criteria

Articles are submitted factors, models,
methodologies about: definition, evolution,
development TAM model

Articles are submitted factors, models,
methodologies about: use or application TAM
model

The answer to the authors questions Elements that are not with TAM model context

Authors of articles were relationships
between them by semanticscholar.org

Authors of isolated topics

Articles from sources with impact factor SJR,
publication type: journals

Books, theses, posters, proceedings,
conferences, technical reports
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Table 3 Studies resulting from the application of search with different criteria

Source Studies resulted from applying search

With keywords string With selection and
exclusion criteria

Which give a response to
one of four questions

ACM digital library 33,291 340 15

Web of science 2,040 61 7

Google scholar 2,582 55 5

Science direct 4,622 36 3

Others 25 8 6

Total 42,560 500 38

3.3 Phase 3: Reporting the Review

Finally, 38paperswere selected; theywereused tobuild a state of art fromTechnology
Acceptance Model with an Information System perspective. The authors who are
responsible for the evolution of the TAM model, since its creation by Fred Davis,
who in the 80’s was financed by IBM propose this model and subsequently evolves
the model, adopting a binary relationship with Viswanath Venkatesh who evolved
the model to TAM2 in the 90’s with Richard Bagozzi. The participants of Ramayah
and Rogers are complementary, giving a necessary innovation approach the 2000’s
era [3].

4 Finding and Analysis

4.1 Question 1: What is TAM Model?

Known by its acronym in English TAM, it is a theorical model how permitted users
evaluate accepting or not for using any technology. So, it is strictly necessary to
analyze the process, models, techniques, tools, proposed by ICTs that allow to iden-
tify the strengths of the TAM model and its applicability to the acceptance needs of
new technologies to the intended target audience.

The analysis starts assessing the problem through the disciplines of human knowl-
edge as sociology and psychology, responsible frompeople absorb, process and take a
decision, according to authors “in its main currents: sociocultural and psychosocial,
seeks to clarify what are the basis to analyze human behavior in the social envi-
ronment, taking into account how the latter influences the beliefs—each individual
has—in relation to the use of technology” [1].

Below are the most representative theories and models shown by its main creators
such as: Venkatesh et al. [4]. It should be noted that TAMwas applied very frequently
in technology adoption processes: e-commerce [5, 6].
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Table 4 Evolution of models/theories that affect the technology acceptance model—TAM

Model/theory Date Sources

Theory of reasoned action (TRA) 70’s [7]

Theory of planned behavior (TPB) 80’s [8]

Theory of planned behavior (TPB) and decomposed theory of planned
behavior (DTPB)

1991
1995

[9]
[10]

Technology acceptance model (TAM) 1996–2006 [2, 11]

Technology acceptance model (TAM2) 2000 [12]

Technology acceptance model (TAM3) 2008 [13]

Unified theory of acceptance and use of technology (UTAUT) 2003 [4]

Unified theory of acceptance and use of technology (UTAUT2) 2012 [11]

4.2 Question 2: Which Factors Influence in the TAM
Models? and Question 3: What is the TAM Model
and Which Factors Influence It?

This answer was wide developed in Background section, when explain in which
consist of: Technology Acceptance Model (TAM). TAM model evolution over the
time was detailed in Table 4.

According to McCoy et al. [14] as a reference valid to explain the evolution of
TAM.

4.3 Question 4: Who Are the Most Representative Authors
of TAM Models?

The most representative authors of the TAM show the 25 authors of the tech-
nology acceptance model. From now on, Venkatesh and Bagozzi make a break
in their research accompaniment working independently evolving the model from
their perspectives and a group of independent researchers. Among these important
authors are Wynne Chin (China) and Icek Ikzen (Indian) who contribute favorably
to the evolution of the TAM model reaching TAM3 to finally remain in the Unified
Theory of the Acceptance of the Use of Technology (UTAUT) which now, has some
dominance in the world orb.

Themost outstanding thing about this graph is that: it not only shows the evolution
in time of the TAM model,—but also the authors’ geopolitical pressures from their
nations of origin:Davis andBagozzi (USA),Venkatesh (Indian),WynneChin (China)
who strive for leadership in the development of thesemodels opt to become the leaders
in the adoption technology.
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4.4 To Sum up

The Technological Acceptance Models (TAM), a product of the bibliographic
research was analyzed in two types of research: the initial ones that are of the basic
type responsible for developing and evolving the model and those which use the
models by applying different emerging technologies applicable to the geographic
sectors and regions in the world.

In Table 5, the most referenced model is detailed from a state-of-the-art of TAM
Models- ordered at the time of evolution—they were launched into the world of
science.

Below, The TAMmodels are listed in Table 6, which contain moderators: predic-
tors or constructs or factors that are decisive in obtaining results when applying the

Table 5 Technology acceptance models without moderators—state of art (1/2)

ID Constructs/factors Model/theory Source

RA0 Relative advantage Innovation diffusion theory (IDT) [15]

COT Compatibility

COM Complexity

TRI Trialability

A00 Attitudes Theory action reasoned (TAR) [8]

SN0 Subjective norms

A0 Attitudes Theory of planned behavior (TPB) [16, 17]

SN0 Subjective norms

PBC Perceived behavioral control

IM0 Intrinsic motivation The motivational model (MM) [16, 18]

EU0 Ease of use The technology acceptance model
(TAM)

[18]

PU0 Perceived utility

JF0 Job—fit The PC utilization model (MPCU) [16, 17]

C00 Complexity

LTC Long-term consequences

ATU Affect toward use

SF0 Social factors

FC0 Facilitating conditions

SE0 Self-efficacy The cognitive social theory (SCT) [19]

SR0 Self-regulation

OL0 Observational learning

OE0 Outcome expectations

BC0 Behavioral capability

REF Reinforcement
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Table 6 Technology acceptance models, with moderatos—state of art (2/2)

ID Moderators: factor/predictor/construct Model/theory Source

SN0 subjective norm TAM2, as evolution of TAM [12, 18]

VOU Voluntariness of use

I00 Image

PE0 Perceived enjoyment TAM3 [13]

PEC Perception of external control

OU0 Objective usability

CA0 Computer anxiety

CP0 Computer playfulness

EE0 Effort expectancy Unified theory of acceptance of
technology (UTAUT)

[4]

PEX Performance expectancy

SI0 Social influence

FC0 Facilitating conditions

TAM model, being the third important variable in obtaining results, this variable is
known as: effect modifier.

5 Discussion

This research provides insights into the TAM model, although no shows studies
specifically in agro-export sector, there were research of using this model in e-
government. Considering the existence of studies that analyze the TAM models and
identify important factors for the proper development of a framework to subsequently
evaluate the performance of the model in the face of an e-government project where
all the stakeholders in its application were considered [20]. The studies used are from
research area published in the past eighteen years, 2001 to 2019 where collect the
most popular models envelope TAM model. It is seen from “the most commonly
used research models for studies in this topic using methodology proposed by Keele,
has been the quantitative research” [20].

According to Singh [20] “Recently, new factors such as equality, risk and
economic value, have become important and part of the assessment tools of TAM
models”. So Peruvian e-government service that supports administrative procedures
for import and export companies from the agriculturalmerchandise turn around faster
andmore efficient when use amodel with factors as: trust and risk perceived aremore
valued by stakeholders from this economy sector [21].
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6 Conclusion

Nowadays, more than ever, several steps are needed to adopt technology in the most
efficient and formal way. The way to do it, is by researching and taking knowledge
of the existing models, methods, procedures; as well as the factors, constructs or
elements that influence them in order to evaluate the model allowing the users to
adopt more efficient technology to the reality of the needs of their: Organization,
economic sector or ecosystem. This investigation complies with the objective of
making a review of state-of-the-art through TAM model evolution, which factors
make them up and which authors are the most predominant in the investigation of
this topic, finding in this article, a summary of the models and factors that have been
proposed by researchers on the subject when most of them categorized as factors
coming from TAM Models with moderators.

According to the bibliographic references found, there are evidence that criticize
the TAM model, which need to be extended [22]. It is showing a gap among the
models found and the adoption needs that organizations submit, finding space to
carry out future research where complementary models to the TAMwere formulated
that address factors. According to McKnight, V., found a trust as a factor needs to be
studied [23].
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Internet of Things (IoT) Adoption:
Challenges and Barriers

Abdulrahman S. Alenizi and Khamis A. Al-Karawi

Abstract Today, the Internet is one of the most expanding and changing technolo-
gies, and it has grown popular all around the globe. The Internet of Things (IoT) is
a system that includes a device, a sensor, a network, cloud storage and an applica-
tion. Every interface to communicate with another device over the Internet to share
information and achieve specific objectives Internet of Things (IoT) is a new future
technology that is gaining traction in various fields around the world. Kuwait is one
of the nations in the planning stages of expanding IoT development, comparable to
other countries with rising IoT application development. However, owing to several
obstacles and challenges in integrating IoT devices, it was not simple to design IoT
devices. This article highlights IoT’s key concerns, barriers and solutions to these
issues. IoT’s future trends and uses were also briefly explored in this article to acquire
a more in-depth understanding of IoT equipment.

Keywords Internet of things · IoT adoption · Implementation · Challenges and
barriers · Kuwait

1 Introduction

The term “Internet of Things” refers to network devices’ ability to detect and collect
data and then send it over the Internet to be analysed and used for various fascinating
purposes. Furthermore, IoT encompasses protocols, software and communication
technologies that make these objects possible to communicate, interact and exchange
data and commands without the need for human interaction [1]. To present, several
intelligent instruments on the market are directly connected to the Internet. The
number of gadgets continues to grow in tandem with technological advancements.
Innovative technologies are a component of nature that makes up the Internet of
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Fig. 1 Internet of Things
concept

Things which is undergoing a digital revolution [2]. IoT refers to a connected device
that permits connection with other devices, after which data is taken and processed
into valuable and relevant information [3, 4]. RFID, remote wireless communica-
tion, real-time localisation and sensor networks are typical IoT technologies. Smart-
phones, tablets and laptop computers are examples of smart gadgets and technology
considered Internet of Things components [5].With the Internet of Things (IoT) tech-
nologies, many devices connected can be used to assist the report in recording the
identifier and location viawired orwireless connections [6–8]. The Internet of Things
is depicted in Fig. 1 as a collection of descriptions [8]. The Internet of Things is a
brand-new method of connecting to the Internet. Because they can provide informa-
tion about themselves to others, objects can identify themselves and gain intelligent
behaviour via the Internet of Things by making or enabling relevant choices [9].
These objects may access data gathered by other items or be contributed to other
services [9]. Figure 1 shows how the IoT will allow anything to interact with the
Internet and from any location to provide any assistance to anyone over any network.
This concept will lead to the creation of new applications, such as intelligent vehicles
and smart homes, that will provide various services, including alerts, security, energy
savings, automation, communication, computing and entertainment. Intelligent envi-
ronments will be much closer to being implemented by 2020 if IoT technology is
developed, tested and deployed [10]. A highly decentralised wide range of resources
connected by a dynamic network of networks will soon include people, machines,
smart objects, the environment and platforms. This paper aims to provide an overview
of IoT applications in Kuwait, as well as future technologies and issues. On the rest
of the paper: in the Sect. 2, we will look at IoT applications. In Sect. 3, the Internet of
Things challenges and barriers; In Sect. 4, Internet of Things architecture; In Sect. 5,
results and discussion. Finally, the conclusion.
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2 IoT Applications

The IoT has numerous applications in human life, including making life easier, safer
and more intelligent. Smart cities, smart homes, transportation, energy and intel-
lectual environments are just some applications. Integration of IoT with a cognitive
environment is required to expand the capabilities of intelligent objects and allows
the user to monitor the environment remotely (Fig. 2).

2.1 Smart Cities

Innovative developments have benefited many major cities, including Seoul, New
York, Tokyo, Shanghai, Singapore, Amsterdam and Dubai. With the current rate of
innovation in constructing smart cities, including IoT technology in city develop-
ment, smart cities may still be considered future cities and intelligent living. Smart
cities need meticulous planning and cooperation from governments and residents to
incorporate Internet of things technology in all sectors. Cities can benefit from the
Internet of Things on various levels, as shown in Fig. 3, including improving infras-
tructure, expanding public transportation, reducing traffic congestion and keeping
residents safe, healthier and more involved in their communities [11].

The Internet of Things will make cities smarter by connecting all city systems
such as transportation, healthcare, weather monitoring and so on and allowing people
in any location to access databases of airports, railways and transportation tracking
that operate under specific protocols via the Internet.

Fig. 2 IoT-based smart environments



220 A. S. Alenizi and K. A. Al-Karawi

Fig. 3 Smart cities aspects

2.2 Smart Buildings and Homes

Wi-Fi technologies have been used in home automation systems. Televisions, cell
phones and other gadgets are commonly connected viaWi-Fi. It is possible to control
various devices in a home using the Internet of Things concept. A portable “con-
troller” for network-connected devices is also provided by mobile devices. They
can both serve as gateways for the Internet of Things [7, 12–15]. Intelligent energy
management in buildings can be achieved through the use ofwireless sensor networks
(WSNs)with Internet ofThings integration. Facilitiesmanagerswill be able to control
energy consumption and procurement, as well as perform maintenance and repairs
on building systems. Figure 4 depicts some of the most intriguing Internet of Things
(IoT) applications in smart buildings and homes.

2.3 The Smart Grid and Smart Energy

A sensor network is a system that connects access and control to provide intelligent
energy management [16]. A sensor network that incorporates modern information
and communication technologies (ICTs) into the electricity network will allow real-
time, two-way communication between suppliers and consumers, resulting in a more
dynamic interaction on energy flow and more sustainable and efficient transmission
and distribution of electricity. The smart grid is one of themost important applications
of the Internet of Things. Smart grids can manage a wide range of applications,
including manufacturing, solar power, nuclear power, automobiles, hospitals and
city power management. There are numerous benefits for customers, including lower



Internet of Things (IoT) Adoption: Challenges and Barriers 221

Fig. 4 Smart home and building applications

utility bills, more efficient use of electricity at home and the integration of renewable
energy and green technologies [17, 18] (Fig. 5).

2.4 Smart Health

IoT monitoring technology allows for the continuous monitoring of hospitalised
patients whose physiological conditions must be maintained. Smart health sensors
are utilised to capture extensive physiological data,which is then evaluated and stored
by gateways and the cloud before being wirelessly sent to caregivers for additional
analysis and evaluation, as illustrated in Fig. 6. It eliminates the need for a health
expert to visit the patient regularly to check their vital signs instead of delivering a
continuous automatic flow of information. This approach simultaneously enhances
care quality via continual attention and decreases care costs by lowering the cost of
conventional care methods and data collecting and analysis [7].

Several more people worldwide are in poor health due to a lack of easy access
to proper health monitoring, and they may be classified as critical situation patients.
Compact, reliable wireless solutions linked via the Internet of Things, on the other
hand, allow monitoring to reach these patients. These technologies could be used
to record patient health data from various sensors securely, assess the data using
complex algorithms and then share it with medical specialists via wireless links so
they can make the appropriate clinical guidelines [19].
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Fig. 5 Smart grid applications

Fig. 6 Smart healthcare concept
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Fig. 7 Smart transportation aspects

2.5 Intelligent Public Transport and Mobility

Road condition monitoring and alarms are an important IoT application. Multi-
technology dissemination is used tomanage vehicle routing, speed control and traffic
management. Transport can also benefit from IoT, such as electric cars, which are
gaining popularity as a way to reduce fuel costs and the impact of global warming.
Lithium-ion batteries have been the subject of extensive research funded by a number
of governments [20] (Fig. 7).

2.6 Smart Manufacturing and Smart Factory

Artificial intelligence, machine learning, expertise labour mechanisation and M2M
communication are incorporated into the manufacturing process [21]. Allowing low-
emission and incidental manufacturing can improve safety and protect the environ-
ment. Manufacturing is becoming “smarter” as a result of advancements in the inter-
action of machines and other items and the resulting shift in decision-making from
people to technological systems [13]. Physical cryptographic systems linked to the
Internet are at the heart of Industrial 4.0, also referred to as an intelligent industry.
The “industrial Internet of Things” will enable “smart factory” and “smart manu-
facturing” to be fully realised through M2M communications enabled by big data.
The country’s research and innovation policy will be refocused on forward-thinking
initiatives related to scientific and technological breakthroughs following the launch
of the high-tech strategy 2020 initiative. This is depicted in Fig. 8.
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Fig. 8 Smart factory (industry 4)

2.7 Smart Environment

Human existence is profoundly influenced by the natural environment. An unhealthy
environment can harm all of these, including people, animals, birds, fish and plants.
Environmental pollution and waste resources have been the subject of numerous
studies [7]. Industrial and transportation wastes and irresponsible human actions are
everyday causes that affect the ecosystem, making it challenging to create a healthy
environment. Monitoring the environment is essential to assess the current state
and make correct life decisions based on data collected from monitoring systems.
Management must have efficient resource consumption and use and reduce factory
and vehicle wastes.Monitoring andwastemanagement give vast data to push govern-
ments or healthy environment groups to enforce health standards [22]. An intelligent
environment is an essential part of our daily lives, as shown in Fig. 9, since it offers
numerous services and remedies for a wide range of environmental uses, including
water and air pollution,weather and radiationmonitoring,wastemanagement, natural
disasters and a variety of other ecological indicators. Smart environmental devices
that integrate with Internet of Things (IoT) technology are currently being devel-
oped. There are several Internets of things applications for the environment, divided
into environmental resource management and environmental quality and protection

Fig. 9 Architecture of the Internet of Things [27]
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management. Resourcemanagement has an impact on all natural resources, including
animals, plants and forests, birds and fish, coal, petroleum, land, freshwater, air
and heavy metals such as gold, copper and iron. IoT can facilitate communication
between these resource sensors and research and monitoring centres, allowing for
more informed resource allocation decisions [23].

2.8 Academic

Kuwait is preparing to introduce a new having to learn procedure known as massive
open online courses, which promotes open learning (MOOC). This way of education
enables anyone in the society to connect the information and learning reference
anywhere at time and from any place, while also sharing knowledge.

3 Internet of Things Challenges

Even though the stages of the business described above are fascinating in providing
technology for bright everything, there are some costs associated with putting the
Internet of Things concept into practice. In addition to the assumption that the tech-
nology must be low-cost and applicable to a wide range of things, IoT faces a slew
of other issues [24], including:

• Scalability: To achieve scalability and efficiency, new processes and methodolo-
gies must be developed.

• Self-Organising: Smart objects should not be treated the same way as computers.
Mobile items must connect, arrange and configure themselves to their surround-
ings.

• Data volumes: Sensor networks, logistics and large-scale networks are exam-
ples of Internet of Things application scenarios. This phenomenon necessitates
new operational mechanisms and technology for data storage, processing and
administration.

• Data interpretation: To help savvy item users, it is important to understand
the local situation as accurately as possible. Services must derive generalisable
inferences from analysed sensor data to benefit from the heterogeneous data.

• Interoperability: The Internet of Things’ information, processing and communi-
cation capabilities vary by smart item. Constraints on smart items include energy
availability and communication bandwidth requirements. Common standards are
required for these objects to communicate and collaborate.

• Automatic Discovery: In dynamic contexts, relevant services for items must be
recognised automatically, which necessitates good semanticways of defining their
functioning.
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• Software complexity: More comprehensive software architectures on the
network and background servers will be required to manage intelligent objects
and deliver services.

• Security and privacy: In the IoT, specific services must be accessed or prevented
from connecting with other things, and commercial transactions involving smart
items must be safeguarded from prying eyes.

• Power supply: RFID transceivers do not need power, but their range and effec-
tiveness are limited. Future embedded systems processing and communication
modules should be smaller. Energy conservation is a consideration in both
hardware and software design.

• Wireless communications: Newer wireless technologies like ZigBee use less
power but have less bandwidth. GSM, UMTS, Wi-Fi and Bluetooth must be
replaced by faster and more efficient wireless standards.

4 Architectures of IOT

There are alreadymanydevices that connect to the Internet, such as robots, drones and
sensors. These gadgets are primarily part of an ecosystem known as the Internet of
Things (IoT), which epitomises today’s digital revolution. This ecosystem comprises
devices, sensors, networks, cloud storage and apps that work together to assist enter-
prises in improving their strategic posture [25, 26]. Figure 9 depicts the Internet of
Things architecture.

4.1 Sensing Layer (Hardware)

The sensing layer includeswireless sensor devices, embedded systems, RFID readers
and other sensors in various formats. In the sensor field, hardware that supports
information identification and storage, software that collects data from the sensor
network, communication and data processing control are all critical components.

4.2 Networking and Communication

First data management layer in IoT is Internet backbone. It includes data routing,
publishing, subscribing and cross-platform execution. It must be able to change
the network in order to automatically identify and map things. Prioritise power
consumption, network management, energy efficiency and service quality (QoS).
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4.3 Service Layer

The supplier layer is in charge of maintaining device and data tracking. This layer
is responsible for data filtering, information discovery, integration services, service
components and access to IoT technologies.

4.4 Interface Layer

As RFID technology advances, many new applications will be included in the
“Internet of Things” umbrella. Each IoT device brings benefits to our daily lives,
such as the ability to assist individuals, businesses and communities. People may
come across this new concept in various settings, including health, safety, business
and everyday activities.

5 Results and Discussion

Most countries worldwide develop intelligent city programmers focused on energy,
water, transportation, buildings and governance. Five countries lead 84 per cent
of the efforts: the USA, Europe, Japan, China and Korea. Other nations, such as
India, Australia, South Africa, Canada and Singapore, are also developing digital
and linked infrastructure. Millions of items will be wiser and more intelligent by
the end of this decade, dramatically improving people’s lives. Several organisations
are working to standardise IoT-related technology to provide more effective and safe
implementations. The creation of IoT applications based on client needs changes in
response to user expectations.

6 Conclusion

Kuwait is not alone among Southeast Asian countries with the necessary infrastruc-
ture for IoT adoption. Kuwait’s government intends to make IoT available across
the country by 2015. Kuwait also has policies and objectives for developing IoT
devices linked to other countries’ development. The IoT has emerged as a predicted
trend in the information industry development, resulting in a higher standard of
living. Big data has become more complex in detection, communication, control
and awareness production, but its growth will continue. Improving these challenges
in the coming years will be a powerful and daring step for commercial, industrial
and academic networking and communication. Adding a facility to handle unified,
seamless, universal Internet connectivity, standardisation and interoperability are all
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possible enhancements. Research is also needed in energy sustainability, privacy and
security.
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Adoption of Information
and Communication Technologies
in the Agricultural Sector

Sussy Bayona-Oré and Rafael Villon

Abstract Today, information and communications technologies (ICTs) are present
in all sectors, and the agricultural sector is no exception. Access to information
is important for gaining knowledge and making better decisions. Several factors
determine the adoption of ICTs in the agricultural sector. This article presents the
literature review on the factors that condition the adoption of ICTs in the agricultural
sector. A total of 17 scientific articles were reviewed and analyzed. The results of
the review show that some factors mentioned in the literature are education, ICT
availability, age of farmers, subjective norm, and farm size. The models that explain
the technology acceptance used in the studies were technological acceptance model
(TAM) and unified theory of acceptance and use of technology (UTAUT) and theory
that explains human behavior such as theory of planned behavior (TPB). In future
adoption model proposals, the factors, models, and theory can be taken into account.

Keywords Adoption · Agriculture · ICT · TAM · TPB

1 Introduction

Today, organizations are investing in the acquisition of information and communi-
cations technologies (ICTs) in order to improve their processes and provide better
services and products to their customers. Agriculture could also take advantage of
this widespread use of ICTs, which could represent an opportunity for growth in
this sector, improving its inherent processes. Also, the agriculture sector plays an
important role in the economy of a country [1].

Emerging technologies such as machine learning have been incorporated into the
sector to support farmers’ decision-making in the prediction of agricultural product
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prices [1, 2]. This demonstrates the importance and benefits that the application and
use of ICT can provide a significant contribution to the agricultural sector.

Likewise, the incorporation of ICTs in farmers’ livelihood activities could increase
their productivity, access to new markets with competitive prices, access to clima-
tological and meteorological information, etc. Despite the benefits offered by ICTs,
ICT adoption is still limited by poor infrastructure and access to connectivity [3].

Several studies have been conducted with the purpose of proposing ICT adoption
models in the agricultural sector. Among the models that explain the technology
acceptance, we can mention the technological acceptance model (TAM) [4], unified
theory of acceptance, and use of technology (UTAUT) [5] or theories that explain the
human behaviors such as theory of planned behavior (TPB) [6]. Perceived usefulness
and attitude toward behavior are two constructs of TAM and predictors of behavioral
intention. The constructs of TPB are attitude toward behavior, subjective norms, and
perceived behavior control. Some constructs of UTAUT are performance expectancy,
effort expectancy, social influence, and facilitating conditions. In the adoption of
ICTs, aspects such as access and connectivity [7, 8] are mentioned.

The aim of this article is conducting a literature review in order to know the factors
that should be taken into account when proposing a model for ICT adoption in the
agricultural sector. This article is a contribution to knowledge and serves as a basis
for future research.

The article is structured in five sections including the introduction. Section 2
presents the background. Section 3 presents the methodology. Section 4 presents the
results. Finally, Sect. 5 presents the conclusions.

2 Technology Adoption Models in the Agricultural Sector

Growth in the agricultural sector helps diversify the economy and reduce dependence
on non-renewable extractive industries and can be amajor driver of poverty reduction
[9]. Therefore, this sector is very valuable for the growth of the economy, and if the
sector grows, then it will generate more jobs. Farmers are the basic unit involved
in developing and sustaining the agricultural sector. In this sense, it is important
to review the models of technology adoption and identify which constructs can
influence the adoption of ICTs by farmers, as well as their use and behavior within
the associations. Some of the most important theoretical frameworks are the theory
of planned behavior (TPB), the technology acceptance model (TAM), and the unified
theory of acceptance and use of technology (UTAUT) [10] among others.

2.1 Adoption of Technologies in the Agricultural Sector

Figure 1 shows the concurrence network map of the keywords of the publications
identified in the SCOPUS database using the search chain:
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Fig. 1 Map on ICT adoption in agriculture using [11]

(TITLE (ICT OR technology OR tic OR “information communication technol-
ogy”) AND TITLE (adoption OR acceptance) AND TITLE (agriculture OR farm OR
“agricultural worker” OR agricultural)).

Figure 1 shows that there are publications with topics associated with the adop-
tion of information technologies in the agricultural sector. The topics that are closely
related are technology in agriculture, adoption of technologies, farmers’ attitudes,
precision in agriculture, among others. In cluster 1, some topics are related to
robots in agriculture, technologies in agriculture, Internet, innovation in technology,
technology in agriculture, food production, and decision-making.

The topic of technology acceptance and research on people’s behavior are
aspects that are related to people’s attitude toward technology adoption. Technology
acceptance model (TAM) and theory of planned behavior (TPB) appear in cluster 1.

With regard to collaboration between countries (Fig. 2), it is observed that the
United States, China, Australia and the United Kingdom have the largest number
of studies. It is observed that despite the geographical distance between Australia
and the United Kingdom and the United States, they are intellectually close. Similar
situation between Australia and India, they are intellectually close.

3 Methodology

To begin with, the need for the research and the research question to be answered
were established. The research question is
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Fig. 2 Countries and their interest in the adoption of technologies in the agricultural sector [11]

What are the factors that contribute to the adoption of ICTs in the agricultural
sector?

Next, the key words for the search and the databases to be used to search for
scientific articleswere defined. Inclusion and exclusion criteriawere also determined.
The scientific articles considered were published in the period 2010–2022.

The process to select the articles was to review the title, the abstract, and finally,
the complete article. Excel sheets were used for data extraction. In the first stage,
relevant information was extracted from the articles such as article data, country
model used, constructs, proposed model, results, among others. In a second stage,
the similar constructs were grouped together.

4 Results

A total of 17 articles were selected. The results of the review show that the authors
use different denominations for a construct. From this new universe of constructs,
the frequency of repetition per author was determined and taking as a reference,
a repetition value equal to or greater than 2. A total of 17 factors were taken into
account in order of priority, which were considered to be the most relevant for the
research.

The results of the literature show that the applications of acceptance models have
been applied to the agricultural sector for the adoption of technologies in areas such
as e-commerce, smart cell phones, e-mail, information systems, among others.

Among the main variables found for the study are (1) farmers’ education, (2)
availability and access to ICT, (3) age of farmers, (4) subjective norm, (5) farm size,
(6) perceived usefulness, and (5) attitude toward the use of ICT among others. Table
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1 presents the constructs; the first column presents the terms used in the article, and
the column 2 presents the author.

The education construct is important in the process of adopting ICTs [7, 7, 12–
17], especially digital education, which allows farmers to have greater capacities for
the effective management of ICTs [12]. Pivote et al. [7] found that farmers’ lack of
education, skills, and abilities are barriers to the use of ICT in agriculture. Training
activities for farmers [3] can help achieve these skills [12]. Education has a positive
influence on the improvement of agricultural practices [15].

The age of the farmers is another construct considered in the studies [12–17].
Older farmers are less likely to adopt modern agricultural practices [15].

Wu [10] concludes that the perceived performance expectation of ICT for farmers
will have a positive outcome on behavioral intention. Social influence on information
technology for farmers will have a positive impact on behavioral intention. Facilita-
tion conditions and behavioral intention on information technology for farmers will
have a positive impact on usage behavior. In conclusion, farmers will have a positive
impact on adopting information technology services by the effort of expectations,
performance expectations, social, and environmental factors.

The age of the farmer has a variable effect on the adoption decision. In some
cases, younger age was recognized as relevant for adoption, as it possibly confers

Table 1 Constructs identified in the studies

Constructs Author

Digital education/education and knowledge/level of ICT
education/education/level of education

[7, 7, 12–17]

ICT availability/access to ICT/facilitating conditions/Internet
access

[7, 8, 10, 15, 17–19]

Age of farmers [12–17]

Subjective norm/social influence [10, 18–22]

Farm size [3, 13, 14, 16, 17]

Perceived usefulness [3, 20–23]

Attitude [3, 14, 20, 22]

Perceived effort expectancy [10, 19, 20, 23]

Perceived economic well-being/economic income [3, 16, 20]

Factor in farmers´ capacity and skills/farmer´s ICT skills [3, 7, 15]

Behavioral intention/motivation to use [3, 10, 18]

Use of ICT [8, 24]

Farm characteristics [13, 16]

Culture (social, organizational) [3, 24]

Role of government/government support [3, 24]

Perceived performance expectancy [10, 19]

ICT costs [3, 25]
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longer work horizons. The expectation of perceived effort in information technology
for farmers will have a positive impact on behavioral intention.

In another study [3], the factors were classified into two categories such as internal
factors and external factors. The factors farmer’s attitude toward the use of IT, training
and education, and cost of ICT was the most scored among the internal factors.
Among the external factors, government support is mentioned as the most important.
Facilitating condition has been considered the most influential factor after effort
expectancy [19].

Other factors have been mentioned such as personal characteristics, access to
electricity, number of crops grown, or dissemination of information (see Table 2).

The adoption models more used are TAM [20, 22–24] and UTAUT [10, 19, 20].
Other studies were based on the theory TPB [18, 22] or the combination of TPB and
TAM [22].

This research has limitations. One of the limitations of this research is that the
number of articles is low, and it is necessary to increase this number in future using
the technique of systematic review.

Table 2 Other constructs
identified in the studies

Constructs Author

Computer self-efficacy [23]

Personal characteristics [14]

Access to electricity [8]

Perceived behavior control [18]

Innovativeness [13]

Impact of social networks [24]

Dissemination of information [24]

Social category [16]

Number of crops grown [16]

Commercial orientation [16]

Access to mobile phone [17]

Access to radio or television [17]

Perceived utility [20]

Computer anxiety [23]

Relative advantage [25]

Perceived complexity [25]

Employee capability [25]

Top management support [25]

Perceived vendor support [25]
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5 Conclusions

Information and communication technologies (ICT) have been incorporated into
different sectors, including the agricultural sector. The applications are diverse:
price prediction of agricultural products, e-commerce, smart cell phones, informa-
tion systems, among others. The adoption of ICTs is conditioned by a number of
factors. A total of 17 articles were analyzed to determine the constructs or factors
that condition the adoption of ICTs in the agricultural sector. The results show that
the factors digital education, availability and access to ICT, farmers’ age, subjective
norm, farm size, perceived usefulness, and attitude toward ICT use are the most
frequent. Knowing the constructs will allow us to propose a model for ICT adoption
in agricultural associations in future. It is necessary to invest in technological infras-
tructure, in policies aimed at a digital agenda that includes expanding access to ICTs
for the population in general, especially the rural population, which is estimated to
be the least served and where there is a great demand for ICTs.
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Effective Biometric Technology Used
with Big Data

Abdulrahman S. Alenizi and Khamis A. Al-Karawi

Abstract The research has proposed a detailed study into the perceptive of govern-
ment employees about the entry of the concept of biometric authentication like voice
recognition at the respective workplaces in the State of Kuwait. Studies were carried
out on employees regarding the factors that influence the employees to adopt any
new technology, which helps in improved reception of biometric technology in the
Big data applications. To derive the required data for this study, a mix of interviews
and questionnaires was done; managers had to give the interviews, and employees
had to complete questionnaires which were provided by four particular government
organizations in the State of Kuwait to understand the perception of the employees
using voice recognition biometrics. It was seen from the study that therewas a notable
cultural and digital space between the required authentication solutions issued by the
management and the technological knowledge of the employees. Due to the situation
ofmisuse, andmainly a lack of trust in the newly introduced technology and different
management intentions, managers feel more responsible for minimizing the preva-
lent gaps. In the context of voice recognition implementation, it was more essential
to tackle the employees’ resistance. It is highly recommended to have proper orien-
tation and knowledge in voice biometrics much before introducing the technology
into the organization.

Keywords Big data · Voice recognition · Biometric · Users’ perceptions

1 Introduction

The evolution of new dimensions is constant in our lives with every new technology
that emerges. This helps to create interactions amongst users and the respective
governments via the help of electronic services. Governments seek the effective and
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efficient use of technology to deliver their services electronically with more ease [1–
3]. Hence, the electronic government has emerged to become quite a vital application
worldwide. For the function of Big data applications, users need to submit their data
to ensure an effective, efficient, safe technology, especially for providing reliable
methods for users and secure data systems.With the introduction of aBig data system,
the government has to tackle issues like user authentication, privacy, and information
security, where biometric would prove to be quite an ideal solution to tackle the
related concerns [4, 5]. It offers the proper identification facility of individuals and
the provision to control and safeguard the integrity of subtle, secure data that would
be saved in information systems [6, 7]. Thus, many governments have taken up
the use of biometric authentication systems for efficient functioning and delivery
of services. Simultaneously, this adoption process of fingerprint biometrics into Big
data has become a vital element for political planning in several governments. User
acceptance is considered essential for biometrics to be successfully implemented [2,
8]. Users may possess a straight influence on the functioning of biometric systems.
Hence, their requirements must be considered carefully, irrespective of how vague or
rough they may be [9, 10]. The aim of this research is to understand the factors that
impact the employees’ welcoming of the new biometrics concept and explain to them
how to do the voice recognition biometric implementation in Big data applications.

2 Background

2.1 Big Data Challenges

Although the governments have made many efforts in this regard, the success of the
Big data programme depends on the users’ readiness to utilize and receive the Big
data digital services using new Information and Communication Technology (ICT)
[4, 11]. Remarkably, security is one of the critical reasons. Extensive data systems
are reluctant because of ongoing perceived security issues [12, 13]. Table 1 shows
the details of the technological challenges.

2.2 Digital and Cultural Gap

Digital division applies to the difference between the very standard and high tech-
nology open community of citizens [14, 15]. That may be due to several factors,
such as the shortage of funding, high school, and electronic literacy. However, the
digital divide challenges the effectiveness of free digital apps. For example, citizens
in rural areas and neighbourhoods in the city’s inner-city have less Internet connec-
tivity than others, whilst others who have never had devices refuse to utilize modern
technologies [7, 16]. There may be a digital gap in the Kuwaiti situation due to a
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Table 1 Shows the details of the significant data challenges

Challenges Example and of challenges

Technological

• I.T. infrastructure – A lack of capacity for networking
– Inadequate framework integration
– Hardware and applications upgraded poorly
– Compatibility and sophistication of the structures in operation

• Security – Failure to secure transactions
– Trust in digital services online and government
– Failure of public sector security hardware

• Availability – Inability on request to offer resources and details
– React steadily and infringe on the demands of people

• Accessibility – Difficulty by individuals with disabilities to navigate the scheme
– The scope of the Internet is low

• Website design – Two limited languages for the contents of the website
– The simplicity of usage perceived and perceived utility

User-aspects

• Lack of awareness
• ICT skills

– Failure to inform about and learn from modern open government
programmes

– Inability to support extensive data orientation campaigns
– I.T. skills gaps amongst digital available administration users;
(i.e. citizens, employees, I.T. staff)

– Lack of essential awareness of healthy web activities

Social

• Culture – The religion of the traditional and tribal
– The trouble with language
– Resistance to transition

Financial

• Lack of budget/high
cost

– There high operating and repair costs
– High-security systems expenditure High

lack of technological expertise and practise. The results segment shows digital and
cultural gaps between government employees’ technical knowledge and the growing
need to cope with modern technologies.

2.3 Identification and Verification Technology

Biometrics refers to identifying the users automatically depending upon the person’s
particular behavioural or physiological traits [17, 18]. A biometric system, which is a
pattern recognition system,works via deriving an individual’s biometric information,
obtaining a feature set, which is then compared with the already saved template data
kept in the database. The biometric systems are working in two modes: either in the
verification or in the identification mode, depending on the context. The verification
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Fig. 1 Sample biometric traits: a fingerprint, b face, c iris, d hand geometry, e signature, and f
voice

mode refers to themethodwhere the system tests the authenticity of a person’s identity
by comparing it with the acquired biometric data with the biometric template(s)
kept in the system’s database [5, 10, 19]. The verification process is intended to
avoid any situation where several people may use the same identity. On the other
hand, identification mode is a negative recognition that prevents a person from using
numerous identities. In this work, voice recognition is used as a biometric. A sample
of biometrics can be seen in Fig. 1, used in verification or identification mode, the
voice recognition biometric involved in this work.

2.4 Voice Recognition System

Automatic speaker recognition using unique voice details is found in speech waves
by recognizing an unnamed speaker from multiple speakers. The aim of speaking
person recognition is to isolate, classify, and use this speaking knowledge for iden-
tifying purposes. It differs from the recognition of expression and language knowl-
edge since such definitions are about language recognition and voice interpretation
[15, 20]. Speaker recognition comprises feature extraction, classification, design
matching, decision-making processor modules, and speaker modelling. Voice recog-
nition intends to derive speaker-specific data, illustrate them, and then apply them
for identification purposes. In the testing phase, a sample of speech of the users is
matched with the previously stored speaker models, which were structured in the
training phase. The speaker’s award may be split into the verification and identifica-
tion of the speaker [13, 15]. Speaker tests are established to determine if the speaker
claims to be a speaker or not. The identity of the speaker may often be split into
two groups of problems: the closed one and the open one. Alternatively, the indi-
vidual who speaks a test utterance will determine if they belong to a community of
recognized PIN codes [7, 12, 21].



Effective Biometric Technology Used with Big Data 243

2.5 Some of Biometric Used in Big Data Applications

With the use of voice recognition technology, theBig data and e-government intend to
offer better services to its citizenswith secure and efficient access to data information,
offering identification of reliable individuals alongwith the facility for protecting and
controlling the honour of delicate data information systems. Scholars like Ashbourne
[9], Bonsor and Johnson [22, 23], and Scott [2] state that biometric technology can
be widely used for Big data and e-government schemes. Biometric technology is
presently applied in banking transactions, security access, and e-voting to guarantee
that voters are not voting more than once. With the help of biometric technology, it
has become possible for governments to minimize any fraud during any transactions
or through elections. It is, however, confirmed that biometric offers a significant
amount of authentication by recognizing people, yet there are negative features too
[24].

2.6 Concerns About the Use of Biometric Technology

Biometrics may offer a high degree of security by recognizing individuals through
their physiological and behavioural traits, but they will also fail to provide biomet-
rics. For example, fingerprints left on certain appliances can be saturated, faint, or
challenging to manage, mainly when the skin is wet or dry. Hand identification may
often be unsuccessful whilst the hand is impaired because no outcome matches the
photographs in the database already [24]. In addition, there are many obstacles to
the predecessor recognition scheme, such as sound noise and reverberation, which
may impair the accuracy of recognition performance [25] (Fig. 2).

3 Methodology

Analysing the literature on the application of biometrics to voice recognition led
to finding the available methods for an exploratory study related to the same. Two
questions were framed to derive descriptive information from both potential and
current users of the voice recognition application. The research was structured to
obtain answers to the questions below;

• What are the manager’s conceptions concerning utilizing voice recognition in Big
data applications?

• What are the employees’ conceptions concerning utilizing voice recognition in
Big data applications?

The study was approved in three stages with the three main groups of people, top
and middle managers, and employees, and the sampling method was purposive. This
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Fig. 2 Framework of the speaker recognition system

particular sampling process [26] is a pattern where “specific settings, people, or
activities are nominated purposely to give data that cannot be acquired as well from
other selections. The questionnaire was formed based on user acceptance of voice
recognition tools. Questionswere discussedmore in detail to understand the elements
that impact the use of the biometric application, like voice recognition. A quantitative
method provides a helpful trend analysis. Managers and employees had particular
questionnaires to understand their perspectives about the biometric application. The
usage of several or hybrid approaches both in quality and quantitative ways thereby
balances the limitation of one approach by the strengths of the other [27].

3.1 Data Gathering and Examination

The data relating to this study was derived from interviews and questionnaires. The
maximum interview time was estimated at 40 min, but the actual recording duration
was about 20–30 min. A questionnaire pattern was used with 60 employees from
different organizations in Kuwait [28]. Furthermore, interviews were conducted in
Kuwait using Skype software with ten managers of the Vocational education and
training and National Bank of Kuwait. To obtain personally meaningful information
from the participants, open-ended questions were used for the interviews [27]. Both
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answers were preserved in the Statistical Social Science Package (SPSS) programme
used for research.

3.2 The Finding

In the past, in most agencies of Kuwait, the recording of manual signature used to
be the procedure for confirming the employees’ attendance. This process, however,
has some negative points like, for instance, the employees could sign in for anyone
else and maybe even not record the correct time of signing. It was realized that this
is not an efficient and effective procedure for recording attendance which paved the
way for introducing voice recognition technology.

3.3 Interview Results of Managers

Likert scale form containing questions ordered from (1–5) was used in this interview.
Analysis in the question-by-question pattern is shown in this portion. Question1
represents the lower rank level, and level five is the highest rank. An analysis in the
pattern of question is obtainable in the following.

3.3.1 What Cultural Gap Do You Observe Amongst the Employees’
Level of Technological Knowledge and the Level of Voice
Recognition Utilized?

This question aims to investigate the cultural space amongst the degree of voice recog-
nition technology and technological experience of the employees in the respective
organization.

• Three of the candidates credited the prevalent technical, cultural space amidst the
staff to the standards of technological literateness.

• Two of the candidates claimed the prevalent technical, cultural space related to the
employees’ age, meaning the gap is more comprehensive as the employee grows
older.

• According to one of the candidates, the cultural gapwas the result of the perception
that using this technology showed the management’s mistrust in the employees,
persuading them against the application of this technology

• However, the two candidates did not mainly attribute the cultural space to any
exact reason.

• As two candidates, they did not even find any cultural gap.



246 A. S. Alenizi and K. A. Al-Karawi

3.3.2 Do You Agree on a Level of Responsibility for Tapering This
Cultural Gap?

This question checks the top andmiddlemanagers’ estimated accountability formini-
mizing the cultural gap between their employees and the levels of voice recognition
technology available at their workplace.

• Sixteen amongst the candidates, five considered them responsible for minimizing
the cultural gap. They initiated steps and processes to encourage employees about
the need for awareness of technology and its utilities.

• Four individuals did not deliberate themselves as responsible for minimizing the
cultural gap.

3.3.3 Have You Known Any Problems in Dealing with This
Technology? if Yes, What Were They?

The interviewees brought forward 10 responses, set out in the categories of difficulty
or frustration that they had faced, as well as what they thought were some of the most
common difficulties encountered.

• The resistance of the employee (10 respondents);
• Breaking down and disabling the voice recognition instrument by certain

employees (5respondents);
• Failure of the system (4 respondents);
• System failing to identify certain users (5 respondents).

3.3.4 What Are the Critical Barriers of Using Voice Recognition
in Your Organization?

This question points to the top and middle managers’ perspectives regarding the
obstacles to implementing voice recognition technology in their organizations.

• The answers to this problemwere associatedwith technological and digital culture
and the struggle to change for which the employees validated right at the start of
the arrangement.

3.3.5 How Do You Think Utilizing Voice Recognition Innovation
Influences the Self-Perceived Social Level of Your Employee?

This question looks at the social influence created by the implementation of voice
recognition technology on their employees and society.

• According to six respondents, more positive effects could be seen with stricter
regulations.

• Four of the respondents pointed out the negative features of this technology.
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• Optimistic and passive impacts were known to be the cause of the following:
• Four of the respondents checked the suspicion worries felt by some employees.
• One of the individuals testified that he felt proud of using technology, whilst his

friends who do not use it do not feel the same.

There is a cultural anddigital gapvalidatedwith the support of the technical awareness
of employees and also the expected verification results ensured by the management.

3.4 Questionnaire Results of Government Employees

Likert scale form containing questions ordered from (1–5) used in this survey. Ques-
tion1 represents the lower level of importance, and level five is the highest importance.
Survey was spread amongst 60 employees working at a government organization.

3.4.1 How Do You Think Using Voice Recognition Technology
in a Government Organization is Significant?

The following mentioned are the derived responses:

• None of the concerned participants thought it was unimportant.
• 28.6% consider it essential.
• 8.7% view it as quite important.
• A minority (40.3%) rate of participants are unaware of the value of applying the

system of voice recognition technology at their respective workplace

3.4.2 Do You Think It is Essential to Be Aware of This Technique
Before it is Used?

The notion of awareness contains the elements of employees’ information, state-
ment, and instruction. The respondents differentiated the degree of significance in
the following ways—1) What is the role of technology in this area?

• Only 3% of the participants felt there is no need to enhance the employees’
alertness about the related biometric before its installation

• 13.5% consider it essential.
• Most of the respondents (48.46%) have assumed that it is essential to have know-

how before using speaker recognition biometrics.
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3.4.3 Do You Think Utilizing This Biometric in Your Work Means
Employers Suspect Employees?

The response to this question analyses the users of the view of the employer suspicion
that comes from the introduction and use of voice recognition technology.

• 32.6% of respondents declared that it does not intend mistrust.
• 9.7% consider its distrust.
• 19.9% are sure that it is mistrust.
• 27.8% of participants are not sure if it is mistrust or not.

4 Discussion

The derived outcomes show that after the survey, 90% of the managers have agreed
that there is a cultural/digital gap as the result of less familiarity of the employeeswith
the technology and the organization’s embracing of voice recognition biometrics.
At the same time, 45% of other respondents stressed the negative effect of using
this biometric, which was based on the findings by Coventry [28], who focused
on the feebleness of the cultural and social consciousness of the ideas and DOG
applications. This strengthens the trials in using Big data in Kuwait, which denotes a
lack of awareness classes about the application of Big data, inadequate curricula for
official education for preparing for the information age, and the citizens’ illiteracy of
computer knowledge. 34.8% of the survey respondents are not sure if the arrival of
this new technology denotes mistrust. 23.6% of respondents are confident that using
this technology indicates that employers lack trust in their employees. This could be
due to factors like absence of knowledge via consultation, information, notification,
and extent of computer literacy.

5 Conclusion Remark

Research learning was conducted to understand the perceptions of government
employees regarding factors linked with the arrival of voice recognition biomet-
rics in the workplace. There must be an orientation and awareness programme about
voice recognition before introducing this technology into the organization. Top and
middle managers pointed out the employees’ resistance to installing the technology
before even installing it.Mostmanagers refused to think of themselves as responsible
for minimizing the cultural and digital gap concerning voice recognition technology.
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Dropout in Higher Education
and Determinant Factors

Sussy Bayona-Oré

Abstract One crucial topic in higher education that have negative consequences
is student dropout. In academic organizations there is a duality between retention
and dropout. This situation is not only detrimental to the student who sees his or
her dreams of completing a professional career cut short, but also to the educational
organizations. Knowing the factors that cause the student dropout allows educational
organizations to take actions to prevent dropout. The results of the literature reviewon
factors related to dropout, as well as the categories used by the authors to categorize
them, are presented in this article. The results show that institutional, academic, indi-
vidual, economic, and vocational are the categories most used by authors. Knowing
the determining factors will make it possible to analyze how these factors influence
dropout.

Keywords Dropout · Higher education · Factors · Categories · Student dropout

1 Introduction

Nowadays many students who finish their secondary studies choose to pursue
a university career. This is a new experience and generates many expectations.
However, the student’s dream of completing the university career may be truncated.
Admitting to university, in addition to being a change that implies responsibility and
independence of the student, requires the ability to adapt to a new study environment.
Also, the level of preparation of the student [1] and motivation for the study program
[2].

The decision made by the student to dropout of their studies is a phenomenon that
has been considered a social problem with negative consequences. Student dropout
is a common problem in educational institutions. Not completing this educational
process places the person at a disadvantage for the rest of his or her life [3]. For that
reason, evaluating the student dropout rate becomes a vital concern [4].
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The above is the impact at the individual level, but dropout has a socio-economic
impact and puts young people at risk [5]. Dropout is considered a complex problem,
which has motivated interest in conducting studies on the factors that condition it.

Leaving a study program prematurely, before achieving the degree [6] is called
student dropout. Dropout is considered a topic of interest in the educational field [7]
and has given rise to different proposals to explain it. Tinto’s model [8] is the first
and most recognized model of university dropout [9], which conceives academic
persistence as a phenomenon that depends on various factors, i.e., it is multifactorial,
and is favored by the integration between the student and the academic environment.

The impact of student dropout affects educational institutions and there is an
impact at the individual (student), economic and social levels [10]. In some cases,
despite the various initiatives implemented by universities to retain the student [11]
the student may decide to abandon studies.

There are several factors that condition student dropout. That is, the permanence of
the student is conditioned by individual, institutional, economic factors [12], physio-
logical or related variables [9]. Thismakes dropout amultidimensional phenomenon,
due to the interaction of different factors.

The purpose of this article is to determine the most common critical factors that
have been mentioned in the literature. Knowing the factors that condition dropout
makes it possible to develop strategies to reduce the dropout rate. The discussion of
determinants has been a topic of interest and debate by researchers and educational
policymakers [13].Knowing thedeterminants allowspolicymakers to takepreventive
actions before corrective ones. This article is a contribution to knowledge and serves
as a basis for future research.

Therefore, after the introduction, the rest of the paper is structured as follows:
Sect. 2 presents the background of the research work; Sect. 3 presents the method-
ology used; Sect. 4 presents the results. Finally, conclusions and future work are
included in Sect. 5.

2 Background

The interest in studying student dropout is because various factors interact with each
other to predict it [14]. Student dropout affects students because they stop graduating.
Dropout is a process of social and academic interaction and integration of the student
[15].

The previously mentioned is related to personal and institutional objectives. Like-
wise, the student’s own factors are involved in dropout, as well as the student’s ability
to integrate into a new academic environment to achieve his or her goals. It is neces-
sary to differentiate between two types of dropout voluntary when the student volun-
tarily decides to leave the career, and involuntary when this decision is institutional,
either because of performance or discipline.
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There is not a standard definition for dropout. Tinto [8] define “dropout as student
who enroll in college but do not reenroll or do not complete their intended degree
program or set of courses”.

Other definition is “the premature abandonment of a study program before
reaching the degree and considers a sufficiently long time to rule out the possi-
bility of the student rejoining” [6]. Dropout is defined “those students who do not
return to the college in which they enrolled, have no definite plans to return, and do
not transfer to another institution of higher education” [16].

2.1 Determining Factors and Dropout

The causes that influence student dropout are diverse and have been studied to date.
Moreover, student dropout has increased due to the impact ofCOVID-19. The reasons
for dropout have been discussed by various authors who argue that there are several
reasons why students fail in universities.

Dropout is due to institutional, academic, economic, academic, vocational char-
acteristics. Also, in the first four academic cycles there may be higher dropout rates.
For that reason, an important indicator in the accreditation system is dropout, so
universities should have mechanisms to identify problems in the student’s progress,
have a tutoring system or reinforcement and leveling programs.

Student dropout can occur (1) in students who entered and left the educational
systemwithout finishing it and (2) in those who finish the course, but do not continue
in the next one [17]. Likewise, the first semesters of study are conducive to dropout
and is associated with economic factors [17]. In other cases, the benefits brought by
information and communication technologies (ICT) can be overshadowed as a cause
of the decision to dropout of college. Mostly, when ICTs are used inappropriately.

Bher et al. [7] conducted a study with the participation of students who had
dropped out and found that lack of interest in the field of study andwrong expectations
were the main causes of dropout. In another study [18] the most influential factor
was the time gap between secondary and tertiary education.

Morelli et al. [9] argue that a student who can manage university activities is less
likely to dropout. Therefore, it is important that students learn to manage their time,
know studymethods, techniques to reduce stress, interpersonal skills, and techniques
to improve concentration, among others.

Academic performance is considered as a determinant of student dropout.
Goundar et al. [19] argue that some students in computer science programs consider
it a difficult discipline and that students who do not do well in courses are more
likely to dropout. In other words, academic performance is one of the main reasons
for abandoning studies [20].

Zhao et al. [21] argue that the lack of commitment to science, technology, math-
ematics and engineering and the high dropout rates are related to the number of
unfilled positions in the ICT area. Another factor mentioned is [22], especially when
the experience is negative, it can generate stress, anxiety and lack of concentration.
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In addition, in the process of deciding to continue the studies or not to continue,
preceding the abandonment of the studies, mental health problems may arise.

Wild [2] found connections between motivation and student behavior. The reason
is that as the study time progresses, the motivation for the program decreases.

A problem that students present in the first cycles is the adaptation to the university
system, because it is a change, and in somecases, theydonot knowhow tomanage this
change. In other cases, students may present low academic performance and decide
to stop studying, and consequently young people cannot meet their personal and/or
family goals, which is exacerbated when the student does not assume responsibility.

3 Methodology

To determine the determinants of dropout a literature review was conducted. For this
purpose, scientific articles published in the period 2020-22 were reviewed.

Scopus was used to identify the scientific articles related to student dropout. The
terms dropout, “drop_out”, “university students” and “higher education” were used
to create the search string. The term “packet dropout” was excluded.

The inclusion criteria were scientific articles that include the classification of
factors related to student dropout. Short articles were not considered. To extract
the relevant information from each of the scientific articles, an Excel format was
designed with the following information: general data of the article, categories used
to classify the factors related to dropout, factors and definitions of the factors.

4 Results

There is a set of factors that determine the student dropout. Various authors propose
categories to group the factors. Next, the results of the review of scientific articles
are presented with the purpose of identifying the factors and the categories used to
classify them.

4.1 Categories Used to Classify the Factors

The categories used to classify the factors related to dropout are: (1) individual related
to students [12, 23, 24] such as academic information and personal information
[25] or performance [26], (2) economic [12, 23, 27], (3) academic [23, 24, 27],
(4) organizational [9] or institutional related to university [12, 24, 26, 28, 29], (5)
external factors related to information from the university, the environment and
student support [25], (6) related variable [9], and (7) psychological [9].



Dropout in Higher Education and Determinant Factors 255

Other categories such as (1) environmental, (2) motivational [27], (3) vocational
[26, 27] and socio-economic [24] are mentioned. Additionally, Ambiel et al. [26]
propose the categories (1) support that includes the financial difficulties or family or
work conflicts, (2) interpersonal or the relationship with their peers, and (3) career
related to future professional prospects.

Chopra and Menon [28] propose other categories such as (1) family oriented,
(2) community oriented, and (3) social media oriented. Bussu et al. [29] propose
the categories (1) individual characteristics such as gender and age, (2) student
background, such us family income and education, (3) institutional environment
such as teaching and research quality, and (4) student satisfaction.

The categories used by the authors to classify dropout factors are presented in
Table 1.

Analysis of the results shows that the authors classify the factors according to
their criteria and that there is no standardization. It is also observed that the same
factor can be considered in two categories. Among the categories most used by the
authors of the selected studies are institutional, academic, individual, economic, and
vocational.

Table 1 Categories used to classify the factors and student dropout

Author Categories

Morelli et al. [9] Psychological, organizational or related to the university, and
related variables

Aina et al. [12] Individual or related to the students, institutional related with the
university, and economic

Aldahmashi et al. [23] Economic, individual, and academic

Guzmán et al. [24] Individual, institutional, socio-economic, and academic

de Oliveira et al. [25] Aspects related to the student such as academic information and
personal information and external factors such as information
from the university, the environment, and student support

Ambiel et al. [26] Institutional, support, vocational, performance, interpersonal,
and career

Rodríguez-Pineda et al. [27] Academic, environmental, motivational, economic, and
vocational

Chopra and Menon [28] Student oriented, institution oriented, family oriented,
community oriented, and social media oriented

Bussu et al. [29] Individual characteristics, student background, institutional
environment, and student satisfaction
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4.2 Factors Related to Dropout Student

Some factors mentioned in the Institutional factors are information about the univer-
sity, the environment, the support provided to students, teacher-student interaction,
academic support or institutional commitment.

Some factors mentioned in the Economic category are: students who work to
continue their studies and lose their jobs or their salary is cut, the need to work to
support the family’s livelihood, accumulating student debts and not being able to pay
them, the cost of university studies, the student’s need to work to pay for housing,
food or study expenses, and the student’s need to work in order to pay the costs of
living, food or study.

Some factors mentioned in the Individuals category are age, gender, student’s
ability to integrate into the academic system, social integration, motivation to
continue studying, student behavior, level of commitment, student engagement,
student’s characteristics, poor cognitive ability, limited learning abilities, student’s
pregnancy or decision to become a parent, health problems, integration problems,
interpersonal relationships, self-efficacy, unfulfilled expectations or emotional crisis.

The factors related to Academic category are not performed well in courses,
gap between secondary and higher education or level of preparation of the student,
academic information, academic performance, duration of the career, academic help
from peers, support provide to students, lack of orientation, level of satisfaction,
curriculum expectations or teaching methodology.

Some factors related to Vocational category are lack of interest and perception
of little usefulness of the selected career, choice of course, perceived interest in the
program, and permanence due to professional interest.

Other factors related toFamily oriented are family culture, socio-economic status,
parental support, family composition, lack of parent education, change of place of
residence, change of marital status, illness of a family member requiring care and
dysfunctional home.

Unlike other years, in 2021 the change from face-to-face classes to virtual classes
due to COVID-19 pandemic the factor student-perceived quality of received educa-
tion and social interaction arementioned. Also, case of burnout and health integration
[30].

5 Conclusions

Student dropout is a problem that affects universities in the international and national
context. Several studies on dropout have been conducted and it continues to be
a topic of interest to the academic community. Recently, with the impact of the
COVID-19 pandemic, student dropout has becomemore important due to the concern
of the education sector at the level of government, universities, teachers, students,
parents, and others. In this research, a literature review was conducted to identify
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the categories used to classify the factors and conditioning factors for dropping
out of a study program. The categories more used to group the factors related to
student dropout are institutional, academic, individual, economic, and vocational.
Knowing the determining factors will make it possible to analyze how these factors
influence dropout. As future work, the literature review will be expanded, applying
the systematic review to then conduct a study to analyze which factors have the
greatest influence on student dropout.
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Feedback via PhoBERT-Based Deep
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Abstract With the rapid development of social media platforms as well as the cur-
rent pandemic, the majority of activities are performed online. The user comments
obtained from the digital channels are crucial in order that the agencies or organiza-
tions can improve and develop their brand. Thus, an automatic system is necessary to
analyze the sentiment of a customer feedback. Recently, the well-known pre-trained
language models for Vietnamese (PhoBERT) have achieved high performance in
comparison with other approaches. However, this method may not focus on the local
information in the sentiment like phrases or fragments. In this paper, we propose a
PhoBERT-based convolutional neural networks (CNN) for text classification. The
output of contextualized embeddings of the PhoBERT’s last four layers is fed into
the CNN. This makes the network capable of obtaining more local information from
the text. Besides, the PhoBERT output is also given to the transformer encoder layers
in order to employ the self-attention technique, and this also makes the model more
focused on the important information of the text segments. The experimental results
demonstrate that the proposed approach gives competitive performance compared to
the existing studies on three public datasets with Vietnamese texts.
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1 Introduction

Collecting customer feedback is a great way for agencies or organizations to under-
stand the strengths and weaknesses of their products and services, and also to under-
stand what the customers like and do not. This is also a way to quickly capture
the psychology and need of customers to bring them the most perfect products and
services. Nowadays, with the great development of science and technology, espe-
cially the explosion of transactions through the digital channels like social media
and e-commerce has allowed people not only to share information on it, but also
express their attitudes and views toward products, services and other social issues.
Due to the current pandemic, besides, people are studying, working, and interacting
from a distance. The online social networks are then continuously adapted and have
generated a lot of opportunities for obtaining interest from individual users. This
allows people to freely express themselves and to influence others on the network.
Therefore, the digital channels have become extremely important, and it is a source
of an extremely large and important amount of information.

The information that the users leave on the digital channels related to daily lives,
and it is necessary to analyze the obtained opinion in order to automatically manage
the public review and support decision making. For instance, the comments collected
from Twitter have been utilized to predict the election outcomes [1].

In general, the information collected from the digital channels helps the agencies
or organizations to gain insight: (1) The customers use this information for searching
or referring purposes before they make a decision about using a product or service;
(2) The service providers can also use these sources of information to evaluate their
products, thereby they are able to make improvements more relevant to users, bring
higher profits, and avoid unfortunate risks. Especially, as the businesses have a new
product, they want to launch it in the market. It is extremely necessary to get the
customer feedbacks or surveys; (3) The authorities can use this information to find
out the comments and attitudes of the community in order that they can promptly
adjust and announce policies to make them more reasonable.

To solve the mentioned matters effectively and quickly, we need to take advan-
tage of artificial intelligent in analyzing the collected information such as comments,
reviews, and opinions that the customer or users leave over the digital channels. We
consider this issue as a text classification which aims to assign the text to various
categories. The application of text classification comprises topic classification [2],
question classification [3], and sentiment analysis [4]. There are various techniques
proposed to solve these problems so far. Especially, the deep learning technique
has become popular in such text classification as CNN [5], recurrent neural net-
works (RNN) [6], and other complicated approaches. With the deep learning-based
approach, the model takes a text as an input to generate text representation at the
output. This output is then passed to the softmax or sigmoid layer to produce the
probability of each label.

For sentiment analysis, themain objective is to classify the text content to positive,
neutral, or negative sentiment. There are numerous surveys and researches published
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in this area, and the sentiment classification has been categorized into three levels
like aspect-level, sentence-level, and document-level [7, 8]. The levels of sentence
and document are interesting and challenging. However, the aspect-level is more
complex because it performs finer-grained insights. The sentiment analysis can be
developed relied upon various approaches like approaches based on lexicon, machine
leaning methods, and hybrid methods [9–11].

Besides, we have found many published researches for analyzing Vietnamese
texts [12–15]. Most existing approaches for Vietnamese texts are developed by using
BERT, PhoBERT [16], CNN, CNN + long short-term memory (LSTM), and ensem-
ble learning. The pre-trained BERT utilizes the technique of word separation for
English, so it is unaware of the difference between Vietnamese syllables and word
tokens. Meanwhile, the PhoBERT is a novel model for Vietnamese language. This
is the reason we choose the PhoBERT-base in combination with CNN to develop
a sentiment analysis for Vietnamese texts, and the analysis is conducted based on
the sentence level. With this combination, the proposed model consists of two-fold:
The first one is that the model can effectively obtain local information in the texts
by embedding the last four hidden layers of PhoBERT into several filters and convo-
lutional layers of the CNN; the other is that the local representation obtained from
PhoBERT is fed into transformer encoder. This helps model to be capable of using
the self-attention technique to generate the final representation more focusing on the
text segments.

The paper is structured as follows. The related works are presented in the next
section. The proposed method is presented in Sect. 3. Section4 presents the experi-
mental results. Conclusion and future improvement are discussed in Sect. 5.

2 Related Works

We briefly review the existing sentiment analysis approaches for English and Viet-
namese texts which are closely relevant to our work.

2.1 Sentiment Analysis for English Text

Deep neural network has recently achieved good performance in the field of natural
language processing (NLP). CNN-LSTM presented in [17] uses a combined kernel
from multiple branches of CNN along with LSTM layers to analyze movie reviews.
By minimizing model overfitting, the authors show that this approach give high
performance. Yu et al. [18] have proposed a sentiment analysis for public news in
which the authors refine the key news from long and large news data. The k-means
clustering is used to divide the high-dimensional vector into k categories. Another
approach based on CNN has been proposed by Kim and Jeong [19]. The proposed
network consists of two convolutional layers, a pooling layer, an embedding layer,
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and a fully connected layer. The authors demonstrate that their model is better than
the other deep learning-based ones. Suciati and Budi [20] present a comparison of
deep learning machine and learning in sentiment analysis, and this comparison is
also conducted in emotion classification with multilabel classification. For machine
learning, the techniques like binary relevance, classifier chain, label powerset and
random forest, decision tree, support vector machine, and extra tree classifier are
used. Regarding deep learning, the authors utilize such techniques as gated recurrent
unit, bidirectional long short-term memory.

Ghorbani et al. [21] have proposed a method by integrating CNN and LSTMwith
the aim of identifying word polarity on the Google cloud platform. The authors also
make use of word embedding technique which learns features from the CNN layers.
These obtained features are directly fed into a bidirectional LSTM layer to gain
the dependencies of long-term feature. The proposed method gives high accuracy.
Another deep learning approach presented by Peng and Kexin Zhang [22] introduces
three deep learning networks for sentiment analysis. These networks comprise RNN,
LSTM, andCNN, and the public IMDBmovie reviews are used to train and assess the
models. An aspect-based sentiment analysis [23] is developed by using the pre-train
BERT which produces contextual word representations. The author also uses only
one sentence pair-based classifier from BERT to deal with both sentiment analysis
and aspect analysis. FastText and BERT have been proposed by Kastrati et al. [24]
in which the authors show that BiLSTM used together with an attention mechanism
give highest performance on the sentiment analysis for Facebook opinion. The work
presented in [25] shows the comparison between various deep learning networks
and LSTM ones. The authors have performed several combination of the networks
and concluded that the usage of BERT achieves the best results. However, the time
consuming is high for training process. Recently, a combination of BERT and CNN
has been proposed by Dong et al. [26]. In this work, the authors take advantage of
pre-trained BERT to extract global features of the text vectors. The features obtained
from the BERT layer are then fed into the CNN network for sentiment classification.

2.2 Sentiment Analysis for Vietnamese Text

We have observed that the sentiment classification for Vietnamese text is less studied
than that of English text. Nguyen et al. [27] present a work in which the authors make
use of several techniques like maximum entropy, Naive Bayes, bidirectional long
short-term memory, long short-term memory. This work shows that the bidirectional
long short-term memory model outperforms the other ones. Another work presented
in [28] is based on a combination of traditional and deep learning approaches. The
authors show that the proposed method achieves high accuracy than using each
one alone. The sentiment analysis for student feedback [29] has been proposed by
utilizingLSTMand dependency tree-LSTM.The authors present that the final hidden
state vectors of LSTM and dependency tree-LSTMmodels combined with a support
vector machine give high performance than the LSTM model.
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Khai Tran and Thi Phan [30] proposed a sentiment analysis by using the ensemble
learning model. This kind of model consists of various components like language
features, sentiment shifting, and statistical techniques. The word embedding is also
adapted to the deep learningmodel for solving sentiment factors in text. The proposed
model is better than the others which are based on the machine learning and deep
learning techniques. Another approach proposed to address the feature extraction at
the sentence level has been presented by Pham and Kieu [31]. The gate framework
is used for building a rule-based system. The student feedback corpus has been
presented byNguyen et al. [32] inwhich the authors have built aVietnamese students’
feedback corpus for the purpose of sentiment analysis. Besides, the authors also take
advantage of two existing tools like Datumbox framework and Stanford classifier to
perform the classification on their corpus.

3 Proposed Method

To extract the sentiments like positive, negative, or neutral from a given opinion, we
need several steps and solve various natural language processing matters. In general,
after collecting and extracting the feedback from several sources in diverse formats,
we need to convert it to normal text, and this text is processed by using natural
language processing (NLP) techniques. Below is the main steps of our work.

• Text sentence preprocessing.
• The text sentence is segmented into word level (in a form of Vietnamese text)
before putting into PhoBERT.

• Encoding word by using PhoBERT tokenizer.
• Putting the encoding text sentence into the model with attention mask.
• Taking the output vectors at the last four layers of PhoBERT and concatenating
them as a sentence feature.

• The sentence feature is then fed into the CNN model for text classification.

3.1 Data Preprocessing

The text obtained from the customer feedback needs to be processed in order to
maximize the extracted features which is better for further steps and to obtain a clean
text. The raw feedback content often contain noise and has not been segmented into a
normal form ofVietnamese text. Unlike English text, aVietnameseword can bemade
up of more than one sound (about 85% of Vietnamese word types are made up of at
least two syllables). For example, theword “giáo_trình” (corresponding to “syllabus”
in English) is made up of two sounds, namely “giáo” and “trình”. Meanwhile, the
two single words like “giáo” and “trình” can have different meanings. Therefore,
separating Vietnamese word is an important step that we need to take before putting
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Table 1 List of emoticons

Emoticons Meaning Regex Replacement

:), : ), :-), (:, ( :, (-:, :’) Smile (:\s?\)|:-\)|\(\s?:|\(-
:|:\’\))

pos_val

;-), ;), ;-D, ;D, (;, (-; Wink (:\s?\(|:-\(|\)\s?:|\)-:) pos_val

:-(, : (, :(, ):, )-: Sad (:\s?\(|:-\(|\)\s?:|\)-:) neg_val

:,(, :’(, :"( Cry (:,\(|:\’\(|:"\() neg_val

data into the next step. In this work, we utilize the package named VnCoreNLP [33]
to segment the Vietnamese words.

• The raw text (syllable level):
• The segmented text (word level):

We then apply a number preprocessing steps to minimize the redundant informa-
tion from the dataset and to reduce its size. These steps are as follows.

• Replace two or more dots with space.
• Substitute two or more spaces with a single space.
• Convert the text to lower case.
• Remove spaces from the end of texts.
• Replace all emoticons with the value of “pos_val” or “neg_val”, which is given in
Table1.

• Convert two or more letter repetitions to two letters.

3.2 PhoBERT-Based CNN Model

The pre-trained PhoBERTmodel is the well-known languagemodels for Vietnamese
text. This model can be fine-tuned, or used directly as a feature extraction for various
textual tasks. The proposed model comprises two main processes. The first one is
the PhoBERT-based model in which the text is passed through several self-attention
layers. This process aims to obtain the contextualized vector representation of the
text. With these self-attention layers, the output value corresponding to each input
token is acquired. The other is the CNN model which is used to extract the local
information (features) from the output of the PhoBERT’s layers. We employ the
transformer encoder to integrate the local information obtained by CNN model and
the representation of the entire text obtained by PhoBERT. By using the self-attention
mechanism, the model is capable of making the final sentiment representation con-
centrating on the important information of the sentiment. The architecture of CNN,
which is depending on PhoBERT, is depicted in Fig. 1.
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Fig. 1 The workflow of PhoBERT-based CNN

For encoder, we utilize the encoder with multiple layers to map the input to a
series of contextualized embedding vectors V = {c, {T1, T2, . . . , Tn}, s} where c is
the contextual representations for [CLS], s is the contextual representations for [SEP],
and Ti is the contextual representation corresponding to the i th token. We then use
the transformer encoder to map the obtained representations to the representation
of entire text. The PhoBERT input is a text, and the last four hidden layers of the
PhoBERT is then combined to obtain the representations of size (768× 4× 100),
where 100 is the maximum length of each text sample. These vector representations
are then parallelly passed to the convolutional layers (1D) of four different sizes like
(768× 2), (768× 3), (768× 4), and (768× 5). The number of filters in each size is
256. The output of the last four layers of PhoBERT is passed into each kernel. Each
kernel then has four channels, and the convolutional operation is then applied on these
kernels. The output of this step is fed into the ReLU activation function and max
pooling operation. Finally, the output of the max pooling operation is concatenated
and flattened before passing into the last dense layer. The sigmoid function is used
at the last dense layer if we want to get a binary classification. Otherwise, in case of
multi-classification, the activation function is set to softmax.

The PhoBERT-based CNN classifier is defined as follows.

ŷ = softmax(ReLU(Wc + b)) (1)
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where W is the weights and c is the representations obtained from the transformer
encoder and CNN layers.

The cross-entropy is used as a loss function in this work.

L =
∑

i

yi log ŷi (2)

where yi is the sentiment class and ŷi is the prediction of the i th corresponding
sentiment.

4 Experimental Results

4.1 Dataset

We employ three public datasets to evaluate the performance of our model. These
datasets consists of sentiment analysis. The information of these datasets is depicted
in Table2.

• Student feedback [32]: This dataset contains the student feedback in which the
students give opinions about a variety of issues. For sentiment-based task, the
training set comprises 11.427 comments with three classes like positive, negative,
and neutral. The testing set consists of 3.167 comments.

• Food reviews [34]: This is a dataset of food reviews which have been labeled with
two types of positive and negative sentiment. The comments are taken from the
Foody site. The classification of positive and negative label is based on the average
score of each comment.

• Ntc_sv [35]: It contains about 50,000 samples which is obtained from the reviews
of food and restaurants on Foody site. The reviews are labeled with negative and
positive sentiment.

We use the datasets with different comments to better evaluate the various models
like traditional (SVMandXGBoost) and deep learning (CNN, BERT, and PhoBERT-
based CNN) ones. The comments made in the datasets are separated with their

Table 2 The information of the three datasets for sentiment analysis

Datasets Type Train size Validation
size

Test size Labels Length
(avg.)

Student
feedback

Sentiment 11,427 – 3167 3 13.35

Food review Sentiment 30,000 10,000 10,000 2 94.77

Ntcsv Sentiment 40,761 – 10,000 2 78.25
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Fig. 2 Number of words of each comment before (a) and after (b) transforming into Vietnamese
normal form

corresponding sentiments (labels) by a comma. The training datasets are in a csv file.
For the datasets with two classes, the sentiment is either 0 (negative) or 1 (positive).
The sentiment is assigned a value of 0 (negative), 1 (neutral), or 2 (positive) in case
of three classes. Similarly, the test sets are also in a csv file. In case of the datasets
without providing the validation set, the validation set is then made by splitting 20%
samples from the training set.

4.2 Experimental Setup

The proposed network is implemented by using TensorFlow implementation of
PhoBERT. We choose the pre-trained model of PhoBERTbase (12-layer, 768-hidden,
12-heads, and 135M parameters) because of limited computational performance.
The size of a batch is set to 32, and the maximum sequence length of PhoBERT-
based CNN is set to 100 for all datasets in our experiments. The dropout operation
is added after the transformer encoder with multiple layers, the transformer encoder,
and CNN layer to minimize the overfitting. We optimize the model by using Adam
with the learning rate of 2e−5. The number of epochs is assigned to 10.

4.3 Results

Figure2 shows that the number of words of each sentence can be reduced after
transforming to the normal form of Vietnamese text. The statistics are conducted on
the student feedback dataset. The process of removing noises from the comments
also leads to a reduction in length.
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Fig. 3 Frequency of negative and positive words appeared in the training set of the student feedback
dataset

Fig. 4 Accuracy (a) and loss (b) corresponding to train and validation set

The frequency of words appeared in negative and positive comments is depicted
in Fig. 3a and b, respectively. As we can observe that the feedbacks classified as

negative frequency contain words like “nên”, “không”, ,
. However, the less frequency words seem to offer more insight like ,

, . Meanwhile, the positive feedbacks contain common
words like “ ”, , “giúp sinh _viên”. They also mention

works like , , , which are highly
valued by the students.

The neutral comments are generally descriptive. Even though these comments do
not express a particular sentiment, they make clear on topics that are related to the
students.
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Table 3 Results of sentiment analysis obtained from the student feedback dataset

Approach Precision Recall F1-score

SVM 0.9058 0.8014 0.8504

XGBoost 0.8714 0.8136 0.8415

CNN 0.8931 0.8705 0.8817

CNN+LSTM 0.8517 0.8903 0.8705

BERT-base 0.9414 0.8502 0.8935

PhoBERT-based CNN 0.9602 0.8725 0.9143

Table 4 Results of sentiment analysis obtained from the Ntc_SV dataset

Approach Precision Recall F1-score

SVM 0.8851 0.9031 0.8940

XGBoost 0.8810 0.9029 0.8918

CNN 0.8722 0.8526 0.8623

CNN+LSTM 0.8913 0.8638 0.8773

BERT-base 0.8814 0.8224 0.8509

PhoBERT-based CNN 0.9375 0.9024 0.9196

The accuracy and loss of training process on the student feedback dataset are
depicted in Fig. 4. The curves of train and validation accuracy show that the pro-
posed model tends to be overfit after reaching the highest accuracy at the 8th epoch.
However, the evaluation accuracy meet our expectation for this work, and the classi-
fication conducted on the testing sets give better performance than other approaches.
The experimental results of various methods are presented in Table3. The figures
show that the deep learning techniques outperform the conventional ones. In addition,
during themodel training, we have observed that the training time of PhoBERT-based
CNN is much longer than that of XGBoost, SVM, and even CNN method.

The experimental results conducted on the testing set of the Ntc_sv are illustrated
in Table4. TheBERT-basedmethod also gives better result in sentiment classification
than other approaches, especially the traditional approaches like SVM andXGBoost.
However, the PhoBERT-based CNNgives the best result. For the food review dataset,
due to the computational time, we only present the results of our method, without
comparing with other approaches. The precision, recall, and f1-score are 0.9405,
0.8823, 0.9104, respectively.

Compared with BERT-base and other methods, the PhoBERT-based CNN per-
forms better than on three datasets. This illustrates that the CNNmodel is effectively
used to improve the features obtained from the last four layers of PhoBERT. By
using CNN, the model is capable of obtaining new text representation from the fea-
ture vectors extracted by PhoBERT. This makes the model to concentrate on the local
information in the sentiment. The self-attentionmechanism is also another advantage
of PhoBERT which helps the sentiment representation concentrate on the important
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Table 5 Comparison of BERT-based and PhoBERT-based approach

Approach Precision Recall F1-score

Conducted on the student feedback dataset

UIT-VSFC [32] 0.8771 0.8866 0.8794

Our approach 0.9602 0.8725 0.9143

Conducted on the Ntc_sv dataset

BERT-base [14] 0.8813 0.9402 0.9090

BERT-TextCNN [14] 0.8885 0.9314 0.9094

Our approach 0.9375 0.9024 0.9196

information of the sentiment. Focusing on the local information and text segments
makes up the improvement in our approach. Although the training time is longer
than the CNN model, the proposed approach obtains better results, without taking
too much computational cost.

Table5 shows the comparison results with the existing works in which the testing
is conducted on two public datasets. The figures illustrate that the PhoBERT-based
CNN outperforms the state-of-the-art approaches.

5 Conclusion

We have proposed a new model for sentiment classification by combining the
PhoBERT and CNN model. The PhoBERT model is used to extract the feature
vector which contains full information of bidirectional context. This information is
obtained through the self-attention mechanism in each transformer block. The fea-
ture vector obtained from the PhoBERT model is then fed into the convolutional
layers for extracting the local information in the text. Combining the representation
of the whole text and local representation of the text gives good results in classifying
the Vietnamese sentiment. However, the model needs to be further improved in order
that the preprocessing stage is capable of replacing meaningless words in a sentence.
The new text representation from the feature vectors extracted by PhoBERT is also
another point which is considered in the future works.
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Evaluation of Cloud Databases
as a Service for Industrial IoT Data

Theodosios Gkamas, Vasileios Karaiskos, and Sotirios Kontogiannis

Abstract Applications using IoT sensory data, such as in Industry 4.0, are a classic
example of an organized database. This paper focuses on evaluating three types of
DBMS, MongoDB, PostgreSQL using JSON and the relational PostgreSQL, mea-
suring average, jitter, and loss of response Time and achieved throughput. Three
scenarios were thoroughly tested, (i) data insertions, (ii) select/find queries, and (iii)
queries related to correlation functions. Experimentations concluded that MongoDB
is between 19–30% faster than Postgres in the insert queries, achieving 51–55%
higher throughput. Additionally, relational Postgres is x4 times faster than Mon-
goDB and x2 times faster than Postgres JSON in the selection queries, achieving
31–35% higher throughput. Finally, the two versions of Postgres performed equally
concerning response time in the correlation function queries, while both of them
outperformed MongoDB by x3.6 times. Contrariwise, in the correlation function
queries, MongoDB achieved 19–24% higher throughput than both versions of Post-
gres.

Keywords Database systems performance evaluation · MongoDB · PostgreSQL ·
Industrial systems · IoT data · Industrial IoT

1 Introduction

Industry 4.0 [1] is nowadays a reality that accelerates and evolves at a fast pace.
Information has no more a single source, but on the contrary comes from several
machines, devices, sensors, or embedded systems [2]. With the appearance of the
Industrial Internet of Things (IIoT), such as wireless sensors and actuators, we have
passed from the digital era to the intelligent one [3]. For the intelligent industry,
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advanced manufacturing based on network and application data must be considered.
Those smart objects can communicate with each other [4] and can provide us with
tools such as big data analytics and cloud computing [5], leading us to the creation
of Cyber-Physical Production Systems (CPPSs) [6].

Appropriate control systems with Internet connection are required to handle the
measurements of a set of IIoT sensors. Two main concepts exist in the industry,
DCS and PLCs. A decentralized control system (DCS) is a control method with
some independent CPUs. Each CPU controls individual parts of the process, so if
one fails, the other CPUs will continue executing their function without disturbance.
DCS is more suitable for continuous processes with lots of analog signals and com-
plicated proportional–integral–derivative (PID) control loops, such as processes in an
industrial environment or oil refinery or power plant. Programmable logic controller
(PLC) does not imply the approach of centralization or non-centralization on its
own. Practically, a PLC is mainly used for centralized control, meaning that a single
PLC or CPU will control the whole process. PLCs have become more progressive
and mature these days and can even control the PID loops and analog signals (by
using extensions for analog input). Even with multiple PLCs in an industrial environ-
ment, we still need to create a managerial and control system. DCS database would
be available for the creation of the monitoring and system. In contrast, individual
PLC databases would need to be created in the SCADA system software in the PLC
systems.

Distributed database systems have been proven compelling in the effort to deal
with this data cataclysm. These storage systems are prominent by two key factors:
(a) system scalability and (b) interactive performance: very fast response times to
client requests. According to [7], there are challenges in managing and querying
the massive scale of spatial data. Benchmarks play a crucial role in examining the
performance and functionality of spatial databases both for commercial users and
developers.

MongoDB is an open-source document-based NoSQL database which is sup-
ported commercially since 2007 [8]. AlthoughMongoDB is non-relational, it imple-
ments many features of relational databases, such as sorting, secondary indexing,
range queries, and nested document querying. Operators like insert, read, update
and remove, and manual indexing, indexing on embedded documents, and index
location-based data are also supported. MongoDB documents are serialized consis-
tently as JavaScript Object Notation (JSON) objects and stored internally using a
binary encoding of JSON called BSON [9].

On the other hand, PostgreSQL is an open-source object-relational database sys-
tem, having more than 35 years of effective development on the core platform [10].
PostgreSQL has gained in popularity for its proven architecture, reliability, data
integrity, robust feature set, and extensibility [10]. It supports a wide variety of data
types, including JSON or JSONB types. Primarily, JSON is used in one of the bench-
marks for using OLAP queries reflecting MongoDB. For datasets stored in memory,
it is possible to access in-memory columnar data stores in Postgres through Cstore
[11] (another plug-in extension) to speed up aggregations in memory. Another useful
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extension is pg-stat-statements [12] which tracks statistics on the queries executed
by a Postgres database.

In this paper, we compare the performance in terms of response time, achieved
throughput and loss between MongoDB [13], and two variations of the open-source
ORDBMS, PostgreSQL [14], the relational one, and the one using JSON files. We
did not include Postgres JSONB files since we do not perform records updates in our
use cases. The rest of this manuscript is organized as follows. Section2 contains the
bibliography about industry 4.0 and relational and non-relational databases. Section3
presents the Industry 4.0 architecture and capabilities. Section4describes the selected
performance evaluation using industrial data and the obtained results. Finally, Sect. 5
concludes this paper.

2 Related Work

Chen et al. [3], proposed a hierarchical architecture of the smart factory and addi-
tionally the key technologies used for the physical assets, the network, and data
application layers. Padovano et al. [2] designed an application prototype focused on
a digital twin as a service provider for Industry 4.0 in order to add perception and
handling on the physical system.

According to [15], the Postgres databasewasmeasured to be 4–15 times faster than
MongoDB in transaction performance testing conducted by OnGres [16]. Moreover,
Postgres prevails in JSON-based online analytical processing (OLAP) tests designed
to operate on document-based data. Furthermore, tests on online transaction process-
ing (OLTP) workloads, using the standard Sysbench [17] benchmark, have shown
that Postgres is 3 times faster on average thanMongoDB in running multi-document,
surveying both performance and latency. The tests concluded that if someone wants a
fast performance with lower latency, then Postgres is the leading choice. Concerning
cybersecurity PostgreSQL has a full range of opportunities and works with all major
cloud providers although operational and developers tools differ according to the
cloud provider.

If using a distributed database containing data of any structure that these data
shall scale out in terms of volume of traffic or size of the data, then MongoDB is
suitable for that task. Moreover, if you want a multi-cloud database, which operates
the same on every public cloud, MongoDB shall be selected. MongoDB stores data
as documents in a BSON representation without needing to change the structure
of the documents, as is the case with relational databases. Query performance in
MongoDB can be increased by creating indexes on (sub)documents fields. Taking
advantage of its distributed form of the database, MongoDB allows the user to scale
out, providing us the possibility to create a large number (i.e., hundreds) of smaller
machines. Furthermore, amodern cybersecurity suite is available inMongoDB either
for on-premises or cloud versions with the same configuration for the three major
cloud providers.
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Makris et al. [7] implemented a PostgreSQL including the PostGIS extension
system [18] with a 5-node cluster setup, versus single node implementation with
the use of indexes. Experimentations concluded that PostgreSQL is 4 times faster
in response time in most cases and presents an average speedup around 2 times in
the first query, 4 times in the second query, and 4.2 times in the third query for a
5-node cluster. Additionally, the authors observed that the average response time is
significantly reduced at half with indexes almost in all cases, while the reduction
is significantly lower in PostgreSQL. Klein et al. [19] presented a study among
three NoSQL databases for a large, distributed healthcare organization. While the
algorithm considered consistency, availability, partition tolerance (CAP) trade-offs,
and other quality attributes that influence the selection decision, they reported on the
performance evaluation method and results.

To summarize, Postgres is the best option if we have a relational data model that
will not change with time. On the contrary, if built-in scalability is the main IIoT
design goal, MongoDB can firstly scale horizontally with native sharding, secondly
can scale out vertically by adding faster nodes andmemory, and thirdly can offer fail-
over and replication mechanisms. Unfortunately, PostgreSQL supports replication
clustering and load balancing in terms of connections clustering and not automated
table sharding as MongoDB since it highly affects the database availability. Post-
greSQL sharding is supported on top of partitioning by allowing any given partition
of a table to be hosted by a remote server.

3 IIoT Architecture Based on Industry 4.0 Standards

Installing sensors in an industrial environment that communicate with the corre-
sponding concentrators and a PLC or DCS controller allows transferring data from
the controller to the cloud system, with the use of NarrowBand IoT (NB-IoT) or
3G/4G protocols, to the MQTT broker which continuously sends measurements, as
encrypted (Base 64) encoded JSON strings, indirectly to the database service via a
bidirectional connectionwith a https server. Primarily to data storing, an intermediate
service MQTT-to-DB exists, which decodes the obtained encrypted IIoT data and
stores them to the database cluster.

Afterward, the server offers a variety of applications to users, through a push pop
http API, allowing to process, analyze, andmanage the collected sensory information
via a Web interface or a mobile application with the aid of Grafana application for
visualization purposes and the derived statistics. Such an application is installed in
any personal device, such as a PC, tablet, or smartphone. The application can respond
to incidents, apply AI smart agents, and bots producing mass notifications and other
capabilities, such as enhanced AR applications, monitoring near real-time sensory
measurements, and historical data.
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4 Database Performance Evaluation

4.1 Dataset Overview

The dataset used to perform the DBMS testing scenarios will be an industrial com-
pressor non-indexed sensory data collection of 400K records split in tables (for
PostgreSQL) or collections (for MongoDB) of equal size. The number of tables or
collections is calculated according to the 1% of the number of queries per second
(QPS) executed on each DBMS. The dataset will consist of randomly generated data
utilizing the same procedural method. Each record consists of a unique identifier that
each DBMS would generate at successful data insertion. A “tagid” field containing
the tag identifier for the simulated device, a sub-collection named “rxInfo” contain-
ing the simulated device’s informational fields, and a sub-collection named “data”
containing the sensor measurements. The informational fields will consist of the
received signal strength indicator (RSSI), the GPS location coordinates of the physi-
cal device, the collector’s gateway ID, and the timestamp of each measurement. The
sensor measurements will consist of the rotation per minute (RPM) measurements,
temperature measurements around the engine axis and engine frame, measured in
◦C, and 3D Cartesian plane vibration vectors of four acceleration sensors placed on
the NW, NE, SW, SE of the simulated engine frame, measured in m/s2.

The constructed dataset has been used to consider real-world applications and
needs, utilizing a variety of information necessary for daily operations in an industrial
setting. The total size of the records was decided to be 400 K in order to fit both
the criteria of being large enough for an IoT database set consisting of millions of
network packet transactions between the IoT devices and database servers and small
enough to perform a simulation of a real-world deployed platform, as a part of the
proof of concept.

4.2 Evaluation Metrics

Following the example of [20], the authors used the following metrics: (a) Average
and (b) Jitter of response time, (c) Average and (d) Jitter of achieved throughput and
(e) the Loss, meaning the database drops.

4.3 Performance Evaluation and Experimentation Using
IIoT Data

The selected clustering system consists of 20 client nodes and a server. Each client
node is a PC running Linux Slax 4.9.0-11-686 SMP Debian 4.9.189-3 in a virtual
box with AMD Ryzen 32200G CPU and 1.5 GB RAM, while the server is a PC
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running Linux Ubuntu 20.04.3 with Intel Xeon E5-2640 2.5GHz (24 cores) CPU
and 32GB RAM. The DBMS testing scenarios were designed to simulate real-world
case scenarios. For this experiment, three separate use cases were selected:

• Non-relational MongoDB document-styled records.
• Non-relational JSON PostgreSQL document-styled records.
• Relational PostgreSQL table row-styled records.

For each case, three separate scenarios were selected for testing purposes:
(Q1) Insert query: Data records are generated and inserted into the DBMS using

the network of 20 computers in multi-threaded order consisting of four test cases of
T = {100, 500, 1K, 10K} QPS on each of the DBMS use cases.

(Q2) Select query: Utilizing the databases constructed in the previous test
scenarios, selection queries will be performed on the DBMS to fetch data that
match the filtering condition. For this case, the query’s dataset returns all records
(lines/documents) from a single table/collection. All fields are procured only if the
“tagid” is matched from the variables set that the executing algorithm produces. The
variable set is randomly selected from a list containing all tables/collections paired
with each unique “tagid” within said table/collection. The queries will be performed
in a similar structured algorithm as in the Q1 case, utilizing the same network in sim-
ilar multi-threaded order with for test cases of T QPS up to the maximum network
throughput.

(Q3) Correlation function query: In order to perform a complex type of query-
ing, the same setup as in the Q2 case is used, differentiating in the expected dataset
containing one single record, only the arithmetic mean of each “data” sub-collection
field (sensor measurements). Data correlation queries will be performed in the same
network as before, in similar multi-threaded order with four testing cases of T QPS
up to the maximum network throughput.

All testing scenarios will be evaluated and confirmed by replicating the same
results. Results are stored in JSON trace files for ease of access and processing.

4.4 IIoT Data Experimentation and Experimental Results

Initially, to the experimentation, we shall introduce some generic comments. The size
of each of the three databases is a total of 400K records. Every scenario is executed
100K times for verification.

Scenario (Q1)—IIoTData Insertion: MongoDB is 19% faster than PostgreSQL
using JSON and 30% faster than relational Postgres in the insert queries, achieving
51 and 55% higher throughput than PostgreSQL JSON and relational PostgreSQL,
respectively. At the same time, the response time jitter is around 0.038s, and the
throughput jitter is around 45–52 QPS.

Scenario (Q2)—IIoT Data Selection: The authors fetch 1% of 400K records in
each database (around 4K records). The relational PostgreSQL is four times faster
than MongoDB and two times faster than PostgreSQL using JSON in the selection
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Table 1 Average, jitter and loss of response time and throughput in MongoDB, Postgres JSON
and relational postgres for the representative case of 10K client throughput

Scenarios Database type Average
response
time (s)

Jitter of
response
time

Response
loss (%)

Average
achieved
TP

Jitter of
achieved
TP

TP loss
(%)

Q1 MongoDB 0.121 0.038 0.00 476 52 0.00
Post-JSON 0.149 0.045 0.007 235 18 0.00

Post-Rel. 0.172 0.083 0.024 214 28 2.98

Q2 MongoDB 0.431 0.079 0.00 151 10 0.00
Post-JSON 0.189 0.048 0.00 144 10 3.91

Post-Rel. 0.097 0.030 0.00 220 13 0.00

Q3 MongoDB 0.133 0.038 0.00 558 34 0.00
Post-JSON 0.037 0.022 0.00 427 22 0.00
Post-Rel. 0.036 0.022 0.00 453 25 0.00

queries, achieving 31 and 35% higher throughput than MongoDB and PostgreSQL
JSON, respectively. The corresponding jitter is 0.03 s for the response time and 10–12
QPS in the throughput.

Scenario (Q3)—IIoT Correlation functions: The relational PostgreSQL per-
formed equally to PostgreSQL JSON in terms of response time in the correlation
function queries, while both of them outperformed MongoDB by almost 3.6 times.
The response time jitter is of the order of 0.022s. On the contrary, in the correlation
function queries, MongoDB achieved 19 and 24% higher throughput than relational
PostgreSQL and PostgreSQL JSON, respectively, with a jitter around 34 QPS.

Further Discussion: Through this experiment, some key issues of PostgreSQL
were observed. In the Q1 test case scenario, a plethora of records failed to be inserted
into the database, especially on the low QPS case. We suspect it occurs due to the
PostgreSQL sequence number generator’s inability to process simultaneous requests.
A solution to this issue would be a more complex client-side fix, with the ability to
resend any failed insertion operations, or more refinement on the locking system
of the database, with the added side effect of slower performance. Another minor
issue was observed. Performing throughput analysis on PostgreSQL utilizing the
pg-stat-statements module [12] produced inconsistencies due to oversampling on its
namesake database. This issue did not affect this experiment’s data analysis pre-
cision although in an industrial, ultra-large-scale system has the potential to grow
exponentially in severity (Table 1).

5 Conclusions

This paper presents the IIoT architecture and big data requirements for next-
generation industries, such as Industry 4.0. Collecting and analyzing enormous
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amounts of data require a DBMS system to be constructed, and as a consequence
to be evaluated. To this direction, three different use case scenarios are presented in
order to evaluate the performance of three open-source data storages, such as Mon-
goDB, PostgreSQL with JSON, and relational Postgres. The proposed stress tests
show that MongoDB outperformed Postgres with a 19–30% response time for the
insert queries, achieving 51–55% higher throughput. Furthermore, relational Post-
gres is four times faster than MongoDB and two times faster than Postgres JSON for
the selection queries, achieving 31–35% higher throughput. Moreover, both versions
of Postgres performed equally in terms of response time for the correlation function
queries, while both of them have outperformed MongoDB by 3.6 times. On the con-
trary, MongoDB achieved 19–24% higher throughput than relational Postgres and
Postgres JSON, respectively, in the Q3 scenario. Finally, the authors set as future
work the addition of more client nodes to the network in order to increase the maxi-
mum QPS, secondly the enlargement of the database or increase the tables’ size per
collection, and thirdly evaluate the performance of using BSON files.
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Fault-Tolerant Distributed Mutual
Exclusion over Elastic Logical Ring
Topology

Milen Loukantchevsky

Abstract Undermutual exclusion is understood preventing of any opportunitymore
than one active object (process, thread, task) to access a shared resource at a time.
The distributed ring-based (aka token-ring) mutual exclusion algorithm is executed
over logical circular topology. Due the chosen topology the ring-based algorithm
is the simplest of this kind. Its pros are simplicity and minimalistic preliminary
information required to be known a priori from each system process. The main
drawback of this attractive algorithm in its basic definition is the strong presumption
of absolute system reliability which makes it impractical. After all, the failure model
of distributed systems itself assumes that failures should not be treated as excep-
tions but as a norm. Three working recovery schemes are considered through the
overall project “Class of Fault-Tolerant Distributed Algorithms for Mutual Exclu-
sion over Elastic Logical Ring Topology”. They evolve consistently and complement
each other: Failure recovery without reconfiguration (Scheme 1); Failure recovery
with one-way reconfiguration/resiliency (Scheme 2); Failure recovery with two-way
reconfiguration/resiliency (Scheme 3). The first two recovery schemes are described
in previous works. Here is presented the third one. It supposes both exclusion of
the faulty processes and inclusion (injection) of faultless spare processes as replace-
ment of faulty ones. Combining both Scheme 2 and Scheme 3 the communication
ring acquires the property of elasticity or two-way resiliency. So, we eliminate the
impractical assumption of “absolute” reliability. The full code of the algorithm test
bed is placed in the GitHub under MIT license.
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1 Introduction

Firstly, we have the task to prevent any opportunity more than one active object
(process, task, thread, etc.) to access a shared resource at a time, so called mutual
exclusion (ME shortly).

Secondly, our execution environment is distributed, i.e., there are not those handy
global system variables suitable for coordinating the access to the shared resources.
As consequence we have only one means of inter-process communication: the
message passing over physical channels. That leads to very high level of nonde-
terminism and specific failure model of the distributed systems: failures are not to
be treated as exceptions but as a norm.

Thirdly, in the most cases we prefer as simple as possible solutions (at least at the
very foundation) adhering to the well-known KISS principle.

The distributed ring-based (aka token-ring) mutual exclusion algorithm executed
over logical circular topology is an example of such a solution which combines the
above. With one, but very unpleasant exception: the requirement of absolute system
reliability of its basic variant.

That is the reason to formulate ourobjective: through suitablemodification to over-
come the main shortcoming of the basic algorithm—the inadmissibility of process
failures. The project “Class of Fault-Tolerant Distributed Algorithms for Mutual
Exclusion over Elastic Logical Ring Topology” is created to achieve the objective
set. Three working recovery schemes are considered through the overall project that
evolve consistently and complement each other:

• Scheme 1 (Failure recovery without reconfiguration)
• Scheme 2 (Failure recovery with one-way reconfiguration/resiliency)
• Scheme 3 (Failure recovery with two-way reconfiguration/resiliency)

Under Scheme 1 is assumed that no changes in the system configuration are made.
In case of a process failure the hole system stops (at least in respect toME algorithm).
Only after the faulty process is restored other processes resume normal operation
from the state they were in at the time of the failure, and thereafter the ME token
is restored. In doing so, strict compliance with the ME1 and ME2 requirements is
ensured. Thismodified distributed ring-basedmutual exclusion algorithm designated
as Mx1ME allows distributed system recovery from multiple faults [1].

With Scheme 2 the system recovery begins as soon as a process failure is detected.
This is at the expense of excludingof the faulty process from the systemconfiguration.
That leads to ring shrinking (one-way resiliency) and represents a kind of graceful
degradation [2]. Compared to the first scheme, the second one is more operational
as eliminates the time to repair of the faulty process. The whole system resumes its
normal operation with latency determined by the next times: the time to detect the
process failure, the time to isolate of the faulty process, the time to recover of the
ME token.

Scheme 3 supposes both exclusion of the faulty processes and inclusion (injection)
of faultless spare processes (despite if this is a recovered or a “fresh” one process)
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as replacement of the faulty ones. Apparently, it is a kind of ring stretching. So,
combiningbothScheme2 andScheme3 the communication ring acquires the property
of elasticity or two-way resiliency.

2 Scheme 3 for Two-Way Resiliency

2.1 Chain of Algorithms for Two-Way Resiliency

The modified distributed ring-based mutual exclusion algorithm, namely, Mx1ME,
is last in the chain of helper distributed algorithms [2]. If, for simplicity here, we do
not distinguish CEH from CEH.GD and, respectively, RUP from RUP.GD we got
generalized form of that chain (Fig. 1). What is new in Scheme 3 is the addition of
the helper distributed algorithm INJ for process injection into the communication
ring.

Under injection, implemented by the INJ algorithm, we understand such a change of
the system configuration, suggesting addition of new process in it. It could be already
recovered process, switched some time ago off from the configuration because of its
failure, or a “fresh” one process which has not yet been part of the system.

At Table 1 we could follow the normal (without any faults) execution startup
sequence within the system consisted of 3 processes. (The time format used: ss.ms).

Each individual startup will of course be characterized by different instants of time
and will depend on number of factors, some of which under certain control (by the
appropriate system constants) and other out of such control. But the general sequence
of characteristic times will be as shown at Table 1, respectively, at Fig. 2.

Each helper algorithm has two characteristic times: the instant of its initiation and,
respectively, the instant of its finishing. So,TSTART is the instant of the process creation
and the beginning of CEH algorithm, while TOUT::CNC is the instant of connect by

Fig. 1 Generalized chain of
algorithms for two-way
resiliency
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Table 1 Fixing of characteristic times (n = 3, normal execution sample)

# Time P1 P2 P3

0 TSTART 00.000 01.337 02.649

1 TOUT::CNC 03.027 04.349 05.673

2 TRUP::START 03.029 04.355 05.677

3 TRUP:UP 06.075 07.518 05.684

4 TE::START 06.077 07.520 05.686

5 TE::END 06.336 07.771 07.832

6 TMrkME::START 07.893 07.894 07.953

7 TMrkME::END 07.961 08.016 08.017

Fig. 2 Graphical representation of Table 1

output channel to the immediate neighbor; TRUP::START corresponds to the beginning
of RUP algorithm, while TRUP:UP is the instant when the RUP algorithm finish with
rising the event OnRingUp; and so on.

The research is performed through the test bed system developed and made
publicly available at GitHub [3].

2.2 Injection General Formalized Specification

As already said in 2.1, under injection, implemented by the injection algorithm INJ,
we understand such a change of the system configuration, suggesting addition of new
process in it. The process injected might be one of the spare processes or a repaired
process removed off the ring some time before because of its failure.

Let look at a segment of the system ring (Fig. 3). The segment contains three
processes: Pi-1, Pi, and Pi+1. (Should be noted that the ordering of the processes in
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Fig. 3 Injection (opening)

Fig. 4 Injection (closing)

the ring is irrelevant and they are arranged consecutively at the figure for convenience
only.) The process Pi is currently excluded from the ring because of its failure.

The INJ algorithm consists of three phases: opening, forwarding, and closing. At
the opening phase (Fig. 3) the injecting process Pj initiates the operation sending to
Pi+1 the message <mrk_inj, j, k> . The first item mrk_inj is the type of the message
used to distinguish it from all other messages exchanged over the ring. The second
item j is the identifier of the injected process, and the last one—k is the identifier of
the process immediately in front of which Pj is to be placed. In our case k equals to
i + 1.

At the forwarding phase the injection message <mrk_inj, j, k> is forwarded by
each process until it reaches the process Pj. Furthermore, the identifier j is inserted
into the list of system process identifiersCEH::ListPIds at the appropriate place next
before the identifier k. In this phase the process Pi-1 disconnects by output from Pi+1

and connects to Pj.
At closing phase Pj receives its own injection message <mrk_inj, j, k> from Pj

(Fig. 4). As a side effect this event corresponds to the RUP::OnRingUp event of the
RUP algorithm. Hence there is not needed the newly injected process Pj to start the
ring checkup algorithm. This explains why at Fig. 1 the RUP and the INJ algorithms
are shown conditionally side by side.

The INJ algorithm is valid under next assumptions:

• The distributed system is synchronous.
• The type of process failures is fail-stop.
• The injected process should not duplicate a process already part of the ring.
• Failures of other processes are acceptable during the operation.
• Multiple simultaneous injections of different processes at different points are

possible.

The generalized formal specification of the INJ algorithm consists of a declarative
part and of definitions of event handlers. The declarative part includes specification
of system constants, messages, states, and internal state space:
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The injection timer TimerINJ reinitiates the operation if it does not finish within the
MAX_INJ_PERIOD. Thus, we ensure the fourth assumption of admissibility of other
process’ failures during injection. Some of the internal state space is shared with the
CEH and the RUP algorithms.

The definitive part of the INJ of course should be consistent with the reactive
character of the distributed systems—the system is in a stable state until some prede-
fined event brought it to another stable state. That is why this part consists of the
handlers of all system events caught.
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Fig. 5 INJ generalized
events diagram

Fig. 6 INJ sample (phase 1)

Might be said that the key event is OnReceiptOf <mrk_inj, j, k> . Firstly, is checked
if i equals j. If so, we go into the closing phase of the algorithm. Otherwise, we go
into the forwarding phase.

The generalized event diagram (Fig. 5) represents the sequence of occurrence of
system events caught. It is useful to reconstruct the inter-connection of those events.

The last event RUP::OnStart is distinguished from others because it does not occur
in the injected process Pj but in others during the forwarding phase.

2.3 Ring Stretching Sample

Let us focus our attention on a possible scenario of execution. Suppose we have
given by condition a system from three processes: P1, P2, and P3. (As noted before
the actual ordering of the processes in the ring is irrelevant and they are arranged
consecutively for convenience only.)

Moreover, although the full system configuration includes those three processes,
let assume that initially only P1 is available, but other two are not (Phase 1). Initially
List P Ids1 = {P2, P3, P1}. After the execution of the whole chain of algorithms the
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system will reduced to its smallest possible dimension (Fig. 5). The processes P2

and P3 will be excluded as faulty and List P Ids1 = {P1}. Well, the ring consists of
only one process, but this loopback ring is fully functional! In this case the election
algorithmwill selectP1 as coordinator—there are simply not others (The coordinator
is marked in red circle).

At next phase (Phase 2) let try to inject the process P3 by sending to P1 the injection
message <mrk_inj, 3, 1> . When it is over, we will have a ring from two processes
(Fig. 7), and, respectively, List P Ids1 = {P3, P1}, List P Ids3 = {P1, P2, P3}. Note
that at this case the injected process P3 does not know that P2 is faulty, but this is not
required, as every process in the ring is only responsible for its output connection.
The election algorithm will select P3 as coordinator.

Next, at Phase 3 we try to inject the process P2 by sending to P3 the injection
message <mrk_inj, 2, 3> . When it is over, we will have a ring from three processes
(Fig. 8), and respectively, List P Ids1 = {P2, P3, P1}, List P Ids2 = {P3, P1, P2},
List P Ids3 = {P1, P2, P3}. The coordinator set by the distributed election algorithm
will remain P3.

Fig. 7 INJ sample (phase 2)

Fig. 8 INJ sample (phase 3)
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Table 2 Fixing of characteristic times (n = 3, INJ sample, Phase 3)

# Time P1 P2 P3

0 TSTART 00:00.000 01:56.394 01:36.830

1 TINJ::2::START 02:02.550 01:59.415 01:59.532

2 TRUP::START 02:02.552 01:59.415 01:59.537

3 TRUP:UP/INJ::2::END 02:02.570 02:02.552 02:05.695

4 TE::START 02:02.572 02:02.553 02:05.697

5 TE::END 02:02.578 02:05.880 02:05.944

6 TMrkME::START 02:06.008 02:06.011 02:06.004

7 TMrkME::END 02:06.087 02:06.143 02:06.145

For research and practical purposes is developed algorithm test bed. It is imple-
mented with the Embarcadero C++ Builder® development environment and its
Clang-enhanced C++ compiler [3]. Due to the features of the socket mechanism of
communications and the setup configuration provided there are two possible modes
of test bed execution: Local Distributed Mode (LDM) or Real Distributed Mode
(RDM). The LDM is used during development, while RDM—after deployment.
Mapping from LDM to RDM is isomorphic [1].

At Table 2 we could follow the execution trace of a run of the above presented
scenario’s Phase 3. (The time format used: mm:ss.ms).

Here, as with Table 1, each individual run will be characterized by different instants.
But the general sequence of characteristic times will be as shown at Table 2.

For the processesP2 the characteristic time TINJ::2::START corresponds to the begin-
ning of INJ. While, for the processes P1 and P3 that time corresponds to the instant
of receiving of the appropriate injection message.

The characteristic time noted as TRUP:UP/INJ::2::END for the process P2 corresponds
to the end of injection with side effect equivalent to the time of RUP::OnRingUp
event. While for P1 and P3 it corresponds to the time of RUP::OnRingUp event.

3 Conclusion

The subject of this article is the third of the three recovery schemes developed under
the project “Class of Fault-Tolerant Distributed Algorithms for Mutual Exclusion
over Elastic Logical Ring Topology”. The Scheme 3 (Failure recovery with two-way
resiliency/reconfiguration) evolves consistently and complements the previous two:
the Scheme 1 (Failure recovery without reconfiguration) and the Scheme 2 (Failure
recovery with one-way resiliency/reconfiguration).

Here is shown the modification of the chain of algorithms for resiliency and the
generalized formal specification of the injection.



Fault-Tolerant Distributed Mutual Exclusion … 293

As result we get elastic circular (aka ring-based) logical communication topology.
It shrinks at process failures and stretches at process recovery by its injection to the
current ring configuration.

The algorithm test bed is implemented with the Embarcadero C++ Builder®
development environment and its Clang-enhanced C++ compiler. The evolution of
the test bed can be traced on the author’s GitHub repository [3].

The implementation is focused on the exploration of the algorithm as well as on
the promotion of its practical usage. All working recovery schemes proposed are
incorporated and could be explored separately or jointly.

The main references for this third stage of the project are [1–3]. However, it is my
duty to mention again the sources that greatly influenced the overall work:

• In the area of distributed systems as a whole [4–9].
• In the area of distributed mutual exclusion [6, 8, 10–13].
• In the area of fault-tolerance [10, 14, 15].

The author will be grateful for any recommendations that can improve the work
presented. And especially to those who are interested in further development and
practical use of the proposed failure recovery techniques.
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Performance Analysis of TDM-PON
Protection Schemes by Means of the PON
Network Availability Evaluator

Rastislav Róka

Abstract This paper is involved in the performance analysis of protection mecha-
nisms utilized in common time divisionmultiplexing-based passive optical networks.
First, possible protection schemes for this kind of passive optical networks involved
into the performance analysis are presented. This analysis is based on corresponding
reliability diagrams and parameters used for the evaluation of the total network
availability for each considered protection scheme. For evaluating possible migra-
tion scenarios related to protection schemes and comparing of protection possibil-
ities of various passive optical networks, an appropriate simulation program must
be prepared. Subsequently, the PON network availability evaluator is realized for
obtaining relevant results appropriate for the performance analysis. The simulation
program utilizes specific parameters for particular optical components utilized in a
selected protection scheme and presents its resultant network availability. Values of
considered parameters are changing according to the well-known data resources or
specific network operator’s data. Finally, an evaluation of the total network avail-
ability for considered traffic protection schemes utilized in TDM-PON networks is
included.

Keywords TDM-PON networks · Traffic protection schemes · PON network
availability evaluator · Performance analysis

1 Introduction

The evolution of passive optical networks is oriented on larger geographical areas,
higher numbers of subscribers and higher bandwidth per subscriber. Despite clear
advantages of future passive optical access networks based on the wavelength divi-
sion multiplexing (WDM) principles, many network operators permanently develop
time division multiplexing-based (TDM) passive optical networks, eventually with
a moderate upgrade to hybrid passive optical networks. In [1], a possible migration
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scenario to the next generation of hybrid passive optical access networks is presented
also with a proposal for a self-restored architecture including the classical point-to-
multipoint physical topology. In [2], a hybrid passive optical network (PON) mech-
anism is analyzed by means of power budget and transmission performances. TDM-
PON topologies can be considered with different protection mechanisms compatible
with hybrid topologies [3]. In [4], traffic protection schemes considered for these
HPON networks are evaluated using HPON network configurator [5–7]. Based on
the used network topology, results of this evaluation are presented together with a
recommendation that the TDM-PON network deployment can be done with opti-
mized protection mechanisms for significant decreasing in capital investments. It is
profitable to keep at disposal an adequate number of reserve optical fibers and/or
to provide protection mechanisms at the TDM-PON network deployment. In [8], an
effect of only fiber duplications on a protection feasibility of passive optical networks
is analyzed. In [9], a comparison of power budget analyses for single- and dual-
feeder fiber architectures of passive optical networks is presented. Various WDM-
PON architectures utilizing only passive components in remote nodes are analyzed
from a viewpoint of with the traffic protection securing in [10]. In [11], protection
mechanisms that can be applied for the whole long-reach passive optical networks
are proposed. It is suggested to consider cost-efficient protection mechanisms for
TDM-PON networks as early as possible [12].

A network survivability and protection schemes are really important and neces-
sary in advanced optical networks. From a viewpoint of network operators, a network
availability is one of the most important factor that can determine a reliability
and survivability of selected traffic protection schemes utilized in passive optical
networks. Therefore, our performance analysis is based onMTTR andMTBF param-
eters that are often and regularly used for evaluation of passive optical networks in
operation and that can be used for proving the feasibility of selected traffic protection
schemes.

In this contribution, possible migration scenarios for deployment the TDM-PON
protection schemes are introduced. Also, the aim of analyzing these protection
schemes is mentioned. Concrete protection schemes involved in the performance
analysis are presented together with corresponding reliability diagrams, and param-
eters for the evaluation are presented in Sect. 2. For analyzing various possible traffic
protection schemes, the PON network availability evaluator is prepared and created
(Sect. 3). In Sect. 4, an evaluation of the total network availability for considered
protection schemes utilized in TDM-PON networks is included.

2 The Deployment of TDM-PON Protection Schemes

There are quite various types of protection schemes for passive optical networks
defined in the ITU-T standard [13]. For developing common TDM-PON networks,
not all protection schemes are considered for practical utilization by network
operators. Therefore, our performance analysis is involving following cases:
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• Unprotected network,
• Type A,
• Type B,
• Dual-parented Type B,
• Type C,
• Dual-parented Type C.

Nowadays, an expansion of TDM-PON protection schemes is inadequate. Their
capital investments must be minimized, and simultaneously, a network resiliency
must be increased sufficiently. Moreover, reserve components should transmit an
extra traffic during a common operation [13]. Considering a moderate upgrade to
hybrid passive optical networks, traffic protection schemes play an increasing role
simultaneously in development of modern TDM-PON networks.

2.1 Reliability Diagrams for Protection Schemes

The network reliability analysis is based on reliability block diagram (RBD) repre-
sentations due to their significant advantages including an accuracy, flexibility,
simplicity, and visual impact [1, 8]. They allow a determination the total network
availability for a given protection scheme. In the RBD scheme, each component is
included as a simple block in a correlation with adjacent blocks. Connections in a
given protection scheme illustrate unprotected (in series) and/or protected (parallel)
components.

In Fig. 1, RBD diagrams for cases of traffic protection schemes involved into the
performance analysis are presented.

Fig. 1 RBD diagrams for a the unprotected network, b Type A, c Type B, d dual-parented Type
B, e Type C, f dual-parented Type C



298 R. Róka

2.2 Parameters for the Evaluation of Protection Schemes

Each RBD block is characterized by the unavailability parameter U representing a
failure probability of components [8, 13]. In a case of failure, certain network compo-
nents influence a service provisioning markedly. A failure of the optical network unit
(ONU) or the distribution fiber (DF) affects only one subscriber. However, a failure
of the optical line terminal (OLT), the feeder fiber (FF), or the optical splitter can
stop a traffic in all the passive optical network.

The unavailability of each component Ucomp is determined mathematically as

Ucomp = FIT.MTTR.10−9 [h] (1)

where failure in time (FIT) is expressed in 109 h and mean time to repair (MTTR)
expresses a time necessary for a failure elimination, and its value is changing for
different optical components. The MTTR also depends on operational conditions.
Thereby, the network availability is limited by different components in some different
cases. For each component, mean time between failure (MTBF) represents a time
interval among its failures and can be calculated as

MTBF[h] = 10−9

FIT
(2)

A relationship between the network availability A and the unavailable probability
attributed to each component Ui can be expressed [13] as

A = 1−
I∑

i−1

Ui (3)

where I represents a total number of components in the passive optical network and
Ui is determined as follows

Ui = 1− MTBFi
MTBFi +MTTRi

(4)

A deployment and operational situation of the real network infrastructure very
differs and is depending on a specific network operator and/or area.

For evaluation of the total network availability for each considered TDM-PON
protection scheme, RBD block diagrams due to their simplicity and understanding
given protection schemes are used as presented in Fig. 1.
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2.3 The Power Budget and a Number of Subscribers

The aim of creating the power budget (PB) in passive optical networks is ensuring
a sufficient power level over the network lifetime from the OLT equipment up to
the ONU equipment. The available optical budget PB [dB] can be mathematically
expressed [2, 8] as follows

PB = PTmin − RSmin [dB] (5)

where PTmin is the minimum transmitted power generated by the OLT laser source
launched onto the optical fiber in [dBm] and RSmin presents a minimum average
power requested by the ONU receiver in [dBm].

The signal attenuation is given as a sum of losses from all components Lcomp as

∑
Lcomp = α.FF+ α.DF+ K .Lcon + LPOS + SM [dB] (6)

where FF presents a length of the feeder fiber in [km], DF presents a length of the
distribution fiber in [km],α is the specific attenuation coefficient of used optical fibers
in [dB/km], Lcon is the loss due to connectors and splices in [dB], K is a number of
connectors used. The loss due to a power optical splitter is represented by LPOS in
[dB], and the system margin (SM) allocates a power penalty in the 3–6 dB range,
and it is allocated during a process of network designs.

Subsequently, the calculated optical power budget PBcalc in passive optical
networks is determined [2] as

PBcalc = PB−
∑

Lcomp [dB] (7)

The power optical splitter introduces significant losses into a power budget and
significantly affects a network capacity because larger bandwidth requires more
reliable power transmission. Therefore, these functions must be considered at the
network availability evaluation to accommodate a maximum number of subscribers
for given capacity and costs in a designed passive optical network [8].

For evaluation of the total network availability for each considered TDM-PON
protection scheme, a power budget and a number of subscribers due to their
impacts on functionality and operation given protection schemes must be necessarily
included.

3 The PON Network Availability Evaluator

The PON network availability evaluator compares possibilities for various TDM-
PON traffic protection schemes. The realized simulation program evaluates real
scenarios of the TDM-PON protection schemes based on various specific technical
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specifications—a protection scheme, a restoration time, values ofMTTR, andMTBF
parameters for utilized optical components. The PON network availability evaluator
is created in the Microsoft Excel program by means of ActiveX control elements
and by utilization of the visual basic for applications (VBAs) code. The simula-
tion program allows configuring specific parameters of traffic protection schemes
considered for the TDM-PON networks.

The simulationprogramutilizes values ofMTTRandMTBFparameters for partic-
ular optical components and directly presents a resultant value of the network avail-
ability for a selected protection scheme. Each component is changing independently
and/or simultaneously with other components depending on the selected protection
scheme. Therefore, values of considered parameters for the OLT terminal, ONU
units, FF, and DF fibers are changing according to the [14, 15] or specific network
operator’s data, if available. The previous Table 1 gives a summary of values related
to the evaluation of the total network availability for TDM-PON protection schemes.

In the PON network availability evaluator simulation program, ActiveX control
elements are utilized for selecting various protection schemes and other options.
Immediately, after selecting the protection scheme and setting options, resultant
values of the network availability and unavailability are shown. In Fig. 2, a main
interactive window of the PON network availability evaluator is presented for better
understanding. By using the drop-down list box, the Type C protection scheme is
selected. The restoration time is set up to 50 ms in this case. Values considered for
evaluation of the network availability are used according to the data resource [15].

Table 1 Specific parameters’
values for components in
TDM-PON networks

Component Parameter Chen [14] Hajduczenia
[15]

OLT MTTR [h]
FIT
MTBF [h]

4
2500
400,000

5
7000
142,857.1429

ONU MTTR [h]
FIT
MTBF [h]

24
256
3,906,250

12
2500
400,000

Feeder fiber MTTR [h]
FIT
MTBF [h]
Fiber length
[km]

6
18/km
3,086,419.753
18

14
200/km
277,777.7778
18

Distribution
fiber

MTTR [h]
FIT
MTBF [h]
Fiber length
[km]

6
18/km
27,777,777.78
2

14
200/km
2,500,000
2

Optical
switch

MTTR [h]
FIT
MTBF [h]

14
200
5,000,000

–
–
–
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Fig. 2 PON network availability evaluator main interactive window for the Type C protection
scheme

4 The Evaluation of the TDM-PON Network Availability

In Fig. 3, resultant values of the total network availability for considered TDM-PON
protection schemes are presented for values from the data resource [14].

Because parameters of some components from data resources [14, 15] differ
significantly, resultant graphs are also different. For comparison, a network avail-
ability of TDM-PON protection schemes at the 50 ms restoration time is presented
according to data resources [14, 15] in Fig. 4.We can see that the best availability can
be reached by the dual-parented Type C protection scheme where all components
are redundant. From this viewpoint, it is an advantageous, however excessively cost
demanding solution for designing this network protection scheme. The second-best
network availability is reachable by the dual-parented Type B protection scheme. In
both cases, many reserve components are utilized, above all the most important OLT
terminal.

Fig. 3 Total TDM-PON network availability for selected restoration times
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Fig. 4 Total network availability of TDM-PON protection schemes at the 50 ms restoration time
for considered data resources

5 Conclusion

In this contribution, possible traffic protection schemes for common time division
multiplexing-based passive optical networks are presented and analyzed. The perfor-
mance analysis is based on corresponding reliability diagrams and parameters used
for the evaluation of the total network availability for each considered TDM-PON
protection scheme. For evaluating possible migration scenarios related to protec-
tion schemes and comparing of protection possibilities of various passive optical
networks, the PON network availability evaluator is realized for obtaining relevant
results appropriate for the performance analysis.

This contribution presents the first step of the research work focused on devel-
oping of future passive optical networks with new relevant technologies and related
traffic protection schemes. With technological progress, new optical components
and mechanisms are expecting for future passive optical networks based on dense
wavelength division multiplexing. Implicitly, advanced traffic protection schemes
for more reliable signal transmission and for the higher-level protection safety in
next-generation passive optical networks will be considered. So, the PON network
availability evaluator must be upgraded for the performance analysis of WDM-PON
protection schemes in the second step of the research effort.

Acknowledgements This paper is a part of the “Utilization of Web-based Training and Learning
Systems at the Development of New Educational Programs in the Area of Optical Wireless
Technologies” KEGA agency project—034STU-4/2021.
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Using Case-Based Reasoning in System
Diagnostics and Maintenance

Neyko Neykov and Svetlana Stefanova

Abstract Taking optimal decisions in many cases is related to knowledge, acquired
in a relevant domain. The amount of information that forms that knowledge directly
affects the quality of decisions. Neither large nor too small amounts of information
lead to perfect problem solutions in areas where knowledge is particularly important.
The use of case-based reasoning systems can help improve performance in situations
where such knowledge is scarce or non-existent at all. Our goal is to offer a model
of a system that will help diagnose and solve problems met by users when they use
technical products, consisting of many software and hardware components.

Keywords Knowledge management · Case-based reasoning · System
troubleshooting

1 Introduction

Companies manufacturing high-tech products typically provide diagnostic and trou-
bleshooting services for customers. It is normal for end-users tomeet difficultieswhen
using such products, and companies often build maintenance departments involved
in problem’s resolution. Qualification of the personnel hired in these departments
affects problem’s escalation to higher and more expensive levels, and this influences
enterprise productivity. Today’s labor market is dynamic, and skilled workers often
change their positions. At the same time, the process of building competencies is
slow. This impacts the profitability of companies. They have different strategies to
compensate for these imbalances, and implicating systems for knowledge application
can greatly increase their efficiency.

Knowledge application is one of the main processes in knowledge manage-
ment. In enterprises where knowledge utilization is intensive, its dissemination and
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Fig. 1 Decision-making performance dependency from information load

application are of particular importance. The goal of this article is to propose a
model for building a diagnosing and troubleshooting system, which helps opera-
tors support customers in using technical items. Many regular customers have diffi-
culty using complex products and need suitable support. This could keep them as
company customers in conditions of growing competition. Their expectations from
the company’s support department are to receive adequate advice on operating these
products. Only well-trained staff can provide proper maintenance, and it is built over
a long time period. However, companies do not always succeed in educating people
to do this successfully. In such an environment, it is inevitable to use special artificial
intelligence agents to support the application of accumulated knowledge.

Figure 1 shows the well-known relationship between the information load and
decision quality. Our interest is the gray area where initial knowledge acquisition
is applied, and either very little or no knowledge is available at all. Possibilities to
use and apply knowledge and experience gathered by others can improve the results
in such moments. Further, we examine the types of systems for collected knowl-
edge application. We then analyze the capabilities of case-based reasoning (CBR)
systems and provide a model for implementation, which includes data presentation
and methods for searching, adapting, and applying solutions in such a system.

2 Knowledge Application Systems

Knowledge application processes and systems are used by individuals to apply
knowledge gained by other individuals without even acquiring that knowledge [1].
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Simultaneous use of knowledge management mechanisms and knowledge technolo-
gies can help build such systems. The most popular, usually in the field of artificial
intelligence (AI), applicable in such intelligent agents’ development are

Rule-based systems (RBS): In these systems, knowledge is represented as deci-
sion trees, and prior knowledge is required in the area to implement such a system.
The set of rules and descriptions should be finite and manageable.

Case-based reasoning (CBR): processes are applicable in areas for which we
have no prior or sufficient knowledge. They do not require initial full and compre-
hensive domain knowledge. The information base for solutions can be expanded,
improved, and completed with various new cases over time. CBR expert systems can
be used to train new or inexperienced professionals [2].

Constraint-based reasoning: Sometimes, there are areas where knowledge is
about what cannot and should not be done. Using this approach, the problem is
modeled as a hypothesis with some limitations in the conclusions, and its solution is
based on satisfying these constraints.

Model-based reasoning: In the field of artificial intelligence, model-based
reasoning is a method used in expert systems built on models from the physical
world and descriptions of engineered system internal workings. This knowledge is
typically available from design specifications, drawings, and books. Such systems
can usually be used to recognize and diagnose system malfunctions [3].

Construction of expert knowledge systems involves two types of specialists—
domain specialists and knowledge engineers. Cost of development is highly related
to the involvement of these resources in a project and can increase if modifications
need to be applied constantly to the system.

Rule-based reasoning has both advantages and disadvantages. It has widespread
use in knowledge application systems. Domain knowledge specialists and knowl-
edge engineers work together to achieve functionality in such an expert system
using heuristics and rules of the type IF–THEN. This is the most popular paradigm
for presenting knowledge. The ‘IF’ part contains conditions or prerequisites, and it
serves to verify the true state of many statements. The ‘THEN’ part contains facts,
consequences, conclusions, or actions feasible and should apply due to prerequisite
certified truth [1]. Building rule bases can also be automated to some extent using
machine learning techniques.

Rule-based reasoning systems also have shortcomings, some of which are crit-
ical [3]. When the amount of knowledge that must be presented is substantial, it
becomes hard to maintain and validate all the rules in the base. It is difficult for rule-
based expert systems to solve problems that are not explicitly covered and described.
Adding new knowledge to the case base requires more effort, as domain special-
ists cannot make rule base extensions alone. Knowledge engineers also need to
be involved in updates, which in turn makes the system more expensive, as many
resources need to be invested in maintaining the system.

In its classic form, the customer support department is divided into three levels
[4]. First level usually has direct contact with customers and processes complaints or
answers questions. This level is not necessarily involving experts, but rather people
with good communication skills. The goal here is to collect as much information as
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possible about the problem, and if simple enough and within personal competencies,
to handle it. Work at this level should be limited within a short period. If there is no
possibility to solve the problem, it is handed over to the next level.

At the second level, domain specialists and experts are involved. They analyze
problems in detail, provided the information collected at the first level. If the problem
is solved, the solution is returned to the initial level and then to the client. Additional
communication cycles are possible to gather more information if it is not enough.
Failure to solve the problem at this level is usually due to reasons beyond control of
the department or organization, and this causes problem escalation to the next level.

The tasks at third level are similar to those at second, except that experts are outside
the department or company. With the assistance of these specialists, changes in
software and hardware components that users operatewith are possible, and solutions
returned to the first level include these changed components.

In their work, different levels can actively use knowledge sharing systems, such
as customer communication applications, task management applications, corporate
wikis, and others.

3 CBR Model

CBR applications development requires time and specific skills, in addition to
programming. There are some libraries and visual design tools developed and avail-
able to support the process. The most popular frameworks are myCBR Workbench
andCOLIBRIStudio,which provide user-friendly environments based on theEclipse
IDE, and can be used to design CBR systems [5]. myCBRWorkbench includes tools
for generating case representations directly from raw data, a graphical interface
for modeling similarity metrics between specific case attributes and search quality
assessment capabilities. COLIBRI is a platform for completeCBR solutions develop-
ment. It provides an environment where users can share decisions and collaboratively
build an expert system based on different case types, like text cases and those that
use knowledge or data intensively. Case maintenance and visualization tools are also
very handy.

These libraries provide opportunities to build CBR expert systems, but they are
general purpose frameworks and do not provide a methodology for building a system
in a specific domain. They are convenient for research andCBRpractice study, aswell
as for small projects, but not for larger industrial applications. Our goal is to model
expert systems in a specific area—the maintenance of complex products consisting
of many hardware and software components, where each or all of them could give
defects, or their setup and use may need additional help.

We aim to describe a model for creating an expert system based on case-based
reasoning, which will help diagnose and solve problems arising while working with
these products and services. In this regard, we will summarize a methodology for
selecting data models, as well as work process organization, to assist the support
team members in making the right decisions in their work.
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For modeling case data, we choose a mixed approach and a combination of struc-
tured and unstructured elements. It is difficult to represent observed symptoms of
defects and problems with structured data, and it is better to use a free descriptive
form, containing text, images, references, etc. The same assumptions can be made
for solution description in each case. Descriptive approach for solutions is more
appropriate in this case as it gives freedom in defining a series of actions that must
be taken to eliminate the defect. The role of links used in descriptions is to integrate
cases with other knowledge sharing systems. New knowledge acquisition during its
application can significantly increase people’s qualification, opposed to a process in
which only pure application takes place without awareness of the knowledge used
in the case definitions.

For some data, it is possible to use a structured approach. For some parts of
the observed system, like products and components they are assembled of, we may
have full knowledge. This means we know this data model, so we can use structures
and a more formal object schema to describe them. Using ontologies to define and
store such data can be useful, because they provide opportunities to assess semantic
similarity in searches.

Search for a case solution is performed by finding the nearest items in the case base
stored in the system’s memory. This memory is not necessarily a RAM, especially
when it comes to large databases for analysis. Mixed data approach in modeling
makes relational databases or other structured repository usage difficult and imprac-
tical. Therefore, NoSQL databases, unstructured repository services, or a mixture of
them can facilitate the development process and improve productivity.

Several main objects can be identified when modeling the CBR expert system
to support help-desk activities. These are—users, with their roles, rights, and cases,
containing problem’s description and its solution. Components, environment, and
location, where the reported issue is observed, can be used as additional auxiliary
data, giving a clearer understanding of the subject.

Maintaining information about users and their rights is important, because thisway
we can determine the activity of process participants and their expertise. Users can
search in the system, give estimates when applying described solutions, and adapt
relevant cases. On the other hand, users with more expert knowledge can modify
existing cases or create completely new ones in the knowledge base, as well as
review and confirm information added by other less experienced users. Performance
assessment would play an important role in the knowledge base development and
expert system quality.

Cases are containers for aggregating information. They define several collec-
tions—symptoms, participating components, environment, and steps to apply the
solution. They are the main subject of searches in the expert system. A case is a
complete problem description and provides all knowledge necessary to solve it.

Symptoms are external manifestations of the studied system, which are observed
by users and participants in the troubleshooting process. Symptom explanation is
difficult to present in a structured form, as it may comprise different data types
like free text, images, video, etc. The freedom of expressing information in this
description is important for both end-users and problem analysts.
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Components that build up a complex system are perfect for structured representa-
tion. Ontologies could be a good solution for describing such a structure. Semantic
networks can be used to define the interactions and connections between them. This
knowledge description can help solve problems but can also be reused in other
knowledge management systems.

Location and environment data are closely related to physical location, hardware,
and software environment where the defect symptoms are observed, if such informa-
tion is specified by the customer or support personnel. Location of the problem and
the environment are not critical in solving it, but can be used to associate with similar
problems elsewhere, as well as provide additional information about the environment
in which system components operate (Fig. 2).

Steps for implementing the solution are defined as a series of actions that the
operator must take to solve the problem. Information here is also impossible to cover
with data structure, and it is preferable to use free text combined with other data
formats like multimedia, etc.

In each case, links to other knowledge sharing systems can be added as an
integration. With such binding, we can expect

1. Better justification of case descriptions and solutions. The staff who use the
system can gain more knowledge, not just how to apply the described case
solution steps without going into details. This understanding of details is not
necessary to solve the case but provides opportunities for training and improving
competencies.

2. Increasing the opportunities for case adaptation.
3. Improving the assessment of case quality. When the description and solution of

the case contain references to shared knowledge, solution effectiveness can be
estimated with some approximation before its application.

Fig. 2 Case data model
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Integration with other knowledge management systems increases adaptability for
new cases. Available shared knowledge can be successfully applied to adapt them,
as well as to validate existing ones.

A search for cases is performed by submitting a query request from the user.
The query must have a structure similar to the case description, and only a part
or logical combinations of elements may be used. The calculated proximity of the
data defined in query and stored cases is defined as a combination of individual
element similarities participating with a certain weight in overall assessment. Use of
predefined similarity weights for case attributes is convenient in a search, because
it does not force users to choose one. For the more advanced, it is appropriate to
further adjust weights when comparing attributes dynamically, to achieve additional
flexibility in a search.

In most CBR applications, the K-nearest neighbor (KNN) algorithm is used for
searching cases close to those specified in the query. As data used for attributes are
heterogeneous, it is impossible to use one and the same metric for all. Instead, a
combination of different metrics to calculate the total distance, assuming weights for
attributes participating in the query, should be applied. Both semantic similarities
and vector space model statistical algorithms are involved in searching unstructured
texts. Structured data semantic similarity can be calculated relatively quickly and
easily, but unstructured texts need to be pre-processed, which complicates analysis.

Reuse of cases as described in the database or by ignoring certain differences is
a trivial practice, but for some of them differences must be taken into account, and
some adaptation should be applied to match the real case specified in the query [6].
There are basically two ways to make this adaptation: (a) reuse the open solution by
applying multiple operations to transform its attributes to the real conditions or (b)
reuse the existing method of decision using the existing solution plan, but in a new
context.

The process of adaptation is knowledge intensive. Some authors claim adaptive
knowledge can be retrieved within a case base [7]. Domains which intensively use
knowledge and systems that change in time needmore knowledge than the one hidden
in the case base. Providing integration with knowledge sharing systems can help and
improve adaptation.

Each system is dynamic, evolves in time, and changes its functionalities and
components. The rate of these changes may be different. This means that problem-
solving cases can become either inaccurate in describing symptoms and solutions
or may be obsolete at some stage in the system’s lifetime. In order to maintain case
base information correct and up-to-date, it is necessary to establish a continuous
validation and verification cycle, based on user assessments or statistics for usability
and quality of cases.

Performance measures are an important part of a system’s development and
evolution. CBR system evaluation can be sought in two directions—case resolu-
tion time, including the technical times for case detection and adaptation, and the
probability of case resolution [8]. The likelihood of resolving a case depends on the
quality, completeness, and scope of individual cases. Existing knowledge integration
additionally can increase the adaptability.



312 N. Neykov and S. Stefanova

4 Conclusion

The presented model for CBR expert system implementation is closely related to
a specific domain—namely technical support provisioning in software and hard-
ware products usage. It cannot (or it is difficult to) be reused in other areas without
further development, unlike libraries such as jCOLIBRI and myCBR, which aim for
reusability. By integrating knowledge application with knowledge sharing system,
we want to provide additional case-specific information and assist staff with little or
no expertise in adaptation and decision-making. Combination of knowledge and its
practical implementation can also help the internalization process or conversion of
explicit to tacit knowledge and boost the effect of gaining and understanding new
knowledge. This knowledge is of practical importance when adapting existing cases
or describing new ones.

As a further development, we can continue with this model application to support
developers in cases where they have difficulties with the initial environment config-
uration and code base usage for the projects, they are working on. In many cases,
even experienced developers sometimes find it challenging to set up a completely
new and unfamiliar project.
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Dr. AI: A Heterogeneous Clinical
Decision Support System for
Personalised Health Care

Md. Samiullah, Pankaj Chandra Kar, Md. Sahidul Islam, Md. Tanvir Alam,
and Chowdhury Farhan Ahmed

Abstract Doctors and health workers are the key front-liners fighting relentlessly
to save human lives from various diseases and hidden enemies, such as germs and
microbes, since the dawn of civilisation. However, extreme work pressure due to
colossal number of patient with finger-countable health workers and doctors makes
it hard to maintain the quality of their service. Medical science is a vast, incredibly
complicated, and ever-growing field that make the task of health workers harder
and urge them to remain updated always. Hence, an AI assistant to suggest possible
diagnosis and treatment options can ease the life of doctors to some extent and
keep them updated. Existing clinical decision support systems (CDSSs) are either
knowledge-based or pattern-based, and very few of them are for personalised care. In
this paper, we propose and develop (a prototype version of) a heterogeneous CDSS
using pattern mining, machine learning, and knowledge-based techniques. Finally,
we conclude the paper with scopes for future extension of the proposed system.

Keywords EHR · CDSS · Pattern mining ·Machine learning

1 Introduction

Public health is one of the main sectors that every country prioritises. There are
immense scopes to deploy cutting-edge technologies in this sector. In this modern
age, life becomes easy through the applications of modern technologies such as
artificial intelligence (AI), machine learning (ML), and data/pattern mining (DM).
From the dawn of modern era, the world has witnessed the wave of transformation
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from the traditional system to the digital system in various sectors, including the
health sector. This transformation makes a large amount of digital data available.
To best use the available data, data-driven automation is a great option. Various
data-driven intelligent systems have been proposed and developed which are being
utilised in many real-life applications.

In medical science, most of the underlying factors and associated events involved
with the factors of diagnosis and treatment are uncertain (i.e. not guaranteed). To
deal with such uncertainty and inter-dependency of factors, we need probabilistic
analysis, correlation analysis between the underlying factors and search for hidden
factors.

CDSS is computerised systems developed to support clinicians in making deci-
sions whilst diagnosing patients [4]. CDSS provides medical personnels, such as
physicians, hospital staffs, patients, or relevant people with knowledge extracted
intelligently to escalate health care. The knowledge can be used to enhance decision-
making in clinical process including clinical guidelines, patient reports and sum-
maries, and diagnostic support. Current CDSSs rely on knowledge-base constructed
through a labour-intensive method or derived automatically using pattern mining
approaches. The primary goal of modern CDSS is to assist medical practitioners in
providing care to their patients by helping in analysing the complaints of the patient
and diagnosing, based on patient data [2]. Unlike early CDSSs, those were conceived
as decision-maker for medical practitioners, modern CDSS is used by medical prac-
titioners as a source of recommendation/direction towards diagnosis in association
with their own knowledge, experience, and expertise. Ideally, a CDSS suggests to
guide the clinicians, and the clinician will pick the suggestion if they find it useful
otherwise disregard that [2]. A clinician can decide on a set of potential diagnoses
which ones are relevant and which ones are not. Then, if requires to narrow down
the diagnosis, they may suggest further tests.

CDSS is categorised into classes based on: (i) knowledge extraction and process-
ing method, and (ii) timing of use. The first kind of classification consists of two
main types: knowledge-based and pattern-based [2]. On the other hand, based on
timing of use, CDSS classes are pre-diagnosis, during diagnosis and post diagnosis.

A knowledge-based CDSS, typically, consists of three parts: (i) a knowledge base,
(ii) an inference system, and (iii) an interface. The knowledge base is a collection
of rules formed by the mined associations of data [2]. There might have facilities
to update the knowledge base to meet the requirement of the system. The inference
system helps in reasoning in the form of recommendation of potential diagnosis. It
draws connections between the rules from the knowledge base and patient’s health
data. The interface is for communicating the outcome of the inference system and
the input from the outer world.

Pattern-based CDSSs use machine learning approaches that allow the system to
learn from past experiences in the form of extracted patterns from health and medi-
cal data. However, since machine learning systems followmathematical models built
upon the patterns of the previous diagnosis, the explain-ability and accountability for
their conclusions are poor. Apparently, clinicians are reluctant in using or replying
on them directly for diagnoses. A significant difference between the two abovemen-
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tioned CDSSs is that the latter focus on a narrow list of symptomswhereas the former
covers a wide range of symptoms involving the diagnosis of various diseases.

As per the other classification of CDSSs, pre-diagnosis CDSS assists doctors to
prepare the diagnoses. CDSS those are used during diagnosis is capable to refine and
narrowdown the physician’s preliminary diagnostic choices to ensure better outcome.
Post-diagnosis CDSS mines data to capture the correlation between patient data and
medical research to predict future events.

Electronic health record (EHR) is a representation of real-time patient health data
to support high-quality care. It is believed that the incorporation of EHR and CDSS
together in clinical diagnosis system has the capability to impact the way of treatment
being taught and practised [9].

2 Dr. AI: The Proposed Platform

The proposed platform, ‘Dr. AI’, is a trained, intelligent system to assist doctors in
predicting diseases and provide personalised treatment based onpatients information.
The system will allow the doctors suggesting different investigations and diagnose
a patient with the help of the recommendations provided by the system.

2.1 Challenges

Incorporation of EHR in CDSS is at the same time essential and challenging. Being
an uncharted area as well as having underlying complications of both deployment
and implementation phases are two of the root of the challenges. Nevertheless, EHR
implementation has received great attention. The implementation in health care sector
faces the following challenges: (i) maintaining efficiency and safety during and after
deployment [6], (ii) understanding the users’ perspective of the EHR and CDSS is
crucial to the success [8], and (iii) adoption of changes needs to be actively propagated
[10].

Integrating new data into the existing CDSS is not only laborious but also a hard
problem to deal with. Moreover, CDSSs face steep technical challenges because bio-
logical systems are extremely complicated with a vast range of interrelated data. For
example, a computerised clinical system may potentially consider a patient’s symp-
toms, medical history, family history, and genetics, as well as historical and geo-
graphical trends of disease occurrence, and published clinical knowledge when rec-
ommending a patient’s course of treatment. Apart from numerous clinical researches
and trials are being published and some of them are mutually conflicting. Incorporat-
ing such enormous and conflicting publications in the CDSS is quite a big challenge.

Gathering the clinical data, transforming them to medical knowledge and repre-
senting them in computer understandable format is yet to be matured. A significant
amount of efforts needed to create feasible techniques to gather, store, and process
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clinical data along with finding suitable, scalable, and flexible solutions to mine pat-
terns and discover the inter-correlations between the data and the patterns. Although
a significant number of efforts have been taken to build feasible CDSSs to support all
kinds of clinical tasks, very few got success. On contrary, some CDSSs with limited
scope have gained success, such as the leeds abdominal pain system, on behalf of the
University of Leeds hospital, produced 91.8% correct diagnosis where clinicians’
success rate was 79.6%.

Finally,whilst deploying theCDSSand indrawing attentionof thedoctors, gaining
their trust on our system, and motivating them to engage in improving the system.

2.2 Developing the System

Our objective is to build an intelligent system that will be able to perform diagnosis
of diseases given the symptoms or other factors such as the lifestyle of the patient
and disease history. Once data are collected from various sources, a heterogeneous
decision support algorithmwill be developed.When the system is built, it can be used
to perform various reasoning and decision-making to suggest personalised treatment.
After the system development phase, the mechanism and workflow of the system
will be consulted with and verified by expert clinicians. Finally, the decision support
system will be made available through a Web application to the health staffs.

The proposed systemworks as the core/brain of the system and run in the back-end
in a server. There is a web-based application for end users, such as doctors to use the
system and generate prescriptions, diagnose a patient, and enhance the knowledge
base of the system. The system is composed of three main components, namely
(i) EHR system, (ii) knowledge base, and (iii) inference engine with self-learning
algorithm.

An EHR is one of the essential part of the CDSS system. It consists of the user
interface and the database schema. The interface is intended to collect patient infor-
mation in an efficient and timely manner, and the database schema is targeted at
storing the information in a well-organised manner to facilitate efficient processing
in constructing the knowledge base. Detail of the two parts of EHR is beyond the
scope of this paper. The knowledge base is constructed and enhanced in two ways:
(i) pattern mining and (ii) knowledge from books, Websites, and experience of clin-
icians. A brief discussion of the knowledge-base construction is provided later. The
final and the most important part of the CDSS is the inference engine. It takes into
account the rules in the knowledge base and the newly added patient information.
Based on the similarity between the new information and the rules; the trend of dis-
eases, health, medication, and diagnosis; a reasoning is performed to recommend
best potential diagnosis and treatment.

The major steps of our approach towards the development of the system are (i)
data collection, (ii) knowledge-base construction, (iii) model building and training,
and (iv) prototype implementation and deployment of the system.
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Knowledge-base Construction The collected data require some special of natural
language processing and textmining to convert them into rules, the prime components
of the knowledge base. To cope upwith continuous acquisition of data and best utilise
it, the knowledge-base construction is made incremental. Whenever a new data, such
as new patient information, new piece of diagnosis, and new publication with new
findings are available, the knowledge base is updated accordingly.

In the core of the CDSS in constructing the knowledge base, there are

1. Pattern mining algorithms to find patterns and rules.
2. Text mining, Web crawling, and natural language processing (NLP) techniques

to contexualize the contents of publications and building rules.
3. Transfer learning algorithms to adjust rules and correlation amongst the rules in

order to cope up with spatio-temporal variations of diseases.
4. Machine learning algorithms to enable the system to learn and self-tune from

the generated rules and the experience of previous predictions of diagnosis.

Model Building and Training The flow chart in Fig. 1 demonstrates the architecture
and working model of the proposed system. It shows the overall procedure of col-
lecting data, building knowledge base, and inference engine, self-tuning the model
based on the previous recommendations/predictions, in a nut-shell.

Wemine association rules from frequent and sequential patterns from the collected
data. Because, frequent patterns provide the most practised and trendy diagnosis,
whereas sequential patterns capture the order of incidents of the events that is must
to be considered. Note, some data need adjustment to follow the spatio-temporal
variations. To cope up with this, transfer learning approach can be used. Trend anal-
ysis in health sector can capture various pandemic and outbreaks that need special
care. Furthermore, some trends in medication and treatments should be followed
globally which can be captured by trend analysis. Here, time-series analysis can be
performed to find trends. Data gathered through the integrated user interface are also
transformed directly into rules using the aforementioned pattern mining algorithms.

Another source of generating rules for constructing knowledge base is experts’
opinions obtained from books, publications, case studies, and opinions. Extracting
rules in this method is laborious and time consuming. Hence, we devised an approx-
imate algorithm to automate the rule extraction from texts where various text mining
techniques, such as word embedding, word association, and tagging, have been used.

All the rules extracted using the abovementioned methods are then assigned
weight to reflect the importance of the rules based on the source of the data from
which the rules were extracted. Initially, in our proposed system, we assigned equal
weight to the rules which can be changed as per requirement, e.g. experts’ opinion-
based rules should be given higher weight than the pattern-based rules.

The weights of the rules are considered whilst providing any clinical decision
or recommendation. If a new patient or disease information is given to the system,
the information is transformed into EHR format, and then similarly as case-based
reasoning (CBR) [1], the most likely diagnosis, i.e. the diagnosis having maximum
similarity score, with highest weight of the associated rules is suggested. In case of
multiple diagnosis options, the options are sorted in decreasing order of similarity
and weights.
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Fig. 1 Project development model for Dr. AI

Once a diagnosis is chosen, the complete EHR for the new patient data is added in
the database from where new patterns and rules might be generated or weights of the
existing rules might be adjusted. Through this process, the CDSS keeps improving
itself and provides better recommendations.

The weight adjustment of the rules and weight-based ordering of possible recom-
mendations are performedwithin the inference engine of the model. It is the core part
of the CDSS with various decision-making and risk analysis technologies integrated
in it. Initially, we are using Bayesian decision networks to choose the best diagnosis
using utility and decision theory. It is quite challenging and laborious job to construct
BDNs for a vast and overly complicated field, medical science. One option is to use
automated construction of BDNs which is still in its infancy.
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Prototype Implementation andDeployment of the SystemWeare currently devel-
oping a prototype version of the proposedmodel for theCDSS and planning to deploy
it as a Web-based application. A non-exhausted list of concerns in developing and
deploying such a CDSS is [2]: (a) privacy and confidentiality, (b) user-friendly inter-
face and access for all class of people, (c) accuracy and completeness of information,
(d) integration of new information and requirements, (e) compatibility with the exist-
ing systems, (f) uniformity and non-conflicting knowledge, and (g) acceptance by
the core-community.

In developing the prototype of the model, we considered all the aforementioned
factors. We have been using Python 3.5 as the programming platform and FlaskWeb
development framework of Python. The system contains a user-friendly interface
for doctors, patients, other health workers, and relevant people with proper access-
right checking facility in order to ensure privacy and confidentiality. A doctor can
generate a prescriptionwith the least effort and time effectivemanner. This makes the
application widely acceptable in the community. We provide create-retrieve-update-
delete (CRUD) facilities for information, such as prescription, test reports, and health
records. Patients, now, do not need to inform the clinician about their past disease
history, allergies to medications, and other health-related information as the doctors
can find them from the stored EHR for the patient.

The developed prototype is designed to be extended easily. It is a plug-in-based
system where new features can be easily added and any piece of code, such as
a particular pattern mining algorithm, time-series approach, or machine learning
technique can be easily replaced with the interface of the code segment preserved.

3 Experimental Analysis

As a proof-of-concept, we have conducted experiments using a bag of classifiers.
The experiments were conducted on a set of 471 real medical prescriptions having
2006 distinct items and a medical transcriptions [3] dataset, comprised of a set of
3823 sample medical prescriptions with 11,525 distinct items.

In case of the first dataset, the classifiers that were used with their accuracy:
Multi-layer perceptron classifier (neural network): 61.74%, support vector machine:
30.67%, decision tree classifier: 42.19%, logistic regression classifier: 56.79%, and
an ensemble classifier of the first four classifiers with max-voting strategy: 58.02%.

In case of the second dataset, the number of distinct labels found is huge that
refrains other algorithms to be executed in general purpose computers. Hence, a
multi-layer perceptron classifier model is built for this dataset and the average accu-
racy obtained by the model is 83.57%.
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4 Conclusions and Future Works

Health care is a complex, vast, and sensitive field where occurring errors are a com-
mon phenomena. Apparently, the effort to minimise them is important [5, 11]. CDSS
significantly improved diagnosis and clinical practice in 68% of trials [7]. We also
observed reasonable accuracy of diagnosis prediction for a very small but real medi-
cal data in our experimentation. The maximum benefit of CDSSs can be obtained in
the future, when health caremanagements are fully electronicwhere real-time patient
informationwill be available, as it simplifies themodifications of information in order
to keep the system up to date. Developing a full-fledged and fully functional CDSS is
quite hard, time-consuming, expensive, and laborious. Hence, we have started with
a plug-in-based framework with minimal features with an intuition to add features
in a timely manner. Adding new features, new and efficient algorithms, refining the
decision-making inference engine, improving the knowledge-base construction pro-
cess can be potential extensions. A better user interface reflecting the requirement
of the clinicians with appropriate UI/UX survey and research can add greater value
to the CDSS/EHR.
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The Impact of Collaborative
Decision-Making in a Smart
Manufacturing Environment: Case Study
Using an AutomatedWater Bottling Plant

J. Coetzer , R. B. Kuriakose , H. J. Vermaak , and G. Nel

Abstract With the dawn of the Fourth Industrial Revolution (Industry 4.0),
following three previous industrial revolutions, many disruptive technologies such
as cloud computing, the Internet of Things (IoT), Internet of Services, Cyber Phys-
ical Systems (CPS) and big data are rapidly advancing throughout the world. Smart
Manufacturing integrates these expeditious advancement of technologies related to
the Fourth Industrial Revolution at the center of advancing automated structures.
Preceding research within the Industry 4.0 research environment has for the most
part focused on connecting machines and digital systems in an autonomous environ-
ment. However, the integration of humans within Industry 4.0 need to be considered
as many industrial settings still make use of mixed environments. Within these envi-
ronments the completion of processes are dependent on the cooperation between
human workers and automated systems. At this time there is limited research on the
development of collaborative decision-making where the human’s adjustment and
acknowledgment to themethod is taken into consideration.A researchgap identifying
the lack of processes involving collaborative decision-making, has been established
as the productive setup of an automated system relies greatly on theHuman–Machine
Interaction (HMI) between the machines and the human operator. The case study of
a water bottling plant is utilized in this research to create a separation between the
collection of tasks that need to be done by a machine as well as a human related to
a Smart Manufacturing Environment. Even though the new technologies employed
in Industry 4.0 may predict or detect a shift in procedure, human intervention and
decision-making are still of critical importance. The paper initially discusses how the
water bottling plant was modeled. Secondly, the paper then discusses collaborative
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decision-makingwith reference to possiblemodels for collaborative decision-making
and introduces a HMI used for intervention in the automated process. The paper is
rounded off by discussing the results and impact of collaborative decision-making
in the automated procedure related to the case study.

Keywords Collaborative decision-making · Human–machine interaction · Smart
manufacturing · Fourth industrial revolution

1 Introduction

Smartmanufacturing is awidely used term to describe the current and future trends in
manufacturing related to the Industry 4.0 environment [1]. According to the National
Institute of Standards and Technology (NIST) Smart manufacturing is fully assimi-
lated, collaborative manufacturing systems that respond in real-time to meet require-
ments and conditions in the factory, in the supply network and in customer demands
[2]. In a Smart factory, machinery and equipment are able to improve processes
through automation and self-optimization while functioning in a highly digitalized
and connected environment [2].

Smart manufacturing integrates sensors, communication technology, computing
platforms, datamodeling, control andmeasurement by using rapidly developing tech-
nologies related to Industry 4.0 [3]. These technologies include Internet of Things
(IoT), Cyber physical Systems (CPS), Internet of Everything (IoE), cloud computing,
service-oriented computing, data science andArtificial Intelligence (AI). These tech-
nologies put the creating of automated systems and processes at the center of Industry
4.0 [4].

With the integrated processing and communication capabilities of the above
mentioned technologies, a noteworthy concern is the result that it will have on the
interaction between humans and machines [3]. Automated systems are not always
exclusively autonomous; a degree of human interaction is practically constantly exis-
tent even though consideration is not always given to this challenge [3]. Efficient
collaborative decision-making between the workforce and the automated system is
imperative for the effective operation of an automated system [5].

Collaborative decision-making is a process whereby effective science-based
decision-making is facilitated for the collaboration amongdesigners, technical practi-
tioners and users [6]. The humanoperatorwill still be involved in production ormanu-
facturing processes whether it is for executing specific assembly tasks, supervising
automated processes or intervening with processes when necessary [7]. Collabora-
tive decision-making, in this context, thus refers to working together with a system
or machine on a certain task to achieve a specific, common goal [8].

Previous research has extensively focused on the advancement and analyzing
of new technologies associated with autonomous systems. In spite of this, there is
a shortage of research done on collaborative decision-making, especially in mixed
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environments, whereby the completion of a process is dependent on the collaboration
between the human worker and the automated system [9].

Some of the studies that were performed in this field were carried out by Klumpp
et al. [5] whereby a production logistics traffic control problem was introduced to
create possiblemodels for collaborative decision-making. Scenarioswere executed to
include firstly, human operators, secondly, automated robots and thirdly, a combina-
tion where collaboration between the human operator and the robot were introduced.
These models served as actors in Industry 4.0 settings to scrutinize the critical role
of collaborative decision-making and also human interaction in automated situations
[5].

From a Smart manufacturing perspective, this research aims to implement collab-
orative decision-making within the manufacturing field. The explicit input of this
paper is to investigate the impact of collaborative decision-making in a Smart manu-
facturing setting utilizing a case study of an automated water bottling plant. Two
potential models will be introduced namely, machine only, and secondly, a collab-
oration between the human and the system. This is done by using the case study of
a water bottling plant, henceforward referred to as the plant, which is modeled in
Simulink and executed using Smart Manufacturing Units (SMU) [8].

This paper is structured such that first an overview is given of the existing water
bottling plant and how it operates. Secondly, collaborative decision-making related to
this study, is introduced and discussed. Thirdly, the results and findings are described
and then rounded off with a conclusion.

2 Plant Overview and Modeling

This section gives an overview of the plant that is described in Sect. 1. The concept
of the plant was aimed at producing bottled water for internal use at the Central
University of Technology (CUT), Free State as, presented by the CUT management
[10].

After an economic viability study was performed [8], the requirements for the
plant was as follows:

• Able to bottle 5000 L of water a month
• Contain all minerals
• Should be able to source and store water
• Should be able to produce 500 and 750 ml bottles
• Fill and cap the 500 and 750 ml bottles

A three-dimensional Computer Aided Design (CAD) [11] model of the plant is
portrayed in Fig. 1.

The different subsystems for the plant is show in Fig. 1, where (A) is the source
and water storage tank, (B) is the bottle manufacturing and storage subsystem and
(C) indicates the water filling unit.
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Fig. 1 A 3-D printed model
illustrating the completed
water bottling plant

The plant was modeled in Simulink and as part of the technical feasibility opti-
mized using MATLAB. Input to the model is received via a web server through an
interactive user interface that has been developed [8] where customers can place
orders for either 500 ml or 750 ml bottles. The app requires customers to complete
their personal details, indicate the desired bottle size and required date of delivery.
The captured information is stored on a cloud server from where the MATLAB
program can access and process the data to start filling the bottles. The user interface
for the web application is shown in Fig. 2.

Fig. 2 The user interface for the online ordering of bottles
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3 Collaborative Decision-Making in the Automated Water
Bottling Plant

As described in the Introduction, the collaborative process of decision-making in
the setting of this research, refers to humans working together with a system or
machinewhile having a similar and specificmutual goal inmind. Potentialmodels for
human–robot interaction that examine the impact of collaborative decision-making
were introduced by Klumpp, et al. [12].

For the purpose of Klumpp’s research, a prototype for accident prevention in
an autonomous traffic environment was introduced. According to the research, the
prototype functioned satisfactory when the participants using the system were auto-
mated vehicles that followed well-defined rules precisely and could rapidly converse
by means of using computer interfaces [5]. Initially the prototype was developed to
be used only by automated systems but was expanded to incorporate humans and
their interactions with the autonomous components. This led to proposing potential
models for collaborative decision-making by means of human–machine interaction.
The inclusion of humans that could operate vehicles remotely using a desktop appli-
cation, was introduced for this purpose by adapting the control inputs of a vehicle to
include collaborative decisions [13].

Three different categories were identified as potential models; human first, robot
first and a hybrid where the human and robot collaborate. In the human first
scenario, the vehicle controlled by the human was given priority which meant that
the autonomous vehicle had to react swiftly to the inputs received from the human-
controlled vehicle. The danger for potential collisions were high due to the short
reaction times (for both robots and humans) when unforeseen actions occurred [5].

For the scenario where the robot was put in control, the vehicle controlled by the
human was completely removed and the automated vehicle was forced to disregard
the vehicle controlled by the human. As a result, the automated vehicles did not
respond to the human-controlled vehicle which required the human to adjust their
activities.

Thus, the task of avoiding collisions were the responsibility of the human. In this
setup, collisions were the highest for human-controlled vehicles [5].

In the hybrid scenario, equal responsibility was given to the robot and the human
for paying attention for avoidance of possible collisions. Although collisions still
occurred, the impact of the hybrid or collaborative approach was that the number of
collisions were the lowest between all three scenarios.

The aim of this paper is to test the impact of collaborative decision-making in a
Smart manufacturing environment with the plant as the case study. As this is prelimi-
nary research, there will be two scenarios; machine first and a collaboration between
the machine and humans. Both scenarios will be tested on the Smart Manufacturing
Unit (SMU) described in Sect. 2.
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Fig. 3 The layout of the three SMU’s of the water bottling plant

3.1 Machine Only

The Smart Manufacturing Unit is illustrated in Fig. 3 and displays the three SMU’s
used for the process of filling the water bottles. The first SMU consists of the source
and tank, which contains water for filling the bottles, the second SMUmanufactures
and stores the bottles used for filling the water and the third SMU executes the filling
of water into the bottles.

Both scenarios that will be tested as part of this research will be done on SMU 3.
For the machine only scenario, the automated system is responsible for completing
the task of filling either 500 ml or 750 ml bottles in an optimum time as orders are
received via the web application. There are several constraints that are taken into
account by the optimization model for the completion of the production process,
which includes the number of orders obtained from the cloud, the water flow rate,
the source tank water level and the number of 500 and 750 ml bottles in storage [14].

For the purpose of this research, only one constraint will be tested namely,
the water level in the tank which should ideally not go below 25%. The SMU is
programmed to automatically stop production when the water level hits 25% and
will resume operation after the storage tank has reached full capacity.

3.2 Human–Machine Collaboration

In the human–machine collaboration scenario, there are different places where the
human can fit into the production line. To understand this in detail, an exploded view
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Fig. 4 The production line for the plant

of SMU 3 is provided in Fig. 4. As seen from Fig. 4, SMU 3 is split into the water
filling, capping and packaging unit. A human intervention is possible in many areas
such as at the placing of online orders, water filling, capping or packaging. For this
research the human will intervene between the water filling station and the bottle
capping station as depicted in Fig. 4.

With the intention of bringing the human into the production process, a HMI was
developed and assigned for intervention by the human. The HMI is connected to the
PLC and when the water reaches a specific level, an alert is created which requests
whether the speed of production be slowed down or be sped up. At this point a
decision can be taken by the human for adjusting the flow rate which is dependent on
thewater available in the source tank or to leave the speed unchanged. The hypothesis
here is that the human-system collaboration will enable a quicker decision-making
and therefore speed up production as opposed to a system only scenario.

4 Results and Discussions

The results of implementing an HMI to the existing plant which allows the human
to intervene and take decisions that need to be made during the production process
is discussed in this section. As mentioned in Sect. 3, the water bottling plant has
been optimized to automatically fill either 500 or 750 ml bottles. The number of
bottles that need filling is determined by customers placing orders online via the
web application, thus the orders must be completed in the shortest time possible for
timely delivery to customers.
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Fig. 5 Free run water fill indicating full system control

Several constraints are taken into consideration by the optimization model and
as mentioned, the constraint tested for this research is the level of water available
in the storage tank. A predetermined set of rules regulates the water in the storage
tank with the condition that the water level must not get to 0% and is programmed
to create an alert when the water level in the tank touches 25% [15].

A free run water fill, where there are no constraints attached to the process and
the machine exclusively makes the decisions as depicted in Fig. 5, should not be
considered as the level of the water in the storage tank should, ideally, not attain
0%. With the free run water fill, the bottles are being filled up until a 0% water level
has been reached. As soon as this instance occurs, the whole filling process will
come to a total standstill while the water level increases in order to restart the filling
process. The free run scenario portrayed in Fig. 5 is showcased here to highlight the
importance of having interventions either by the machine or by human intervention
for optimization of the process.

The scenario depicted in Fig. 6 portrays the process of the system controlling
the water level and taking all decisions for the filling process. When the water level
reaches 25% or 10,000 ml, the process slows down, reaches a pause and waits for the
water to be replenished in the storage tank. As soon as the water level has reached
a specific level in the storage tank, the water filling process resumes. This operation
is based on a predetermined algorithm. The total time to complete the order when
the machine controls the water level, was approximately 1101 min, as portrayed in
Fig. 6.

In the second scenario, the HMI is introduced to the plant. For the purpose of
obtaining a holistic view of the manufacturing process for the plant, a Supervi-
sory Control and Data Acquisition System (SCADA) is implemented. A SCADA
is utilized for the regulation and observing various aspects of manufacturing plants
environments [16]. A SCADA system operates by working with indicators that uses
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Fig. 6 Water level as controlled by system only

communication channels for providing the user with remote controlling of equip-
ment for a specific structure [17]. In comparison, HMI’s provide an efficient means
for communicating with hardware and can thus be considered as a subsection of a
SCADA system.

The SCADA will provide the human with a complete picture of the variants
pertaining to the plant such as the water available in the storage tank, the flow rate
of the water and the amount of bottles available. Based on these values, the human
will be able to take informed decisions via the HMI.

During the HMI controlled operation, two scenarios will be tested; one where the
water flow to the storage tank will be delayed and the process needs to be slowed
down, and another scenario where the water flow to the storage tank is imminent,
hence the process can be sped up.

Figure 7 indicates the process where water filling is slowed down. The process
starts at 20,000ml and continues filling bottles until thewater level reaches 10,000ml
or 25% as shown in Fig. 7. At this point the human anticipates that the water is not
enough to complete the required orders in time and hence intervenes via the HMI by
overriding the process to slow down the filling of bottles until the water level of the
storage tank reaches a certain set level. The speed is constantly being slowed down
as it waits for the water level to rise although the bottles are still being filled, only at
a slower pace. As depicted, the time to complete the order took 881 min.

The scenario where the speed is increased, depicted in Fig. 8, is in the long run
the ultimate scenario where the water level is dropping and reaches a position where
the system is programmed to pause and wait for an increase in the water level. At
this point the human is allowed to intervene by means of the HMI to indicate that
the machine ought to increase the flow rate and continue with the filling process as
the operator knows in advance that water will shortly reach the system. The machine
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Fig. 7 Human interaction overrides to slow down filling

Fig. 8 Human interaction overrides to speed up filling

does thus not have to slow down and the human interaction overrides to speed up the
process.

The entire process of filling the bottles and completing orders, take a certain
time. When the machine controls the process and makes the decisions, as depicted
in Fig. 6, the process of filling the bottles take slightly longer than in the other two
scenarios where human interaction occurs for overriding the process. For the filling
of bottles using only machine control, the process took approximately 1101 min, in
comparison with the scenarios where human intervention took place.

When human intervention takes place via the HMI, the two scenarios described
involves the human that needs to make a decision for indicating whether the process
should slow down or speed up. Even though the human intervention indicates that
the process should slow down, as depicted in Fig. 7, the time to complete the process
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is less than that of where the machine makes the decision to wait for the water level
to increase before completing the process, which took approximately 881 min. The
same is true where the human intervenes when it is known that water is immediately
available and the process should speed up, as indicated in Fig. 8. For this scenario
the process took about 551 min.

5 Conclusion

This paper introduces collaborative decision-making by means of a HMI to a Smart
manufacturing environment utilizing the case study of an automated water bottling
plant. The aim of the researchwas to examinewhether collaborative decision-making
between the machine and the human will have a positive impact on the optimization
of the manufacture process.

The paper initially gives an overview of the plant. As illustrated in Fig. 1, the plant
was modeled in Simulink and optimized using MATLAB. The process of ordering
the product via a web application, developed for customer orders, was part of the
overview and briefly explained. The graphical user interface for the web application
is depicted in Fig. 2.

The next section of the paper discusses collaborative decision-making with refer-
ence to potentialmodels for collaborative decision-making as introduced by a compa-
rable research project. For this research, two scenarios were presented namely the
machine only and secondly, a collaboration between the machine and the human. A
HMI was presented to the production process at the SMU for filling the water bottles
of the in order to bring the human into the process as depicted in Fig. 4. The scenarios
were implemented and yielded significant results as described in Sect. 4.

The results, showcased in Figs. 7 and 8, show that the process was at least 20%
faster with human intervention in comparison with the machine only scenario. This
is in correlation with Klumpp’s [5] experiment where the collaboration between the
robot and human resulted in less traffic collisions than that of the robot only scenario.
It can thus be deduced that in this particular case, collaboration between the machine
and the human utilizing an HMI has a positive impact on the production process.

The purpose of this research is to see where we can bring meaningful contribution
by humans to a Smart manufacturing environment. As a result, humans will not be
placed in all aspects of the Smart manufacturing plant. For this experiment the human
intervention utilizing theHMI took place at the point between the water filling station
and the capping station. The fact that the HMI was tested on only one SMU unit of
the plant is a limitation of this study.

It is important to note that the inclusion of humans in the Smart manufacturing
environment creates opportunities forworkerswhomay lose their jobs due to Industry
4.0 technologies to be re-skilled to be part of a collaborative decision-making envi-
ronment. More research will need to be done on the kind and level of re-skilling that
will be required to ensure the worker can be re-deployed to a different job within the
Industry 4.0 environment.
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The research is thus limited to firstly identifying areas where human contributions
wouldhold value during the productionprocess andwarrants further research to arrive
at optimized processes in an automated environment.
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Analysis of Social Assistance During
the COVID-19 Pandemic
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Abstract This research focuses on the Ministry of Social Affairs in distributing
social assistance. This study aims to find out how the process of distributing social
aid carried out by the Ministry of Social Affairs has been going well following the
procedures. And during the distribution, there were any obstacles that hindered the
distribution process so that the distribution of social assistancewas not right on target.
The method used in this research is descriptive qualitative using online news media
as data processed through NVivo 12 Plus software. This approach was chosen to see
the extent to which the Ministry of Social Affairs was distributing social assistance
to people affected by the COVID-19 pandemic with indicators of resources, bureau-
cratic structure, communication, and commitment as comparison material. Based
on the data analysis that has been carried out, the bureaucratic structure is a major
problem that causes delays in the distribution of social assistance with a percentage
of 81.25%, not without reasons for lack of accountability and the occurrence of
abuse of office by bureaucrats who control the distribution of social assistance and
use the situation to commit acts of corruption. Furthermore, Resources became the
second factor that caused the distribution of social assistance not to go well with a
presentation of around 37.50%. Furthermore, the results of data analysis with the
commitment indicator, which is not much different from the bureaucratic structure,
become the third reason for the problems in the distribution of social assistance
due to factors from the stakeholders in the distribution of social service who lack a
strong commitment with a value presentation of around 21.25% as the primary basis
in implementing responsibility. In contrast to the results of data analysis from the
communication indicator, 18.75% is the lowest problem in the distribution of social
assistance by the Ministry of Social Affairs to the results of data analysis from the
communication indicator of 18.75%.
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1 Introduction

With the outbreak initially starting in Wuhan, China quickly spread worldwide,
including Indonesia. The corona 19 virus emerged and became one of the emer-
gencies. According to Hua and Shaw [1], coronavirus 19 is a humanitarian emer-
gency, where this outbreak appeared in Wuhan, China in 2019 at the beginning of
December, and the news began to spread at the end of December, or at the begin-
ning of January 2020, in the third week of January—detected as an emergency. On
January 31, 2020, WHO finally declared this a Public Health Emergency of Interna-
tional Concern (PHEIC) and announced a pandemic onMarch 11, 2020, as of March
24, 2020. Gullslett et al. [2] stated that the coronavirus 19 pandemic was a health
emergency in international history. That in international history the Corona Virus 19
pandemic is an unprecedented public health emergency.

The public does not know when it will come, mainly because the spread is
speedy. It has become a trending topic worldwide in the last two years, namely
the coronavirus or better known as coronavirus disease 2019 COVID-19. Gude and
Muire [3] explaining that the spread of the corona 19 virus can be through direct
contact with exposed people and possibly with tiny droplets of saliva produced when
coughing, sneezing, or talking. This coronavirus is a complex disease with indi-
cations of attacking the respiratory tract, and the rate of transmission is very fast
through the air or the atmosphere [4].

Meanwhile, as stated by Astuti [5], this virus is indicated to have originated from
live animals traded in a traditional market in Wuhan, China. Severe acute respira-
tory syndrome can attack lung cells due to many stored receptor entries, namely
angiotensin converting enzyme. The presence of this virus in the host cell initiates
various protective responses leading to pneumonia and acute respiratory distress
syndrome.

The state must anticipate a shield that should be installed from the start so that the
long-term economy does not become a new problem for the state. Themore a country
does not follow the rules of the health protocol to maintain a distance, the greater
the spread of the COVID-19 virus. Quarantine plays a significant role in controlling
the coronavirus. Patients who have been exposed or diagnosed with the coronavirus
should be placed in separate places until the recovery process [6]. The government’s
and community’s responses to preventivemeasures, such as school closures, working
from home, especially formal sector workers, delays, and cancelations of various
government and private events, have slowed the wheels of the economy [7].

These challenges undeniablywill be pretty impactful for Indonesia. The economic
impact can be evenworse for a long time. Thismeans that themore a country enforces
protocol rules for its people to implement community activity restrictions (PPKM)
will impact the community’s economy, especially if this continues in the long term,
thus, maintaining economic stability and community survival. The government has
helped by making various forms of policy. Gelb and Mukherjee [8] not only in
Indonesia but in other countries too have launched an unprecedented aid package to
protect the economy in their respective countries.
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Anefficient bureaucracy is essential in the twenty-first century because the govern-
ment and public administration play an indispensable role in facilitating economic
and social change and the growing awareness that government must act more swiftly
[9]. In Indonesia itself, many types of assistance have been distributed to people
affected by the corona 19 pandemic in the form of cash, necessities, and relief in
the form of cutting electricity tariff bills in the hope of reducing the burden on the
community.

Most of the heads of households have lost their jobs and are vulnerable to receiving
social benefits. Therefore, they will likely find it difficult to rely on immediate assis-
tance from the community [10]. The service provided by the government aims to
ensure the availability of basic needs and provide social protection, especially for
several groups affected by COVID-19.

2 Literature Review

2.1 Public Policy Implementation

George Edward III emphasized that the main problem of public administration is the
lack of attention to the issue of policy implementation [11]. According to Edward,
without effective policy implementation, policymakers’ decisions will not succeed.
For policy implementation to be effective, Edward [11] suggests fourmain issues that
must be considered, namely communication (communication), resources (resources),
commitment (disposition or attitude), and bureaucratic structure.

Communication (communication) is related to how policies are communicated
to the organization or the public, the availability of policy resources, attitudes, and
responses from the parties involved, and the organizational structure of implementing
policies.Resources (resources) relate to the availability of supporting resources, espe-
cially human resources. A vital resource aspect, in this case, is the skill of policy
implementers who will implement the policy effectively. Commitment (disposition)
relates to the willingness and dedication of the implementers to implement the policy
effectively. The bureaucratic structure is related to the suitability of the bureaucratic
organization that implements public procedures. In this case, what needs to be main-
tained is how to prevent bureaucratic fragmentation in its implementation because
such a structure will hinder the performance of the public policy.

3 Methodology

Themethod used in this research is descriptive qualitative research. Onlinemedia is a
sample of data sources taken throughNCapture for NVivo 12 Plus withWebChrome
which is processed using NVivo 12 Plus software. The captured data containing
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Table 1 Online media
sources

No Media Source link Whole

1 CNN https://www.cnnindone
sia.com

5

2 Detik.com https://www.detik.com 15

3 Kompas https://www.kompas.
com

15

4 Media Indonesia https://mediaindonesia.
com

5

Source Compiled by the author, 2021

information from an online media account are coded at this stage. The data are
processed with the crosstab feature to automatically calculate the necessary main
statistical tests with significant comparisons of indicators. The feature used in this
process is the node feature which aims to classify the data in the study.

Files related to research that have been imported are then read to find sentences
resulting from the analysis to be grouped according to node indicators. Furthermore,
the most frequently used words or terms can be revealed by using the word cloud
feature. This study examines how the Ministry of Social Affairs distributes social
assistance during the pandemic through online news media by measuring indicators
of resources, bureaucratic structure, communication, and commitment (Table 1).

4 Discussion

In carrying out life in the current situation, of course, there are many challenges
that the community must go through to survive. Without reason, the many problems
that occurred in our beloved country, starting from the unfinished spread of the
coronavirus and the emergence of disasters that rocked one after another, make
people’s lives even more alarming. To survive, of course, people cannot rely on
themselves but need government assistance as we know that the government is one
form of organization that works and carries out the task of managing the government
system and setting policies in maintaining the sovereignty of the state and ensuring
the welfare of its people. The Ministry of Social Affairs of the Republic of Indonesia
is responsible for ensuring success in distributing social assistance to communities
affected by the COVID-19 pandemic commitment.

4.1 Bureaucratic Structure

In essence, the bureaucracy is present as the implementation of the government
system, both in responding to various problems and in providing services to the

https://www.cnnindonesia.com
https://www.detik.com
https://www.kompas.com
https://mediaindonesia.com
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Fig. 1 Matrix coding, NVivo 12 plus indicators of implementing social assistance distribution
policies. Source Compiled by the author, 2021

community. The importance of one of the conditions of a professional bureaucracy
is to provide services to the community (public service). Still, in reality, it is different,
where public trust is broken by irresponsible elements who have taken advantage of
their position.

Based on the results of the data in Fig. 1, it can be seen that the indicator of bureau-
cratic structure is the most dominating problem that results in policy implementation
in the distribution of social assistance not going well, not without reason that the
problem arises because of small things that are considered trivial such as bureaucrats
are too busy with internal affairs so that matters regarding services to the community
are neglected, lack of honesty, and accountability so that they take advantage of the
situation to commit corrupt acts.

4.2 Resource

The results of the data analysis in Fig. 1 show that the indicator of resources is
in second place with a value presentation of 37.50%, which means that it is the
biggest problem after the bureaucratic structure that hinders the distribution of social
assistance. Resources are an essential element in running the government, with the
current state of society still needing attention from the government, both at the
center and the local level. Therefore, people who are considered to have high quality
and credibility are expected to carry out their duties and responsibilities in serving,
assisting, and improving people’s lives through policies and programs implemented
by the government. However, the facts show that there are still socio-economic gaps
in the strata of people’s lives, one of which is the unequal distribution of social
assistance carried out by the Ministry of Social Affairs.

On the other hand, two factors hinder the distribution of social assistance
on resource indicators, namely geographical conditions and managers’ inability.
Figure 2 shows the data on the failure of managers, in this case, human resources, to
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Fig. 2 Causes of weak resources. Source Compiled by the author, 2021

carry out their duties properly. These problems are very closely related to geograph-
ical conditions where certain areas are difficult to access by distributors in the direc-
tion, including the interior of Papua, the interior of NTT, and many other regions.
The lack of access to the interior is an advantage for the individuals involved in
distributing social assistance, manipulating data by using the names of social service
recipients with other families and even providing social assistance to their close rela-
tives. With actions like this, the distribution of social assistance is not channeled on
target.

4.3 Commitment

Within the scope of government, the terms servant and service user are not some-
thing new to hear. In line with that, commitment is the most crucial element in
service delivery. Therefore, the community will assess the role of commitment in
implementing public services as service users. The commitment to implementing
public services should be prioritized, at least including professionalism and ethics
in providing services to the community. Therefore, as best as possible, the standard
operating procedure (SOP) in a service provider agency, without a commitment, it
will not work as it should.

The results of data analysis in Fig. 1, with a percentage value of 21.25%, indicate
that the commitment indicator is the third most significant problem that causes the
distribution of social assistance to be constrained. The distribution of social service
did not go well due to a lack of honesty and the absence of a strong commitment by
the managers. Commitment is needed in carrying out the duties and responsibilities
to control oneself to stay on the right path. One of the shreds of evidence of the lack
of commitment in the authorities who manage social assistance is the evidence of
corruption in social service involving the minister of social affairs.



Analysis of Social Assistance During the COVID-19 Pandemic 339

4.4 Communication

In development or service in government institutions, communication is one of the
essential factors that are themain trigger for this success to be achieved. Communica-
tion is a liaison tool between humans in the organization’s scope. However, commu-
nication is very closely related to government. It becomes the flow of delivery and
acceptance of the market that links each other between the government as the sender
and the community as the recipient of the message. Thus, to measure the success
of the distribution of social assistance, communication is one of the four indicators
that causes the distribution of social aid not to go well. In Fig. 1, we can see that
communication is in fourth place with a score of 15.75%. In terms of numbers, of
course, it is not a considerable value among other indicators. Still, it has a significant
impact on the loss of people who need this assistance.

In measuring how much influence this communication has, it is the cause of
the unsuccessful distribution of social assistance during the COVID-19 pandemic.
Furthermore, the authors analyze the communication indicators with derivatives,
namely the sender and recipient of the message, as in Fig. 3.

From the results of data analysis in Fig. 3, the comparison is quite far, namely 75%
and 27%, which means that the government as the messenger is less in providing
information related to the distribution of social assistance to the community as the
recipient of the message. This problem can be seen from the lack of socialization
regarding the terms and conditions that must be met by prospective recipients of
social assistance, giving rise to pros and cons in the community. In addition, people’s
assumptions about the system of favoritism and kinship are very clearly shown so
that the distribution of social assistance is not evenly distributed.

In line with that, the cause of problems in the distribution of social assistance
lies not only in areas that are difficult to reach, lack of communication, or lack of
socialization. Figure 4 explains that the complex, irrelevant social assistance data,

Fig. 3 Influence of communication on the distribution of social assistance. Source Compiled by
the author, 2021
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Fig. 4 Word frequency, implementation of social assistance distribution. Source Compiled by the
author, 2021

and the discrepancy between central government data and blood government data
that are difficult to track are the primary triggers for this social assistance problem
to begin. This can be proven based on the results of word frequency analysis which
shows that the word social assistance data have a presentation that often appears.

Data inaccuracies have always been a classic problem in every distribution of
social assistance. It is not just a question of inaccurate social assistance recipient
data. Several factors are suspected to be the cause of the data inaccuracy. The social
welfare integrated data (STKS) have not been connected to the population identifi-
cation number (NIK) and the delay and weakness in the data verification process.
In addition, the number of social assistance programs launched by the Ministry of
Social Affairs during the COVID-19 pandemic resulted in the overlapping of these
programs, resulting in the emergence of new vulnerable groups of people who were
not previously registered in the list of recipients of social assistance, in the end, they
did not receive any social service.

5 Conclusion

Based on the results of data analysis, it can be concluded that the Government of
Indonesia’s policy in distributing social assistance to assist and reduce the burden on
the affected community during the COVID-19 pandemic is still considered to be less
than satisfactory for the community because there are problems involving elements
of the community. An irresponsible person as the holder of authority, in this case,
the Ministry of Social Affairs who intentionally commits acts of abuse of power and
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takes advantage of the situation to commit acts of corruption which results in the
distribution of social assistance not going well, and the distribution is not right on
target.

In realizing the social assistance distribution program, several factors trigger prob-
lems in the distribution of social assistance. First, there is a lot of complex data but
a lack of resources to improve data at both the central and regional levels. Second,
the distribution system of social assistance is not transparent, and the supervision is
considered weak so that problems are found, such as the identity of the population
of the recipients of social aid being invalid. From some of these problems, there has
been unrest among the people who feel that social assistance is not evenly distributed,
starting in terms of time, target recipients, distribution areas, and unclear procedures
and requirements for receiving social service.
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Abstract This research aims to see how far the application of “Tangerang LIVE” is
in realizing the principles of agile governance in theTangerangCityGovernment. The
current era of technology is a challenge for every government to have information and
communication technology (ICT) capabilities in the application of public services.
The Tangerang City Government answered this challenge by making innovation in
an application called “Tangerang LIVE”. The method in this study is a descriptive
analysis that explains a clear picture of the application of agile governance principles
to applications made by the Tangerang City Government. Researchers analyzed the
data using the “TangerangLIVE” application foundon the google play store for users’
smartphoneAndroid. This study’s data collection techniqueswere carried out through
secondary data searches obtained from books, articles, news, comments, government
publications (applications), and journals. This research is necessary because it can
see how far the Tangerang City Government is in realizing the principles of agile
governance through public services. The results of this study indicate that of the
three principles, agile governance discussed, the Tangerang City Government has
implemented several principles of agile governance, namely based on quick wins and
simple design and continuous refinement. However, on the focus of the systematic
and adaptive approach, it is still not implemented optimally. This can be seen through
the number of user complaints related to the verification process, which takes a long
time to respond after registering on the application.
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1 Introduction

Entering the era of information technology transformation, a government with infor-
mation and communication technology (ICT) skills is needed to convey messages
to the public. ICT uses digital and places a new government bureaucracy called
e-government [1]. Services in the digital form delivered online are an effort to
increase efficiency for the community in accessing information [2]. The applica-
tion of e-government in government using various online applications will boost
public participation [3]. Thus, the ease of obtaining information is expected to create
good governance and foster trust in the community.

The government is encouraged to implement organizational management agile
to realize good governance [4]. Obtaining information easily and quickly becomes
a challenge for the government in serving the community’s needs. The Tangerang
City Government carries out the application of ICT by making an application called
“Tangerang LIVE”. This is one form of innovation carried out by the Tangerang
City Government in realizing agile governance. Application as software functions to
perform various forms of work regarding the application, use, and addition of data
[5]. Through the online-based application media “Tangerang LIVE” which the city
government launched, it is expected to provide all the information needed by the
people of Tangerang City.

“Tangerang LIVE” is an application portal created by the Tangerang City Govern-
ment to support various services needed by the community.Until now, the “Tangerang
LIVE” application has been continuously developed since it was first launched in
August 2016 [6]. There are various features provided, such as LAKSA (Your Sugges-
tion Box Aspiration Service), Single Number Emergency Call Service 112, Online
Licensing Service, and other parts that can make it easier for the people of Tangerang
City. The use of digital-based applications in the public service sector is an effort to
improve performance and provide involvement to the community to realize the value
of transparency [1]. In addition, government innovations carried out by making the
“Tangerang LIVE” application aim to create a government agile.

Agile governance emerged as a new, broad, and multidisciplinary paradigm that
focuses on the performance of an organization and is related to competitiveness,
which until now has not been explored in-depth [7]. So that in the current techno-
logical era, ICT skills from the government are needed to create a responsive and
efficient public service [8]. So, this study aims to find out how the Tangerang City
Government applies principles of Agile Governance through the “Tangerang LIVE”
application as a form of service to the community.
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2 Literature Review

2.1 E-Government

Gartner defines e-government as a continuous effort in optimizing a service. Orga-
nizations transform a service using technology, the Internet, and new media [9].
E-government can be interpreted as a form or model of a government system that is
based on the use of digital technology. Such as administrative work, public services,
financial management, and so on will be controlled in one system [10]. The e-
government application is used to provide better service from the government. Such
as more efficient public services, emphasizing cost control, and taking advantage of
the advancements that ICT continues to offer [11].

According to Indrajit, e-government is a new interaction mechanism between the
government and the community or organizations interested. The process carried out
involves using information technology such as Internetmedia, which aims to improve
the quality of public service [10]. The implementation of e-government carried out
in government circles aims to make it easier in the service process to the community.
In addition, the government, the community, and the private sector (companies) can
collaborate to realize effectiveness and efficiency in service.

2.2 Agile Government

Agility is an organization’s capacity that is efficient and effective in using human
resources, both internally and externally, to create activity values with higher results
[12]. An agile organization must manage and consider the strategies needed and
desired. The concept of agility is also getting attention in the field of govern-
ment. Because the competitive environment is becoming more unpredictable, and
the competition is getting tougher. This leads to applying values in agile software
development in the process of good governance [13]. Agile governance is the ability
of human resources to feel, adapt, and respond quickly and sustainably to change
in their surroundings. Applying agile capabilities to governance aimed at delivering
faster, better, and more affordable values to the service processes implemented by
an organization [14]. A principle is essential in agile governance. Luna et al. suggest
that there are six principles of agile governance: (1) good enough governance, (2)
business-driven, (3) human focused, (4) based on quick wins, (5) systematic and
adaptive approach, (6) simple design and continuous refinement [15].

This study uses 3 (three) principles of agile governance proposed by Luna et al.
[14], including: (1) based on quick wins, a success that is achieved quickly must
be motivated to achieve further success. (2) Systematic and adaptive approach, a
team needs to expand its intrinsic capabilities to respond to changes quickly and
systematically. (3) Simple design and continuous refinement, the teammust have the
ability to create simple designs and provide fast and constantly improving results.
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3 Research Method

This research was conducted to see the importance of agile governance princi-
ples in the Tangerang City Government in providing services to the community
through the “Tangerang LIVE” application. This research is qualitative research
with a descriptive analysis approach that explains a clear picture of the application
of agile governance principles in applications made by the Tangerang City Govern-
ment. Researchers analyzed the data using the “Tangerang LIVE” application found
on the google Play Store for smartphone Android. The data collection technique in
this study is in accordance with that proposed by Silalahi which was carried out
through searching secondary data obtained from books, articles, news, comments,
government publications (applications), and journals [15]. This study focuses on
the use of the “Tangerang LIVE” application in realizing the principles of agile
governance in the City of Tangerang, Indonesia.

4 Result and Discussion

4.1 Overview of the Tangerang LIVE Application

The “Tangerang LIVE” application is one of the innovations made by the Tangerang
City Government. Through this application, it is hoped that it will make it easier for
people to receive information. In addition, the “Tangerang LIVE” application also
offers various application features that can help people from different aspects. Such
as matters regarding online licensing, emergency calls, information about COVID-
19, and many other uses that can be utilized. Making applications is an application
of e-government that is expected to provide many benefits to the public. Misuraca
suggests that the implementation of e-government brings many advantages, one of
which is creating a new environment for the community that can answer all problems
quickly and accurately and can face various changes globally [16].

The emergence of the digital revolution hasmademany government agencies seek
to utilize the Internet to realize ease in implementing a public service [17]. Digital
applications are a tangible manifestation of implementing e-government carried out
by the Tangerang City Government. The “Tangerang LIVE” application was first
launched in August 2016. This application can be used on smartphones and down-
loaded through the Play Store for Android users. The development of the “Tangerang
LIVE” application is also being carried out to improve the quality of usability in
various features to impact the community significantly. The following is the initial
screen when opening the “Tangerang LIVE” application (Fig. 1).

Based on the appearance on the home page, you can see various features in the
“Tangerang LIVE” application. Some of the components contained in the application
require the public to register to be used, especially for the people of Tangerang City.
In addition, the appearance of the start page on the application looks attractive and is
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Fig. 1 Display on the homepage of the “Tangerang LIVE” application [18]

also easy to observe. Furthermore, on the start page of the application, it also places
daily news at the bottom to provide information to the public regarding updates
regarding the latest news in the City of Tangerang.

Since its launch in August 2016, the “Tangerang LIVE” application has attracted
much public interest in its use. Until 2021, there is an increase in the download of
the “Tangerang LIVE” application (Fig. 2).

Based on the data above, through the Tangerang City Communication and Infor-
mation Office (Diskominfo), in March 2021, there was an increase in the download
of the “Tangerang LIVE” application. The number of downloaders in January was
525,197 and increased in February to 540,960, then raised in March, which reached
546,111 people [19]. Making the application “Tangerang LIVE” represents a goal
in implementing the concept of e-government and realizing Agile Governance in
the Tangerang City government. Therefore, to determine the extent to which the
Tangerang City Government applies agile governance, the researchers analyzed the
three principles of [14], which are as follows.
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Fig. 2 Increase in the number of Tangerang LIVE application downloaders in 2021. Source http://
katakota.com

4.2 Based on Quick Wins

According to Luna et al. [14], explaining the principle based on quick wins that
a success that is achieved quickly must be used as motivation as an impetus to
achieve further success. The Tangerang City Government continues to develop the
“Tangerang LIVE” application. Various new features are made to serve the commu-
nity quickly and practically. The era of the COVID-19 pandemic has made multiple
sectors in the government sector experience complex problems. Among them are
problems in the health and economicfields. TheTangerangCityGovernment, through
the “Tangerang LIVE” application, added several new features to provide easy access
for the community (Fig. 3).

There are several features added to the “Tangerang LIVE” application. Such as
in the field of health services by adding news features about Covid-19 and Covid-19
vaccine locations in the Tangerang City area. In addition, there is the Tangerang
Portal feature in the economic sector, which aims to meet shopping needs with a
cod (cash on delivery) payment process. This means that the addition of the new
feature is a manifestation of the implementation of the Tangerang City Government
on principle based on quick wins.

4.3 Systematic and Adaptive Approach

The second principle regarding a systematic and adaptive approach is that the
Tangerang City Government, through the “Tangerang LIVE” application, must
respond quickly and systematically to application updates. There are several
complaints from the people of Tangerang City, which can be seen in the comments
column on the Android Play Store (Fig. 4).

http://katakota.com
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Fig. 3 Adding application features to health and economic services [18]

Fig. 4 Public complaints on registration problems [18]

Several complaints often appear in the comments column on the Play Store for
users of Android. Among them are complaints about the verification process, which
takes quite a long time to respond to when registering. This means that this appli-
cation is considered not optimal based on a systematic and adaptive approach. The
government is expected to react quickly to create good accessibility when used by
the people of Tangerang City.

4.4 Simple Design and Continuous Refinement

The third principle is simple design and continuous refinement. The “Tangerang
LIVE” application must have a simple design and provide fast and continually
improving results (Fig. 5).

Based on the above data related to COVID-19 information that can be seen in
appearance, the “Tangerang LIVE” application is considered simple and easy to
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Fig. 5 Display of COVID-19 information in Tangerang City [18]

understand by the public. A non-monotonous design can provide comfort for appli-
cation users. In addition, the COVID-19 information on the “Tangerang LIVE” appli-
cation provides the latest data presentation and continues to be updated every day.
Therefore, the application is considered capable of helping the people of Tangerang
City, which can be measured through application downloader data which continues
to increase in 2021.
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5 Conclusion

Making the “Tangerang LIVE” application is an innovation from the Tangerang City
Government to realize a government agile. This research shows that the “Tangerang
LIVE” application already embodies several principles of agile governance. First,
based on quick wins, namely the Tangerang City Government continues to add new
features by looking at the latest problems felt by the community. Additions in the
form of health service features and also economical services. Second, the principle of
simple design and continuous refinement is to apply a simple and attractive appear-
ance to applications and information data updated every day, such as information on
COVID-19 in Tangerang City. However, there are still shortcomings that need to be
improved on the application, as in the third principle, namely the systematic and adap-
tive approach. There are many user complaints regarding the verification process,
which takes a long time to respond after registering on the application. Therefore,
the Tangerang City Government is expected to respond quickly to complaints from
application users to create good accessibility when used by the people of Tangerang
City.
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The Successful Use of the PeduliLindungi
Application in Handling COVID-19
(Indonesian Case Study)

Akhdiva Elfi Istiqoh, Achmad Nurmandi, Isnaini Muallidin,
Mohammad Jafar Loilatu, and Danang Kurniawan

Abstract This study aims to determine the success of using the PeduliLindungi
application in Indonesia. The government created the PeduliLindungi application
in dealing with COVID-19 in Indonesia, integrated nationally. The PeduliLindungi
application is one of the government’s breakthroughs in handling the COVID-19
pandemic. The PeduliLindungi application has several challenges: how people trust
the application, the role of the application in daily life, and how the government can
make a strategy so that people are sure of using the PeduliLindungi application. The
data used in this study is a qualitative descriptive data andTwitter data related to public
responses. This study used aQDASapproach to analyze theNVIVOPlus 12 software.
The results showed that the PeduliLindungi application provided convenience to
users through the features on the application offered. The PeduliLindungi application
components include COVID-19 test results, Ehac, teledokter, COVID-19 statistical
information, and vaccination registration. The government also has a good strategy
in convincing the public to use the PeduliLindungi application by making rules that
explain the obligation to use the PeduliLindungi application in daily life during the
COVID-19 pandemic. This rule makes the number of PeduliLindungi application
users increase each month. However, the PeduliLindungi application also received
criticism from application users regarding complaints in using the PeduliLindungi
application, such as application errors, data leaks, and user data errors. This criticism
can be used as an evaluation material for the government to improve the quality of
the PeduliLindungi application.

Keywords Applications · COVID-19 · PeduliLindungi

1 Introduction

For thefirst time, theCOVID-19virus appeared inDecember 2019 andquickly spread
worldwide. Even more than 121 countries, including Indonesia, were affected. The
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virus killed more than 4000 people in China at that time. In 2020, the World Health
Organization (WHO) announced that the coronavirus (COVID-19) had become a
global pandemic [1]. In recent years, subjective well-being among mobile app users
has attracted researchers’ interest because of its principal role in improving daily
life, especially during the current coronavirus (COVID-19) pandemic [2]. Several
countries have shown interest in digital contact tracing applications since mid-March
2020. In Europe, there has been widespread media coverage of academic and corpo-
rate developments and government agencies’ statements and actions regarding their
interest [3].

Some other countries are also doing the same thing, developing an application
similar to Singapore, India, Greece, Australia, and China. To record and do tracing
to the community, a group of researchers from Southern Illinois University (SIU)
recently built an information representation device that uses GPS data to show users
the location of known COVID-19 cases. Google and Apple have also teamed up to
develop contacts and applications powered by Bluetooth technology. These methods
have effectively collected extensive and accurate data [4]. Singapore developed an
application called Trace Together to identify people who may have been exposed to
COVID-19. Trace Together uses Bluetooth signals between users to track [5].

Indonesia has created an application called PeduliLindungi, released by the
Ministry of Communication and Information (Kominfo) in April 2020 to assist
the government in handling the COVID-19 pandemic in Indonesia. Therefore, the
Ministry of Communication and Information (Kominfo) recommends every Indone-
sian people to download the PeduliLindungi application [1]. Monitoring the spread
of COVID-19 in Indonesia, which the Government of Indonesia handles in various
ways, is through the android application installed by the Google Play Store. An
application made by the government, which is a forum for handling and community
participation to share location data while traveling so that tracing contact history with
COVID-19 sufferers in Indonesia can be carried out immediately. This application
is certainly a discussion that is often discussed by the public with their individual
opinions and opinions through the Cares Protect application on Google Play [6].
Based on the background explanation above, the author wants to see the success of
the PeduliLindungi application in handling COVID-19 in Indonesia.

2 Literature Review

2.1 Application Development Success Strategy

In northern Nigeria, where food insecurity is so severe, they illustrate how appli-
cations can provide real time, high frequency, and accurate, validated data on the
evolution of commodity prices [7]. As a result of the current COVID-19 pandemic,
recovering patientsmay have PTSD.Alex Poulos explained in his research the impor-
tance of using an application that can help these former COVID-19 patients increase
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their emotional resilience and their ability to recover from trauma after being exposed
to COVID-19 [8]. To succeed today, the government needs a strategy in its imple-
mentation. An excellent digital strategy is a strategy that can provide progress and
evaluation as required [9].

2.2 Digital Transition in Handling COVID-19

Social restrictions led to a severe economic downturn and a massive spike in digi-
tization. The required reduction in face-to-face contact dramatically increases the
use of digital media in the economy and society [10]. During a pandemic, digital
technology can reduce or even solve many challenges, thereby improving health-
care delivery. Work is currently underway to address acute needs that are a direct or
indirect consequence of the pandemic (e.g., applications for patient tracking, remote
triage emergency services, etc.) [11]. Technology can change thewaymany industrial
sectors and processes operate [12]. Indicators that can support the digital transition
procedure are (1) the value of the trust, (2) the transformative role of digital, and
(3) the identification of digital strategies [13]. The idea is that digitization is more
of a human process than a technical one. A common analogy is that 20% of digi-
tization involves technology, and 80% involves people, with the people component
essentially being the change management process [14].

2.3 Community Participation in Implementing the Digital
Transition

Public trust in health care broadly defined, trust in the healthcare systemhas to dowith
how the public perceives the design and the actors within it related to their ability to
provide services and seek the best interests of their clients. Trust is important because
it impacts various health behaviors, including adherence, and ultimately affects the
power of the healthcare system tomeet its goals [15]. Digital participation is expected
to increase the legitimacy and quality of decisions, both concluded during the process
and based on input from participatory initiatives [16]. Digital involvement from the
community can assist in the evaluation of system development [17].

3 Method

This study uses a QDAS approach to analyze the NVIVO Plus 12 software. The data
used are descriptive qualitative method data, namely application data that explain
the usefulness of the features in the PeduliLindungi application and public responses
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related to the application seen from Twitter data. This study focuses on finding
out how successful the PeduliLindungi application is in handling the COVID-19
pandemic in Indonesia.

4 Results and Discussions

4.1 Value of Trust in PeduliLindungi Applications

The digital transition in Indonesia during the COVID-19 pandemic began with
creating an application called PeduliLindungi by the Indonesian Government to stop
and reduce the spread of COVID-19 cases in Indonesia. The use of the PeduliLin-
dungi application has been structured so that all Indonesian people can use it. Before
this application can be helpful and used by the community, the government must
convince the public towant to take advantage of the application that has been provided
because trust from the communitywill be the first benchmarkwhether this PeduliLin-
dungi application will be efficient and achieve the targets that have been set in its
manufacture.

It can be seen from the data above that the PeduliLindungi application is based
on the number of users. The graph has consistently increased in the last 12 months
in the previous few months. 4–5 million period users (July–December 2020) 32.8–
55 million user’s period (July–September 2021), and there is still the possibility to
continue to grow. This graph proves that the value of public trust in the PeduliLin-
dungi application is increasing rapidly. These data have shown that the PeduliLin-
dungi application has won the public’s trust. The public already knows that the
PeduliLindungi application is vital during the COVID-19 pandemic.

Fig. 1 Number of users of PeduliLindungi applications
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Fig. 2 Government regulations governing the use of PeduliLindungi applications

This user upgrade is inseparable from the digital strategy implemented by the
government, such as requiring the use of the PeduliLindungi application in trans-
portation such as airplanes. The government has also started trying to implement
the PeduliLindungi application as a condition for entering crowded centers or public
places such as malls, tourist attractions, and others. On the other hand, the govern-
ment also issues vaccine certificates in the PeduliLindungi application to download
this application. Through the policiesmade by the government, the Indonesian people
can have the desire to use the PeduliLindungi application.

It can be seen from the data above that the government has made several poli-
cies or regulations which discuss the use of the PeduliLindungi application. The
minister’s circular for utilizing state apparatus and bureaucratic reform number 21
of 2021 requires the PeduliLindungi application in government agencies throughout
Indonesia. The Minister of Home Affairs Instruction number 47 of 2021 requires the
PeduliLindungi application in many public sectors, like an industrial area, hotels,
public facilities, shopping centers, and tourist attractions.Government policies issued
in the circular letter of the COVID-19 task force number 18 of 2021 also require the
application of Care to Protect in the fields of land, sea, and air transportation. The
government requires the use of the PeduliLindungi application due to the need for
massive community tracking to assist the government in handling the COVID-19
pandemic in Indonesia.

4.2 Health Services Through PeduliLindungi

Contact tracing apps are advanced software tools that can help control the spread
of COVID-19. The PeduliLindungi application has become an alternative by the



358 A. E. Istiqoh et al.

Table 1 Comparison before and after the application of PeduliLindungi

Before After

There is no information about the zoning map
of the spread of COVID-19

There is information about the zoning map of
the distance of COVID-19

Health checkup must go directly to the health
center

Health checkup can be done independently
from home

Vaccine registration must come to vaccine
location

Vaccine registration can be done from home

Vaccine certificate still in paper form Can download vaccine certificate on the app

Airworthy permit must show two different
letters and must always carry it everywhere

Flight-worthy permission has been directly
connected to the application user’s cellphone

community in daily life mobility; because the PeduliLindungi application has
tracking and reduction features when the user is confirmed to be COVID-19, the
implementation of the application provides many benefits for the community during
this pandemic. The reduction in face-to-face services recommended by the govern-
ment will also be carried out well because of the government’s digital transition
efforts.

It can be seen from several comparisons before and after the PeduliLindungi appli-
cation that the researchers presented. It was found that the digital transition during the
pandemic, in this case, the PeduliLindungi application in Indonesia, provided many
benefits to the Indonesian people in the mobility of daily life during the pandemic.
For example, information on the zoningmap of the spread of COVID-19 in Indonesia
can make people care when traveling to an area. Then, health checks that can be done
from home, registration of vaccines that can be done without having to come directly
to the vaccine location, digital passports can make airworthy permits flown by the
government to be more effective and efficient.

The PeduliLindungi application has many features that can help people’s mobility
in daily life and features that allow the government to track the spread of COVID-19
cases in Indonesia. The components in the PeduliLindungi application are developed
from time to time. Previously, it was only to download vaccine certificates, and
now, new features have been developed that will be useful in the community. These
additional features are excellent because they help the community get optimal health
services, especially amid the coronavirus pandemic. As is known, all face-to-face
activities, especially in places with large crowds, should be avoided as much as
possible during the pandemic to prevent the spread of COVID-19.

4.3 Community Response as a Form of Digital Participation

The digital transition has provided easy access for the public during the COVID-19
pandemic, one of which is in the form of application-based services offered by the
government, which play an essential role in preventing the expansion of the spread
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Table 2 PeduliLindungi application features and functions

Feature Function

This feature is used when application users enter public facilities such as
shopping centers, hotels, and banks. This feature is helpful for the manager of
public facilities to regulate the visitor density. This feature is also used to check
the completeness of travel documents

This feature is integrated with national vaccine data, and application users use
this feature to download vaccine certificates for users who have been vaccinated

This feature is integrated with data from the COVID-19 examination test results.
This feature is used to view the results of COVID-19 tests that application users
have carried out

The Ehac feature is a form of digitizing health documents. This feature makes it
easier for users who travel by air. They don’t have to bother with vaccination
checks and health tests because all the requirements have been integrated into
digital documents in the PeduliLindungi application

This feature serves to view the application user’s travel history, whether it is a
trip using transportation and places you have visited

This feature serves to conduct health consultations with health workers remotely
without directly coming to a health facility. This feature is also helpful in
conducting independent health checks for application users

This feature is used to find the nearest health facility and COVID-19 test site,
polymerase chain reaction (PCR) or ANTIGEN. This feature is helpful because
application users can see information about the nearest health facility in their
vicinity

(continued)

COVID-19 outbreak, especially in the health sector. The presence of the PeduliLin-
dungi application must gain the community’s trust in its application. Public trust can
be seen in the people who use the application during this pandemic. Community
participation can be seen from the community’s response to the application used or
the public’s response.Many benefits that the presence of the PeduliLindungi applica-
tion has provided. The author finds there are also some unfavorable responses from
the community regarding the technical side of the PeduliLindungi application.
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Table 2 (continued)

Feature Function

This feature is used to see the number of COVID-19 cases around application
users. By turning on location information, statistics will appear regarding the
number of recovered patients, isolated patients, and patients who died in the
vicinity of where the application user lives

This feature is used to register vaccinations. Application users do not have to
come directly to the vaccination location to vaccinate, register at home through
the PeduliLindungi application, and wait for the notification of the vaccine
schedule and location for PeduliLindungi application users

It can be seen in Fig. 3, which shows that the public response to the use of the
PeduliLindungi application that most often appears is the application error reaching
52%, then data error getting 28%, and data leakage going 20%. It can be concluded
that these three things are the findings by researchers in the application of the
PeduliLindungi application in Indonesia and become a conversation in the form
of responses by application users.

Figure 4 shows that the most discussed public responses are data errors, applica-
tions errors, and data leaks. This data error is related to data from users, which often
results in errors such as vaccine certificate data that do not come out, then incorrect
data on prospective vaccine recipients. This error problem is related to applications
that often have errors when users use the PeduliLindungi application when entering
public facilities such as stations and others. The application often has errors that

Fig. 3 Technical error people talk about
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Fig. 4 Public response to PeduliLindungi applications

impact users, such as missing the train and the buildup of queues because of the
application error. Then, several times, the application cannot be accessed because of
the error.

Then, this data leak arose due to public anxiety about the security of their data
in the form of a national population identification number and other data that users
entered when registering on the application. This insecurity arises due to the leaking
of the Indonesian president’s national population identification number to the public
so that concerns occur from people who use the PeduliLindungi application. All
forms of public response regarding the PeduliLindungi application are a form of
community participation in maximizing the government’s digital transition process.
This response can also be used as a reference by the government to further improve
the features in the application and fix existing errors and deficiencies.

5 Conclusion

The use of the PeduliLindungi application during the COVID-19 pandemic in
Indonesia was considered successful. The government’s efforts to create the
PeduliLindungi application have succeeded in helping people’s mobility in daily
life and assisting the government in handling the COVID-19 pandemic. This success
can be seen from the increase in the number of application users every month, the
positive impact provided through the features and functions of the application, as
well as the success of the government in convincing the public to use the PeduliLin-
dungi application. Meanwhile, in its implementation, it turns out that complaints are
still found in the form of public responses from PeduliLindungi application users,
such as application errors, data leaks, and user data errors. This criticism can be
used as evaluation material for the government to further improve the quality of
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the PeduliLindungi application in the future. This research still has several short-
comings, starting from the source of application user data that cannot be obtained
in the PeduliLindungi application and limitations in collecting respondents to see
the failures of the PeduliLindungi application. The researcher hopes that there will
be further research to discuss the weaknesses of the PeduliLindungi application and
develop further as an evaluation material for the government in improving the quality
of the PeduliLindungi application.
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Application of the JKN Mobile
Application in Improving the Quality
of Health Services During the COVID-19

Randa Gustiawan , Achmad Nurmandi , Isnaini Muallidin ,
and Mohammad Jafar Loilatu

Abstract This study aims to determine the application of the JKNMobile Applica-
tion in improving the quality of health services during the COVID-19 period. In this
study, researchers used the E-GovQual indicator. Researchers in conducting research
using a qualitative descriptive approach. This research data was taken from the JKN
Mobile Application, Twitter, Online Media, JKN Website, and Play Store and then
presented descriptively. This study indicates that the JKN Mobile Application has
improved the quality of public services in the health sector during the COVID-19
period. There are several assessment indicators. First, the Ease of use indicator,
namely, the JKN Mobile Application, has made it easier for the public to access the
presence of several features, and this application can overcome queue buildup and
prevent the spread of COVID-19. Second, the indicator of trust, namely, the JKN
Mobile Application, has won the public’s trust. Third, reliability, namely, the JKN
Mobile Application, which has provided easy access for the community to obtain
health services. The JKNMobile Application also provides features that support the
community’s needs in health services. Fourth, Content and Information Display, the
features provided get a positive response from the community because it is easy to
understand; people need to choose the health services they need. Finally, the Citizen
Support, JKNMobile Application provides information and complaints features that
are useful for serving the problems and difficulties of the community in accessing
health services and information needed.
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1 Introduction

Corona virus disease or COVID-19 has become a global pandemic after being
announced by the World Health Organization on March 11, 2020, the pandemic
first appeared in Wuhan City, China [1]. Since it first appeared many changes have
occurred in the lives of the world’s people, including in Indonesia. The government
announced the first case of COVID-19 virus infection in Indonesia onMarch 2, 2020
[2]. The pandemic has a significant impact in health services [3, 4]. In addition, health
services are focused burdened with preventing transmission and handling cases of
COVID-19, plus the implementation of the “lockdown” system [5].

The COVID-19 pandemic has given important lessons in terms of bureaucratic
governance. In this COVID-19 era, the bureaucracy is obliged to maximize the use of
technology, information and communication in all matters in the government sector
[6]. ICT has an important role in all areas of human life, including technological
solutions, and efficient applications in e-service processes [7]. In the health service
sector, the use of information technology is considered very important to avoid the
accumulation of people who need health services and prevent the expansion of the
spread of COVID-19.

The transformation of digital services experienced a significant spike marked
by face-to-face to electronic services in the government sector called “Electronic
Government”. During the COVID-19 pandemic, services will be increasingly diffi-
cult to reach with the existence of social distancing policies, physical distancing and
the implementation of the lockdown system in various regions which causes a new
order in the bureaucracy to provide services and the community to get services. This
condition demands that service delivery must be optimized with technology applica-
tions. This condition is in front of us for a change toward a new normal life [6]. The
presence of Mobile JKN provides new innovations to improve services quality to the
community, especially in the health sector [8, 9]. Through the mobile application,
people can get services anytime and anywhere without having to come directly to
the office [10]. So that it can overcome the accumulation of queues and prevent the
expansion of the spread of COVID-19.

In this digitalization era and in themidst of a pandemic where almost all aspects of
life are creating, using and utilizing digital media in the government sector called E-
Government. Likewise, health services experience technological adoption and inno-
vation which will certainly speed up the service process. In this study, researchers
will analyze how effective the application of the Mobile JKN application was in
improving the quality of health services during the COVID-19 pandemic.
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2 Literature Review

2.1 Electronic Government

E-Government is a concept of a government system which in its governance
implementation uses the latest information technology. According to Indrajit, e-
government is the use of information technology by the government that allows the
government to transform relations with the community and in its implementation
e-government uses the Internet. To carry out government affairs and public service
providers so that they are better oriented to community service [11]. The World
Bank defines e-government as an effort to utilize and utilize telematics to increase
government efficiency and effectiveness, to provide various services to the commu-
nity better, to provide access to information to the public more broadly, and to be
accountable and transparent to the public [12].

Electronic Government is a government system by utilizing information, commu-
nication and technology (ICT) as a tool to facilitate the process of communication and
transactions to citizens, organizations and between government institutions and their
staff so as to provide efficiency, effectiveness, transparency and government account-
ability to the community [13]. In measuring the extent to which E-government can
help facilitate in providing competent services to help the community, it can be seen
by using E-GovQual indicators, namely, (1) Ease of use, (2) Trust, (3) Reliability,
(4) Content and information display and (5) Citizen support (support) [12].

2.2 Electronic Service

The concept of E-Service is a leading application by utilizing the use of information
and communication technology (ICT) [14]. According to Rowley, electronic services
are defined as actions, efforts or performances whose delivery is mediated by infor-
mation technology. These electronic services include elements of E-Tailing services,
customer support and service [15]. The definition reflects three main components,
namely, services, service recipients and service channels (technology). For example,
as concerned for public electronic services, public bodies are service providers and
citizens and businesses are service recipients. Service channel is the third require-
ment of electronic service. The Internet is the main channel of e-service delivery
while other classic channels are also considered (e.g., telephone, call center, public
kiosk, mobile telephone, television) [14].
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3 Research Method

In this study, researchers focus on analyzing applications of the JKN Mobile Appli-
cation in improving service quality during the COVID-19 pandemic. The researcher
uses qualitative research methods descriptive. Data was taken from the JKN Mobile
Application, Twitter with the hashtag #MobileJKN,OnlineMedia, JKNWebsite and
Play Store to support data from researchers who will implement the application of
the Mobile JKN application in improving the quality of health services during the
COVID-19 pandemic. After that, some of the data collected was processed using the
Nvivo 12 Plus Software and then presented descriptively in the observation findings
of the Mobile JKN application function, it will be seen its application in improving
the quality of health services during the COVID-19 pandemic.

4 Result and Discussion

The electronic government has provided easy access for the community, one of
which is in health services in the midst of the widespread spread of the COVID-
19 pandemic. In health services where non-COVID-19 patients are also affected,
namely, the implementation of social distancing policies, physical distancing and
lockdown systems in various regions in Indonesia, making public services difficult
to reach. In providing easy services to the public, especially in health services, BPJS
Kesehatan has launched an Application and Website-based service provided by the
government which plays an important role in preventing the expansion of the spread
of the COVID-19 outbreak and aims to make it easier for the community to get
health services. The use of the JKN Application and Website has been compiled by
BPJS Health so that it can be easily used and reached by all levels of society. The
quality of services based on Electronic Government can be measured and seen using
indicators, namely, (1) Ease of use, (2) Trust, (3) Reability, (4) Content and display
of information and (5) Citizen support (supporters) [12].

4.1 Ease of Use

In the midst of the COVID-19 pandemic, the ease of use of applications provided
by the government is no exception The JKN Mobile Application will have a signifi-
cant impact on the community to assist the community in obtaining the convenience
of services needed in the midst of difficult services to reach with the implemen-
tation of social distancing policies, physical distancing and the system lockdown,
E-government is a solution for the community in getting a service, one of which is
in the form of an application. The ease of using the JKN Mobile Application can
be seen from how the public responds to the ease of access to the application. The
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Fig. 1 Community responses in the ease of use of the JKN Mobile Application. Source Online
Media, Twitter and Play Store

data below will show the public’s response to the ease of using the JKN Mobile
Application (Fig. 1).

From the data presented above regarding the public’s response to the ease of use
of the JKN Mobile Application with three indicators that researchers use namely,
Access, Features andNoQueues, it shows two responseswhich are different, namely,
good response and bad response. The graph above shows that with a percentage of
access, 90% received a good response from the community, while 19% received a
bad response from the community. Furthermore, regarding the features, where with
84% compared to 15% it can be assessed that the good response from the commu-
nity is dominant in this indicator. The last thing that the researchers examined was
related to good and bad responses in the ease of using the JKN Mobile Application,
namely, without queuing with a percentage of 76% getting a good response from
the community. It can be interpreted that the percentage of the community’s good
response is much higher than the community’s bad response to the use of the JKN
Mobile Application. This shows that the JKN Mobile Application has made it easy
for the public to access, the presence of several features and this application is able
overcome the accumulation of queues and prevent the expansion of the spread of
COVID-19.

4.2 Trust

Use of the JKN Mobile Application which has been structured in such a way that
it can be used by all levels of Indonesian society. Before this application can be
useful and used by the community, the government must first convince the public to
want to take advantage of the application that has been provided. Because trust from
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Fig. 2 Mobile application user JKN. Source Website JKN

the public will be the first benchmark whether the JKN Mobile Application will be
efficient and achieve the targets that have been set in its manufacture (Fig. 2).

Mobile website visitor data from JKN above, in April the number of visitors
Website JKN stands at 9.3 million visitors with a percentage of 19%, in May the
number of visitors stands at 7,300,000 with a percentage of 15%, in June the number
of visitors was 8,150,000 visitors with a percentage of 17%, in July the number of
visitors was at 7,700,000 with a percentage of 16%, in August the number of visitors
was at 8,050,000 with a percentage of 16%, and in September the number of visitors
was 8,600,000 visitors with a percentage of 18%. This shows the level of public trust
in using this application is very high. Starting from April to September 2021 the
number of visitors to the JKN website is no less than 7,000,000 visitors, the highest
visitors are in April with 9,300,000 visitors. These data have shown that the JKN
Mobile Application has won the trust of the public. The public already has awareness
that the JKN Mobile Application is indispensable during the COVID-19 pandemic
in helping to stop and reduce the number of COVID-19 cases in Indonesia.

4.3 Reliability

Mobile JKN Application in placing itself as a facilitator of health service providers,
Mobile JKN provides various conveniences in these services, ranging from health
administration services, health services at First Level Health Facilities (FKTP) and
Hospitals to information and complaints services for JKN-KIS participants. The data
below will show the reliability of the JKN Mobile Application (Fig. 3).
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Fig. 3 Reliability of the
mobile application JKN.
Source Online Media,
Twitter and Play Store

From the data presented above Reliability of the Mobile JKN Application, the
results from the Word Cloud show that the dominant words appear, namely, Access
and Features. It can be interpreted that many users of the JKN Mobile Application
comment on Access and Features. This shows that the JKN Mobile Application
provides easy access for the community to obtain health services, besides that the
JKN Mobile Application also provides features that can support the community’s
needs in health services.

4.4 Content and Display of Information

In providing convenience for the public, BPJS also provides online services that
utilize chat technology and artificial intelligence, namely, the JKN chat assistant,
with this service patients can get a variety of information without having to leave
the house (Kompas.com). To prevent the spread of the COVID-19 outbreak while at
the same time meeting the community’s need for services health, the Mobile JKN
Application offers features that reach the community’s needs (Fig. 4).

JKN provides 18 features that help people’s mobility in daily life and support the
community’s needs in getting the services they need, namely, information member-
ship, change participant data, bed availability, service registration, premiums, doctor
consultations, surgery schedules, relaxation programs for arrears, covered drugs,
payment records, participant registration, payments, service history, information and
complaints (participants can make complaints in writing or by telephone connected
directly to BPJS), JKN info, location, COVID-19 self-screening, screening (Medical
History screening contains questions and statements related to Health History).

All of the features provided have received a positive response from the community
because they are easy to understand, people just have to choose the health services



372 R. Gustiawan et al.

Fig. 4 Contents and information display of the JKN Mobile Application. Source Mobile JKN
Mobile Application

they need, especially in the midst of the COVID-19 pandemic. As is known, all face-
to-face activities, especially in places with large crowds, should be avoided as much
as possible during the pandemic. This aims to prevent the transmission of COVID-19
(Kompas.com).

4.5 Citizen Support (Support)

This aspect explains that the community has a guarantee in getting assistance when
needed. This aspect relates to the interaction between the community and customer
service or features that support community complaints if people experience problems
or difficulties when using E-government sites [12]. Supporting features become a
support for the community in accessing an application to provide optimal service
to the community. The picture below will show the supporting features to serve the
community’s problems and difficulties in using the JKNMobile Application (Fig. 5).

In providing optimal and efficient services to the public through digital-based
services, the JKNMobile Application provides information and complaints features
that are useful for serving community problems and difficulties in accessing health
and information services. If needed, the community can be helped to convey prob-
lems, difficulties andobtain information related to health services through the features
that have been provided.
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Fig. 5 Supporting features
of the JKN Mobile
Application. Source JKN
Mobile Application

5 Conclusion

Based on the analysis using E-GovQual indicators which include (1) Ease of use, (2)
Trust, (3) Reliability, (4) Content and information display and (5) Citizen support.
The JKNMobile Application has been able to improve the quality of public services
in the health sector during the COVID-19 pandemic. Ease of use, the JKN Mobile
Application has made it easier for the public to access with the presence of several
features and this application can overcome the buildup of queues and prevent the
spread of COVID-19, in terms of trust that the JKNMobile Application has won the
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trust of the public. The public already has awareness that the JKN Mobile Appli-
cation is indispensable during the COVID-19 pandemic. In terms of reliability, the
JKNMobileApplication has provided easy access for the community to obtain health
services, besides that the JKN Mobile Application also provides features that can
support community needs in health services. Then in terms of Content and Informa-
tion Display, the features provided in the JKN Mobile Application have received a
positive response from the public because it is easy to understand, people just need
to choose the health services they need, especially in the midst of the COVID-19
pandemic. Then the last is Citizen Support, the JKN Mobile Application provides
information and complaints features that are useful for serving community problems
and difficulties in accessing health services and required information. In the future,
the JKN Mobile Application is expected to be better and more reliable to assist the
community in obtaining health services.
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The Dynamics of Cyber-Activists
in the Digital Era of Papua, Indonesia

Yuspani Asemki, Achmad Nurmandi, and Isnaini Muallidin

Abstract The Papuan conflict is classified as an internal conflict, which occurs
within sovereign state. This conflict cannot be separated from the community’s
dissatisfaction with the Indonesian government’s services to the Papuan people. The
Papuan conflict has its roots in a long historical event, starting with the history
of the entry Dutch colonialism, and the Dutch ending in 1969, in the same year
Indonesia entered through the Act of Free Choice. But, some of the Papuan people
and some international elements think it is not finished yet. The purpose of this
research is to know the dynamics of cyberactivism in handling cases of conflict
in Papua, Indonesia. The method used is a qualitative method using a descriptive
approach that produces data on the dynamics of cyber-activists in the digital era of
the conflict in Papua, Indonesia which will produce results data. Data obtained were
om documents, journals, theses, and news. Data are managed through Nvivo. The
data processing mechanism describes, analyzes phenomena, social activity events,
attitudes, beliefs, perceptions, and human thoughts that are conveyed through the
media and other documents that have been digitized. In this study, the author uses
the theory of cyberactivism, as an analytical material to answer the title that will
be discussed regarding the dynamics of cyber-activists in the digital era of Papua,
Indonesia. This theory is used as a basic referencematerial to find out the use of social
media in Indonesia, more specifically the problem of the dynamics of the conflict in
Papua, Indonesia.

Keywords Dynamics · Cyberactivism · Papua · Indonesia

1 Introduction

The dynamics of the Papuan conflict have been on the international radar screen
since Indonesia became an independent country in 1945. Since the handover of
Papua to Indonesia in 1962, low-intensity military conflicts have developed. Most
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Papuans believe that their right to self-determination is sacrificed at the altar of
geopolitics. Then, formed the Free Papua Organization (OPM) on May 6, 1973
to fight the Indonesian government. In this important moment, the Papuan people
always remember and want their independence. While the Central Government has
taken various approaches, such as delegating authority to the Papuan provincial
government, this has not had a positive impact on conflict resolution for the Papuan
people, instead increasing the conflict. Papuans are treated unfairly by the govern-
ment, thus causing geopolitical dynamics that occur between Indonesia and Papua.
This dynamic, of course, the media is involved in reporting the problems that occur
between the two sides of Indonesia, Papua [1].

The Indonesian government (Mahfud MD) said that the political dynamics of the
Papuan conflict have always been forgiven by the KKB (Armed Criminal Group),
quoted from the YouTube channel of the Coordinating Ministry for Political, Legal,
and Security Affairs, Thursday (29/4/2021). This is contrary to the actual behavior of
the state toward the Papuan people. The government also sent the IndonesianNational
ArmedForces (TNI)massively for security reasons and tomaintain the sovereignty of
the Indonesian state; however, this traumatized the Papuan people with the presence
of the TNI. One of the main reasons for being secure is to eradicate the KKB and
to secure the Papuan people, especially around conflict areas, but not handling them
properly. In fact, the presence of the TNI in Papua has traumatized the Papuan people
by remembering the military operations of the 90s. Mahfud MD also said that the
KKB also caused the destruction of vital strategic objects to the environment, public
facilities, international facilities with ideological, political, and security motives [2].

The dynamics of the Papuan conflict, of course, the media take part in publicizing
all the problems that exist in Papua without taking sides with any party, be it the
Indonesian government or the Papuan people. Contribution The dynamics of cyber-
activism regarding Indonesia’s conflict with the Free Papua Organization (OPM) are
currently more in favor of the Indonesian government and cover up all the problems
that have been rotting for a long time in the Papua region from 19,962 to the present.
We always get different views from the dynamics of cyber-activists who publish news
that is always broadcast through TV stations, newspapers, and other online media to
respond to the real problem of Papua. We follow the dynamics of cyber-activists that
are currently being played by siding with one party, namely the Indonesian govern-
ment and never raising issues that are actually happening in Papua. There are several
media that try to raise the issue of the dynamics of the Papuan conflict; however, this
is always covered up and threatened by the Indonesian military and diverts issues
that are not right on target to the realities and conditions that actually occur in the
Papua region, publicizing events in Papua such as murders, rape, theft, and others
are also not in accordance with clear sources of information and even more lead to
opinions that provoke the Papuan people [3].

Torture and state-sponsored peacebuilding encapsulate the essence of many of
Indonesia’s current conflicts. Papua in particular provides a thought-provoking
example of the complexities and complexities of building peace in the midst of
protracted conflict and violence. Indonesia is a unique case because the government
has done nothing in dealing with the OPM strategy. The circulation of videos of
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torture carried out by members of the TNI in Papua can actually be considered a
form of netwar pattern that benefits the OPM, but it turns out that the Indonesian
government only gave a statement that it would investigate the truth of Indonesia’s
response in the form of neglecting the OPM network strategy based on profit-and-
loss considerations, in the sense that the pattern neglect is more profitable for the
Indonesian government than the pattern of resistance or signaling back to explain
how the constructed news text represents counter-propaganda. The use of media is
currently widely used by users to propagate issues of the Papuan conflict by selecting
issues or highlighting aspects of a certain reality that exists in Papua [4].

Some of the results of the discussion above show that the dynamics of using
cyber-media to deal with the conflict between Papua and Indonesia are not neutral
toward publicizing events that occur in Papua. There are so many media that lead
to opinions that make the people of Papua not accept because they publish events
that are not in accordance with what is experienced by society today, and publish
news from one side only and blame one side, namely the Indonesian government
often blames the OPM and develops news. Provocateur to the duas community. The
Indonesian government, OPM, and activists in Indonesia currently have no political
solutions offered to the public to be resolved with dignity. This matter, Pastor Neles
Tebay once offered to Indonesia for dialogue with the authorities and was mediated
by a third party; however, this was considered negative by the Indonesian government
[5].

The dynamics of today’s saber activists to see the prolonged conflict in Papua,
of course, we will look at several aspects, namely why Papua is always in trouble
with the problem of Papua’s integration into Indonesia, regarding social, economic,
health inequality, and several other factors that we can both share finish well. But,
Indonesia is currently not looking at the things I have mentioned above. Indonesia
is currently focusing on maintaining the security and sovereignty of the Republic
of Indonesia and sending a very massive military to the Papua area. In addition to
sending the military to Papua, there are several generals who take advantage of the
situation and conditions to invest in illegal mining with military force in Papua, such
as the Vice Regent’s Bloc in Intan Jaya district, Palm Oil in South Papua, and several
other illegal mines in the Yahukimo and Bintang Mountains areas encouraged by the
Indonesian military to make it easier to operate in several illegal mining companies
in Papua [6].

2 Literature Review

2.1 Cyberactivism

Cyberterror began to be known in 1995 when researchers used (electronic Pearl
Harbor) as the first warning for the United States. Since then, researchers to poli-
cymakers as well as military officials have highlighted how terror can evolve along
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with the development of technology. The climax occurred when the events of 9/11
hit the World Trade Center in 2001, and a group of hackers called G-Force Pakistan
acknowledged their contribution to the tragedy. There are somany academicswho try
to formulate the definition of cyber-theory to study in order to find a solution and be
able to resolve the conflict problem in Papua, Indonesia; however, no one has really
created conducive cyberspace for activists regarding the conflict in Papua, Indonesia.
Pollitt in his article entitled cyberterrorism is the theory of cyber as a planned activity
with a politicalmotive to attack information and technology systems that aim to attack
a group of targets (Pollitt 1998) [7].

The cyber-theory is applied to be accessed more freely through the actual use
of media regarding situations and conditions surrounding media use. The cyber-
theory also aims to facilitate the right of opinion for people who are under repressive
government regimes. Ironically, now the Darknet seems to be a rat’s way that is loved
by conflict. So, the description of the various studies above confirms once again how
cyber-terror continues to evolve, and its impact is expanding to the realm of Internet
freedom. This expansion does not make terror in cyberspace more flexible but brings
terrorists closer in everyday life without us realizing it [7]. Cyber-theory invites us to
be able to use social media as a medium of communication and to share information,
both good and bad, for our common consumption together. This theory also makes
the basis for detecting the use of media among the public, both the political elite
and the bureaucratic level. The author uses this theory as a basis for knowing the
dynamics of the use of social media regarding the conflict in Papua, Indonesia [7].

3 Methodology

This article uses qualitative research methods and uses a descriptive approach to
analyze and generate data on the dynamics of conflict activism in Papua, Indonesia.
According to Sugiyono, qualitative research is research where researchers are placed
as key instruments; data collection techniques are carried out in combination, and data
analysis is inductive to produce the intended results [8]. This study aims to examine
and analyze the dynamics of digital activism in the Papua, Indonesia conflict and to
find out the opinions and views of the Papuan people regarding the Papuan conflict
on social media as well as issues that are developing among the wider commu-
nity regarding Free Papua and to map out organizations that voice Papua Papua
based on with the problem of humanitarian crisis and social and cultural gaps. Data
are collected through Scopus and several other media, such as mass media, jour-
nals, theses, and theses and other documents that have been digitized to answer
the dynamics of cyber-activists in the digital era regarding the issues of conflict in
Papua, Indonesia. The data are collected through Scopus from various Web sites and
news and is managed through the Nvivo application which produces primary and
secondary data to find out the dynamics of cyberactivism regarding the conflict in
Papua, Indonesia. The theory used by the author for this article is to use Activism
Theory to be able to pay for the dynamics of saber activism which is negotiated



The Dynamics of Cyber-Activists in the Digital Era … 381

by local elites and several other groups regarding the issue of the conflict in Papua,
Indonesia.

4 Results and Discussion

Dynamics of the development pattern of activism in the digital era in the use of
social media in Indonesia, more specifically on the issue of the conflict in Papua,
Indonesia. The role of the mass media that is not in favor of any institution or
agency, in publishing news, event, or information conveyed through the mass media
to the public to be consumed by the public, besides that the media must stand-alone
or independent. News sources published by the media must use clear and accurate
news sources so that they can be trusted by the public. Because the news becomes the
benchmark as the main basis for the occurrence of an event at the scene. Processing
an event properly and accurately so that it becomes quality, neutral, and reliable
news for the community, especially news about the Papuan conflict which is always
brought up by several media as well as a source of reference for the people of Papua
and outside Papua. Besides that the management of irresponsible public opinion is
also increasingly prevalent among the wider community regarding the issue of the
Papua conflict, Indonesia [9].

While the Indonesian government has also responded to the issue of the Papuan
conflict on social media, there has always been a controversy between pro-
independence organizations. Likewise, pro-Papuan independence organizations on
social media, so that the dynamics of the political problem of the Papua–Indone-
sian conflict have long been happening on both sides. The pattern of the dynamics
of Indonesian and Papuan politics has been going on for a long time among the
Papuan people. However, there is no political offer offered to the public as a demo-
cratic solution to resolve the conflict in Papua, Indonesia as a way of peace. There
are several solutions the Indonesian government offer to the people of Papua, as a
way to resolve the conflict in Papua, Indonesia, such as Law Number 21 of 2021
concerning Special Autonomy for the Papua Province, educational opportunities for
Papuan youth, job opportunities at the provincial and ministry levels. However, this
does not have a positive impact on the Papuan people. Humanitarian Activist, Father
Neles Tebay through the Papua Peace Network (JDP) offered to Government for a
peaceful dialogue, and the dialogue was brokered by a third party, namely the United
Nations. However, this was rejected by the Government of Indonesia with a negative
perception toward JDP and the Papuan people of the Papua-Indonesian conflict, as
follows.
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4.1 The Dynamics of Papuan Conflict Cyberactivism

Recently, the Papuan conflict has become a hot topic of discussion at the local,
national, and even international levels; therefore, the author looks at the dynamics of
cyberactivismwhich acts as amediator to be able to inform the Papuan conflict issues
to the wider community, especially within the state of Indonesia so that it can know
the problem in Papua. Because the Papua conflict that has been going on for a long
time since the 1960s until now cannot be finished. Furthermore, in this discussion,
we focus on the dynamics of activism to be able to map the issues of the conflict
in Papua, Indonesia, in terms of handling activism, an issue that is often discussed
by activists in handling the conflict in Papua, Indonesia. Based on the results of the
study, the authors present the results of the dynamics of cyberactivism in the conflict
in Papua, Indonesia as follows (Fig. 1):

Based on the data obtained by the author through the Nvivo application regarding
indicators the dynamics of cyberactivism regarding the conflict in Papua, Indonesia.
The narratives that appear most frequently in discussions of cyberactivism are about
activism issues, meaning that the Papua and Indonesia conflict cases are widely
discussed on social media compared to the implementation of real handling in the
field in accordance with what is desired by the wider community. This is followed by
indicators of activism in the Papua conflict, Indonesia, where activism accompanies
the issue of the Papuan conflict as an object that turns a cyberactivism business in
the conflict in Papua, Indonesia.

This is followed by a cyberactivism indicator where this indicator focuses on the
dynamics of conflict activism in Papua, Indonesia. In the dynamics of saber activism,
there are many discussions that are discussed by actors who are members of the
government and non-government which are discussed with their respective interests.
This actor is not only one party but, involved in it many parties are involved such
as pro-independence groups, political elite groups, community leaders, traditional

Fig. 1 Matrix coding Nvivo 12 plus, indicators of dynamics of cyber-activism in the conflict in
Papua, Indonesia. Source Compiled by the Author
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leaders, and Papuan activists who voice the issue of human rights violations as
concerned with their personal interests, and there are also those who are concerned
with the public interest such as raising the issue of the humanitarian crisis, social
inequality, economy, culture, and several other issues.

4.2 Actors of the Dynamics of Papuan Conflict Activism,
Indonesia

Actors of the dynamics of Papuan conflict activism, in Indonesia, are people, groups,
organizations, communities, and even the greatest countries in the conflict in Papua,
Indonesia. Regarding the Papua conflict, Indonesia is the basis of the problem that
must be handled seriously by the Government of Indonesia and Papua so that it can
be resolved peacefully and with dignity. Looking at some of the actor’s responses,
both actors as political elites, chords as government, and individual organizations
are involved in the conflict in Papua, Indonesia. Furthermore, the Papua conflict, in
Indonesia, shows that the problem is not only one issue that must be responded to by
elements of the Papuan community but several issues at issue such as the ideology
of Papua Merdeka, social inequality, a cultural economy that must be considered
by leaders, activists, academics, and the wider community in Indonesia in general
and in Papua in particular. Here, the authors present the results of research that have
been obtained from several studies through Nvivo, more specifically conflict actors
in Papua, Indonesia, as follows (Fig. 2):

Based on data obtained throughNvivo regarding the indicators of ActorDynamics
of Conflict Activism in Papua, Indonesia. The first indicator shows the Central
Government, which means, a policy regarding the handling of the Papuan conflict
problem, Indonesia, is centered on the Central Government; in handling this policy,
it is always in conflict with the wishes of the community so that the Papuan people

Fig. 2 Matrix coding Nvivo 12 plus, indicators of actor dynamics of conflict activities in Papua,
Indonesia. Source Compiled by Author
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reject the implementation of the policy on dealing with the Papuan conflict issue. On
the other hand, the Central Government imposed the policy so that hardliners who
did not accept the implementation of the policy turned toward creating conflicts such
as the horizontal conflict, the Indonesian conflict with the pro-independence West
Papua. This is followed by other indicators that discuss what are the most dominant
actors in it that can be discussed regarding the Papua conflict, Indonesia is as follows:
First, the actor that is most often discussed regarding the Papua issue, Indonesia is the
Central Government; within the Central government, there are several institutions
or related elements that the author acknowledges in the structure of the Indonesian
government such as ministry institutions (law and human rights), Papua regional
government, generals, former presidents, and several independent institutions that
work with the Central Government to discuss issues of conflict in Papua, Indonesia.

Furthermore, the indicators of civil society, in fact, the civil society living in
the Papua region wants peace in the Papua region so that the people can be calm
and peaceful in carrying out all activities in the environment where they live. The
Papuan people want peace, but there are several related actors who have personal
interests that cause conflict in their environment, as a result of the conflict, people
flee everywhere to the forest. The Papuan people hope that this conflict will soon be
resolved properly with dignity and besides that they hope that violations of human
rights (HAM) can also be resolved properly, honestly, fairly, and hope that the actors
involved in it can be brought to justice by the state because we are here in the rule
of law [10].

Furthermore, the Toko Papua and KKB (TPN/PB) indicators are more or less
the same in the discussion, meaning that both parties discussed several political
issues such as the ideology of an independent Papua, human rights violations, social
inequality, exploitation, culture, and Papua’s depleted natural resources illegally in
addition to the state’s illegality; it is driven by the massive militarism in Papua. Toko
Papua is classified into two groups, namely the government group and individual
groups/institutions that are pro-independence Papua. Groups or shops that talk about
the issue of an independent Papua such as theWest Papua National Committee Orga-
nization, the West Papua Liberation Army Group, Wi-Fi AI, and several individuals
who talk about an independent Papua such as Beny Wenda, Pastor Beny Giay, Filep
Karma, and several Papuan figures who discuss the issue of Free Papua and the
humanitarian crisis.

Meanwhile, shops from the government side have voiced several issues that are
often discussed such as issues of human rights violations, welfare issues, social
inequality, division of authority at the provincial and district level, exploitation of
Papua’s natural resources without the knowledge of the owner’s rights, and several
issues or problems discussed by local Papuan shops or elites. Papuan shops/political
elites who have been included in government institutions are often referred to in
response to the Papuan conflict issues, especially regarding the issue of Papuan
independence which has triggered a prolonged conflict that has not been resolved
until now.Besides that the Papuan regional government is also not firm in handling the
Papua–Indonesian conflict. The Papuan local government must always participate in
the policies of the Central Government (Jakarta) to implement its governance. While
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the Papuan political elite always follows the will of the Central Government and
does not pay attention to the basic rights of the Papuan people, this causes horizontal
conflicts within the political elite itself [11].

4.3 Issues of the Dynamics of Conflict Activism in Papua,
Indonesia the Issue

The problem of the dynamics of conflict activism in Papua, Indonesia is how we
look at the dynamics of politics built by related actors, which has been explained in
the previous indicator that how actors play or develop issues that are built structured
in accordance with the respective issue areas that are built. Looking at the previous
indicators, we can map out that the political dynamics of the Papua–Indonesian
conflict have always been questioned by several developing issues such as the issue
of human rights violations, racial discrimination, exploitation of natural resources,
social inequality, pro-independencePapua, andother political elite interests playedby
actors related to actors that havebeendescribed above.Basedon this brief description,
the author presents the results of research carried out by the Nvivo application to
be able to find out the results regarding the dynamics of the activism issue of the
Papuan conflict, Indonesia. In the dynamics of cyberactivism, the issues that are
questioned by their pre-political elite, political elites, and even several other figures
who always raise the issue of the conflict in Papua, Indonesia. Here, the authors
present the results of research that have been obtained from several studies through
the Nvivo application, more specifically on the issues discussed in the cyberactivism
of the Papua, Indonesia conflict, as follows (Fig. 3):

Indonesia conflict conditions that have not been resolved by the Central Govern-
ment for a long time; besides that there are several problems, namely human

Fig. 3 Matrix coding Nvivo 12 plus, indicators of the dynamics of conflict activities Papua. Source
Compiled by Author
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rights violations, illegal exploitation of natural resources, social, economic, cultural
inequalities, and several other problems, the Papuan people choose to support their
Papuan identity. However, there are some political elite groups who prioritize their
personal interests to a campaign that the Papua region has officially become part of
Indonesia and the Unitary State of the Republic of Indonesia Price Mati but what the
Papuan people really want is the independence of West Papua. The next indicator
is the exploitation of Papua’s natural resources, with mining companies in Timika,
oil in Sorong and Kaimana, coal in Maybrat, gold in the Jayawijaya Mountains, and
Intan Jaya, Block Wabu, etc. In addition, there are oil palm companies in Merauke,
Arso, Sorong, and several timber companies operating in the Papua region. Several
companies operating in the Papua region sometimes operate illegally without a busi-
ness license (SIU) to take land from companies that are operating or are currently
under operation. To take over the land or territory, the company always contradicts
or clashes with the local community because it enters without the knowledge of the
community or the local tribal chief. Sometimes, to give reasons to the community so
that the community believes, the company owners claim that there is already a letter
of approval from the local tribal chief to operate the land as a mining site, in fact,
there is no letter of approval from the local tribal chief, even though there is one, but
it is only on behalf of the local tribal chief for the sake of the company’s net [12].

Next is the indicator of human rights violations. This issue cannot be separated
from, with the continued exploitation of Papua’s natural resources, both legal and
illegal companies operating in Papua. In addition, the company also does not want to
prosper the residents in the surrounding area and subsequently takes the company’s
land forcibly and illegally. Thus, massive conflicts and gross human rights violations
have arisen to this day. Meanwhile, the state also intervened in the conflict because
the actors were regional leaders of the state, so the State Government ordered to
send the military to Papua with the aim of protecting the territory of the Republic of
Indonesia, but on the other hand, they also guarded natural resources (SDA) which
were being exploited officially or illegal in the Papua region; for that reason, it also
caused many casualties and increased serious human rights violations in Papua [13].

Next up is the pro-independence indicator. This indicator is also inseparable from
the problem of continued exploitation of natural resources; however, it does not
pay attention to the Papuan people in the surrounding environment, human rights
violations, and somebasic things thatmake an impetus to advocate for an independent
Papua. While the grassroots communities in the Papua region all say they want to be
independent themselves, however, the Indonesian government is adamant not to let
go because Papua contains abundant natural resources. Besides that to control the
natural products, some political elites also take advantage of their interests to take
advantage of this moment for their personal interests by building issues that do not
agree with or oppose the real wishes of the community.
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5 Conclusion

Based on the results of the discussion above, the writer concludes that all Papuan
peoplewant that theCentralGovernment and the PapuanGovernment to immediately
resolve the dynamics of the Papua–Indonesian conflict, which has been long and
unfinished, as well as causing serious human rights violations in Papua. In resolving
the Papua conflict, Indonesia will use peaceful means such as peaceful dialogue with
pro-independence organizations and the Indonesian government mediated by a third
party, namely theUnitedNations.With gross human rights violations, social, cultural,
economic disparities, the high poverty rate in Papua makes the Papuan people do not
believe in the existence of the State of Indonesia in the Papua region, the existence of
the State of Indonesia in Papua has been 53 years, but there has been no significant
change for the Papuan people, even the people of Papua. Papua considers Indonesia’s
presence in Papua considers it to be increasingly backward. This makes the Papuan
people more confident in wanting the independence of the West Papuan nation and
the spirit and confidence that Papua will be free from the hands of the Unitary State
of the Republic of Indonesia.
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OMNIBEE: Autonomous
Omnidirectional Robot for Service
Robotics Applications

Víctor H. Andaluz, Christian P. Carvajal, Jenny Granizo, José Varela-Aldas,
Luis E. Proaño, and Danny Pérez

Abstract This paper proposes the construction of the software and hardware of an
omnidirectional mobile robot with the ability to receive linear and angular velocity
commands tomove fromone place to another. In the prototype can be used controllers
suitable for their configuration, capable of performing movements of the omnidirec-
tional platform for the execution of specific tasks, the robot will also transmit the
current speeds to have a feedback of any control, i.e., a control law for the execution
of positioning, trajectory tracking, road tracking, among others.

Keywords Omnidirectional robot · Controllers · Tasks · Feedback · OMNIBEE

1 Introduction

The area of robotics has evolved, with the purpose of satisfying the needs of users.
Nowadays, robots can be implemented in the industrial area and in environments
that interact with humans [1, 2]. In these areas robotics has demonstrated its high
efficiency, velocity, precision, is not tired and coordinates perfectly with the rest
of robots and machines involved in a process [3]. Its current features allow you to
easily position yourself in the desired place in a sub-hierarchical way, locate parts
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with which you have to work, communicate with other equipment, be programmed
using effective computer tools, etc. [4, 5].

The applications of mobile robots exceed human ability to solve and meet objec-
tives that humans can be complicated by personal security or other factors. The
benefits, advantages and applications when using robots have been transformed into
user needs since using robots complicated tasks are fulfilled without human interven-
tion, even without robotics thousands of people were not able to perform activities
by, e.g., Walking, flying, manipulating objects, transport tasks, among others [6, 7].
In the area of mobility robots used to perform activities in unstructured environments
are of various types using legs, wheels, aquatic robots, aerial, some of them even
have built-in manipulators in their structure.

The implementation of robots capable of moving in a non-structured environment
[8], within the development of robotics can be controlled autonomously or tele oper-
ated, either for industrial applications such as assembly of components, production
of devices, health areas, Manipulation of objects, for service robotics, among others
[9–11]. In the case of [12] using unicycle type robots to move an object from an
initial position to a desired position by applying position, path and path planning
controllers, the disadvantage of this type of mobile robot is that it only has a linear
velocity νx and one angular velocity ω for translation. The omnidirectional robot
presented in this work considers mecanum type wheels, which allow frontal linear
displacement, lateral displacement and angular displacement [13–15].

2 Omnidirectional Robot

Taking into account the configuration of the omnidirectional robot, different compo-
nents such asmotors,mechanizedwheels, encoders and different parts are usedwhich
will help the platform to move in every direction in the plane, the generated force
of the omnidirectional robot to produce the movement is given by the four 4 motors
that are coupled directly to each omnidirectional wheel of mecanum type. In the
design of the structure takes into account some properties that the robot must have,
i.e., the weight it supports, the distribution of mechanical and electronic elements,
and geometry suitable for its displacement [16]. In the design of the structure is
considered the strength and stability, which is why the platform has a rectangular
shape of a prism, using aluminum.

Through a simulation, the behavior of the structure is determined, which is
subjected to a real force that is applied in the places where it has the highest possible
load. Figure 1 a Finite Element Analysis (FEA) [17] analysis is performed, which
calculates the Tensions or deformations and pressures to which it is subjected, Fig. 2
indicates the displacement of the material when applying a force (blue color), i.e.,
that the deformations caused by the forces applied are very small, so the rigidity
caused by the load is not taken into account.
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Fig. 1 Analysis of tension of the structure

Fig. 2 Displacement of tension of the structure

The culminating design of the omnidirectional robot structure consists of a few
printedparts to shape the platformwithout interferingwith the size and set dimensions
since the media is PLA with negligible weight.

3 Hardware and Interface Implementation

The hardware of the omnidirectional robot is comprised four stages, i.e., consists
of sub electronic structures that allow the robot to move within the plane X,Y and
rotate around the axis Z . The stages taken into account for the construction of the
prototype are: (i) power system (ii) control system, (iii) actuators and sensors stage,
finally (iv) the wireless communication stage, see Fig. 3.
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Fig. 3 Mobile platform hardware

Power system: The omnidirectional robot power system consists of a 4-cell LIPO
(Lithium-Polymer) battery with a supply current of 2.2A, enough to provide the
necessary current to power the entire robot system; the supply voltage for the motor
drivers is 11 V, i.e., it has a voltage regulator that adjusts to the maximum acceptable
value for the motors. For the control board voltage control, a 9 V regulator source
was used; the control board supplies 5Vdc and 3.3Vdc for the sensors power supply
and for the communication module, respectively.

Control system: The robot control system is composed of an Arduino Mega board
which performs various tasks such as, e.g., receive the velocities corresponding to
each wheel of the platform obtained from the calculation of the velocities lines
and angular velocity to be applied to the robot to move according to the application
desired by the user. This controller compensates the dynamics of the omnidirectional
robot, where Wd(t) represents the desired angular velocities for each robot wheel
andWs(t) the measured angular velocities of the robot by the sensors, i.e., the speed
errors are defined by: W̃ (t) = Wd(t)−Ws(t) this error is compensated by the internal
controller on the board (see Fig. 4).

The proposed controller is defined as (1), in order to compensate the dynamics of
the robot.

Wdj(t) = kp j W̃ j (t) + ki j

∫ t

0
W̃ j (t)dt + kd j

d

dt
W̃ j (t) (1)

where W̃ j (t) = Wdj(t) − Wsj(t) with j = 1, 2, 3, 4 are the angular velocities error
for each actuator;kp j , k j , kd j are positive gain that weigh the control errors.
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Fig. 4 Control scheme of the omnidirectional robot

Actuators: The actuators that make up the robot are DCmotors at 11 V, which consist
of an encoder incorporated in the axis of each actuator to measure the jumps and be
transformed at angular velocities within the control task. The general system of the
motors includes a driver that controls the velocity of each of them, i.e., receives a
PWM signal to drive each motor.

Communication: The communication between the robot and the computer which
generates the reference velocities tomove to platform iswireless. For this the distance
and amount of data to be transmitted, i.e., was established under the IEEE 802.15.4
standard that corresponds to Zigbee wireless networks.

3.1 Interface

The HMI was implemented inMATLAB software, since it presents great advantages
when performing mathematical calculations to later apply a control for mobile plat-
forms [12] it has the options to operate automatically the robot by the implementation
of an advanced control or can be tele operated.

Automatic mode: Figure 5 in this mode, communication is established between the
proposed control systems that generates the appropriate reference velocities υ re f to
autonomously command the robot, for the case study these velocities will be gener-
ated by the operator to validate the operation of the prototype. The computer system
receive these velocities and with the (6) will obtain the desired angular velocities for
the robot Wd .
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Fig. 5 Interface of
automatic control

The angular velocitiesmeasured in the samewaywill be transmitted from the robot
to the computer system thus obtaining a closed loop of the system to implement a
control. In MATLAB, using (4), it determines the linear velocities υl , υm , and the
angular ω measures in real time. At the end of the execution, the sent and received
values from the omnidirectional robot will be displayed graphically to identify that
it performs the requirements established by the operator at both reference velocities.

Tele-Operation Mode: Tele-Operation Mode: Fig. 6 This mode of operation of
the omnidirectional robot is totally controlled by a user who generates commands
by pressing the buttons of the HMI, which can be used to perform linear vertical
linear/backward, horizontal right/left movements, rotate on your own axis right/left
and diagonal displacements in 45º.

Fig. 6 HMI of the
omnidirectional robot
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4 Omnidirectional Robot Kinematics

Figure 7 shows the movement that the omnidirectional robot can perform on a
horizontal plane.

Then the kinematic model of the omnidirectional robot is defined in the following
way taking into account that the point of interest is the center of the robot (see Fig. 7),

⎡
⎣ ṗx

ṗy
ṗ

ψ

⎤
⎦ =

⎡
⎣ cos(ψ) − sin(ψ) 0
sin(ψ) cos(ψ) 0
0 0 1

⎤
⎦

⎡
⎣ υl

υm

ω

⎤
⎦ (2)

Where ṗx , ṗy and ṗ
ψ
represent the velocities with respect to the inertial reference

frame. The equation system (2) can be written as,

Pp(t) = J(ψ)υ(t) (3)

where J(ψ) ∈ �m×n with m = n = 3 is the Jacobian matrix that defines a linear
mapping between the velocity vector of the omnidirectional robot υ ∈ �m where

υ = [
υ1 υm ω

]T
and the velocity vector Pp ∈ �m with Pp = [

ṗx ṗy ṗψ

]T
.

Figure 8 shows the configuration of the wheels of the omnidirectional mobile
robot.

For find the velocities of the point of interest generated by the omnidirectional

robot
[
υ1 υm ω

]T
, we take into account how the robot will be displaced with each

direction of rotation of the omnidirectional wheels, thus obtaining the following
system of equations:

Fig. 7 Schematic of the
omnidirectional mobile
platform
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Fig. 8 Omnidirectional
robot

⎡
⎣υ1

υm

ω

⎤
⎦ = R

4

⎡
⎣1 1 1 1

−1 1 1 −1
−1
a+b

1
a+b

−1
a+b

1
a+b

⎤
⎦

⎡
⎢⎢⎣
W1

W2

W3

W4

⎤
⎥⎥⎦ (4)

The equation system (4) can be written as,

υ(t) = JT (a, b)W(t) (5)

where W is the vector of angular velocities of the wheels of the omnidirectional
robot and JT ∈ R

4×3 is a transformation matrix, which was obtained from the direct
kinematics of robot and υ represents the mobility velocities of the omnidirectional
robot.

The angular velocitiesWd corresponding to each wheel of the platform are calcu-
lated based on themobility velocities of the robot that can be generated by a controller
or defined by the operator υref, used (4) gives:

Wd(t) = J−1
T (a, b)υref(t) (6)

Therefore the system of equations is defined as follows:

⎡
⎢⎢⎣
Wd1

Wd2

Wd3

Wd4

⎤
⎥⎥⎦ = 1

R

⎡
⎢⎢⎣
1 −1 −(a + b)
1 1 (a + b)
1 1 −(a + b)
1 −1 (a + b)

⎤
⎥⎥⎦

⎡
⎣ υl ref

υm ref

ωref

⎤
⎦ (7)

where J−1
T ∈ R

4x3 represent the inverse transformation matrix, which was obtained
from the inverse kinematics of omnidirectional robot.
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5 Results and Discussions

In order to validate the performance of the built robot, several experiments were
carried out, the most representative results are described in this section. The exper-
imental test was performed on the robot “OMNIBEE” name which was given to
the omnidirectional platform built for the accomplishment of tasks that the oper-
ator proposes by means of controllers, this one supports two linear velocities and an
angular velocity as signals of reference, see Fig. 9

For the tests of the robot, reference velocities are generated, and by means of (6)
the velocities to be transmitted to the robot “OMNIBEE” are obtained. The robot
transmits the angular velocities in a period of constant sampling, this will allow
to verify that the robot executes in an ideal way each order that is applied to him
in angular speed to his corresponding wheels. Figure 10 and 11 shown reference
velocities applied to the robot and the velocities obtained.

Fig. 9 OMNIBEE
omnidirectional mobile robot

-0.5

0

0.5

[m
/s

]

 

 

vx ref vx

• • • • • • • • • •
-1

0

1

[m
/s

]

 

 

vy ref vy

0 5 10 15 20 25 30 35 40 45
-1

0

1

Time [s]

[r
ad

/s
]

 

 

wref w

Fig. 10 Reference velocities of the omnidirectional robot and obtained velocities
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Fig. 11 Angular velocities sent and velocities received from the robot

For the second experiment, the OMNIBEE robot must complete a designated
trajectory, using a controller. Figure 12 shows the strobe motion of the robot path in
the plane X, Y, Z and Fig. 13 indicates the robot’s maneuverability speeds to meet
the trajectory.

Fig. 12 Stroboscopic movement of the mobile robot
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Fig. 13 Maniobrability velocity

6 Conclusions

The prototype to test new control methods and digital simulations helps greatly to
understand concepts and model final products. Currently, there are digital tools and
software that allow the design, simulation of parts and mechanisms that allow to
verify the behavior of a mobile robot, with the possibility of analyzing its perfor-
mance and efficiency of a finished model. In the project, we calculated the kinematic
model that governs the mobile robot system, which allows a deeper analysis of our
robot, and simulate closed loop control actions against angular velocity inputs, to
analyze the trajectories of the robot on the plane X, Y, this allows to give solutions
to problems of trajectory tracking, avoidance of obstacles, among other. For a future
work can be added a manipulator to have automated controlled or tele operated
mobile manipulator, to perform tasks of transporting objects or manipulation.
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Flow Pattern Recognition Using
Spectrogram of Flow Generated Sound
with New Adaptive LBP Features

Soroosh Parsai and Majid Ahmadi

Abstract This paper represents the flow pattern classification utilizing the recorded
soundofflows and their spectrograms synthesized images.The soundof four different
flow patterns, stratified, churn, annular and slug flow, are recorded and converted to
spectrogram for further analysis. The proposedmethod uses a newversion of the local
binary pattern (LBP) to extract robust features from the returned audio noise. We
propose an adaptive threshold function based on Gaussian distribution’s cumulative
density function (CDF). The proposed algorithm performance is analyzed with both
the 836 recorded sound of flowpattern andRWCPdatabase to validate enhancements.
The validation is done for two scenarios, one with the same noise signals for the
training and test sets and one for different noises for each set. Furthermore, the new
method is compared with three other methods (e.g., MFCC-HMM, SIF-SVM and
MC-BDLBP). The comparisons show the new method’s better performance with
reduced complexity.

Keywords Flow pattern · Image processing · Local binary pattern · Spectrogram ·
Gaussian distribution

1 Introduction

Classifying the type of a 2-phase flow is an important practice in different industries,
such as oil, gas, petrochemical and food. This specifically helps the process control
system to change parameters to control the occurrence of them or prevent some
unwanted damages that some of these patterns may create [1, 2]. When it comes to
identifying these patterns, there are usually twomain techniques in use.Thefirst one is
basically done by analyzing the parameters, e.g., finding the evidence of the existence
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of a particular type of flow from the parameters such as velocity and pressure changes
through the pipe. The second one more focus on the processing of the recorded
sound of the flow. Understandably the parameter analysis method is not an automated
technique and requiresmuchmore time for each instance.The lattermethod, however,
falls into two major techniques: Putting the sound signal through the classification
algorithms directly [23] or analyzing the image representation of the flow sound
spectrogram via image processing techniques. Due to its cost-effectiveness, ease of
implementation and vast variation of the image processing techniques, analyze of
the spectrogram of the flow sound as an image seems more convenient method. The
fact that this identification is made by image processing creates numerous possible
methods for classification of flows. 2-phase flow classification is specified in two
modes (1) a horizontal pipe and (2) a vertical pipe. In the cases that gravity is vertical
to the pipe, phase separation occurs in a horizontal pipe. Some of the common 2-
phase patterns in the industry are bubbly, Annular, plug, churn, stratified and slug
flow [2].

The bubbly flow is defined as when a continuous stream of liquid exists with
bubbles scattered through it. In the annular, liquid exists around the pipe’s crust, and
gas can be found around the center. The bubbles are unified in the plug flow pattern,
and bigger bubbles can be found close to the pipe’s wall. In cases of an oscillatory
flow, we are dealing with Churn flow. The smoothness of the horizontal contact in a
stratified pattern completely stratifies the liquid and gas. Slug flow is the other form,
which is seen in the crude oil and tar production plants, particularly in pipelines
conveying crude oil or liquid gas [3].

SVM and neural network feature extraction methods are the techniques used
for 2-phase flow classification [4, 11]. The authors of this study [5] measure the
performance of the airlift pump at various submergence ratios and compare the results
to Hewitt and Roberts’ flow pattern map [6]. Flow classification is represented using
textural features and SVM classifier in [7]. Furthermore, a fuzzy neural network is
proposed to identify the flow pattern of bubbly, slug and plug flow in [8]. However,
according to the existing literature, flow characterization is facing some obstacles.
Because these characterizations are dimensionally sensitive, they can only be used
with the specific parameters of their research. Creating a universal flow pattern map
for various liquids and pipe settings is a difficult undertaking. The fact that someflows
may transit at a Weber number, and some might be justified by Reynolds number
makes it almost impossible to come up with a universal dimensionless flow pattern
map. Figure 1 depicts the occurrence of various 2-phase flow models in a horizontal
pipe [9].

This paper presents flow type identification based on the audio signal classification
to tackle the mentioned flowmapping problems. The hiddenMarkov model (HMM),
which is a traditional speech-recognition technique and focuses on mel-frequency
cepstral coefficients (MFCC), was used in the early research related to audio signal
classification [10, 12]. Later on, other techniques like MPEG-7 audio features [13],
matching pursuit features [14] and spectro-temporal signature [15]were developed as
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Fig. 1 Horizontal two-phase
flow patterns [9]

the supplement for MFCC. Techniques such as mel-frequency cepstrum [16], short-
time discrete Fourier transform (STFT) and Gabor spectrogram [17] are widely used
in audio signal classifications due to their ability to work with spectrums.

The spectrogramof the audio signal provides helpful information in sound classifi-
cation [24]. New approaches investigate spectrogram as a textured image [18–22, 25]
and use image processing techniques for audio signal classification. The spectrogram
is a composite image that illustrates the distribution of a signal’s intensity in multiple
frequencies at different time intervals. It is not a standard image. By recording the
intensity differences between a pixel and its neighbors, the local binary pattern (LBP)
approach retrieves the spectrogram’s micro-patterns.

The LBP feature extractor has different forms, and all of these variations are
commonly utilized in a variety of image processing applications [25, 26]. Typically,
the LBP features obtained from the spectrogram have different applications. One
application is related to audio signal classification [26]. The LBP features’ drawback
is their sensitivity to noise [27]. Different factors affect the reliability of the LBP
features. These issues are mostly due to a lack of components in the LBP histogram.
Processing patch–wise LBP is one of the problems that result in fewer components
in each patch’s histogram. In addition, the occurring frequencies patterns are vastly
different, so these patterns cannot be precisely evaluated. The LBP feature extraction
with an adaptive threshold is proposed to deal with such problems. The proposed
method is used to classify and identify four flow patterns from sound signals. Further-
more, the new approach is comparedwith threeworks in [18, 19, 26] using the RWCP
database.

The rest of the paper is organized as follows:
Section 2 briefly explains the experiment’s setup for recording the flow’s sound in

the pipeline. The evaluation of the proposedmethod is discussed in Sects. 3. Section 4
presents the simulation results. Finally, in Sect. 5, the conclusion is represented.
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Fig. 2 Position of each hydrophone in the pipe

Fig. 3 Flow loop and the
position of the two
hydrophones (X marks the
position of hydrophones)

2 Experiment’s Setup

Two hydrophones are used in the setup, and both of them are connected by an
amplifier to a signal analysis workstation. The position of the hydrophones is shown
in Fig. 2. The system’s input is the signals with a frequency range of 0.1–10 kHz.
The diameter of the pipe’s upward side and downward side is 5 inches and 3 inches,
respectively. Figure 3 illustrates the schematic of the pipe with the position of two
hydrophones.

3 Proposed LBP with Gaussian Reweighting Thresholding

3.1 Texture Analysis

In most applications, time–frequency analyses are used to create the spectrogram
of the signals. The Gammatone filters and short-time Fourier transform are two
instances of the existing approaches [18, 19]. The main difference between these
two specific methods is in the spacing of the frequency positions on the axis. In
gammatone-like spectrograms, frequencies have equal distances from each other
and are scattered equally on the equivalent rectangular bandwidth (ERB). These
properties make the gammatone approach a closer approximation of the human
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sensory mechanism compared to the linear spaces of the frequency points on the
STFT spectrogram. Time–frequency representations are suitable options to provide
rich information about the texture. Of the main spectrograms, the Gammatone-like
spectrogram (LGS) logarithm visually contains more texture information, making
the LGS a suitable candidate.

For conducting the analysis, a collection of 50 Gammatone filters for the spectro-
gram are used. Frequency points on the ERB scale spaced in the interval of 100 and
10,000 Hz [18, 19]. The spectrogram of Gammatone is shown by S (f , t), in which
f represents the frequency, and t shows the time. For the improvement of the low-
power instances, the following formula is used. This helps to gain more details, as
illustrated in [26]:

G( f, t) = log(S( f, t)) (1)

The logarithm of the Gammatone-like spectrogram could be obtained by the
following formula [26]:

I ( f, t) =
G( f, t) − min

f,t
G( f, t)

max
f,t

G( f, t) − min
f,t

G( f, t)
(2)

3.2 Traditional LBP Features

Many feature extraction approaches have been proposed to analyze the image. Some
of these approaches are SIFT [28], HOG [29] and LBP [30]. LBP is preferable
among these feature extraction algorithms due to its easy implementation and effec-
tive results. It is crucial to consider the spectrogram as a synthesized image and
acknowledge the many differences that exist between a spectrogram and a standard
image. The following are some of the visual distinctions between a spectrogram and
a standard image: [26]:

Smoothness: the first difference is that a standard image has a smooth dispersion,
and the intensities change smoothly; on the other hand, in the spectrogram, the
neighboring pixels could be remarkably different. The reason is that these pixels
represent the power distribution of a sound signal, and they could be very different
throughout the time–frequency instances.

Translation, scaling and rotation: The location and scales could vary for different
shots in standard images. However, translation may only appear along the time axis
in the spectrum. Hence, feature extraction methods such as SIFT, which extracts
scale-invariant features, are not useful for spectrograms.
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Micro-structure: Edges, spots and corners are usually considered essential details in
natural images, but these micro-structures may not appear in the spectrogram. There-
fore, edge-based feature extraction approaches such as HOGmay not be appropriate
for frequency analysis.

This paper considers LBP features the best way to classify flow patterns due to
the following advantages. (1) The LBP feature works with signs of intensities which
makes it resistant to spectrogram image monotonic changes. (2) In addition to edges
and corners, LBP can extract other micro-structures which are not available to HOG.
These advantages make the LBP a fit choice for the spectrogram feature extraction.

Conventional LBP algorithms use a fixed zero threshold [30]. The LBP code first
runs on all the pixels. A pixel’s intensity is denoted by i . The i p determines the
intensity of the pth neighboring pixel, where p = 1,2…P and P is the number of
neighbors. Here, R defines the distance between i p and i . Considering mentioned
notations, LBPp,R encodes the pixel difference z p = i p − i between i p and i with R
as the distance. Encoding every LBP bit with the following:

bp =
{
1 if Dp ≥ 0
0 if Dp < 0

(3)

The LBP code is formed as
−−−−−−−→
bpbp−1 . . . b from the mentioned LBP bits. After that,

the LBPp,R , histogram of LBP codes with the dimension of 2p is used as features
vectors. It is evident that using more neighbors leads to more information on the
image, increasing the dimension.

3.3 Proposed Method

Illumination variation is an important factor that affects the pixel intensity changes
of the standard images. Thus, the pixel difference z p also has a significant varia-
tion. It can be concluded from Eq. (3) that only the sign of the pixel variation is
used by the LBP, and the amplitude is being dismissed. The amplitude of the pixel
difference contains meaningful data describing the spectrogram. Therefore, both the
direction and the amplitude of the pixel variation are used in [26] when extracting the
patterns from the spectrogram. In conventional LBP features, a fixed zero threshold
is proposed in [27], making it sensitive to noise. The noise can affect the system
by changing the pattern bits for slight differences. A multi-channel LBP (MCLBP)
feature to obtain the sign and amplitude of the pixel differences quantizes the pixel
differences using multiple thresholds is proposed in [26]. One way to deal with this
issue is to set the threshold of the pixel differences at Ti instead of thresholding at 0
[26, 33 ].

bip =
{
1 if Dp ≥ Ti
0 if Dp < Ti

(4)
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where i indicates the channel number and bip is the LBP’s Pth bit in i . For each
channel, a fixed user-defined threshold is used in this method. This paper proposes
a new adaptive threshold function. This function is based on the local and global
spectrogram information. This method does not make a different image band, but
the proposed threshold changes in each frame. The proposed threshold function is
based on a cumulative density function (CDF) of Gaussian distribution function to
have both fast and robust LBP features, as below:

fi = 1/
2

[
1 + erf

(
σi

σ
√
2
√|μ − μi |

)]
, i = 1, . . . , M (5)

where M is the number of spectrogram frames, σ and μ are standard deviation and
global mean, and μi and σi are the mean and standard deviation in a frame of the
image. The error function is described by erf(x) as bellow:

erf(x) = 2√
π

x∫
0
e−t2dt (6)

The proposed function is plotted in Fig. 4 for three different values of μ and σ .
Finally, each encoding LBP is obtained as below in adaptive threshold LBP (AT-

LBP):

b=
p

{
1 if Dp ≥ fi
0 if Dp < fi

(7)

Fig. 4 The cumulative
density function of Gaussian
distribution with three
different mean and standard
deviation (s.d)
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Noise properties have a determining role in the formation of the threshold function.
When image noise increases, the threshold value will be increased and vice versa,
leading to more robust LBP features.

4 Simulation Results

This section compares theflowpattern identification through spectrogramof recorded
sound signalswith the proposedmethod and conventional LBP. The proposedmethod
is investigated for four flow patterns; Stratified, churn, annular and slug. In addi-
tion to that classification on the RWCP database is conducted for further validation
of the proposed method and comparing the results to three other methods: MFCC-
HMM[19], Spectrogram ImageFeature (SIF) [18] andMC-BDLBP [26]. TheRWCP
database [31] is an appropriate benchmark in validating the performance of the clas-
sification algorithms in many research. The database consists of crash sounds of
plastic, wood and other sounds like coins, bells, saw, etc. To study the effective-
ness of the proposed method, the MFCC-SVM and SIF-SVM are applied by using
the proposed AT-BLP features instead of MCC-HMM and SIF. The experiment is
performedunder four noise levels: 20, 10, 0 and−5 dBusing theNOISEX92database
[32]. The applied linear SVM has a cost parameter set to 40 for classification. In the
first experiment for the classification of pipeline flow, all the signals are sampled in 16
bits at 50 kHz using two hydrophones. The samples are collected from four classes
of flow pattern types consisting of 836 samples in total. The number of samples
for each class is shown in Table 1. In this experiment, 30% of samples are used
for training and added noise is the same for training and test samples. As shown in
Table 2, the proposed method has 98.7% correct classification for clean samples,
whereas the traditional LBP represents 96%, and the newmethod shows much better
performance when noises are added.

Table 1 Number of the samples for each flow pattern class

Number of samples Class

184 Stratified

265 Churn

241 Annular

210 Slug

Table 2 Recognition rate of proposed method at different noise levels (%)

Method Clean 20 dB 10 dB 0 dB −5 dB

LBP 96.12 95.88 95.13 91.37 82.57

AT-LBP
(proposed)

98.7 98.59 98.22 95.81 89.87
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The RWCP contains 9722 sound events files with 105 distinct sets. The same
partitioning of RWCP as in [18, 19, 26] is applied. A total of 50 audio signal stets
are chosen from the RWCP database. The total 2500 and 1500 audio signals are
considered for training and testing purposes. As in [26], two scenarios for adding
noise are employed. In the first scenario, the SNRs are uniformly sampled from [−5
25] with the same type of noise in both training and test samples. The recognition
rates are represented in Table 3. As shown in Table 3, the proposed method shows
a better classification rate compared to the state of arts in [18, 19]. However, the
method in [26] has better performance in the RWCP database at the cost of more
complexity.

Table 4 illustrates the classification rates for the second scenario where the testing
noise type is different from the training. The different noise types in the training
and test samples cause a reduction in the recognition rate in this case. In this case,
the proposed approach shows a better classification rate in most noise types than
the MFCC-HMM and SIF-SVM. As shown in Table 3. The results are as par with
MC-BDLBP while maintaining lower complexity.

5 Conclusions

This paper proposes a new LBP feature based on a new cumulative density func-
tion of Gaussian distribution thresholding. The algorithm is an enhancement of the
conventional LBP algorithm. A comparison is made between the new algorithm and
two other feature extraction techniques (e.g., MFCC-HMM and Spectrogram Image
Feature (SIF)) through Mont Carlo simulations. Simulation results have shown the
better performance of the proposed method by providing a better classification rate
and less complexity.
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Analysis of Academic Excellence
Achievement of Millennial Graduates
through Attainment of the Learning
Outcomes

Shikha Maheshwari, Kusum Rajawat, and Vijay Singh Rathore

Abstract This paper discusses the importance teaching–learning process for quality
assurance and as efforts of affiliated technical institutes in India for getting accred-
ited. Various problems related to the long-lasting acquisition of knowledge, skills,
and attitude by the millennials are discussed with their implementable solutions to
overcome it. The methodology suggested for attaining the course outcomes as well
as program outcomes are supported with the values received after processing results
of the learner-cohort for three consecutive years. The paper also discusses the action
taken to fill the gap in the curriculum, if any.

Keywords Course outcomes · Outcome-based education · Program outcomes ·
Outcome attainment · Teaching–learning methodology

1 Introduction

It is a widely known fact that for sophisticated industrial products and services
to sustain and flourish in the competition of the global market of the twenty-first
century, and India will need a huge number of well-qualified graduates equipped
with knowledge from autonomous as well as affiliated engineering institutions [1].

In such a scenario, it can be effectively identified that good teaching leads to
effective learning, which leads to the thorough and long-lasting acquisition of the
knowledge, skills, and attitude the educator, or the institution has set out to impart
[2].

It is now understood that the quality assurance and accreditation efforts of engi-
neering institutions can be characterized by their “compliance” rather than looking
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to it as an “improvement” tool. However, intellectuals have identified few problems,
such as the need of designing an experiential curriculum for developing learners’
experiences, tuning of learning outcomes with that of employers’ expectations,
collaboration with industry for designing, development, and effective delivery of
the course/program content, adaptation of effective ICT-based methodologies for
enhancing learners’ experiences [3] as well as educators’ competence and set-up of
centers of excellence for the institutions in most sought-out technologies.

For providing solutions to all these mentioned pitfalls, various institutions both
autonomous as well as affiliated implemented the following processes up to an extent
to improve the quality of teaching and learning:

1. Focus on outcome-based education for the creation of an up-to-date experi-
mental curriculum systematically providing learners’ experiences in synchro-
nization with the employers’ expectations to fulfill the society’s requirements.

2. Faculty enablement in terms of pedagogical and engineering domain training is
required, which is expected to initiate the interactive teaching–learning process
in every classroom. Pedagogy is required to include modern teaching tools such
as simulations, group presentations and discussions, extempore, and reviewing
case studies.

3. Leveraging technology for facilitating the integration of in-classroom as well
as outside-classroom learning for assessment of learning outcomes across the
two venues, thus enabling learners to reflect on and share their experiences and
outcomes. Digital technologies also enable educators to concentrate on learning
activities enhanced by state-of-the-art content delivery [4].

4. Foster stronger industry-institute collaborations can be achieved by making
industry internshipsmandatorypractice for all engineering learners as indus-
tries have good opportunities to develop, produce, and deliver affordable and
quality products/services to cater for the fundamental needs of a growing popu-
lation. This step will induce the innovative and entrepreneurial nature of engi-
neering graduates for economic prosperity andwealth in the country. Also, there
can be a collaboration with industry for research and teaching by creating
consortia for applied research and engineering, and there can be sabbatical
rotation arrangements for educators to take up application-driven joint research
collaboration, curriculum development, and continuous education with industry
and vice versa for the industry personnel to join as educators at an institute, with
some sort of seed-funding from the government as well. Such steps will surely
build global competitive clusters of companies, institutes as well as research
organizations.

5. Encourage innovation and entrepreneurship by establishing incubation
centers/warehouses, with the assistance and mentorship of industry coun-
cils initially till the institutes can take off on their own. Focus areas can be
joint research projects, industry consultancy, and IPR generation in creating
innovation eco-systems both in specific disciplines

To achieve academic excellence, classroom attendance still plays a crucial role. With
the advent of technology, educators may adopt a two-pronged strategy, in which one
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may have to implement the 75% attendance criteria a compulsory in letter and spirit
and later, approach makes the classroom teaching interesting and lively with a lot of
simulations providing a visual supplement to reading and alongwith a lot of material,
not available in textbooks. This also requires to be accompanied with an explanation
of some of the difficult conceptswith examples, of course, relevant but day-to-day life
by the educators during their content delivery. Not only this, effective mentoring for
understanding and sympathetic toward the learners’ problems facilitates the gener-
ation of balanced questions banks covering the entire curriculum for preparing well
for their examinations, soliciting mid-semester learners’ feedback for hearing their
concerns for planning appropriate action, and creating an environment, in which the
educators feel the pride of belongingness to the institution, derives maximum output
toward academic excellence [5].

It is widely accepted that accreditation initiatives taken by the National Board
of Accreditation in India are intended to promote quality in Engineering Education
to produce graduates for a long-term strategic impact on growth in industrial and
service sectors of any country, according to the Washington Accord. An institution
that has successfully achieved NBA accreditation carries the stamp of recognition
for its quality assurance in educational activities. The process of accreditation is
normally carried out through data collection under a given set of criteria in a self-
assessment report to be filled up by each institute that wishes to undergo the same,
which is then evaluated by the board. One such criterion is criteria 3 which evaluates
the course-wise performance for each learner and helps in identifying the weaker
learners and planning remedial actions for them [6, 7].

For this paper, the curriculum of few state universities is considered, and a dataset
of an affiliated institute is used for the study purpose. The curriculum is comprising
of mathematics, core electronics, and core courses concerning the computer science
and engineering branch. For identifying the gaps, courses are mapped with the set
of program outcomes as listed by the National Board of Accreditation with course
classification under categories such as advanced mathematics, core electronics and
core professional, and elective [8, 9]. In order to meet its educational goals, the insti-
tute has established an exhaustive set of measurable program educational objectives,
PEOs, which for each department lists the characteristics of graduates. With this
information, they will be well-equipped to obtain careers in their respective fields.
PEOs are used to describe the career and professional accomplishments expected by
the learners to be achieved in five years after graduation with respect to the program’s
constituencies and the institute’s mission [10].

The 12 graduate attributes are designated as program outcomes representing the
knowledge, skills, and attitudes of the learners expected to have at the end of their
program in India [11].

Additionally, the departments have established a set of program specific outcomes,
detailing what engineers graduating from a particular program should be able to
accomplish.

All courses relate to elementary ideas, tools, and procedures, and all have an
emphasis on practical applications that culminate in increased impact on many
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aspects of the lives of people throughout theworld. By allowing this, a strong connec-
tion is established between course outcomes and program outcomes, while at the
same time providing learners the competencies, they will need to be well-rounded
engineers. With this intention, the process has been used to identify the extent of
compliance of the university curriculum for the attainment of the POs and PSOs
with the proper mention of the identified curricular gaps [12].

Not only this, the significant relationship between the courses and its program
outcomes (POs) and program specific outcomes (PSOs), if any, is established with
the help of well-defined cognitive processes a course provides in the form of course
outcomes statements, COs. The COs are the resultant knowledge or skills or attitude
the learner acquires at the end of a course. Though evidence of COs being defined for
every course is available, for our analysis, only core courses third-semester onwards
of the computer science engineering program is considered, which comes out to be
five courses, one per semester [13]. These COs are then mapped with POs as well
as PSOs using the matrix, two out of the six selected courses as shown in Fig. 1 and
Table 1.

Fig. 1 Mapping of COs with POs

Table 1 Mapping of COs with PSOs
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2 Methodology for Attainment of Outcomes

The procedure of assessing compliance with the university curriculum is used
to identify the level of conformity with the CO. This includes mainly lecturing,
taking tutorials, presentations, experimental laboratory work, group tasks, handouts,
social activity, FDP/conference/workshop, e-book/digital library/video lectures,
hackathon, Swayam, TedX/MUN effectively to teach learners about a concerned
course. Teachers impart an in-depth understanding of history, ideas, concepts, theo-
ries, and analogies to make the content easy to understand by lectures. Educators
help the slow learners by solving a greater number of similar problems during the
tutorial sessions; also, specific problems are solved during such sessions. Educators
also provide course content in the form of presentations and videos which effectively
communicate the working of actual engineering solutions, therefore, leading to life-
long learning in the appropriate societal context. This is further assisted through a type
of laboratory work in which theories are put to the test by conducting experiments
and interpreting the findings. Tutorials and laboratory work are generally carried out
as group task which effectively enables the showcasing of the engineering concepts
understood by the learners. Handouts, giving a quick insight into the course, are
provided to help the slow learners to face the examinations with confidence.

In addition to this, digital library resources such as NPTEL and YouTube, which
are comprised of e-books and e-journals, are available where interested learners and
instructors may read. Using these resources, visualized learning activities are also
organized in small groups for thewhole cohort. To provide the best teaching–learning
resources, interactive Swayam courses, prepared by the best educators in the country,
are also suggested to the learners which became very popular among them.

IBM has established a center of excellence lab at many institutes so that learners
can learn the latest software and techniques which are developed by IBM like Tivoli.
Hackathon and Smart India Hackathon were organized on the campuses of these
technical institutes to promote IT and e-governance initiatives. TEDx talk andModel
United Nations organized to discuss various topics by the eminent personalities and
offered contestants to demonstrate their ability by researching, thinking critically,
and public speaking [14].

To give a sense of social responsibility to learners, various social activities were
organized on the campuswhich includes blood donation, cleanliness drives, and fore-
most offering a helping hand to the underprivileged section of society by providing
them tuition for free after college hours.

Not only learners but educators are actively engaged in the participation for faculty
development programs, workshops, and conferences to aid them in the dissemination
of knowledge about the latest technology to their learners [15].

Attainment of program outcomes and program specific outcomes has also been
recorded using curriculum, assessment, and evaluation as the assessment tools and
processes.
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3 Result and Analysis

The attainment of course outcomes of all courses concerning set attainment levels
has been recorded for three consecutive years of the pre-pandemic era are as in Table
3.

A year-wise comparison of course outcomes then reviewed for each of these
chosen courses and one such CO attainment is presented in the Fig. 2.

Applying the concepts of outcome-based education for calculating the attainment
of program outcomes, an attainment target is set for each PO. The reason behind
choosing only one course is to reduce the complexity of the analysis presented in
this paper (Fig. 3) (Table 2).

Gap is then calculated using the attained values for each PO with respect to ideal
and target value.

Here, it should be noted that only one course is considered for showing the calcu-
lations related to the gap identification to reduce the complexity of the topic and for
its better understanding.

It was observed that the teaching–learning methodology suggested for attaining
the course outcomes has successfully reduced the gap with the advancement in the
year, which can be seen in the Fig. 4 (Fig. 5).

Fig. 2 Tools and processes used for assessment to measure the attainment of the program outcomes

Fig. 3 Year-wise
comparison of CO
attainment for one course

0

100

CO1 CO2 CO3 CO4

Year-wise CO A�ainment

2018-19 2017-18 2016-17

Table 2 Achievement of PO attainment for one course

POs POl P02 P03 P04 P05 P06 P07 P08 POP POlO POll P012

Target % 70.4 64.S 74.1 74.1 70.4 70.4 55.6 59.3 83.3 57.4 70.4 66.7

2016–17 4CS4A 29 29.6 34.1 31.2 31 31.8 24 23.8 34.5 24.8 28.4 28.6

2017–18 4CS4A 39.4 50.6 47.8 50.9 50.2 51 44.8 39.3 50.4 42.9 50.4 45.8

2018–19 4CS4A 49 59.4 55.2 56 55.4 56.1 56.5 48.7 56.5 45.6 59.3 55.9
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Fig. 4 Identification of gap in PO attainment

Fig. 5 Analysis of gap% in
PO attainment year wise for
one course

Similarly, PSOs attainment target was also set. Gap % also calculated for PSO
attainment on the same lines as that of PO attainment, and it can be easily seen that
this gap in PSO attainments is also reducing with the advancement of year (Fig. 6).
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Fig. 6 Analysis of gap% in PSO attainment year wise for one course

4 Conclusion

The conclusion of this research paper is focusing on the actions proposed on the basis
results of evaluation of each of the POs and PSOs. It is correctly said that curriculum
and the teaching/learning processes are the foundation on which any program can be
developed. Attainment of POs indicates that the job is well done. While identifying
the gap for PO attainment, certain deficiencies were identified and proper measures
then suggested by the expert educators to overcome it. Few deficiencies identified
are listed under:

1. Learners should learn to use effective knowledge based on the latest research
for problem-solving and project development.

2. Learners were unable to consider various ideas’ feasibility and adhere to
finances.

3. It is an industry requirement to have new tools and software, in order to bridge
the gap between industry and academic.

4. Content not included in the syllabus should be part of a comprehensive
curriculum connected to the public’s health and safety, as well as the social
needs.

5. Learners should approach their relationship with the environment and global
consciousness.

6. An awareness of ethical and technical knowledge is part of every modern
graduate’s education.

7. There are some courses in the curriculum that do not properly train learners for
their roles as an individual and a team member in diverse situations as well as
varied collaborations.

8. The ability to communicate effectively is something that needs improvement for
presentations to be effective. In addition, learners lack report writing and design
documentation skills, which results in their being ineffective while making
presentations.
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The above-stated concerns could be addressed by including more workshops and
other technical activities in the curriculum to increase learners’ capacity to relate it
to classroom lectures. Engaging videos were used to inspire the learners to apply up
for online courses. The learners were instructed to look at the challenges and issues
that are encountered in real life. Increase in home assignments having computational
importance along with remedial classes for all such courses in which target is not
achieved were conducted. Proper feasibility analysis and design and development of
the productwere suggested to learners to help themmeet the industry needs in amulti-
disciplinary environment. Design solutions for complex engineering challenges and
coding contests offered to learners in addition to programs with these focus points.
When learners are inspired to use their engineering skills for social impact, they
have the knowledge required to tackle numerous societal issues. Multiple additional
activities were also undertaken on professional engineering solutions for the envi-
ronment in order to strengthen their leadership abilities while also giving them the
opportunity to work in teams. Sustainable development knowledge is spread within
a community of learners. A motivational lecture series was established to promote
self-actualization, to teach people about ethical principles, and to show the need of
keeping a professional reputation. Additional to this, learners wanted to collabo-
rate together on their technological projects. Learners learned diverse communica-
tion, technical, and presentation skills while also acquiring personality development
skills. Also, expert talks were conducted to enhance aptitude, qualitative skills of the
learners. Additional classes were conducted for writing effective reports and design
documents. Similarly, learners were encouraged to participate in entrepreneurship
and startups programs.
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Business Intelligence in Strategic
Business Decision Making in Times
of COVID-19: A Systematic Review
of the Literature

Alexis Carbajal-Torres , Joseph Ninaquispe-Florez ,
and Michael Cabanillas-Carbonell

Abstract Today, as a result of the pandemic we are going through due to the infec-
tious disease COVID-19, many small, medium and large companies worldwide have
had difficulties to stay in themarket, because they have notmade appropriate strategic
decisions causingmost of them to close. It is therefore important that companies adapt
business intelligence and note the effect it has on them. The present investigation
is a systematic review of the literature, compiling 55 articles from the following
databases; Springer Link, IEEE Xplore, Wiley and Scopus that according to our
inclusion and exclusion criteria 26 articles were systematized showing how business
intelligence adapts and positively influences companies.

Keywords COVID-19 · Business intelligence · Strategic decisions · Companies ·
Systematic review

1 Introduction

The COVID-19 pandemic has notoriously affected small and large companies, being
the trigger for many of them that led them to bankruptcy.

For this reason, it is necessary to combine knowledge from different areas to have
an interdisciplinary vision and face the problem; having knowledge of business intel-
ligence establishes bridges between the objectives in search of solutions to strengthen
the business model [1].

For this purpose, we intend to know the adoption of Business Intelligence in
these companies, followed by the effect it caused. BI being of utmost importance
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for decision making, which can be applied in such a way that it is very useful by
identifying patterns. In this case applied to the pandemic, improving management
response [2].

For this reason, a systematic review of the scientific literature will be carried out
in order to generate structured data for decision making [3].

2 Methodology

2.1 Type of Study

This research is a systematic review of the scientific literature, which allows the
collection of relevant evidence on a given topic, which, according to the selection
criteria, responds to the research questions formulated.

2.2 Research Questions

The proposed research questions are as follows:
RQ1. What Business Intelligence strategies have been used in COVID-19 times

for decision making in the business sector?
RQ2.What have been the benefits of Business Intelligence in times of COVID-19

for decision making in the business sector?
RQ3.Which countries have developed the most research on the topic of Business

Intelligence in strategic decision making in times of COVID-19?
RQ4. Which technologies other than Business Intelligence support strategic

business decision making in times of COVID-19?

2.3 Search Strategies

A search for articles was then carried out in themain databases such as Springer Link,
IEEE Xplore, Wiley and Scopus. Of which 55 scientific articles were collected. In
conducting the search to answer our research questions, the following keywords were
taken into consideration: “Business Intelligence AND (decisionmakingOR strategic
business decision making) AND COVID-19” (Fig. 1).



Business Intelligence in Strategic Business Decision Making … 427

Fig. 1 Inclusion and exclusion stage

Table 1 Criteria inclusion and exclusion

Criterion

Inclusion I01 Articles related to Business Intelligence in times of COVID-19

I02 Articles related to decision making in times of COVID-19

I03 Articles published in the years 2020–2021

Exclusion E01 Articles not related to Business Intelligence in times of COVID-19

E02 Articles related to COVID-19 but not focused on Business Intelligence

E03 Articles not published in the years 2020–2021

2.4 Inclusion and Exclusion Criteria

The following inclusion and exclusion criteria were used for data analysis (see Table
1).

Fifty-five articles collected from the databaseswere studied; 15 articles that did not
meet the inclusion criteria and 13 that did not contribute to answering the research
questions were excluded. In the end, 26 articles were available for meta-analysis
(Fig. 2).

3 Results

Figure 3 shows the number of articles analyzed by database.
Figure 4 shows the number of articles analyzed by country.
Figure 5 shows the number of strategies applied in business intelligence according

to the articles analyzed.
Figure 6 shows the number of technologiesmostly applied in business intelligence

according to the articles researched.
Figure 7 shows the number of items per benefit.
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Fig. 2 Prisma Diagram Methodology

Fig. 3 Articles per database

Table 2 shows the strategies of the strategic decisions according to the results
found.

Table 3 shows the strategic decision technologies according to the results found.
Table 4 shows the benefits of the strategic decisions according to the results found.

4 Discussions

RQ1. What Business Intelligence strategies have been used in COVID-19 times
for decision making in the business sector?
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Fig. 4 Articles by country

Fig. 5 Number of strategies applied in business intelligence per item

According to Table 2 and Fig. 5, it can be observed that the articles related to the
topic have strategies such as generating structured data, key indicators, qualitative
methods, performing analysis of various scenarios. This result indicates that these
techniques are being used for strategic business decision making in times of COVID-
19.
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Fig. 6 Number of technologies mostly applied in business intelligence per item

Fig. 7 Number of benefits of implementing business intelligence per item

Among them to highlight the stock market prediction, helping analysts to use
supporting information about the future of the market, relying on Deep Learning
technology to perform stock market prediction of sectors [19].
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Table 2 Strategies according
to the results obtained

Strategies Articles

Identification of clusters and patterns [2–6]

Generate structured data [2, 5, 7, 8]

Ongoing initiatives to grow the business [4, 5, 7]

Key performance indicators [9, 10]

Integrating databases to cloud platforms [7]

Taking the customer into account and
adapting to his preferences

[4, 5, 7, 9, 11, 12]

Technological tools [13]

Agent-based modeling and simulate
effects of measures taken

[14]

Qualitative methods [4]

Perform analysis of various scenarios [2, 10, 15–17]

Table 3 Technologies
according to the results
obtained

Technologies Articles

Big Data [5, 16, 18]

Business Intelligence [5, 12, 19]

Artificial Intelligence [6, 11, 12, 15, 16, 18, 20, 21]

Machine Learning [4–6, 11, 21, 22]

Text Mining [5]

Deep Learning [19]

Performing an analysis of various scenarios, goes hand in hand with stock market
prediction, in order to support strategic decision making. This can provide knowl-
edge through Big Data and Artificial Intelligence technologies, to decision making
processes in unpredictable environments, both to searchers and professionals in
capturing risks and opportunities of new technologies in knowledge management
processes [16].

RQ2.What have been the benefits ofBusiness Intelligence in times ofCOVID-
19 for decision making in the business sector?

According to Figs. 6, 7 and Table 4, it can be seen that the articles related to our
topic have benefited from trend identification, accelerate the decisionmakingprocess,
reduce socio-economic, industrial and health impacts, stock market prediction, etc.
This result indicates that these benefits resulted in strategic business decision making
in COVID-19 times.

The highlight is that it allows you to observe the data in real-time, thanks to the
help of different Machine Learning techniques to predict. This provides an easy-to-
use and low-cost tool. Also that this could be given on mobile devices, so it would
be very useful for decision making [8].
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Table 4 Benefits according
to the results obtained

Benefits Articles

Identifying trends [2, 3, 5]

Providing real-time data [3, 12]

Accelerate the decision making
process

[3, 5, 10, 12, 16, 21, 23]

Added value and innovation [10, 21]

Effectiveness, flexibility and
ease of use

[2, 5, 8, 11, 12]

Dynamic deployment and
available on any device

[2, 5, 8]

Reducing socio-economic,
industrial and health impacts

[1, 10, 21]

Opportunity recognition and
development

[10, 18, 24]

Digitization [9, 25–27]

Improve management
performance and efficiency

[3, 10, 16, 18, 19, 23, 25]

Stock market prediction [19]

Planning, monitoring and
evaluation

[17]

On the other hand, companies are taking advantage of the crisis, seeing it as
an opportunity and taking advantage of it, adapting to the needs of the market.
Allowing companies opportunities for improvement, saving costs and maintaining
their innovation activities [10].

RQ3. Which countries have developed the most research on the topic of
Business Intelligence in strategic decision making in times of COVID-19?

According to Fig. 4, it can be seen that there is much more research related to our
topic coming from countries such as Germany with the highest amount, followed by
India and Italy. This result indicates that there is more research for strategic business
decision making in times of COVID-19. The articles related to our topic come from
the continents of Europe and Asia (from highest to lowest). This result indicates that
there is knowledge in the mentioned continents according to the strategic business
decisions in times of COVID-19.

This leads to the fact that most of the research on strategic business decision
making takes place in the European continent, followed by Asia. Therefore, much
of the knowledge of these strategies and technology support is reflected in their
research, which was rescued by the systematic review.

RQ4. Which technologies other than Business Intelligence support strategic
business decision making in times of COVID-19?

According to Fig. 5 and Table 3, it can be observed that the articles related
to the topic use Big Data, Business Intelligence, Artificial Intelligence, Machine
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Learning, Text Mining and Deep Learning technologies. This result indicates that
these technologies support strategic business decisionmaking in times of COVID-19.

According to the systematic review of the literature much of the technology
support in strategic business decision making is Artificial Intelligence (AI) bringing
about changes in society and economy, it provides services and evaluates opportuni-
ties. This technology is based onMachine Learning, which is being put into practice.
A survey of more than 300 executives was conducted, and the result was that 95%
of the participants believe that AI will play an important role in their companies and
that it will generate great added value [21].

5 Conclusions

The strategies that have been used for Business Intelligence in times of COVID-
19 for decision making in the business sector are identification of clusters and
patterns, generating structured data, continuous initiatives to grow the business,
key performance indicators, integrating databases to cloud platforms, taking into
account the customer and adapting to their preferences, technological tools, agent-
based modeling and simulating effects of the measures taken, qualitative methods
and performing analysis of various scenarios.

Likewise, the benefits to be highlighted when applying these strategies are trend
identification, providing real-time data, accelerating the decision making process,
digitalization, improving performance and management efficiency, stock market
prediction, planning, monitoring and evaluation.

On the other hand, all our researchwas based on the years 2020 and2021 according
to our inclusion and exclusion criteria as can be seen in Table 1. Following this, a
large part of the research was conducted in the year 2020 in excess of 15 articles.

It can be said that the application of technology in strategic business decision
making in times of COVID-19 has been very useful to give continuity to small,
medium and large companies, being technology a very important and influential
factor in such action. Due to this, positive results are generated that generate benefits
within the organizations in the context of the pandemic, because analysis of various
scenarios is performed, allowing them to be prepared to face the adversities that
may arise, mitigate risks, provide effective solutions for continuous improvement
and generate value.

The related work evaluates the techniques used in group decision making to
support the risk assessment process. Highlighting that since 2011 they focus mainly
on support with information technology, construction and new product development
risks. This research, most of their articles come from China, compared to us, they
come from Europe, to be more exact fromGermany. In different contexts, but always
taking into account the risks in order to mitigate them with the help of information
technology [28].

For future work, it is recommended to investigatemore about the topic specifically
applying Artificial Intelligence in strategic business decision making in times of
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COVID-19 being a technology that goes hand in hand with Machine Learning, this
due to predict possible scenarios that may arise in the future and thus be able to have
an idea to anticipate any possible scenario. In addition to this, it is recommended
to investigate more about the mentioned strategies since it is there where a greater
impact of possible subtopics can be generated that can be taken as a comparison in
other studies and thus make a better decision about which would be the best option
among them.
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High-Engagement Chinese Digital Public
Diplomacy on Twitter

Aliya Nisa Anindita, Rangga Aditya Elias, Tia Mariatul Kibtiah,
Eka Miranda, and Aditya Permana

Abstract Digital public diplomacy has become a new method implied by the state
to interact with foreign publics in the Internet era, particularly by utilizing social
media. One of the most used social media by the state to carry out the interaction
is Twitter. This phenomenon has also made communist states like China utilize
Twitter in interacting with foreign publics. Therefore, this paper aims to examine
how social media posts intended for public diplomacy can reach a high level of
engagement and interact with a more significant number of the public abroad. This
paper analyzes posts created by six Chines diplomats on social media Twitter by
capturing their engagement, sentiment, as well as the subject. The focus of this
paper is to discover that most high-engagement posts contain positive sentiment,
that which subject becomes popular to rely on each account’s audience, and that
some engagement takes the form of negative replies.

Keywords Digital public diplomacy · Social media · China · Sentiment analysis

1 Introduction

Previously public diplomacy was carried out through global mass media. However,
the Internet era has enabled amore direct line of communication between the govern-
ment and the foreign public. The use of Web-based platforms, especially blogs and
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social media, for public diplomacy purposes has been called digital public diplomacy
or simply digital diplomacy [1, 2].

It has been shown that communication through social media can influence public
opinion [3], yet the success of digital public diplomacy has been challenging to
measure. One most used method is through assessing a social media post’s engage-
ment metrics, which in various social media platforms can be seen in the form of
the number of “likes,” “reshares,” and “views.” These metrics represent how far the
post has reached, with higher numbers implying that more people have seen the post.
Various studies have used these statistics to measure digital diplomacy effectiveness
[2, 4–6].

Although measuring engagement metrics is relatively simple, research on how
this metric is achieved is still sparse, particularly in the specific context of digital
public diplomacy. Therefore, this paper intends to further fill this gap by studying
Chinese diplomats’ traits shared by successful public diplomacy posts on Twitter.
This paper then aims to answer: What traits are shared across tweets by Chinese
diplomats on Twitter with the highest engagement?

Past research by Bjola and Jiang [7] proposed that there are three aspects to
public diplomacy engagement: (1) agenda setting, referring to the information being
disseminated, (2) presence expansion, referring to how many people the information
manages to reach, and (3) conversation generating, referring to its use for two-way
communication. Their paper’s study of posts by E.U., United States, and Japan’s
embassies in the Chinese social media platform Weibo show that the first two are
indeed being done well, though conversation generating was lacking.

Moreover, Khan et al. [4] studied the social media activity of @KoblerInPak,
a German ambassador to Pakistan, who was especially popular on his platform
of choice: Twitter. They defined engagement as the number of likes, reshares (or
“retweets” in the platform’s terminology), and replies and proposed that three
traits are present in high-engagement tweets: self-disclosure (discussion of personal
life and day-to-day events), positive attitude, and inquisitiveness. Analysis of the
ambassador’s tweets shows that these traits exist in his higher-engagement tweets.

Furthermore, Ittefaq [5] studied India and Pakistan’s public diplomacy efforts
on the social media platform Facebook and discovered weak public reception. This
results from, they argued, the lack of care in creating two-way communication and a
confusing mix of domestic and international subjects, resulting in unclear messages
and uncertainty of who the intended audience is. Additionally, a study by Yoon and
Chung [6] on the European Union’s public diplomacy efforts toward South Korea
shows low engagement for similar reasons, i.e., the lack of a straightforward narrative
in their posts.

Based on these previous studies, this research formulated the hypothesis that social
media posts with higher engagement will have the following two traits: (1) discuss
subjects that are relevant to their audience and (2) contain positive sentiment. Thus,
this paper analyzes social media posts through their subject and sentiment and how
these two traits relate to their engagement.
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2 Method

Data on this paper was gathered from tweets created by the accounts of six Chinese
diplomats during the six months of April 2021 to September 2021. The six-month
range was chosen to receive a general scope of a Twitter account’s activity, and the
period was chosen due to recentness at the time of writing.

This research chooses those accounts in Table 1 because they actively tweet
during the time period and have many followers. The focus is on personal instead of
embassy accounts because they tend to bemore active and receive higher engagement
than embassy accounts. The chosen diplomats consist of two regional-scoped diplo-
mats, two ambassadors to specific countries, and two spokespersons to the Foreign
Ministry, representing different kinds of Chinese diplomats on Twitter. The account
of theChinese ambassador to theUnited States, AmbassadorQinGang tweeting from
@AmbQinGang, is not included in this analysis as he has only taken the position
and thus has only started tweeting in July 2021.

Tweetswere gatheredusing the official TwitterAPI v2onNovember 1, 2021, using
a custom script written in Python. Considering the fast-moving nature of Twitter, by
this point in time, the number of engagements will no longer change significantly. It
then filtered out “retweets” and replies to another tweet as they are not the focus of
this paper.

The examination uses the public engagement metric of these tweets, consisting of
likes, retweets, quote retweets, and replies. These numbers are included in the data

Table 1 The accounts in this analysis

No. Twitter handle Display name Account description Followers

1 Spokesperson CHN Hua Chunying华春莹 Foreign Ministry
Spokesperson, Director
General, Information
Department, MFA

997,306

2 zlj517 Lijian Zhao赵立坚 Spokesman and DDG,
Information Department,
Foreign Ministry, China

1,038,516

3 China2ASEAN Ambassador Deng Xijun Ambassador of the
People’s Republic of
China to ASEAN

51,368

4 Amb. Liu Xiao Ming 刘晓明 Liu Xiaoming Special Representative of
the Chinese Government
on Korean Peninsula
Affairs, Former Chinese
Ambassador to Egypt, the
DPRK, and the UK

134,095

5 China_Amb_India Sun Weidong Chinese Ambassador to
India

90,069

6 AmbNong Nong Rong Chinese Ambassador to
Pakistan

44,093
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returned by the official API. “Engagement” and “engagement number” will refer
to these public metrics. Additionally, likes and retweets are considered “passive”
engagement, as adding to those numbers only requires a single click from the user,
while Replies and quote tweets are considered “active” engagement, as creating
replies or quoting tweets requires users to share their thoughts publicly.

Engagement numbers are compared between tweets on the same account, as the
number of an account’s preexisting audience, as seen from follower count, can influ-
ence the number of engagements that a tweet can reach. Text data from each tweet is
then processed through VADER, a machine learning-trained sentiment analysis tool
specifically attuned to sentiments in social media [8]. VADER gives each tweet a
compound polarity score between− 1 and+ 1. It shows whether the tweet is leaning
more negative or positive. A score equal to or more than 0.05 is considered positive,
while equal to or less than − 0.05 is considered negative. Tweets that scored less
than 0.05 or more than − 0.05 are considered neutral.

In comparing sentiment with engagement numbers, bubble charts are used to map
the sentiment to the y-axis and engagement to the size of the bubble. Meanwhile, the
x-axismapped for the time the tweetwas posted. This paper also analyzed tweetswith
high-engagement numbers for their content and compared themwith other accounts.
Furthermore, this paper examines whether some topics are shared across accounts
or receive incredibly high engagements for specific accounts.

3 Findings and Discussions

3.1 General Overview of Engagement Numbers
and Sentiments

From the accounts and time range, the median level of engagement is always lower
than the average. Only a few tweets manage to receive a notably higher number of
engagements. In general, accounts with higher followers also have higher median
engagement (Table 2).

Table 2 General engagement numbers for each account

No. Twitter handle Total tweets
gathered

Number of
followers

Average
engagement

Median
engagement

1 SpokespersonCHN 1375 997,306 847.5 600.5

2 zlj517 696 1,038,516 1466.6 925.5

3 China2ASEAN 1739 51,368 68.7 41.0

4 AmbLiuXiaoMing 122 134,095 158.76 85.0

5 China_Amb_India 124 90,069 366.5 75.5

6 AmbNong 155 44,093 940.2 620
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Fig. 1 Pie charts for the sentiments of all tweets in all six accounts

According to the data, most tweets for all accounts are positive, except for
@AmbLiuXiaoMing. The account also tweets in Chinese and occasionally posts
quote tweets with only an emoji as its text. As VADER Sentiment cannot parse these
tweets, they are marked as Neutral. Limiting the sentiment analysis only to English
tweets yield 89.8% positive tweets.

Although positive tweets are themajority for every account expected fromChina’s
public diplomacy, each account has a different proportion of sentiment. Accounts
that tweet for a general, non-regionalized audience, i.e., @SpokespersonCHN and
@zlj517, have a lower proportion of positive tweets. Account of ambassador to a
specific country, i.e., @China_Amb_India and @AmbNong, creates more positive
tweets. The ratio of sentiment for each account is shown in the charts (Fig. 1).

3.2 Accounts Meant for a Global Audience:
@SpokespersonCHN and @zlj517

The two accounts in this section are spokespersons to China’s Ministry of Foreign
Affairs. Their tweets tend to be directed at a more general audience, with discussions
of affairs both within China and outside of China.

Figure 2 shows that, just as most of @SpokespersonCHN’s tweets are positive,
most of their high-engagement tweets are positive. Tweets by @zlj51, as seen in
Fig. 3, contain more range in sentiment polarity. However, most high-engagement
tweets are still considered positive, especially those with very high engagement.
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Fig. 2 Bubble chart showing sentiment polarity and engagement number of tweets by@Spokesper-
sonCHN

On both accounts, the highest engagement tweets are celebratory tweets about the
100th anniversary of the China Communist Party, containing very positive sentiment,
visible as a large circle in the top-center of the graph. Another topic that receives high
engagement in both accounts is those about the death of Yuan Longping, a renowned
agronomist.@SpokespersonCHN’s tweet is considered very positive, noting theman
as a “superstar,” while @zlj517’s tweets contain more general condolences, a note
on how the man “pull countless people out of hunger” and is considered a negative
tweet by the sentiment tool.

The one neutral tweet with over 8000 engagements by @SpokespersonCHN
contains an image with no accompanying text, showing a woman coming out of
an airplane. This tweet celebrates the return to China of Meng Wanzhou, a Chinese
businesswoman detained overseas, and thus can be considered a tweet with positive
sentiment.

By contrast,@zlj517 tweeted about this subject once, receiving lower engagement
than the median. Another contrasting topic is tweeted celebrating China–Pakistan
friendship, tweeted by@zlj517 on Pakistan’s Independence Day and the anniversary
of their diplomatic relation. All these tweets receive high engagement, but the one-
time @SpokespersonCHN tweeted about it receives less than median engagement.
These two examples indicate that audiences for the two accounts are not very similar
after all.
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Fig. 3 Bubble chart showing sentiment polarity and engagement number of tweets by @zlj517

3.3 Accounts with Seemingly Regional Scope:
@China2ASEAN and @AmbLiuXiaoMing

@China2ASEAN and @AmbLiuXiaoMing are, respectively, the Chinese repre-
sentative of ASEAN and China’s special representative toward Korean affairs.
Though they are both similar in their regional scope, data shows that the subjects of
@China2ASEAN’s tweets are more international, similar to the two accounts from
the previous section. Few of his tweets are specifically about or toward Southeast
Asians. @AmbLiuXiaoMing, on the contrary, mainly discusses issues relating to the
Korean peninsula, both North and South, and personal events (Figs. 4 and 5).

@China2ASEAN is a curious case as, although most of their tweets have posi-
tive sentiment, their highest-engagement tweet is negative. The tweet discusses the
nuclear wastewater from Fukushima and how it will pollute the Pacific Ocean,
accompanied by a short video showing how far the nuclear wastewater will spread.

@zlj517 and @SpokespersonCHN also discussed the subject of nuclear wastew-
ater, but those tweets are not ranked among their highest-engagement tweets, and the
higher-engagement ones tend to be positive. As such, this tweet by@China2ASEAN
is likely an outlier with factors other than sentiment contributing to its popularity.
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Fig. 4 Bubble chart showing sentiment polarity and engagement number of tweets by
@China2ASEAN

Fig. 5 Bubble chart showing sentiment polarity and engagement number of tweets by @AmbLi-
uXiaoMing
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The topic of wastewater was tweeted four other times by this account and received
more than the average, indicating that it is of interest to the account’s audience.

The second highest-engagement tweet from this account, which according to
the sentiment tool contained neutral sentiment, shows a video that celebrates a
Chinese engineering feat, a form of “telling China’s story well.” A great deal of
tweets by @China2ASEAN does the same thing, i.e., promoting China’s various
accomplishments, and they generally receive higher engagement than the median.

In contrast to @China2ASEAN’s international-minded tweets, many @AmbLi-
uXiaoMing are not in English and thus considered neutral by the sentiment analysis
tool. The high-engagement tweets in English are all positive, save for one.

The highest-engagement tweet on this account, which has significantly higher
engagement than any other tweet, is written in Chinese and announces the account’s
holder’s new position as China’s special representative in theKorean Peninsula affair.
Many of the tweet’s high-engagement tweets are of this nature, which indicates that
a great deal of the account’s audience is interested in the account holder’s activity,
which would align with findings by Khan et al. [4]’s finding that self-disclosure is
found in high-engagement tweets.

3.4 Accounts of Specific Country’s Ambassadors:
@China_Amb_India and @AmbNong

For tweets by @China_Amb_India, there is a vast gap of engagement number
between those with high engagements compared to the median level. As shown
in the graph in Fig. 6, most of their tweets are barely visible. The visible few receive
a vastly higher number of engagements and are clustered in a specific time period.
These tweets discuss the transport of Chinese-mademedical supplies to India,mainly
to combat COVID-19. These tweets contain neutral to positive sentiment, and all
receive extensive engagements. It happens as a result of the topic resonating particu-
larly strongly. Of note, a tweet celebrating Indian Independence Day—a positive,
celebratory tweet that often receives very high engagement in other accounts—
receives relatively lower engagement, though still higher than the average for this
account. Among all the accounts in this analysis, tweets by @AmbNong have the
best distribution of engagement numbers, i.e., the highest-engagement tweets do not
dominate all the engagement numbers, though it still reflects the same trait as all
other accounts in that the median is much lower than the average (Fig. 7). Most
tweets by@AmbNong are positive, which is also reflected in their high-engagement
tweets. The single highest-engagement tweet is considered Neutral by the sentiment
tool, but this is only because the tool is not able to parse the customary Muslim
greeting for the Eid holidays: “Eid ul-Adha Mubarak!” For reference, the tool gives
the equivalent phrase “Happy Easter” the sentiment polarity score of 0.8, which is
very positive. Thus, it can be concluded that this account’s high-engagement tweets
are positive.
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Fig. 6 Bubble chart showing sentiment polarity and engagement number of tweets by
@China_Amb_India

Fig. 7 Bubble chart showing sentiment polarity and engagement number of tweets by@AmbNong
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The second highest-engagement tweet congratulated a Pakistani athlete in the
Tokyo Olympics. The third highest-engagement tweet celebrates Pakistani Indepen-
dence Day. In contrast to @China_Amb_India, tweets about pandemic-related aid
receive very little engagement. The most commonly tweeted topic in this account
is meetings with officials, business people, and journalists, which receive very high
engagement, showing that the account’s holder and its audience have the same ideas
of what kind of tweets are relevant or interesting.

4 Conclusion

Several conclusions can be drawn from the above analysis. First, most tweets by these
accounts have positive sentiment, aligning with China’s public diplomacy strategy.
Second, with few exceptions, tweets with high engagement tend to be positive, even
within accounts with a more mixed proportion of negative tweets. Different accounts
also tend to have different subjects in their highest-engagement tweets, suggesting
different accounts also have different audiences despite their apparent similarity
of the target audience. Audience attention also vary between accounts, with some
receiving engagements only on specific tweets, while some were having a better
general proportion.

Public diplomacy practitioners on social media should pay attention to the kind
of audience that comes to their accounts—tailoring their tweets to those that the
audience likes will likely yield higher engagement and, therefore, higher spread
across more people. However, diplomats should also note that not all engagement
numbers are equal. Tweets with a high ratio of active engagement can indicate a
high number of negative replies, which can happen even when the tweet contains
positive sentiment. These negative interactions can still have positive impact on a
tweet’s reach because Twitter’s algorithm favours any kind of engagement [9], but it
can negatively impact an account’s reputation.

As this paper is still limited in its scope and methodology, it discovered that some
high-engagement tweets cluster together but still could not identify events that might
cause them. Future research can take a closer look at those specific matters. Another
finding is that some tweets receive an unusually high number of active engagements;
future research can look at the replies and the accounts that created them.
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EfficientNeXt: EfficientNet
for Embedded Systems

Abhishek Deokar and Mohamed El-Sharkawy

Abstract Convolutional neural networks have come a long way since AlexNet.
Each year the limits of the state-of-the-art are being pushed to new levels. EfficientNet
pushed the performancemetrics to a newhigh andEfficientNetV2 evenmore so. Even
so, architectures for mobile applications can benefit from improved accuracy and
reducedmodel footprint. The classic Inverted Residual block has been the foundation
upon which most mobile networks seek to improve. EfficientNet architecture is built
using the same InvertedResidual block. In this paperwe experimentwithHarmonious
Bottlenecks in place of the Inverted Residuals to observe a reduction in the number
of parameters and improvement in accuracy.

Keywords Convolutional neural network · Coordinate attention · Adaptive
sharpness aware minimization · Harmonious bottleneck · Sandglass bottleneck ·
Inverted residual · Fused MBConv · CIFAR-10

1 Introduction

Convolutional neural networks (CNN), at this point are pretty much ubiquitous in
the domain of machine learning. With the availability of cheap computing power
and advancements in processing hardware, the improvements to neural network
architectures keep coming.

With respect tomachine learning, there is an important aspect to focus on,machine
learning at edge, which is essentially the idea of deploying ML models on low
compute power hardware. The models deployed on such hardware need to be small
yet not lose too much of their ability. One of the most import developments in this
domain was the introduction of MobileNet [1]. It started off a development into
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reducing the model size while still maintaining respectable levels of accuracy on the
commonly used datasets.

Multiple successors were proposed since and MobileNet itself has been worked
upon a fair number of times with each successor version achieving significantly
better performance.Notably,MobileNetV2 [2] introduced the central idea of Inverted
Residual (MBConv) blocks which have become a commonly applied layer in a lot
of newer research.

In recent years, the inverted residual bottleneck has been used as the building
block for EfficientNet [3] architecture, which made massive strides in accuracy and
model size and quickly became the benchmark network for datasets like ImageNet
[4], CIFAR10 [5], etc. EfficientNetV2 [6] builds upon EfficientNetV1 by adding a
new layer called Fused MBConv, proposed in [7]. The authors found that Depthwise
Convolution’s performance is slow in the early layers but more effective later [6].

We investigate the performance of Sandglass block introduced with MobileNeXt
[8] architecture and Harmonious Bottlenecks introduced in HBONet [9]. This work
presents the combinations of layers fromMobileNeXt, EfficientNetV2 and HBONet
with modifications and proposes a new architecture that utilizes the benefits of the
three networks discussed above.

2 Background

In recent years, compute power has increased dramatically. Despite that, prudent
research in reducing the compute utilization has driven the ML community to
investigate improving neural network performance by decreasing training time and
increasing accuracy levels.

EfficientNets are a new family of architectures designed using Network Archi-
tecture Search with scaling in mind. The initial approach was formulaic, in that the
depth, width and resolution factors were scaled using a formula. EfficientNetV2
improved upon the bottlenecks observed in the development of EfficientNetV1;
training on large image sizes was slower, depthwise convolutions in early layers
are slow, scaling depth, width and resolution equally was found to be sub-optimal.
EfficientNetV2was then searched for using neural architecture search in a new search
space which contained Fused MBConv layer and the resultant V2 was faster to train.

Harmonious bottleneck was proposed in the HBONet paper, they aim to miti-
gate the increasing consumption of computational resources arising from channel
expansion operations by compressing the channel expansion–contraction compo-
nent into a pair of inverse spatial transformations (the spatial contraction–expansion
component) [9] (Fig. 1).

Sandglass blocks were proposed in [8]. Like Harmonious bottleneck and Fused
MBConv layer, the Sandglass block was also designed to improve upon the inverted
residual block. The design of the block was motivated by the idea of preserving
more information between the bottom layers and the top layers. More information is
preserved is by adding shortcut connections between the output and input tensors. The
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Fig. 1 Harmonious bottleneck operation [9]

Fig. 2 Sandglass structure [8]

position of depthwise convolutions is also switched such that depthwise convolutions
are the outer layers of the sandwich and the inner layers are formed by regular
convolution that first reduces and then expands the number of channels [8] (Fig. 2).

3 EfficientNeXt Architecture

In this paper we propose modifications to the architectures mentioned in the
background section. In this section we discuss the modifications in detail.

3.1 Layer: Sandglass

Sandglass is effectively a combination of residual bottleneck and inverted residual
bottleneck, designed to incorporate the best features of both. It is constructed such
that the first and last layers are channel preserving spatial depthwise convolutional
layers and sandwiched in between are two pointwise operators that at first reduce the
number of channels and then increase them after. This offers a decrease in number
of parameters while maintaining performance comparable to MBConv. Coordinate
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Fig. 3 Sandglass layer with
coordinate attention [10]

Attention mechanism is added to the sandglass layer toward the end of the layers as
discussed in [10], to improve performance of the Sandglass layer at a slight cost of
added parameters (Fig. 3).

3.2 Layer: Fused MBConv

The FusedMBConv layer was designed to utilize the performance offered by a TPU,
since depthwise separable convolutions perform slower on TPUs. This performance
improvement is achieved by replacing the depthwise convolution and expansion
convolution in MBConv with a single regular convolution, reducing the number of
activations as compared toMBConv.We use GELU activation in the FusedMBConv
block instead of Swish as used in [6].

3.3 Layer: HBNeck

In this paper we take inspiration from [11] and reduce the kernel size in the first
depthwise convolution to 3 × 3 instead of 5 × 5 as in [9]. This yields reduced
number of parameters, in turn reducing model size which is one of the primary
motivations of this paper (Fig. 4).

3.4 Activation: GELU

Gaussian Error Linear Unit (GELU) is an activation function, first proposed in [12]
and is given by the equation:
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Fig. 4 Modified HBNeck

GELU(x) = x�(x) (1)

GELU(x) = x � (x)(1)

where �(x) is the standard Gaussian cumulative distribution function (Fig. 5).
The activation functions used in the HBONet, HBONext and EfficientNetV2

architecture are ReLU6 [1], ELU [13] and Swish [14], respectively. We use ReLU6
in the Sandglass layer and experiment with keeping all activations the same in Fused
MBConv and Harmonious Bottleneck layers and use GELU, Swish, Mish [15],
ReLU6 and ELU and find that GELU activation outperforms the other activations
by a considerable margin (Table 1).
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Fig. 5 GELU activation [17]

Table 1 EfficientNeXt architecture

Input size Layer t c n s

322 × 3 Conv2D, k3 × 3 1 64 1 2

162 × 64 Sandglass 2 32 1 1

162 × 32 Fused MBConv 1 16 1 1

162 × 16 Fused MBConv 4 32 2 2

82 × 32 Fused MBConv 4 64 4 2

42 × 64 HBNeck 4 96 4 1

42 × 96 HBNeck 2 128 4 2

22 × 128 HBNeck 2 256 4 1

22 × 256 Conv2D, k1 × 1 1 512 1 2

12 × 512 Sandglass, CA 2 256 2 2

12 × 256 Sandglass, CA 2 128 1 1

12 × 128 Sandglass 1 10 1 1

12 × 16 Conv2D, k1 × 1 – 1600 1 1

12 × 1600 AdaptiveAvgPool – – 1 –

1 × 10 FC Layer – K – –
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Table 2 Performance
comparison with baseline

Model Parameters
(M)

Model size
(MB)

Accuracy (%)

EfficientNeXt
(width = 1.5)

5.6 22.8 92.92

EfficientNet
(width = 1.5)

13 52 91.97

EfficientNeXt
(width = 1)

2.5 10.5 92.13

EfficientNet
(width = 1)

5.9 24 90.76

EfficientNeXt
(width = 0.75)

1.4 6.2 90.99

EfficientNet
(width = 0.75)

3.5 14.5 89.76

4 Training Setup

• Apollo 6500 with an Intel Xeon Gold 6248 CPU
• Nvidia Tesla V100-PCIE-32 GB
• CUDA 11.2
• Python 3.9.6
• Pytorch 1.9.0.

We train the network on CIFAR10 dataset with a standard train-test split. We used
the SGD optimizer with a weight decay of 5e−4, a momentum of 0.9, and a learning
rate of 0.02. We use Adaptive Sharpness Aware Minimization (ASAM) [16] which
adds 1% improvement in accuracy with some additional training time with rho of 0.5
and eta of 0. The learning rate scheduling used is Cosine Annealing. We use a batch
size of 128 and train the network for 200 epochs. Augmentations added to the dataset
include random horizontal flipping, cropping and normalizing with CIFAR10 mean.

For fairness, baseline was also trained on the improved training step and the
metrics obtained and listed in Table 2 reflect those training improvements.

5 Results

We train our proposed model EfficientNeXt from scratch on CIFAR10 dataset,
observe improvements on the accuracy of EfficientNetV2-B0 model with final accu-
racy of 92.13% while reducing the model size by 56.25%. EfficientNet are networks
primarily trained on ImageNet dataset and the number of classes in ImageNet is 1000.
In the network definition section of the model, specifying the number of classes as
1000 for EfficientNet yields number of parameters to about 7.1 M parameters as in
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[6] and model size of 29.1 MB; the accuracy for EfficientNet with 7.1 M parameters
on CIFAR10 dataset is about 90.93% with our training method (Figs. 6 and 7).

Our proposed model scaled down to 0.75 width, slightly outperforms baseline
with a model size of 6.2 MB and 1.4 M parameters, a reduction of 74.16 and 76.27%
when compared to baseline model size and number of parameters, respectively.

We also compare the performance of the network with other activation functions
namely, Mish, Swish, ReLU and ELU (Fig. 8).

Fig. 6 EfficientNetV2-B0 performance

Fig. 7 EfficientNeXt performance
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Fig. 8 Activation function comparison [18]

Fig. 9 ASAM performance [18]

We observe a significant improvement with ASAM training step and the results
of the difference in accuracy using regular training and ASAM training are shown
in Fig. 9. We observe a gain of slightly more than 1% point with ASAM.

6 Conclusion

We introduced EfficientNeXt in this paper and observe a marked improvement over
the baseline EfficientNetV2-B0 in terms of accuracy, model size and a sizeable
reduction in the number of parameters. Our adoption of newer training strategy
based on sharpness aware minimization led to significant gains in accuracy.
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With respect to mobile deployment of the model described here, future work
could benefit from methods of pruning and quantization to possibly reduce model
size further. We do not investigate hyperparameter tuning in this paper, future work
could also benefit from the same.

Transfer learning is another approach that holds potential to improve accuracy of
the EfficientNeXt model along with Auto Augmentation [19] of the dataset.
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Discretization and Representation
of a Complex Environment for On-Policy
Reinforcement Learning for Obstacle
Avoidance for Simulated Autonomous
Mobile Agents

Andreas Dyrøy Jansson

Abstract In recent years, the demand for digitalization, automation, and smart
systems in the airline industry has accelerated. Furthermore, due to the ongoing
global pandemic as of 2022, airlines are facedwith the challenge of offeringflexibility
in both cargo and passenger capacity. Studies show that the use of smart products
and autonomous agents are expected to play a key part in the digital transformation
of the logistics industry. This paper aims to examine the current state-of-the-art in
multi-agent systems and reinforcement learning with special interest in intelligent
baggage handling systems. How to simplify, implement, and simulate a system of
autonomous baggage carts as a software model in order to examine congestion situ-
ations will be the main topics of this paper. Furthermore, how the findings from the
software model may be applied to real-world scenarios related to Industry 4.0, and
baggage handling will also be discussed.

Keywords Autonomous agents · Congestion · Discretization · On-policy ·
Reinforcement learning · Self-optimization · Simulation

1 Introduction

Due to the outbreak of Covid-19, aviation demand has fallen considerably. According
to [1], leisure trips and tourism were first to recover after previous global crises and
are expected to surpass business travel demand as the pandemic subsides. During this
crisis, airlines have been takingmajor financial hits, amassingmore than $180 billion
worth of debt in 2020 [1]. As a result, the industry as a whole is required to cut costs
by restructuring for greater efficiency. This means investing in IT, digitalization, and
automation. As of 2019, investing in business intelligence (BI) and smart systems
was a top priority for 95% of airlines and 87% of airports [2].
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Furthermore, due to increased globalization, competition and e-commerce, inter-
national competitiveness of companies will depend on effective and on-time delivery
of products globally. Similarly, global supply chains are dependent on air freight
to reach their customers as quickly and efficient as possible. However, as many
passenger flights were grounded during the pandemic, cargo capacity was also
reduced [1] estimated that passenger flights are responsible for half of total air cargo
capacity, which means that air freight will be a limited resource going forward. As
a consequence, airlines need to be agile and grow cargo capacity while still being
flexible and able to quickly adapt to changing demand. As a result, previous efforts
in digitization have been accelerated and are expected to play a vital part in this
transformation [1, 2].

Sensors enable smart products to detect and report problems and, in some cases,
even make decisions on their own [3]. Smart products appear in several forms and in
various domains, and one of the best known is perhaps the automated guided vehicle
(AGV). According to Sella et al. [4], using AGVs for resource transportation may
help improve effectiveness, safety, and flexibility in the context of Industry 4.0, and
by extension, baggage handling and logistics. To achieve this, agents representing
such AGVs are required to have a solid strategy for avoiding obstacles in a complex
and dynamic environment. However, a limiting factor that must be considered is the
computing performance of the AGVs onboard computers. As such, the main topic
this paper will examine is how a complex, dynamic environment can be broken down
into discrete states to run on low-power hardware while still being useful for obstacle
avoidance. This will be done using a simulation of multiple autonomous agents
learning an obstacle avoidance strategy through on-policy reinforcement learning. A
simple prototype application to simulate and visualize the agents will be developed
and tested, and the results are discussed. How agents are able to avoid dynamic
obstacles, in addition to changes in available space will be examined and discussed.
Finally, how the findings from this paper may be adapted in order to be useful for
real-world challenges regarding baggage handling, and logistics will be brought up.

2 Similar Work and Experiments

The use of multi-agent systems (MASs) and reinforcement learning (RL) in the
industry has been documented thoroughly. Examples include [5–7], where smart
systems, Internet of Things (IoT), and auction-based task allocation was used to
decentralize control of jobs on the factory shop floor. As the manufacturing industry
moves toward a more customer-driven market, companies are required to shorten
product life cycles and reduce time to market without negatively impacting quality
and costs. Such a shift demands more decentralized, flexible control, and increased
robustness. Findings showed that these systems were robust in the face of disruptions
and unpredictable events, due to their decentralized control.
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Experiments with reinforcement learning in combination with MAS have been
performed on the logistical challenge of air traffic flow management in [8]. The
authors pointed out that the current air traffic control was slow to respond to changing
weather conditions and other unexpected events due to centralized control. They
proposed a system of agents who were assigned specific 2D points throughout the
airspace, in which each agent was tasked with keeping the separation of incoming
traffic to a required distance.

Finally, various approaches for route planning for autonomous guided vehicles
has been examined. Examples include [9], which focused on creating a fast algorithm
able to run on hardware with limited computational power. This was achieved by
creating an encoded abstraction of the agent’s environment, reducing the size of the
input vector. Sensor data and previously generated routes were collected and used
to build the model to find the optimal route. This model had to be maintained over
time, and a long data collection period was required in order to aggregate sufficient
training data.

Similarly, [10] showed how LiDAR sensor data combined with odometer data
could be used to determine a robot’s position in an unknown environment. However,
the major drawback of this approach was that a manually constructed map created
up front was required.

A similar approach examined a LiDAR-only based navigation algorithm for a
weeding robot navigating in an unknown environment [11]. Information about the
environment was collected and used to construct a model in real time, which the
robot utilized in order to move along detected lines in rows of crops. Their approach
was promising given the limited data available to the robot, and where no prior
information about an environment was available.

The use of visual information combined with LiDAR scans to improve accuracy
has been discussed in [12]. Using an extensive set of pre-collected images, a robust
and accurate strategy for the robot was created. Extensive manual effort required up
front was a major drawback, which also meant that changes in the environment could
throw the robot off.

In summary, we see many examples of MAS and RL in the industry, both
for baggage handling and logistics, and obstacle avoidance and navigation for
autonomous agents. However, for the work done with regards to robotics and
autonomous agents, the main focus has been on single agents, in environments with
few obstacles [7] did address a system with 300 agents, but they were not dynamic,
rather they served the role of mediators controlling resource flow throughout the
BHS. Furthermore, the state space in works like [9–12] was relative to the static
environment, and not to the agent itself, making for a less flexible system. On the
other hand, [8] used a system with rewards and state space relative to the agents,
which was able to adapt quickly to unexpected events. The agents in [9] used a
centralized approach, where the model had to be monitored and re-trained regularly
if performance began to decline.
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Based on these findings, this paper aims to examine how a highly complex, multi-
agent system can be broken down and represented using a simple, tabular approach,
with no human interaction. Furthermore, controlwill be bottom-up anddecentralized,
and with no information about the environment required up front.

3 Approach and Implementation

It was decided to examine a model of multiple autonomous, mobile agents in an
environment consisting of a large number of obstacles (200+). A simple obstacle
avoidance simulator based on off-policy RL developed in C# and Windows Forms
in a previous work [13] was extended, and new benchmarks were defined.

3.1 State Space and Action Definition

The simulation should consist of a simplifiedmodel,while still having some relevancy
to real-world applications. This was achieved by using a discretized state space,
where the current state of an agent was defined by its distance and angle relative to
its nearest obstacle, somewhat similar to [8]. The state space was constructed using
two different discretization approaches:

Relative Angle and Distance to Nearest Obstacle. In the first approach, the state
was based on the distance and relative angle to the nearest obstacle in range. Distance
and angle values were discretized to construct the state space, defined as a 2Dmatrix
of widthW and height H.W and H thus determined the resolution of the state space
in each dimension, which will be discussed later. Sensor values were discretized to
a′ and d′ using the following formulae:

a′ = a

360
× (H − 1) (1)

d ′ = d

100
× (W − 1) (2)

This is visualized in the figure below:
In (1), the measured angle value a is discretized into intervals of 15°. Similarly,

in (2), the measured distance d is divided by the total sensor range of 100 pixels and
discretized into intervals of 5 pixels. Figure 1 (a) shows a visual representation of the
state space, as seen by the sensor of a square agent, and the corresponding discrete
state space (b). In the current implementation, H was set to 25, andW was set to 20.
This produced a 2D state space matrix of size 25 × 20 = 500 possible states.
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Fig. 1 State space discretization example 1. Current agent orientation and heading is shown by the
blue arrow

Cardinal Partitions and Number of Obstacles in each Partition. In the second
approach, the state of the agent was defined based on relative angle and the number
of obstacles in each interval. Instead of discretizing the angles into 25 15-degree
intervals, four 45-degree partitions based on the cardinal directions were manually
defined:

A visual representation of the state space discretization and partitioning is shown
in Fig. 2. Next, the actual state was determined based on the presence of one or
more obstacles in each quadrant. The ideal state would thus be no obstacles in the
front partition, where the agent is heading. Similar to the first approach, states were
mapped to indices in a 1D state matrix by the following method:

Figure 3 shows how indices were generated based on the presence of obstacles
in each of the quadrants. This is simply a true or false value, represented as 0 and
1, going clockwise from the front partition. Since there were four partitions of two
“sub-states” each, the total size of this state matrix became 24 = 16. Indices of the
state matrix were then generated by converting from the binary to decimal value.

Fig. 2 State space partitions
based on cardinal directions
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Fig. 3 Partition state mapping visualization

Action Definition. In every state of both approaches, an agent could take one of
four actions A′: turn left, turn right, wait, or keep going. The actions for turning left
and right were performed in the simulator by rotating the agent’s direction vector �V
by a fixed amount of 10° in either direction. The wait action was implemented by
not updating the agent’s position for 10 simulator ticks. As the simulator ran at 125
ticks per second, the agent would wait for 1250 ms.

3.2 Reinforcement Learning Implementation

The reinforcement learning algorithm used was SARSA, which is an on-policy
reinforcement learning algorithm [14].

Next-State Estimation. In order to determine the next state following the selected
action, “look-ahead” functions for each of the two approaches were implemented.
For the first approach, its current trajectory according to the selected action A was
used, as shown in Fig. 4. The result from this computationwas in turn used to estimate
the next distance and relative angle dt + 1 and at + 1, and thus St + 1|A:

The agent is shown in Fig. 4 as a green square, with an obstacle shown as a black

circle. The current distance dt and relative angle at were provided by the sensor.
∣
∣
∣ �V

∣
∣
∣

was also known, as this was the constant velocity of all agents. The next estimated
position given action A was then found by:

(x, y)t+1 = (x, y)t + −→
V |A, �Dt+1 = [

xO − xt+1, yO − yt+1
]

(3)

Based on (3), dt+1 and at+1 could be calculated:

dt+1 =
√

x2D + y2D, at+1 = cos−1
�V · −−−−→

Dt + 1
∣
∣
∣ �V

∣
∣
∣ ×

∣
∣
∣
−−→
Dt+1

∣
∣
∣

(4)
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Fig. 4 Look-ahead computation

For the partition approach, the next state following a selected actionwas estimated
by simply “rotating” the observed state seen in Fig. 3 according to the current action.
This is shown in Fig. 5.

Next, the function to determine what action to take in any given state was defined
as follows:

Fig. 5 Next-state estimation for cardinal partition approach
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Algorithm 1
1: Pick a random decimal number ∈ [0, 1)

2: if n < r then
3:    return random action ∈ ′

4: end if
5: Max value ← −∞

6: ←
7: for each action a : A’ do
8:     if Q(St, a) > q then
9:        ← , ← ( , )

10:     end if
11: end for
12: return A

Next, the estimated reward was calculated. For the relative angle and distance
approach, the expected reward was based on the predicted distance to the nearest
obstacle. This meant that if the agent was less than 10 pixels away from an obstacle,
it counted as a collision, and the agent received a penalty in the form of a negative
reward. Next, if the agent was closer than a “safe distance” of 20 pixels, it received
a low, positive reward. Only, if this safety distance was exceeded, the agent would
receive a larger reward. For the partition approach, the reward was based on the
number of obstacles in the front partition after “rotation:”

Finally, combining Algorithm 1 with (1, 2, 3, 4) resulted in the following final
algorithm used for agent learning:
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Table 1 Control variable
values

Variable Value

r 0.038

α 1.0

γ 0.8

W 25

H 20

The values of control parameters H, W, α, and γ used in the implementation are
shown in Table 1.

3.3 Obstacle Generation

By default, a preset number of obstacles were generated and distributed in the envi-
ronment for the agents to avoid. No explicit hard world border was defined. In
addition to the randomly distributed obstacles, lines of obstacle objects were added,
surrounding the environment. This was done in order to make agents learn to stay
within the screen using the same algorithm as for obstacle avoidance. How this addi-
tion affected the agents’ behavior will be discussed later. When agents did wander
off screen, they were repositioned in their original starting location and continued
exploring. In the simulator, agents were also considered obstacles. The sensors used
could detect both static obstacles, and other agents present in the scene.

4 Results

A set of experiments were performed in order to examine the agents’ ability to learn
to avoid obstacles and deal with congestion. Firstly, it was of interest to test a single
agent in a static environment, to see if the basic concept of the implementation
worked as intended. A single agent was added to an environment of size 1184 × 761
pixels, with 250 obstacles randomly distributed. Both approaches to the state space
discretization and mapping produced similar visual results:

In Fig. 6, we see a single agent with trail and status label avoiding obstacles. On
the left, the agent was able to stay more than 20 pixels away from the obstacle when
selecting action “KeepGoing,” and received a reward based on distance. In the right-
hand part of the figure, the agent came too close to an obstacle, and thus received
a reward of −10. It is also possible to see from the trail that the agent was able to
navigate and avoid the obstacles. Selected screenshots of single-agent navigation are
presented in Fig. 7:

As previously mentioned, no explicit world border was defined in the reward
function. To discourage agents from leaving the screen, a border made up of static
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Fig. 6 Single agent with action and reward label

Fig. 7 Lime agent navigating

obstacle objects was added, in addition to the randomly distributed obstacles, as can
be seen in Fig. 8. Agents would sometimes leave the scene even with this border in
place but were more likely to swerve back into view, also seen in Fig. 8:

This border also served as a mechanism to introduce space restraints and conges-
tion to the system. To get a better understanding how this border affected the agents,
the number of times agents left the scene over time, with and without the border was
recorded. 25 agents and 250 obstacles were added to the environment. Ten instances
of the simulator were run simultaneously for 10 min, and their numbers averaged to
account for the randomness inherit in the reinforcement learning approach.

Since this benchmark was based on time, the wait action was disabled. Otherwise,
the agents would potentially get good results by simply standing still for the duration
of the simulator.

Figure 9 shows that agents had left the scene more than 250 times after 10 min
(600 s) when no border was defined. When introducing the obstacle border, agents
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Fig. 8 Agent responding to border of obstacles

0

100

200

300

0 30 60 90 120150180210240270300330360390420450480510540570600

Agents leaving scene

Without border With border

Fig. 9 Agents leaving scene with and without obstacle border

were more inclined to stay within the screen and had wandered off 154.4 times on
average.

Another interesting aspect regarding AGVs in enclosed spaces is to examine how
the size of the environment affects congestion. In the next experiments, the size of the
simulator window was reduced, and the number of collisions for each configuration
was measured. As in the previous experiment, the number of agents used was 25 and
the number of obstacles 250. Each configuration was run 10 times for 300 s, and
the resulting values averaged. The size of the window in each experiment is listed in
Table 2.

A plot of the size of available area compared to the total number of collisions after
300 s is shown in Fig. 10.

Table 2 Simulator environment sizes used in experiments

Window size in pixels Environment size in pixels % of default area

1200 × 800 (default) 1184 × 761 100

900 × 600 884 × 761 55

600 × 400 584 × 361 23.4
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Fig. 10 Total collisions compared to simulator area

Fig. 11 Screenshot showing
memory usage of the
implementation

Finally, the performance of both approaches was measured and compared based
on the number of collisions per distance in pixels traveled by each agent. For this
experiment, the number of agents was 20; the number of obstacles was 200, and the
wait action was enabled. The screen size was left at the default, and the simulator
was run for 5 min in both configurations. For the relative angle/distance approach,
the average number of collisions per distance in pixels was 0.337. For the cardinal
partition approach, the resulting average was 0.072. Both approaches had a similar
memory usage of less than 30 MB of RAM, as seen in Fig. 11.

5 Discussion of Results

As seen in Figs. 6, 7, and 8, agents were able to avoid obstacles and received a
negative reward when they failed to do so. As seen in Fig. 8, the agent wandered off
slightly, then was able to reorient itself and navigate back into view. This screenshot
was picked specifically to demonstrate this behavior, as agents would sometimes
disappear completely off screen. In those cases, the agent was automatically repo-
sitioned to its random starting position. No penalty was given for leaving the scene
other than obstacle proximity. The effect of this is even clearer in Fig. 9, which
compares the number of times agents left the scene with and without the border in
place. From this, it is possible to see that the agents were incentivized to stay within
the screen solely based on the learned obstacle avoidance strategy.
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Next, the effects of limiting the space of the agents were examined. In these
experiments, a collision was counted every time an agent received a negative reward.
When looking at Fig. 10, we see the relationship between the number of collision and
total area. As one might expect, there was an inverse correlation. What is interesting
is that when reducing the area to 55% of the default, collisions only went up by 37%.
However, this did not hold when reducing the environment further to 23%. In this
case, collisions rose by 228%, as seen in Fig. 10. The limitation of agent actions
is also expected to have had an impact, since agents could only turn left or right
or keep going straight. With less space to “idle” in, constantly moving while still
maintaining a safe distance becomes much more difficult due to congestion. This
suggests that this approach only performs acceptably down to a certain environment
size while maintaining the number of obstacles and agents. In larger environments,
this becomes less of a problem, mostly due to limited agent vision. An agent does
not consider an obstacle it cannot detect.

Furthermore, when comparing the performance of the two approaches, it appears
that the cardinal partition approach outperforms the relative angle/distance approach
when we only consider collisions per distance traveled. This is interesting since
that approach only relied on 16 states, while the angle/distance approach used 500
states. The next-state calculation was also simpler and was achieved in practice by
simply swapping the indices of the four partitions according to the selected action.
Being able to achieve better of performance with a reduced number of states could
be beneficial when running this system on low-power hardware for real-life applica-
tions and suggests that a partition-based approach shows some promise for further
investigations.

5.1 Further Work and Recommendations

The introduction of a negotiating mechanism to help with space allocation in small
environments is expected to benefit the system and help deal with congestion. In
practice, all agents have to share a common good in the form of space, or more
specifically, themaximum distance from obstacles. Negotiations could be in the form
of agent-to-agent, or a mediator agent could be introduced, like in [7]. Furthermore,
using multiple, or even other types of sensors, to define the state space should be
looked into. Using LiDAR-only has been proven to be a drawback previously [11],
and introducing visual information did improve performance in certain situations, as
shown in [12].

Further expanding or enhancing the state space, as demonstrated in the cardinal
partition approach, should also be looked into. Even though that approach showed
promise with only 16 states, introducing additional granularity to the partitioning
should also be investigated. Adding additional states would also mean that manually
defining rules of action for each state would be increasingly difficult, strengthening
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the argument that the agents should create their own models without human inter-
vention. In summary, using a small, discretized state space as proposed did show
some promise, but continuous state spaces and actions should also be investigated.

6 Conclusion

Two methods to simplify and model the state space for autonomous mobile agents
were presented, and a simulator was implemented and demonstrated in software. The
presented approaches demonstrated how a complex environmentwithmultiple obsta-
cles could be simplified using a discretized state space based on a single LiDAR-like
sensor. Agents were implemented with an internal representation of their environ-
ment created in real time, and an on-policy reinforcement learning algorithm was
used in order to learn to avoid randomly distributed obstacles. Discretizing the state
space allowed for a simple, tabular approach to reinforcement learning, which is less
resource intensive than high dimensional or even continuous state spaces.

Results showed some promise using a single LiDAR-like sensor to construct
simple state spaces, which can be useful when dealing with cheap, low-power equip-
ment in the real world. A complex environment with multiple agents and 200+
obstacles was broken down into a small state space, requiring less than 30 MB
to run including the graphical user interface, while still being useful for obstacle
avoidance. Using a similar approach when building and configuring RL systems
for real-world AGVs may make simple proof-of-concepts easier to deploy rapidly.
Further, tweaking to low-level actuator control can thus bemade while still providing
a consistent interface to end users and developers.
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Attitudes Toward Time and Attitudes
Toward Debt: Structural Equation
Modeling Results

M. A. Gagarina , T. A. Nestik , and A. N. Nevryuev

Abstract The paper describes the results of an empirical study of relationships
between time attitudes and debt attitudes. The total sample was 3022 respondents,
aged 18–84. Inventories used: author’s questionnaire for socio-demographic data,
express debt behavior instrument, long-term orientation questionnaire, short version
of the Zimbardo time perspective inventory, and a short Russian version of the consid-
eration of future consequences scale. Future, hedonistic present and positive past TPs
reinforce long-term orientation, while negative past can have different influences on
its components. The motivational value and behavioral components of long-term
orientation support a willingness to take into account future consequences, which
in turn increases the willingness to lend and reduces the willingness to borrow and
fulfill obligations. Statistics: Structural equation modeling was carried out with the
Mplus 7 program. Results: It was found that different types of time perspectives
are differently associated with long-term orientation, but long-term orientation is
positively associated with consideration of future consequences. Debt behavior is
related in different ways to consideration of immediate consequences: positively
with avoidance of borrowing and negatively with debt rationality and disapproval of
lending.
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1 Introduction

1.1 Present Study

This study was conducted during the COVID-19 pandemic. The COVID-19
pandemic has had a significant impact on the lifestyles of people around the world.
The study of debt behavior is of particular interest, since it is this that is an indicator
of changes taking place in society and reflects expectations about the future. As a
working definition, the following will be used: “debt behavior is a type of economic
behavior, including making decisions and actions to choose a credit institution (or
an individual), borrowing and lending money, and fulfilling monetary obligations”
[2] (pp. 51–52).

1.2 Structure of Debt Behavior

That is, debt behavior includes three aspects: (1) willingness to borrow, which indi-
cates the need tomeet the need immediately, using the resources that will be available
in the future; (2) willingness to lend, which is a manifestation of one’s own willing-
ness to postpone or limit the satisfaction of needs in order to help another; (3) the
fulfillment of debt obligations, reflecting the willingness to regulate the needs in the
present in order to pay back for what was in the past. Debt behavior is determined
by a number of factors, including both external (e.g., the situation in the country,
cultural characteristics, availability of loans, etc.) and internal—psychological char-
acteristics of an individual [12]. But our model is not about behavior, it is about
mental representations of debt behavior, which will be designated below as attitudes.

1.3 Relationship Attitudes and Debt Behavior

At the same time, conflicting results have been accumulated in relation to the links
between attitudes and debt behavior. Although some studies have not found a rela-
tionship between attitudes toward debt and debt behavior [11, 19, 20], most studies,
including longitudinal ones, nevertheless indicate that attitudes are significant predic-
tors of debt behavior and canbeused tomakepredictions about behavior: for example,
the presence of financial debt among university students is positively associated with
greater debt tolerance [1]; the affective credit component is a predictor of purchasing
behavior and actual use of credit cards [5, 6]. The ambiguity of the results is due to
the fact that debt attitudes have a complex structure. Longitudinal research has shown
that debt attitudes include at least two independent components: debt fear and debt
utility, which are significant predictors of educational debt [4]. At the same time, a
more detailed analysis of the work indicating the lack of connection [20] confirms
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the above said only in the case of assessing debt attitudes with particular debt atti-
tude scale [1], while the attitude to property and expenses is a significant predictor
of debt. Thus, in the case of debt attitudes, the rule that was included in classical
handbooks on social psychology applies: Attitudes reliably predict behavior under
the condition that they are strong, relevant to the observed behavior, and the actions
of other factors are minimized [14].

1.4 Predictors of Debt Attitudes

As socio-psychological predictors of debt attitudes, we consider time perspective
[12–14], long-term orientation [15, 16], consideration of future consequences [7, 23].
Time perspective describes a person’s idea of his past, present, and future, as well as
endowing these periods with different meanings and significant [25]. Consideration
of future consequences reflects “the extent to which people consider the potential
distant outcomes” [23] (p. 743). Long-term orientation describes cognitive, affective,
behavioral, and motivational value aspects of attitude toward distant future [18].

2 Methodology

2.1 The Aim of This Study and Hypothesis

The aim of this study is to find out the relationship between time perspective, long-
term orientation, and consideration of future consequences and debt attitudes.

Hypothesis: The components of a balanced time perspective: a positive past, a
hedonic present, and a future enhance long-term orientation, which increases the
focus on consideration for distant consequences, which increases the willingness to
borrow, lend, and fulfill debt obligations.

2.2 Methods

Author’s questionnaire, including social demographic datawas used.Tomeasure debt
attitudes, we used standardized express debt behavior instrument [3]. It includes 14
items that form three scales: debt-related rationality (α−0.7); avoidance of borrowing
(α−0.8); disapproval of lending (α—is 0.7). Scales include items describing both
attitudes and real actions.

Long-term orientation. To assess long-term orientation, we used standardized
long-term orientation questionnaire (LTO) by Nestik [18]. The scale comprises
28 items, which are grouped into eight subscales: Interest in the long-term future



480 M. A. Gagarina et al.

(α−0.8), optimism about the long-term future (α−0.7), value of a time-stable
achievements and a trace in history (α−0.8), value of continuity and traditions
(α−0.8), value of continuous self-development (α−0.8), belief in long-term plan-
ning utility (α−0.8), belief in rewarding long-term efforts (α−0.8), and long-term
goal-setting and planning (α−0.8). Higher scores on the scales indicated a higher
level of long-term orientation.

Time perspective. To assess the time perspective, we used short version of the
Zimbardo time perspective inventory (ZTPI–S) [10]. The questionnaire comprising
15 items in total, three items for each scale: negative past, hedonistic and fatalistic
present, future, and positive past. Higher scores on the scales indicated a higher level
of time perspective.

Consideration of future consequences. A short Russian version of the consider-
ation of future consequences scale (CFC-6)was used [17]. Only total scale considera-
tion of future consequences was included into analysis, with higher scores indicating
a greater orientation to the future.

2.3 Sample

Representative Russian sample involved 3022 respondents from all federal districts:
M—1531 (50.7%), F—1491 (49.3%). Age from 18 to 84 years old,M = 40.51 and
SD = 10.52.

To analyze the direction of the relationship between the various components of
long-term orientation, time perspective, consideration of future consequences and
debt attitudes, a model was built that included the variables described above. Before
modeling, a correlation analysis was performed to confirm the presence of significant
relationships between the variables (not presented in the article). For correlational
analysis, we used SPSS 23.0. Structural equation modeling was carried out with the
Mplus 7 program (Muthén and Muthén, 1998–2012).

3 Results

3.1 Model Description

During the analysis, a model which included 14 elements, was tested. Elements
were divided into four blocks: The first block is time perspectives, the second block
is scales of long-term orientation, the third block is consideration of future conse-
quences, and the fourth block is debt attitudes. The connections were built in the
following way: The attitude toward one’s past, present, and future determines the
long-term orientation, leading to a different willingness to take into account future
consequences, which is associated with debt attitudes.
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3.2 Hypothesis Testing

The hypotheses were refined according to the hierarchy of relationships. In accor-
dance with hypothesis, 1 “indicators of TPs—negative past and fatalistic present
reduce the long-term orientation and consideration of future consequences and are
associated with a high level of borrowing and low level of fulfillment of obligations”
and hypothesis; 2 “positive past, hedonistic present and future enhance long-term
orientation and consideration of future consequences and increase willingness to
lend”, we checked links between TPs, long-term orientation, CFC, and willingness
to borrow, lend, and fulfill obligations.

3.3 Test Results

To test our hypotheses, we used structural equation modeling, the maximum likeli-
hood estimator. The results of testing the model (see Fig. 1) demonstrated an accept-
able level of compliance with the initial data: x2 = 141.919, df= 455 p < 0.001, CFI
= 0.976, TLI= 0.948, RMSEA= 0.023, 90 CI [0.018, 0.028], and SRMR= 0.016.

Debt-related rationality and disapproval of lending are reduced and avoidance of
borrowing is enhanced by consideration of future consequences, which is directly
dependent on the components of long-term orientation: value of continuity and tradi-
tions, value of continues self-development, and long-term goal-setting and planning.
Orientation toward the past, both positive and negative, strengthens value of conti-
nuity and traditions; negative past TP weakens, and positive past TP strengthens

Fig. 1 Relationship between time perspectives, long-term orientation, consideration of future
consequences, and debt attitudes. Standardized regression coefficients are presented



482 M. A. Gagarina et al.

long-term goal-setting and planning, and future and hedonic present TPs strengthen
value of continuous Development.

4 Discussion

4.1 Relationship Between Time Perspective and Long-Term
Orientation

Future, hedonistic present and positive past TPs reinforce long-term orientation,
while negative past can have different influences on its components. The value and
behavioral components of long-term orientation support a willingness to take into
account future consequences, which in turn increases the willingness to lend and
reduces thewillingness to borrowand fulfill obligations. The links between long-term
orientation and attitudes toward borrowing and lending look quite understandable:
A person oriented toward long-term consequences is ready to lend to other people,
thereby investing in his social capital [22], and tries not to borrow, since such behavior
is assessed as irrational in the Russians’ mentality [2].

4.2 Relationship Between Consideration of Future
Consequences and Debt Attitudes

Why, then, an increased focus on future consequences leads to a decrease in the will-
ingness to make efforts and plan steps in obtaining and paying off loans? Apparently,
in this case, a negative attitude toward loans is reflected: Selectivity in the choice of
credit conditions and consistency in debt repayment are viewed in the long term not
as rational, but, on the contrary, as irrational and dangerous actions. In addition, it is
likely that there can be an identification of debt as an obligation and debt as a loan
[2]. In other words, the fulfillment of debt obligations is considered as a consequence
of an error made when applying for a loan, and therefore is assessed negatively.

5 Conclusion

This studymade it possible to establish that people who value the past, strive for self-
development and plan for the future are guided by future consequences. In addition,
focusing on future consequences increases the avoidance of borrowing and decreases
debt rationality and disapproval of lending.

The limitations of this study include the fact that it was conducted during the
COVID-19 period. In further studies, it is necessary to compare the obtained data
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with “post-Covid” results. Such a comparison will make it possible to understand
the specifics of attitudes toward time and debt in its dynamic.
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Estimation of Programming
Understanding by Time Series Analysis
of Code Puzzles

Hiroki Ito, Hiromitsu Shimakawa, and Fumiko Harada

Abstract In programming education, it is desirable for instructors to stand beside
learners and monitor their answering process to assess the individual’s actual ability.
However, it seems to be impossible in large-group lectures at educational institutions
or newcomer education at companies. Therefore, instructors attempt to grasp the
understanding status of many learners at once by using written tests and e-learning
to find out the learners who need instruction. They examine the learner’s knowledge
such as algorithm and syntax. However, in reality, not a few learners fail to acquire
the skill of writing source codes. This kind of situation implies that the programming
ability of learners cannot be measured only by knowledge tests or the data obtained
from answer results. The purpose of this study is to estimate the understanding of
programming, focusing on the thinking process. This paper analyzes a time series of
operations of learners working on code puzzles, where they arrange code fragments.
Since we assumed learners with low understanding are different from those with
high in terms of the consistency of blocks of code fragments to be touched, we
modeled it using a hidden Markov model. The proposed method estimates their
perspectives on how fragments are built up to achieve given requirements. The results
of an experiment have shown that the calculated hidden Markov model produces
meaningful interpretable values. Furthermore, the values show significant indices
that machine learning models can explain the understanding of learners.
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1 Introduction

According to themodern research trends in the field of programming education,many
studies try to predict the performance and the learnerswhodrop out [1]. They examine
the knowledge of the learners. Many students cannot create correct sources although
they pass written tests that ask for their knowledge on grammar and how to express
algorithms. As a result, they drop out of the programming course [2, 3]. Nikula et
al. [2] mentioned that one of the factors is motivation, but also that there is a clear
correlation with course scores. This means that we need to properly assess students’
programming abilities and also provide them with appropriate interventions.

The programming ability cannot be measured only with the learner’s knowledge.
This is because programming skill also requires the ability to construct program
elements logically with a perspective [4, 5]. Nesbit et al. [6] also speculated that
intelligent tutoring systems (ITSs) within Computer Science and Software Engi-
neering Education contain a higher proportion of procedural learning goals while a
lower proportion of conceptual learning goals. Programming thinking ability is the
one to assemble the components of a programwith a perspective, given requirements
to be satisfied. Any method has not been established yet to measure programming
thinking ability. Previous researchers have considered that the backgrounds, prior
knowledge, cognitive abilities, working time, and learning attitudes may be related
to the performance of learners [7]. However, these information do not allow us to
provide appropriate interventions to students. Some studies have tried to estimate
learners’ programming ability from other abilities. However, most of the existing
educational institutes use measuringmethods biased into knowledge aspects because
of their easiness in assessment. As the result, many learners fail to understand the
intention of the programming task, which prevents them from acquiring the ability to
realize it. There is a strong demand for a method to grasp the students’ understanding
chronologically, taking their programming thinking ability into account.

This study analyzes a time series of operations of a learner struggling with a
code puzzle, in which the learner arranges code fragments. The proposed method
aims to estimate their perspectives on how fragments are organized to achieve given
requirements. In addition, to evaluate whether the estimated perspective status is
valid, this paper uses machine learning to verify that the labels given by the instructor
can be explained. A trained model can quantify the learner’s level of understanding.
It makes it easier to detect those who need additional instruction.

2 Programming Education Support

2.1 Current Programming Education Support

This paper discusses understanding analysis that focuses on the thought process of
programming. According to the schema theory in cognitive psychology [8], when
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humans solve a problem, they read the problem to create a perspective, a way to
solve it. That is, in programming education, without assessing how to create a way
to solve the task, it cannot be said that logical thinking ability is being assessed. In
the evaluation of programming ability, it is essential to establish a learning support
method that focuses on the composing aspect rather than the knowledge aspect.

2.2 Programming Learning Through Code Puzzles

This research uses a code puzzle as a platform for learning. A code puzzle is a pro-
gramming task where the learner rearranges code fragments such as source code and
pseudocode to assemble them to achieve a specified requirement. The code puzzle is
inspired by Programming Puzzle proposed by Parson and Haden [9] Scratch devel-
oped by MIT is a famous example that takes the approach. Parson et al. insisted that
code puzzles are more effective for beginners because they work better at nurturing
logical thinking than full coding. Moreover, code puzzles request learners to make
the logic flow, unlike the blank-filling problem. It is an exercise format suitable for
developing computational thinking,which has been emphasized recently. In addition,
code puzzles facilitate to obtain features of the learner’s learning behavior because the
learner takes actions of selecting, moving, and placing blocks in order. They enable
us to analyze how the learner builds perspectives to achieve the programming task.

2.3 Related Works

According to a recent report on intelligent tutoring systems [10], adaptive feedback
has been getting popular in recent years. They give feedback in a variety of ways.
The major difference is adaptive feedback gives step-based hints, while convention-
als give summative feedback on the submitted code. It implies the inherent difficulty
in developing an understanding of the structure of the program and the associated
problems. The method proposed by Jadud [11] is an early study that identifies learn-
ers who need guidance using compilation errors. However, it focuses only on the
error. It is not possible to measure why the error occurred and how deeply the learner
understands. Mysore and Guo [12] have proposed Porta, a Web system that can
identify the part where the learner is struggling. Porta calculates areas difficult for a
learner based on the attention to the material but does not calculate an individual’s
level of understanding. Since it does not judge understanding failure, it cannot detect
where misunderstandings exist. Guo [13] has proposed an interface that supports
one-to-many programming learning on the spot. They presented its implementa-
tion, Codeopticon. It is a tool that enables constant monitoring of modifications
of learners’ codes, but it does not provide the instructor with an intuitive grasp of
whether the learner is struggling without perspective. Asai et al. [14] identified the
cognitive load on learners and the factors that causes the cognitive load by the blank-
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filling assignment. However, the blank-filling assignment hinders building the flow
of logic. It cannot be said that it considers programming thinking. Many of these
existing researches focus only on the aspect of knowledge. They do not estimate the
understanding based on programming thinking. As a study focusing on behavior,
Ihantola et al. [15] have estimated the difficulty level of a task using a decision tree
from the answering process such as the answering time and the keystroke of a pro-
gramming task. They suggest that the answer process brings a significant difference
in learner’s understanding. However, they did not mention programming thinking
ability. Their method cannot estimate its factors. Another process-oriented approach
is sometimes referred [16] to as WATWIN score proposed by Watson et al. [17, 18]
and EQ score proposed by Jadud [11] and improved by Tabanao et al. [19]. Both
of them are based on the compilation behavior. The approach is mainly to evaluate
whether the type of compilation error has been solved. These approaches seem to be
good ideas based on our experience. However, we also know from experience that
compilation behavior and work time do not always represent the learner’s ability.
Ito et al. worked on estimating understanding from the process of working on code
puzzles. The work succeeds to estimate 80% of labels given by the instructors to
show learner’s understanding. However, to estimate perspective based on compos-
ing aspects of programming, it is necessary to analyze a time series of operations by
learners working on the task.

3 Educational Support Using the Behavior of Code Puzzles

3.1 Method of Estimating Understanding Based
on Operation Process

The study aims at estimating the understanding from how good perspectives learners
have in the process of tackling a task, rather than from the results of the task tackling
as in conventional educational support systems. Figure1 shows a schematic diagram
of the proposed method. First, the learner solves a certain task in the form of a code
puzzle introduced in Chapter “Weight-Based Dynamic Hybrid Recommendation
System for Web Application Content”. The interface used for the code puzzle is a
proprietary application that runs on the Web. This application obtains the learner’s
operation log. The behavior of these operation logs should be different depending
on the level of understanding of each learner. For example, those who cannot grasp
the role of each block would not be able to behave consistently in the operation to
build the block. On the other hand, those who know the role each of the blocks has,
but do not know how to assemble them would spend more time arranging the blocks
in the right order, even if their behavior is consistent. Their operation logs would
represent puzzlement. Based on this hypothesis, an educational support system is
developed so that it enables us to determine a learner’s understanding based on the
history of performed operations. The method uses a state-space model to describe

http://dx.doi.org/10.1007/978-981-19-2394-4_2
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Fig. 1 Schematic diagram of the method

the learner’s process of working on the problem, as shown in Fig. 1. It founds on the
idea that the learner’s process of programming engagement may have a hidden state
of understanding at each point in time, behind the observable behavior of the learner.
Observable behavior means that the learner moves a block. The method estimates the
hidden states from the created state-space model. Eventually, individual feedback is
given to the learner, according to the estimated hidden states.

This method trains a state-space model based on the observed sequence of blocks
the learner moves. To complete a whole program, learners must achieve many sub-
goals. Learners who understand programming well move blocks with perspectives to
achieve specific subgoals. From the hidden state of the state-spacemodel, themethod
examines whether there is a significant difference between learners with perspectives
and those without perspectives. If there is a significant difference, instructors can use
that information to determine the understanding levels of each individual. Suppose
the hidden Markov model’s output can predict the understanding level the instruc-
tor judges. Such a predicted hidden state is significant. The predicted hidden state
enables instructors to find new feedback, which they could discover only when they
keep watching learner’s behavior in the traditional results-based methods. When this
model is applied to a new learner, more than one prediction result on the understand-
ing level may be produced. They are sorted with the classification probability. The
result of the highest probability is chosen so that the learner who needs instruction
should be found immediately.
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3.2 Collecting Learner Behavior by Code Puzzles

The method proposed in this study uses the tools shown in Figs. 2 and 3 to collect
learner’s characteristic behaviors to measure the understanding. In this research,
the notation of the program is based on PAD proposed by Futamura et al. [20]. In
the proposed method, an exemplary program or source code that satisfies all the
requirements given in the task is divided into code fragments or pseudocode with
functional cohesion. A code fragment generated by the division is referred to as
a block in this paper. As shown in Fig. 2, blocks for assembling the program are
displayed for a task. As shown in Fig. 3, the learner assembles the program using the
blocks so that all the given requirements are satisfied. The proposedmethod examines
the learner’s thinking processes during solving the code puzzle to judge whether the
learners have acquired programming thinking or not. For example, a person who
cannot grasp the roles of the blocks will constantly touch completely misplaced
blocks. In this case, the behavior of the operation will be inconsistent. Others who
know the roles of the blocks but do not know how to assemble them will spend more
time than necessary. Their behavior expresses that they get lost, even if they touch
consistent blocks. It is assumed that the thought process in answering the task is
characterized by the behavior of moving the blocks, depending on the understanding
of the learner. The learner can switch between the task sentence screen and the
drawing screen from the tab at the top of the tool. The learners enter his or her name;
the assignment text appears on the screen, and when they interpret the assignment,
theymove to the drawing screen to initiate working on the programming. If they have
any hesitation during the process, theywill check the assignment text again, andwhen
the program is completed to some extent, they will examine their own program in
the execution and testing screen. The reason for separating the screens by tabs is to
collect data on the time the learner spends interpreting the subject of the assignment,
creating the program, and checking and testing the source code. The learner finishes
solving the task by pressing the submit button, when they complete the task.

The tool collects a discrete value indicating which block is dragged. However,
even small programs used for educational purposes generally consist of at least 20
lines of code fragments. This exceeds patterns that can be handled by the hidden
Markov model for the amount of data collection assumed here. Therefore, this study
divides the code fragments used in the program into subgoals that are assumed in the
programming assignment and gives them the same label in advance. The labels are
then used as observation variables. In other words, subgoals are key points included
in an assignment that the learner should attain.

3.3 Grasping the Perspective Status of Each Learner

Understanding should not be treated in a single aspect. An assignment contains
multiple subgoals. The level of understanding of each subgoal changes over the time
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Fig. 2 Question text

Fig. 3 Coding canvas

spent on the assignment. It is inevitable to observe the learner’s process for instructors
to understand it. In this method, the understanding of learners is estimated using a
time series. In other words, the understanding depends on each point at which an
operation is performed. Therefore, each operation is an observed data while the
understanding at that time point to be in that hidden state. Now, since both of the
observed data and the hidden state are discrete, the hidden Markov model is applied
to represent the state-space model.

Let us now explain the method of calculating consistency using the concept of
subgoals. We have explained this study divides the code fragments used in the pro-
gram into subgoals that are assumed in the programming assignment and gives them
the same label in advance. The labels are then used as observation variables. For
example, if a programming task has a subgoal to input a variable, the subgoal may
contain several code fragments such as a message to prompt for input, a function to
accept inputs, and error handling. In this method, these code fragments will be given
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the same label so that they will be treated as the same group. Next, the transition
probabilities are calculated for this group using a moving window. The values of
the diagonal components of the transition probabilities are particularly high when
a certain subgoal is consistently focused by a learner. In this way, if a learner can
focus on one subgoal consistently, he or she is regarded to have a good perspective on
that subgoal, which can be expressed by the behavior transitions. Here, this method
calculates the norm of the non-diagonal component to summarize it into a single
variable that represents whether or not an operation is being performed consistently.
In this case, the norm is the L0 norm, not the general norm. That is, the L0 norm
is the frequency that different subgoals are touched in the moving window. When
the norm is large, the variable shows a high percentage of manipulation of various
subgoals that is, it indicates that the learner is straying. However, the transition of a
subgoal only once in a moving window can be considered as a moment where one
subgoal has been conquered and the next subgoal is being started, rather than being
lost. Therefore, single transitions are ignored. Finally, the method obtains which
subgoals have been dragged. The observed variable is the norm of the non-diagonal
component of the transition probability between the specified windows. This means
the degree to which the learner is confused. This observed variable is the input to the
hidden Markov model. That is, the frequency of operation of each subgoal is used as
an observation variable, and parameters such as transition probabilities in the hidden
Markov model are obtained by the Baum–Welch algorithm. Since the frequency of
operation of each subgoal is used as an observation variable, it is expected the hidden
Markov model can be divided into several hidden states depending on how the fre-
quency of this operation changes. Then, the Viterbi algorithm is used to estimate the
hidden state at each time point for each individual. There are three hidden states in
the hiddenMarkov model in this study that is, three levels of visibility to the subgoal.
The first is a state with no prospect at all; the second is a state with a prospect, and
the third is a transitional state between them.

The hidden state for each estimated by the Viterbi algorithm should differ depend-
ing on the existence of the perspective. A learner who has no perspective on a subgoal
will frequently experience a hidden state of lack of perspective when operating on
the corresponding subgoal. On the other hand, a learner who has a perspective on
a subgoal will frequently experience the hidden state of having a perspective at the
time he or she is operating on the corresponding subgoal. There may be people who
have no perspective at first, but who realize the role of the module in the process and
gain perspective. For such people, a hidden state, which is a transitional state, may
appear in the process, and theymay switch to the hidden state of having a perspective.

3.4 Feedback for Each Learner

This method can find subgoals that the learners fail to have a perspective on by
estimating their understanding from the solution process. It is never achieved with a
system that grasps the learner’s understanding based on the results of answers. This
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method provides instructors an intuitive understanding of the learner’s approach to
the programming task from the list of operated blocks and the hidden states estimated
with the hidden Markov model. This makes it easy to identify the areas that need to
be focused on for learners who need guidance.

4 Experiment

4.1 Experimental Methods and Objectives

The purpose of this experiment is to clarify the proposed method can determine
whether a learner has a perspective on a particular subgoal based on the learner’s
operation logs while working on the code puzzle. The subjects were 15 university
students with various levels of programming knowledge. There is no time limit to
acquire the process where learners are confused. Some subjects completed the task
in 20min, while others in 1h and 30min. Only, 8 achieved a program that produced
the correct output in the end. Since there is no time limit, it is not always possible
to say that the learners have a high level of understanding, even if they can write a
program that behaves correctly in the end. The subjects must be able to use the code
puzzle application without any problem. Before tackling the task, they were given a
tutorial and worked on a practice question, to get used to it. All experiments were
conducted online using the Web.

Fig. 4 Estimation results of hidden states by hidden Markov model
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4.2 Hidden-State Estimation Results Using Hidden
Markov Models

Applying the method described in Chapter “Measuring the Success of the Ngawi
District Government Web Site Using the Delone and Mclean Model”, the internal
state of each learner is estimated with a hidden Markov model, which is shown in
Fig. 4. Each plot represents a subgoal operated at a specific time point, while the
color of the background represents the hidden state at that time point. In the figure,
hidden state A appears more often when each subgoal is operated consistently, while
hidden state C appears more often when inconsistent operations are performed on
each subgoal. This method ignores subgoal transitions that occur only once that is,
hidden states B and C will appear if two or more subgoal transitions occur during
the specified time window. This information can be represented as shown in Fig. 4
so that we can quickly find out when the learner became confused, namely has lost
perspective. It enables instructors or systems to notify learners of what they should
think about next in an online manner.

5 Explanation of Understanding by Perspective Status

5.1 The Method to Explain Understanding Using Machine
Learning

As shown in Sect. 4.2, estimating the internal state with a hidden Markov model, the
method determines whether the learner took operations with perspective to achieve
a certain subgoal. However, it has turned out those who take operations with a per-
spective do not always understand programming deeply. For example, let us watch
the operation on the subgoal at the graph of subject D and the hidden state at that
time points. We intuitively recognize that the hidden state A is continuing; however,
the total number of operations is large. It can be said they got confused there. This is
because they took operations under a perspective, due to which they got in trouble.
In other words, even if they have a perspective, it may not always be the correct
perspective. One of such subjects seemed to try to nest several layers of conditional
and loop statements, which may cause a failure to achieve the right answer. Indeed, a
perspective on a certain subgoal is considered to increase the rating of understanding
of the learner. On the other hand, learners who have a state of perspective but do not
know how to assemble it are considered to have a lower rating of understanding. It
can be expected that the understanding of the code puzzle can be explained by the
existence of perspective for each subgoal and the number of times it appears. This
study uses machine learning to prove whether these features can correctly predict the
understanding labeled by actual instructors. The labeling was conducted individually
by four people who have been involved in university programming exercise classes

http://dx.doi.org/10.1007/978-981-19-2394-4_3
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for more than three years. The final label is determined by a majority vote. Since the
model is considered to be nonlinear, we use the random forest classification. As the
number of data is relatively small, the generalization performance of the model is
confirmed by leave-one-out validation.

5.2 Results of Estimation of Understanding

Table1 shows the results of the experiments in Sect. 5.1.
The result of the leave-one-out validation was 1.0 in F1-score. Since the result is

skeptical, the five-part cross-validation is repeated ten times with different random
states, which produced 99.3% in F1-score. Since we completely separated the test
data from validation data, the result shows the generalization performance correctly.
This result shows the prediction result is almost perfectly coincident with the actual
understanding. This means the perspectives can explain the learner’s understanding
and that the proposed indicator as internal state is trustworthy. Referring to the
classification probabilities, the learners can be sorted in the order of their level of
understanding. This makes it easier to find learners who need instruction.

Table 1 Results of the Experiments

user_id Classification probability Classification result

Low High True Pred

1622345108 0.142 0.858 1 1

1622169741 0.234 0.766 1 1

1622469590 0.271 0.729 1 1

1621841538 0.314 0.686 1 1

1622434821 0.343 0.657 1 1

1631595816 0.448 0.553 1 1

1631600152 0.632 0.368 0 0

1631602622 0.652 0.348 0 0

1631605420 0.702 0.298 0 0

1631586473 0.764 0.236 0 0

1622145530 0.778 0.222 0 0

1622899809 0.801 0.199 0 0

1622430288 0.811 0.189 0 0

1631606028 0.827 0.173 0 0

1622262196 0.923 0.077 0 0
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6 Consideration

6.1 Usefulness in Educational Settings

The results of this experiment show that it is possible to estimate the existence of
perspective on the subgoals included in the programming task from the learner’s
operation logs when solving the code puzzle. In addition, the estimated perspectives
of each subgoals were able to explain the instructor-labeled understanding. It can be
said the existence of perspectives and the number of their occurrences were useful
indicators This kind of time series analysis with an emphasis on the behavior of the
answering process is essential for developing computational thinking. It is difficult for
the instructor to grasp the understanding level of all learners. Especially nowadays,
there are more and more opportunities to give lectures remotely. It is not always
possible for instructors to directly watch over their students. In such a situation, if
there is a system that can collect and list learners’ learning behaviors online like
this method, it is easy to provide feedback for the learners because it has strong
possibilities to automate the evaluation for the feedback. In addition, information
on the level of attention to each block can reveal which code fragments brought the
learner difficulties in handling. Because of time series analysis, it is possible to grasp
the learner’s perspective status on the spot. When the system notifies the instructor or
another system about learner confusion based on the perspective state, it can respond
quickly to learners who are stuck in programming learning and prevent students from
dropping out. Furthermore, it is possible to arrange learner’s understanding levels
in continuous values by estimating learners’ perspective status using variables that
focus on the answering process. It would enable education providers to use their
human resources as much as they can to rescue learners who need help.

6.2 Issues and the Future

The goal of the future method is to be able to give a kind of summary sheet to
learners, almost without relying on the instructor. We are working on making it
possible to estimate understanding for each subgoal, rather than for each answer.
This allows calculating the level of understanding for each subgoal so that such as
hints or explanations of the subgoals that were not fully understood can be given to
all students automatically. Also, we aim to estimate this understanding with models
that can perform lookback, such as RNN and LSTM. Since there were relatively only
15 subjects in the evaluation of the understanding estimation model in this study, we
must become skeptical that the model will perform as well as the paper in practical
use. We will continue to conduct more subjects and evaluate the results reliably.
Blikstein et al. [21] suggested that the understanding of learners can be measured
using the clustering method with programming structure. Therefore, in our research,
there is a possibility that the understanding and the factor of misunderstanding can
be estimated with the clustering method.
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7 Conclusion

This study proposes a method for estimating whether learners take operations with
perspective to work on programming assignments by analyzing the time series of
their answering process using code puzzles. As a result of the experiment, we were
able to represent the learner’s perspective as an internal state of the hidden Markov
model. The experiment also reveals that a perspective does not always lead to the right
answer. It also turned out that when they have the wrong perspective, they take more
time than others, repeating the same operation over and over again. A model pro-
posed in the paper succeeds in estimating understanding using the perspective status
estimated by the hidden Markov model and its frequency as explanatory variables.
The results of the cross-validation showed that the model almost perfectly predicted
the understanding labels given by the instructors. Therefore, this tool can provide
appropriate guidance to those who lack a clear perspective or those who have a clear
perspective but are repeating the same operation. The previous method we proposed
for analyzing understanding using code puzzles can inform the instructor of the char-
acteristics of learners, such as those who do not read the problem text or those whose
drawings are too guesswork. We can expect to get additional feedback by applying
it at the same time as the method proposed in this paper. To accurately measure pro-
gramming ability, it would be necessary to be able to extract the answering process
and its behavior in an environment where one can focus on combining programming
elements like a code puzzle. Applying this method to a multi-participant lecture, it is
possible to easily grasp the status of the learners’ perspective and the key points they
do not understand to automatically find the learners who need help by estimating
their level of understanding.
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Camera and LiDAR Fusion for Point
Cloud Semantic Segmentation

Ali Abdelkader and Mohamed Moustafa

Abstract Perception is a fundamental component of any autonomous driving sys-
tem. Semantic segmentation is the perception task of assigning semantic class labels
to sensor inputs. While autonomous driving systems are currently equipped with
a suite of sensors, much focus in the literature has been on semantic segmenta-
tion of camera images only. Research in the fusion of different sensor modalities
for semantic segmentation has not been investigated as much. Deep learning models
based on transformer architectures have proven successful in many tasks in computer
vision and natural language processing. This work explores the use of deep learning
transformers to fuse information from LiDAR and camera sensors to improve the
segmentation of LiDAR point clouds. It also addresses the question of which fusion
level in this deep learning framework provides better performance.

Keywords Point cloud semantic segmentation · Sensor fusion · Vision
transformers · Computer vision

1 Introduction

Autonomous vehicles have input data that come from a suite of sensors mounted on
the vehicle such as radar, camera, and LiDAR. In recent years, deep learning models
have achieved state of the art in semantic segmentation in 2D image data from the
camera. However, semantic segmentation of 3D data such as LiDAR point cloud has
proven more challenging. Point cloud semantic segmentation is the task of assigning
class label to every point in the input point cloud. Fusing multiple sensor data for
point cloud segmentation is a lesser investigated topic than 2D or 3D segmentation.
This work aims at developing deep learning models that would take a LiDAR point
cloud along with its associated RGB image and perform semantic segmentation
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of the point cloud. More specifically, the deep learning models used in this work
are based on the popular transformers architecture. Transformers models are popular
because of their computational efficiency and scalability which allow for the training
of massive models of over 1B parameters [2]. They have proven very successful in
natural language processing tasks. They have been recently introduced to computer
vision tasks by Dosovitskiy et al. [2]. There are three broad techniques for fusion
of sensor modalities in deep learning: early, middle, and late fusion. Early fusion
combines data from camera and LiDAR at the input of the model. Middle fusion
extracts features from each modality separately and combines them in feature space
before further processing. Late fusion applies different models for each modality
separately, then, learns to combine decisions for final labels predictions. This work
aims at answering the following questions:

1. Do fusion models benefit from features extracted by image-based transformer for
point cloud semantic segmentation ?

2. Which level of fusion between image-based transformer and LiDAR segmentation
network performs best ?

2 Related Work

TransformerModelsTransformermodels have been introduced in the seminal paper
‘Attention Is All You Need’ [14]. They have proven very successful in natural lan-
guage processing tasks.Dosovitskiy et al. [2] ported the original transformermodel of
[14] to image classification task calling it vision transformer (ViT). They concluded
that the inductive bias baked into the structure of regular CNN networks allows them
to perform favorably when training is done using small datasets. However, the story
changes as the size of training dataset increases because the large-scale training of
ViT outperforms inductive bias CNNs of similar network size [14]. Touvron et al.
[13] addressed the large-scale training requirement of ViT. They showed that vision
transformers can achieve competitive performance using training on ImageNet only
by using advanced regularization and data augmentation techniques. Touvron et al.
[13] also introduced a distillation strategy that would allow for learning to transfer
from a pretrained teacher CNN model to vision transformer during training. In this
strategy, the regular cross-entropy is augmented with cross-entropy loss calculated
between the embedding of a newly introduced distillation token and the predictions
of teacher model.
Point Cloud Segmentation Point cloud segmentation models can be categorized
by how they present the point cloud to a deep learning model. Point-based repre-
sentation approaches deal with unordered point clouds directly. The most popular
model in this category is PointNet[9]. The basic idea behind PointNet [9] is to learn
an order invariant representation of point cloud using shared multilayer perceptrons
(MLPs) and symmetric functions such as max pooling layers. Point-based repre-
sentations approaches tend to perform well on sparse point clouds; however, they
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tend to suffer computationally as input point clouds become denser [1]. On the other
hand, volumetric approaches such as SEGCloud [12], SPLATNet [10], discretize
the 3D space of the point clouds into smaller units such as voxels or lattice. 3D
convolutional networks are then applied on this representation to produce the final
semantic label. Those approaches usually come with heavy computational cost due
to their 3D operations. Liu et al. [7] found out that the irregularity of the LiDAR point
cloud forces point-based models to waste up to 80% of their computations perform-
ing expensive neighborhood clustering and to exhibit cache inefficiency as points
are not stored contiguously in memory [7]. On the other hand, voxel-based models
have a favorable memory locality characterizes, but, suffer from prohibitively large
memory footprint which forces those models to perform aggressive downsampling
and operate at a low resolution [7]. As a result, Liu et al. [7] introduced the point
voxel convolution primitive. Point voxel convolutions take the best of both worlds by
processing point clouds using two branches: a voxel-based branch and a point-based
branch. The voxel-based branch is designed to capture coarse features by performing
3D convolutions and decovolutions on the voxel representation of the point cloud.
The point-based branch is designed to capture fine-grained features by operating on
each point individually. However, representing LiDAR point cloud in a 3D voxel
space as regular tensors is memory inefficient as many of those voxels end up empty,
not storing valid data. Tang et al. [11] introduced spare point voxel convolution by
replacing regular 3D convolution with sparse convolutions which convolve filters’
kernels with the input if the input has valid data, thus ignoring empty entries.
FusionModelsCompared to 2D and 3D segmentation models, fusion models are far
less explored in the literature. Fusionmodels can be categorized based on their fusion
technique. There are three broad techniques to fuse sensor modalities: early, middle,
and late fusion. An example of early fusion model is superpoint graph [6]. Its input is
the set of points in a point cloud and their associatedRGBvalues. Superpoint proceeds
first by partitioning the point cloud into neighboring points forming superpoints.
Then, it creates a superpoint graph by forming annotated edges between superpoints.
It uses a PointNet network and a gated graph network to produce its final class
predictions. Meyer et al. [8] proposed a middle fusionmodel in which image features
were extracted by a regular ResNet and added to the LiDAR polar grid map using
the relative calibration matrix between the two sensors. Krispel et al. [5] took this
step further by proposing to wrap, not only the final feature vector from the image
encoder network but also features from multiple layers of the encoder in to the
LiDAR segmentation network using first-order polyharmonic spline interpolation
to establish a correspondence between the LiDAR and the image feature maps’
coordinates. An example of late fusion is xMUDA [4] which is targeting the domain
adaptation task. In their model, the RGB image and LiDAR point cloud go through
independent multi-headed networks. Fusion is primarily done in the loss objective.
Regular cross-entropy loss is calculated using predictions from the first head of given
modality and ground truth label [4]. Kullback–Leibler divergence loss is calculated
using predictions from the second head of that modality and the predictions from the
first head of the other modality [4].
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Fig. 1 General training framework, similar to xMUDA [4]

3 Proposed Approach

This work aims at investigating the use of image-based transformers in fusion frame-
works for point cloud semantic segmentation. It adopts similar framework to xMUDA
[4] which has two branches for image and LiDAR modalities. In this section, the
different components of this framework will be explained starting with the input
representation (Fig. 1).

3.1 Input Representation

LiDAR point cloud is represented as a sparse voxelized tensor. The transformation
of the regular point cloud into sparse voxelized tensor is adopted from [11]. The 2D
pixel coordinate for each 3D LiDAR point can obtained by x = PX where x is the
pixel coordinate, P is the 3× 4 projection matrix provided by SemanticKITTI, and
X is the LiDAR point 3D coordinates in homogeneous space. Those LiDAR →
image indices are stored in order to be used later to sample features generated from
the image transformer. The RGB image is represented as a matrix of shape (H, W,
3) where W and H are the image width and height respectively.
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3.2 Models

There are two backbone models for processing each modality: camera and LiDAR.
They will also be used to create the three fusion models for each fusion level.
Image Transformer The vision transformer (ViT) is themain powerhouse of image-
based branch. It is responsible for extracting features from images that would aid in
the semantic segmentation of the LiDAR point cloud. The vision transformer used
in this work is the distilled data-efficient vision transformer (DeiT) from [13]. The
image provided to the transformer is divided into patches. The number of patches
is determined by the patch resolution (P, P) resulting in Npatches = HW/P2. Each
patch of shape (P2, 3) is then linearly embedded into a vector of shape (P2, F2D).
Positional embeddings are added to these patches in order to provide the transformer
modelwith the relative spatial information of the patches thatwas lostwhen the image
was divided. In addition to the image patches, the DeiT model takes two additional
tokens: class token, distillation token. Those tokens were used during the pretraining
of the DeiT model on ImageNet. Since we are interested only in features extracted
from the image patches, those additional tokens are ignored. The DeiT transformer
has 11 transformer blocks stacked on top of each other. Multi-head self-attention
(MSA) is the core component for the transformer block [13]. Its working procedure
is as follows:

1. The input is multiplied by weight matrices WQ ,WK ,WV forming query Q, keys
K, and value V matrices, respectively

2. Applying the softmax function to the normalized inner product of query and keys
produces the weight scores.

3. Attention head’s output is the value matrix weighted by the scores [13]

Attention(Q,K,V) = Sof tmax(
QKT

√
d

)V. (1)

4. Steps 1 to 3 are repeated for each attention head resulting in an output matrix of
shape (Npatches, hd) where h is the number of attention heads and d is the output
size of each head. This output matrix is linearly projected to shape (Npatches, F2D)
[13].

Multi-layer perceptrons’ (MLP) network which has two neural layers with GELU
activation is added on top of theMSA. The first layer expands the embedding dimen-
sion from F2D to 4 × F2D . The second squeezes it back to F2D [13]. Skip connections
and layer normalization are added to turnMSA and FFN into residual operators [13].
LiDAR backbone This work adopts sparse voxel convolutional neural network
(SPVCNN) from [11] as LiDAR backbone model. SPVCNN uses sparse point voxel
convolution as it is primarily primitive. Point voxel convolution uses two branches to
process the 3D input. A point-based branch is a multilayer perceptron network that
acts on each point in the point cloud individually. This branch helps the model main-
tain high-resolution representation for each point [11]. This improves the model’s
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performance on classes which are usually represented with very few points such as
pedestrians and cyclists [11]. The secondbranch is the voxel branch.Thevoxel branch
converts the point cloud into a 3D voxel representations. It uses 3D convolutions to
capture global features of input scene. SPVCNN [11] replace regular 3D convolu-
tions with their sparse counterparts. Sparse convolutions create a kernel map between
the convolution’s input and output. They operate only on outputs that belong to a
valid input, thereby, dramatically improving memory efficiency because they ignore
input voxels that are empty. The LiDAR point cloud is feed to the model as a sparse
tensor as discussed earlier. On the voxel branch, the 3D encoder applies residual 3D
sparse convolutions to the input [11]. The output of the encoder is devoxelized using
trilinear interpolation and fused with the output of MLP on the point-based branch
[11]. Similarly, the decoding steps apply 3D sparse deconvolutions to upsample back
the voxel representation while fusing with the point-based branch [11].
Fusion Models The image transformer and LiDAR backbone model were used as
building blocks to create separate fusion models representing the different fusion
levels. Early Fusion fuses features from both modalities at the early stages of the
pipeline. For our early fusion model, features from the first transformer block in the
image backbone are sampled using LiDAR → image indices resulting in a tensor
shape (N , F2d) containing features for each LiDAR point. This tensor is fused into
the LiDAR backbone model by adding it to the output of the stem block of the latter.
On the other hand, Middle Fusion fuses features from both modalities at a later
stage of the deep learning pipeline. For our middle fusion model, features from the
6th transformer block are sampled in a similar way to the early fusion model. The
resulting tensor is fused into the LiDAR backbone model by adding it to the output of
the 3D encoder (before the deconvolutional layers). Late Fusion fuses features from
both modalities after each modality’s pipeline has produced its semantic predictions
independently. In this work, late fusion is done at the loss stage. As will be discussed
later, the Kullback–Leibler loss terms DKL(P3D||P2D→3D) and DKL(P2D||P3D→2D)

are responsible for performing the late fusion between the different modalities.

3.3 Outputs

The LiDAR backbone outputs a features map of shape (N, F3D) where F3D is the
number of feature channels of the model. This features map goes through two linear
heads. The first head generates tensor P3D of shape (N, C) representing the class
scores for each point in N. The second head generates another tensor P3D→2D of the
same shape, but it represents the class that the 3D network thinks the 2D network
would predict for each point. On the other hand, the camera image is provided to
the image transformer which generates feature map of shape (H, W, F2D) where F2D
is number of output features channels of transformer. This feature map is sampled
using the LiDAR → image indices which results in a feature vector of shape (N,
F2D) where N is the number of points in point cloud. Similarly, this feature vector
goes through two linear heads generating P2D,P2D→3D.
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3.4 Objective Function

Each sensormodality optimizes a separate but analogues objective. The overall objec-
tive function for LiDAR modality is given by

min
θ

(1 − α) × CrossEntropy(P3D,Gt) + α × DKL(P2D||P3D→2D) (2)

CrossEntropy(P3D,Gt) is a cross-entropy loss between the LiDAR model predic-
tions and the ground truth labels for each LiDAR point. In our experiments, similar
to xMUDA [4], the cross-entropy loss terms were also weighted using log-smoothed
class weights.

CrossEntropy(P3D,Gt) = − 1

N

N∑

i=1

C∑

c=1

G(i,c)
t logP(i,c)

3D (3)

DKL(P2D||P3D→2D) is the Kullback–Leibler divergence between the actual predic-
tions of image transformer and the LiDAR model’s predictions for it. This is given
by

DKL(P2D||P3D→2D) = − 1

N

N∑

i=1

C∑

c=1

P(i,c)
2D log

P(i,c)
2D

P(i,c)
3D→2D

(4)

4 Experiment

Dataset SemanticKITTI is based on the odometry KITTI dataset. It provides 22
sequences (11 for training and 11 for testing) with high quality point-wise annota-
tions. It has 19 different class labels. However, the labels for the testing sequences
are not available for public. They are only reserved for submission on the dataset’s
benchmark. In our experiments, the training sequences 0–11were used. Performance
was evaluated by mean Intersection over Union (mIoU) on validation sets that were
created following 3-fold cross-validation strategy.
Data Preprocessing SemanticKitti provides LiDAR point cloud for each scene in
which each point has cartesian coordinates x, y, z and intensi t y. The pixel coor-
dinates for each point are calculated using the 3× 4 projection matrix provided
by the dataset’s authors. As part of prepossessing steps, points that lie outside the
camera frame are filtered out. SemanticKitti also provides RGB images of shape
(1226, 370, 3). However, the pretrained DeiT expects images in shape (384, 384, 3).
Therefore, the input images were resized using bilinear interpolation to the size
expected by the image transformer and resized back afterward.
Training All models were built using PyTorch framework. The LiDAR backbone
is based on the original implementation of SPVCNN provided by the authors of
[11]. The image transformer is based on an implementation of DeiT model from
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the popular Timm library [15]. The Timm library also provided the ImageNet pre-
trained weights for this model. Models were trained on the training sets with Adam
optimizer on Nvidia DGX server with alpha α, patch Size (P), learning rate, L2 reg-
ularization and number of epochs set to 0.1, 16, 1e-4, 0.005, and 50 respectively. For
the KL divergence terms in the objective functions, the target variable was detached
in PyTorch to backpropagate in either the image or the LiDARnetwork [4]. Similarly,
in the fusion models, features from the image modality were detached in PyTorch
after the sampling step to only backpropagate in LiDAR network when computing
gradients for the 3D loss.

5 Results and Discussion

The results in Table 1 were obtained by averaging the performance of each model
across the validation sets following the 3-fold cross-validation strategy. The results
show that the fusion models outperformed the baseline LiDAR-only model on mIoU
by a slightmargin. The reason for the improvement being onlyminor can be attributed
to the fact that the DeiT was pretrained on ImageNet which is approx 1M samples
while SemanticKitti is approx 20k samples. Therefore, it could be due to the DeiT
overfitting to the small training sets (relative to ImageNet training) in our experiments.
Additionally, in our experiments the fusion models outperformed the baseline in all
of the 19 classes. This is an indication that fusion models can benefit from features
extracted by an image transformer. Moreover, given that DeiT is known to scale well
with dataset size, we predict that the performance between LiDAR and fusion mod-
els would widen with dataset size. Unfortunately, all models failed to motorcyclist
class. This can attributed to the class imbalance in SemanticKitti dataset in which
motorcyclist class is one of the least represented classes.

6 Conclusion and Future Work

Future Work Although our experiments show promise for fusion models, there are
several ways to improve them. First, training with a larger dataset would help better
discern the benefits of fusion over using only one modality. Second, in our experi-
ments, we have chosen a specific architecture to perform middle fusion. However,
as mentioned in [3], there are multiple ways to design middle fusion architectures.
Future experiments can also explore such different architectures.
Conclusion This work explored using deep learning to combine information from
LiDAR and camera sensors to improve the segmentation of LiDAR point clouds.
More specifically, it aimed at investigating the role that the recent advances of image-
based transformer architectures can play in a fusion framework with LiDAR-based
models. Our experiments show slight improvement in performance of such fusion
models over LiDAR-only baseline. This points at the potential that image-based
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Table 1 SemanticKitti dataset results (19 classes) for all models on sequence 08 (test set)

Class LiDAR Early fusion Middle fusion Late fusion

car 0.907 0.909 0.915 0.913

bicycle 0.074 0.139 0.112 0.096

motorcycle 0.538 0.504 0.548 0.532

truck 0.184 0.185 0.248 0.202

other-vehicle 0.290 0.262 0.295 0.281

person 0.409 0.455 0.493 0.375

bicyclist 0.409 0.377 0.457 0.473

motorcyclist 0.000 0.000 0.000 0.000

road 0.939 0.944 0.942 0.941

parking 0.448 0.475 0.474 0.448

sidewalk 0.759 0.775 0.768 0.761

other-ground 0.007 0.005 0.008 0.004

building 0.852 0.863 0.860 0.854

fence 0.609 0.613 0.616 0.613

vegetation 0.827 0.832 0.826 0.827

trunk 0.641 0.633 0.637 0.647

terrain 0.658 0.668 0.653 0.652

pole 0.582 0.588 0.587 0.596

traffic-sign 0.513 0.514 0.518 0.509

mIoU 0.482 0.487 0.498 0.486

transformers can play in fusion models in the future. Our experiments also show that
middle-level fusion outperforms the other types of fusion models which hints that
fusion models learn more from features extracted from the image as opposed to final
semantic prediction from an independent image-based pipeline.
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A Priori Study on Factors Affecting
MapReduce Performance
in Cloud-Based Environment

Vandana Vijay and Ruchi Nanda

Abstract In the current era, global data have been rising at a very fast speeddue to the
excessive use of technologies including cloud and IoT. It leads to the development of
big data that can handle and analyze a high volumeof data regularly.Cloud computing
provides a reliable, available, and scalable environment for the processing of this
huge data. MapReduce has become an important computing model for processing
and generating high-volume datasets on a cluster of machines. It not only allows
distributed processing but also significant attributes like flexibility, versatility, load
adjusting, and adaptation to internal failure. Despite these benefits, the performance
of this framework gets affected by multiple factors, namely indexing, data skew,
joining, caching, and load balancing. The main objective of this paper is to identify
the factors to resolve its performance issues and investigate alternate strategies to
improve the MapReduce query performance in the cloud-based environment.

Keywords Big data ·MapReduce · Hadoop · HDFS · Cloud computing

1 Introduction

Excessive use of social networking sites, smartphones, laptops, computers, and other
handheld devices leads to the accumulation of a huge volume of data on the Internet.
The main demand is to access this data in an efficient manner. MapReduce has raised
up as a worldwide tool for the rapid execution of huge textual data, images, and
videos. Since MapReduce’s current design does not consider virtualization, so cloud
computing provides a virtualized environment to it. Cloud computing provides the
facility of automatic provisioning of computing resources as per the demand of the
users. Hence, running MapReduce on cloud computing is becoming popular [3] as
it supplies a reliable, available, and scalable environment for the processing of huge
data. But, there are various other factors that affect the performance of MapReduce
in a cloud-based environment. Themain aim of this paper is to highlight those factors
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which facilitate enhancing the query performance of MapReduce in the cloud envi-
ronment. The paper is divided into four major sections: The first section describes the
concepts of MapReduce and its open-source implementation, i.e., Apache Hadoop.
The second section elaborates on the factors affecting MapReduce’s performance
in the cloud-based environment. The third section provides a comprehensive review
of the literature. The last section describes the conclusions drawn from the litera-
ture review and summarizes the alternate strategies adopted by various researchers to
enhance its performance. This section also highlights the areaswhere further research
can be taken up in the future.

1.1 MapReduce

MapReduce is a programming-type framework. It is designed for the execution
of parallel and distributed high-volume data using multiple nodes. The open-
source implementation of MapReduce is Apache Hadoop, which is mainly used for
distributed storage and processing of data. Hadoop distributed file system (HDFS)
is used for storage while MapReduce for executing the data. Hadoop follows the
concept of master and slave as shown in Fig. 1. Masters include NameNode,
SecondaryNode, and JobTracker, while slave includes DataNode and TaskTracker.
HDFS deals with NameNode, SecondaryNode, and DataNode, while MapReduce

Secondary NameNode 

NameNode 

JobTracker 

Master

DataNode 

TaskTracker

DataNode 

TaskTracker

DataNode 

TaskTracker

Slave 1 Slave 2 Slave 3 

Fig. 1 Hadoop master/slave structure
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deals with JobTracker and TaskTracker. MapReduce processes the big data in the
given manner.

Firstly, the job requests are received by the JobTracker. It, later on, splits the
input data and assigns the tasks to the TaskTracker for processing. Secondly, the
JobTracker monitors the progress of each task and also handles any type of failure.
The TaskTracker always performs the tasks under the supervision of the JobTracker.
These tasks are executed through aMaporReduce function [6].During the processing
of tasks, there are multiple factors that affect the performance of the MapReduce
framework directly or indirectly. These factors are explained in the next section.

2 Factors Affecting Query Performance of MapReduce

Different factors may affect the performance of MapReduce. Among them, some
of the factors may reside in the MapReduce architecture, while the others may be
external factors.

The factors that may have a significant effect on the observed performance of
MapReduce are given as:

(a) Indexing is used to maximize the database performance. It reduces thedisk
access required during query processing through MapReduce.

(b) Data skew is the imbalance in allocating the data for processing to each
MapReduce task.

(c) Joining facilitates the retrieval of data from two different relations based on a
Cartesian product of the two relations.

(d) Caching represents the intermediate data generated byMapReduce tasks during
processing.

(e) Input data parsing is a conversion-type process. While retrieving data, it
converts raw data into the key/value pairs.

(f) Data size is directly related to the runtime of a job. It includes input, output,
and shuffle data.

(g) Load balancing is a technique that divided the work equally between all the
mappers and reducers units.

(h) Data availability along with high-speed access must be ensured from the
underlying storage system during data retrieval by MapReduce (Input data
storage).

(i) Input/output mode is used to retrieve the data from any storage system. Impor-
tant modes for reading the data are (1) Direct I/O which reads the data from
the local cache to memory, (2) Streaming I/O which reads the data through
inter-process communication from storage.
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3 Review of Literature

This section refers to the crux of the research papers published in the field ofMapRe-
duce concerning cloud computing. An attempt is made to throw light on the factors
affecting the performance of MapReduce in a cloud-based environment. It has been
presented in Table 1.

4 Conclusion and Future Scope

In this paper, several factors have been investigated which affect MapReduce
performance significantly and also investigate alternate implementation schemes
for each factor proposed by the various researchers to enhance its performance.
Researchers have developed various solutions like B-tree index, HAIL—Hadoop
aggressive indexing library, NPIY—novel partitioner, indexedMapReduce join algo-
rithm, binary theta-join, multi-way theta-join, autocache, and task failure resilience
(TFR) algorithm. Through this paper, an attempt is made to identify all the factors
which affect MapReduce performance in a theoretical manner. As MapReduce is at
its peak, so there is a scope in the coming future to further improve its performance by
altering variables such as memory settings, job or task scheduling, data locality, and
system latency. These directions will serve as a prospective road map for upcoming
research.
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Factors Influencing the Selection
of a Blockchain Platform
for Incorporating Data Provenance
into Smart Contracts

O. L. Mokalusi , R. B. Kuriakose , and H. J. Vermaak

Abstract A prominent application of blockchain smart contracts is in the modern
manufacturing supply chain. This is mostly done to ensure data provenance. This
research paper analyse the factors influencing the selection of a blockchain plat-
form for incorporating data provenance into smart contracts. This research paper is
written based on the literature study of various blockchain platforms. The current
challenge that necessitated this research stems from the low performance, auction-
based consensus mechanism, and high transaction fees of the blockchain platforms.
Such contributing factors have negative financial implications associated with the
deployment or interaction of smart contracts incorporating data provenance in the
modern manufacturing supply chain. This research paper first gives details of some
of the factors influencing the selection of smart contracts, then goes to compare how
some of the latest blockchain technologies perform against these factors. Finally,
analysis of the best possible blockchain platform for incorporating smart contracts
is proposed.

Keywords Data provenance · Blockchain · Smart contracts · Supply chain · Smart
manufacturing

1 Introduction

Blockchain is a write-only distributed database on which operates on the prin-
ciple that transactions are trackable, irreversible [1] and can only be added and not
edited or removed [2]. Blockchain technology enables businesses to build smart
contracts, which facilitate collaborations and complex inter-organizational busi-
ness processes. Smart contracts are modular, repeatable, autonomous scripts, which
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organisations implement to automate complex transactional rules that champion
blockchain principles.

A prominent application of blockchain smart contracts is in the modern manufac-
turing supply chain [3]. This is mostly done to ensure data provenance. Data prove-
nance [4, 5] is defined as the place of origin or the earliest known history of a product
which is tamperproof, verifiable, and ensuring integrity across the entire supply chain.
Current technologies such as barcode [6] and radio frequency identification (RFID)
[7] tracking have been found wanting in ensuring data provenance.

Blockchain technology with its obvious advantages is perceived as a possible
solution to ensuring data provenance in the supply chain. However, there are certain
factors which need to be considered while selecting the appropriate blockchain plat-
form for incorporating data provenance. These include [8] performance, maturity,
centralised or decentralised operation, and cost, to name a few.

This research paper aims to compare the factors influencing the selection of a
blockchain smart contract against some of the common blockchain platforms avail-
able for incorporating data provenance in the is modern manufacturing scene. This
research paper is structured that firstly an explanation of the contributing factors is
done. Secondly, a comparison of the available blockchain platforms is done with
respect to the contributing factors. This research paper is rounded off with an anal-
ysis and a conclusion of the best technique available currently for incorporating data
provenance using blockchain smart contracts.

2 Factors Influencing the Selection of Blockchain Platform

Blockchain technology enables businesses to build smart contracts, which facilitate
collaborations and complex inter-organizational business processes. Smart contracts
aremodular, repeatable, autonomous scripts, which organisations implement to auto-
mate complex transactional rules that champion blockchain principles such as trans-
parency, traceability, and security which allow the proliferation of data provenance
in the modern manufacturing supply chain.

However, there are contributing factors influencing the selection of a blockchain
platform. This section firstly focuses on discussing some current contributing factors.
These includes performance, maturity, consensus mechanism, centralised or decen-
tralised operation, and cost, to name a few. Traditional supply chains have always
been looking at ways inwhich operational processes can be optimised to yield greater
profits in minimal time [1].

However, consensus mechanism properties [9] such as security, energy consump-
tion, finality, throughput, and scalability are some of the contributing factors influ-
encing the selection of a blockchain platform for incorporating data provenance into
smart contracts. Consensus mechanism is an algorithm utilised to process, verify,
and approve blocks with transactions by computationally resourceful miners [10]
in a blockchain platform. Blockchain miners have to find the nonce [11] which is a
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Fig. 1 Auction mechanism algorithm as a first-price auction [13–15]

number that blockchainminers have to solve for, to link the block onto the blockchain
network for a transaction fee reward.

There are several existing consensus mechanisms which including and not limited
to Proof of Work (PoW) and Proof of Stake (PoS) mining algorithms. Mining algo-
rithm PoW and its fee model [12] are based on an auction mechanism as a first-price
auction [13, 14].

Auction mechanism (see Fig. 1) is when miners are profiting from pickup trans-
actions by the highest transaction fee. Users can choose between slow, average, and
fast confirmation time or specifying a transaction fee manually, having an influence
on performance which includes throughput and transactions latency.

Escalation of high transaction fees of the network resources has an influence in
the selection of a blockchain platform for incorporating data provenance into smart
contracts.

Taxonomy of blockchain-enabled smart contract-based studies [16–18] seen in
Fig. 2 is mainly for improvement proposals (IPs) covering technical specification
for resource-driven and optimization-driven smart contract. Other studies have been
proposed for smart contract optimisation by transaction fee [18].

The development and implementation of consensusmechanism algorithms,which
limit the number of miners on a network, were paramount to automating the fee
bidding through a few validators with the use of PoS. The fewer the number ofminers
on a network means lesser the consumption of electricity [19, 20]. This would make
cryptocurrency mining sustainable [21], less profitable for the miners and reduce
transaction fee estimations for incorporating data provenance into smart contracts.

Consequently, such factors need to be considered while selecting the appropriate
blockchain platform for incorporating data provenance into smart contracts. These



520 O. L. Mokalusi et al.

Fig. 2 Taxonomy of blockchain-enabled smart contract-based studies [16–18]

include performance, maturity, centralised or decentralised operation, and cost, to
name a few.

2.1 Performance

Blockchain platformshave factors influencing their performancewhich includes scal-
ability, throughput, and transactions latency [18]. Throughput is the quantity of data
being sent and received within a unit of time such as Transactions Per Second (TPS).
Users can choose between slow, average, and fast confirmation time or specifying a
transaction fee manually having an influence on the throughput.

2.2 Maturity

Mature blockchain platforms typically have capabilities of interoperability vendor
support and a stronger development community experience. Interoperability is on
layer 2 [18] which offers scalability resulting in high throughput in terms of TPS.
Blockchain platforms like Ethereum (legacy) have stronger development community
experience which offers several tools for implementing, testing, and deploying of
decentralised applications (dApps).

This would allow a smart contract incorporating data provenance to reduce trans-
action fees utilising transaction-inefficient code, making the process trackable and
irreversible.
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2.3 Cost

Cost is one of the measures implemented to avoid issues of network abuse. Computa-
tion resource executions inEthereumare subject to a unit of gas fee [22]. Computation
resources within the network are rewarded with a transaction fee which is gas price
measured in “gwei” [23], for example, Ethereum gas price called Ether equivalent
to 1e18 wei.

3 Blockchain Platforms

As explained in the introduction, blockchain technologies pave way for immutable
transactions while ensuring transparency, traceability, and security. Some of the
common available blockchain platforms include Ethereum (legacy), Ethereum 2.0,
Polygon, and Tron. This section explains the salient features of each of these
blockchain platforms.

3.1 Ethereum (Legacy)

Ethereum (legacy) is a smart contract blockchain platform of choice which forms
layer 1 in terms of the blockchain architecture layers [24] based on its security,
interoperability, and developer experience. Ethereum (legacy) currently adopts PoW
as the consensus algorithm which offers low throughput, high-transaction fees, and
no sovereignty [24]. Polygon is layer 2 (see Fig. 3) solution for Ethereum (legacy).

Fig. 3 Polygon architecture layers [24]
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3.2 Polygon

Polygon blockchain platform enables interoperability which combines the best
features of a stand-alone blockchains with sovereignty, scalability, and flexi-
bility. Polygon currently adopts PoS as the consensus algorithm which offers high
throughput, low-transaction fees, and sovereignty [24].

3.3 Ethereum 2.0

Ethereum (legacy) blockchain platform has matured to Ethereum 2.0 with the imple-
mentation of improvement proposal EIP-1559 [25] which gets rid of the first-
price auction and replaces it with a fixed-price sale. Ethereum 2.0 (EIP-1559)
was introduced to improve the prediction of transaction fees, to reduce throughput
bottlenecks.

The recommendation for EIP-1559 [26] is divided into Phase 0, Phase 1, Phase
1.5, and Phase 2 for upgrading Ethereum (legacy) to Ethereum 2.0. Phase 0 launched
the Beacon chain (test network) in December 2020 to implement PoS. PoS requires
validators to stake 32 Ether. Validator stacking cannot be unlocked until Phase 1 is
rolled out. Phase 1 is estimated to last for 18 months after genesis. Phase 1.5 will
merge Ethereum (legacy) PoW with Ethereum 2.0 which utilises PoS. Phase 2 will
add improvements to smart contract executions [27].

3.4 Tron

There are blockchain platforms that offer improved robust smart contract imple-
mentation like Tron [28]. Tron currently adopts Delegated Proof of Stake (DPoS)
as the consensus algorithm, which enables a maximum of 2000 TPS [28]. DPoS
blockchain platforms are generally faster with higher per second transaction rates
than blockchain platforms with consensus mechanism like PoW and PoS.

However, DPoS is in its infancy, and it is not generally considered secure enough
to be the utilised in money-transacting blockchain platforms.

4 Factors Influencing the Selection of a Blockchain
Platform

A comparison of blockchain platforms such as Ethereum (legacy), Ethereum 2,
Polygon, Tron (see Table 1) is conducted with respect to factors influencing the
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Table 1 Comparison of blockchain platforms with respect to factors influencing the selection of a
blockchain platform [11, 13, 23, 24, 26, 28–31]

Ethereum (legacy) Ethereum 2.0 Polygon Tron

Currency and symbol ETH ETH MATIC TRON

Cost High [31] Low [23] Low [30] Low [28]

Performance <5 min [31] High [26] 30 s [30] 3 s [28]

TPS Low [31] High [13] High [24] High [28]

Throughput Low [26] High [29] High [24] High [30]

Consensus algorithm PoW [11] PoS [29] PoS [24] DPoS [28]

Cheapest transfer fee $3.2606 [31] $0 [26] $0 [30] $0 [28]

selection of a blockchain platform for incorporating data provenance into smart
contracts.

5 Analysis

With the infinite of blockchain platforms, this analysis explores factors influencing
the selection of a blockchain platform for incorporating data provenance into smart
contracts. Firstly, the comparison of blockchain platforms will be limited to the
following blockchain platforms Ethereum (legacy), Ethereum 2.0, Polygon, Tron
(see Table 1).

With respect to cost, Tron and Polygon blockchain platforms are lower than
Ethereum (legacy). Ethereum 2.0 is still in Phase 0 which is mainly a test network
(testnet). Testnet transaction fees are not a considered since transaction is free
and testnets do not experience network congestion like the public main network
(mainnet).However, Ethereumon full implementationwill offer nofirst-price auction
and replace it with a fixed-price sale which will be result in low transaction fees.

With respect to performance, Tron blockchain platform is higher than Ethereum
(legacy). With respect to throughput, Ethereum 2.0, Polygon, and Tron blockchain
platforms are higher than Ethereum (legacy). With respect to consensus algorithm,
Tron blockchain platform offers the preferred DPoS which is better than Ethereum
(legacy) PoW which is an inefficient auction mechanism. With respect to cheapest
transaction fees, Ethereum 2.0, Polygon, and Tron blockchain platforms are low.

Table 2 Experiments
proposed to be conducted on
the mainnet

Blockchain platform Small contract Large contract

Ethereum (legacy) Mainnet Mainnet

Ethereum 2.0 Testnet Testnet

Polygon Mainnet Mainnet

Tron Mainnet Mainnet
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However, Tron remains outstanding as it offers higher performance followed by
Polygon.

6 Future Work and Conclusion

Consensus mechanism such as PoW mining algorithm has a major contributing
factor on security and selection of a blockchain platform. Organisations switch from
the PoW algorithm to new consensus mechanisms that promise lower transaction
fees as well as lower energy costs the like Tron and Polygon for incorporating data
provenance into smart contracts. Traditional supply chains have always been looking
at ways in which operational processes can be optimised to yield greater profits in
minimal time.

Based on the analysis in section 5, the results point to Tron and Polygon as the
blockchain platforms of choice with factors such as low transaction fees, high perfor-
mance, high throughput, and the utilisation of efficient PoS consensus algorithm for
incorporating data provenance into smart contracts.

However, future experiments are proposed and will be conducted on the mainnet
and testnet as outlined in Table 2. Factors influencing the selection of a blockchain
platform such as transaction fees, performance, and throughput will be tested to
confirmed and validate the analysis made in this paper for incorporating data prove-
nance into smart contracts. A blockchain platform which is most cost effective and
offers higher performance will be confirmed.
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Improving Model Accuracy by Means
of Explanations

Daiki Yamaguchi, Israel Mendonça, and Masayoshi Aritsugi

Abstract Recently, artificial intelligence (AI) methods are becoming popular due
to their efficacy when applied to different fields; hence, there has been an increasing
effort to provide meaningful explanations of the decision-making process of such
methods. For computer vision methods, one of the most utilized is called layer-wise
relevance propagation (LRP), which computes the relevance of each layer in the
process of classification and generates a comprehensible relevance map image rep-
resenting the importance of each part of the image during the classification process.
In this work, we take one step toward the utilization of explainable artificial intel-
ligence (XAI) methods, such as LRP, to improve the accuracy of well-established
AI models. We propose a novel methodology that creates a meta-model that is able
to learn the classification process of a model through observation of LRP relevance
map images. This meta-model is able to improve the accuracy of the baseline model
in up to 30% in the best case and 1% on average.

Keywords Machine Learning · Explainable AI · Deep learning · Meta-models ·
Image classification

1 Introduction

Deep learning (DL) techniques have been successfully employed in computer vision
problems. It is expected that it will play an active role in various fields becoming an
indispensable tool for achieving success. However, DL has an issue that still needs
to be addressed, namely explainability [1]. DL algorithms have a black-box nature,
where the basis for decisions is unknown due to the complexity of the calculations

D. Yamaguchi · I. Mendonça (B) · M. Aritsugi
Kumamoto University, Kumamoto, Japan
e-mail: israel@cs.kumamoto-u.ac.jp

D. Yamaguchi
e-mail: d-yamaguchi@st.cs.kumamoto-u.ac.jp

M. Aritsugi
e-mail: aritsugi@cs.kumamoto-u.ac.jp

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
X.-S. Yang et al. (eds.), Proceedings of Seventh International Congress on Information
and Communication Technology, Lecture Notes in Networks and Systems 464,
https://doi.org/10.1007/978-981-19-2394-4_48

527

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2394-4_48&domain=pdf
mailto:israel@cs.kumamoto-u.ac.jp
mailto:d-yamaguchi@st.cs.kumamoto-u.ac.jp
mailto:aritsugi@cs.kumamoto-u.ac.jp
https://doi.org/10.1007/978-981-19-2394-4_48


528 D. Yamaguchi et al.

involved; hence, it is hard to reason about the decision process that led a DL to a
determined output.

The field of explainable artificial intelligence (XAI) tries to mitigate this problem
by providing techniques that gives simple human-comprehensible explanations. One
of the main XAI techniques is called layer-wise relevance propagation (LRP) [2]. It
calculates the relevance of the input to the output and produces a relevance map for
the input. This relevance map resembles the original image; however, it highlights
the areas of the image in which the model used for classification.

The main purpose of this relevance map is for explaining the basis of the AI’s
decision. It is a non-invasive technique, in the sense that it does not affect the model
from which it is explained or the output in any way. However, the relevance map
generated by LRP from the model captures characteristics of the input very well.

Since this relevance map is able to capture the importance of the input’s features
well, it is natural to think that a model that is trained using such relevance maps as
inputs would be able to have a higher accuracy than the base model.

In this paper, we demonstrate that a meta-model trained using relevance map
obtained from a baseline deep learning network is able to outperform the baseline
by up to 30%. Also, we show that a combination of the baseline and this meta-model
creates an even stronger classifier that is able to achieve even higher accuracy.

In short, the contributions of this research are as follows:

• We take one step toward understanding how XAI techniques can be used for
purposes other than explainability.

• Through a series of experiments, we show the importance of using the relevance
maps to achieve high-performance models.

• We introduce a technique that is model agnostic, and it is empirically shown that
our technique could improve the accuracy of deep learning networks.

The rest of this paper is organized as follows: Sect. 2 gives a brief introduction
of the mechanics of LRP. Section3 explains our technique; Sect. 4 describes our
experimental methods and results. Section5 concludes the discussion and explains
points of improvement, and finally, Sect. 6 explains points of improvement in this
work and gives some directions on what we could do to improve such points.

2 Background

Layer-wise relevance propagation (LRP) [2] is a method to obtain the relevance R of
an input x to an output of a model f . When the input x is an image, a heat map can
be created based on the relevance R to show where the model focuses its attention
in the image. Figure1 explains how to apply LRP to a neural network (NN).

In this NN, the output of neuron j , x j has a nonlinear activation function of σ and
a bias term of b. This can be expressed as:

x j = σ(Σiwi j xi + b). (1)
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Fig. 1 Propagation of neural network: If there is a model and given a input, the output of a neuron
is related to the weight of each layer multiplied by the output of the previous layer

Fig. 2 Layer-wise Relevance Propagation: The relevance of a neuron is related to the relevance of
each layer multiplied by the message of the previous layer. Sum of the relevances of the same layer
is conserved

In LRP, when there is a combination of input x and output f (x), the relevance is
propagated backward from the output layer to the input layer, as shown in Fig. 2.

If the relevance R(l+1)
j of neuron j in the (l + 1) layer is transmitted to the rele-

vance R(l)
i of neuron i in the l layer as R(l,l+1)

i← j , then this can be expressed as:

R(l+1)
j = Σi R

(l,l+1)
i← j . (2)

In [2], the authors proposed a formula to calculate the relevance R(l,l+1)
i← j using the

ε-rule, represented as:

R(l,l+1)
i← j = zi j

z j + ε · sign(z j )
· R(l+1)

j . (3)

Here, zi j = xiwi j and z j = Σi zi j .
The propagation rules of the transmission R(l,l+1)

i← j , including those not shown here,

are the sumof the relevance of each layer is conserved. In otherwords, sinceΣi R
(0)
i =

· · · = Σi R
(l)
i = Σi R

(l+1)
i = · · · = f (x), the relation Σi R

(0)
i ≈ f (x) holds.
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3 Methodology

In this section, we explain how we created a meta-model that utilizes LRP images
to increase baseline model performance. More specifically, Sect. 3.1 explains the
meta-model creation process in details, while Sect. 3.2 explains the process of the
creation of the data for our meta-model. Lastly, Sect. 3.3 explains how we utilize this
meta-model for prediction.

3.1 Meta-Model

Our principal aim is to improve the accuracy of a baseline model without needing
to modify any of its architecture nor weights. To that end, we considered a machine
learning technique that is able to learn the classification pattern of a baseline model
and then use this pattern to generate better predictions. We expect that our meta-
model can improve the accuracy of the baseline model via effective classification
pattern recognition. Unlike traditional machine learning models, our meta-model is
optimized to fit the observed base model relevance pattern for each class, rather than
the shape of the original image itself. Empirically, this can significantly improve
accuracy, specially over low-accuracy datasets.

Our methodology works as follows. Consider a base model mbase trained for a
dataset D of images. For each single image di in D, we apply the LRP algorithm to
mbase. The output of this operation is an image diLRP, which is stored in a secondary
dataset DLRP that contains the LRP version of each image in D. Our meta-model,
which is of the same architecture of the base model, is trained by using the set DLRP

as training data instead of the original dataset D. This procedure is illustrated in
Fig. 3.

By learning from the base model relevance recognition pattern instead of the
original shape, our meta-model is able to learn samples in which the base model
miss-classify the input image. Since the shape or the original image is also contained
in the LRP images, we can consider that the DLRP dataset is an augmented set of
D, in the sense that it contains not only the original image shape, but also some
meta-information on how the baseline model sees it.

3.2 Meta-Model Dataset Generation

As explained in Sect. 3.1, our meta-model is trained using LRP’s relevance map
images as input. However, for each image di in the dataset D, LRP generates k ∈ K
different images, in which K is the number of classes in the dataset. This leads to
the discussion on how to use the images in the training process.
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Fig. 3 Relationship between the base model and the meta-model. The base model learns to classify
the images and makes predictions. The relevance propagator is created by the inverted image model
and generates relevance maps. The meta-model is trained in these maps and makes predictions

Fig. 4 Example of one LRP image being created from the original dataset. The Fashion-MNIST
is a dataset containing 10 classes, and for each class, a relevance image is created and aligned. In
this example, the correct label for the figure is 9 (Ankle boot)

The most straightforward way to use the images is to align them as a k −
dimensional image. However, this approach would require modifications in the
model head since the input would increase from a 3 − dimensional image (RGB) to
a 3 × k − dimensional image, and as result, it would become unpractical. Another
approach is to combine the k − dimensional images into a single image. This
approach is easy to implement since it only requires a simple image combination
procedure and does not require any modifications in the model heads.

In our work, we align each LRP image side-by-side generating, ordered by the
class number from left to right. Figure4 illustrates the creation process of our LRP
image using a single image of the Fashion-MNIST [3] dataset.
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3.3 Training and Prediction

Using information provided by Sects. 3.1 and 3.2, we can divide our training proce-
dure in three steps.

The first step starts by training the baseline model normally. After the baseline
model is trained, Step 2 starts by generating the LRP images. The process consists of
passing each image through the network and storing the generated relevance image
on disk. On Step 3, we use the images generated on Step 2 to train our meta-model.
It is important to say that the original train images utilized on the training on the
baseline model are not utilized on the training of the meta-model but only the LRP
relevance map images. After all the three steps are completed, we have two models:
the original baseline model and the meta-model.

For prediction, we tried two approaches: The first one, as illustrated in Fig. 5a,
is a straightforward classification procedure that an LRP relevance map image is
generated by passing an input image through the base model. Then, this relevance
map image is used as input in our meta-model. The meta-model outputs a class
probability vector, in which each entry k is the probability of the image belonging
to the class k. This procedure is similar to the classification using the base model,
but instead of the original image being used as input, we use an LRP relevance map
image instead.

The second approach for prediction is an ensemble. In this approach, we use
not only the LRP relevance map generated by the base model but its predictions as
well. As we can see in Fig. 5b, similarly to the first prediction approach, we feed
the LRP relevance maps to the meta-model; however, when it comes to calculate the
predictions, we do a pondered average of the predictions of the base model and the
meta-model. The weight of each model can range from 0 to 1, as long as the sum of
the weights is 1. The higher the weight of a model, the higher the emphasis on the
predictions of the model.

4 Experiments

In this section, we quantitatively verify the effect of utilizing our meta-model method
alongside the baseline model. We compare the performance gains in terms of accu-
racy.

We used four different common computer vision datasets in which the details
can be confirmed in Table1. For our baseline model and the meta-model, we used
ResNet-18 with pretrained weights. For the baseline model, we used “moderate
data augmentation” (flip/translation), and training is done using stochastic gradient
descent for 50 epochs, and patience of 10. All the models were trained using the
PyTorch [4] library. For LRP, we created a custom implementation based on the
original paper. The performance metric for all models is accuracy, in which we
calculate how many times a model classifies correctly the class of a given image.
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Fig. 5 Prediction approaches: a We use the predictions generated solely from the meta-model;
bWe use the predictions from the original baseline model together with the meta-model

Table 1 Datasets details

Dataset name Train size Test size #classes

Fashion-MNIST [3] 60,000 10,000 10

MNIST-BG [5] 60,000 12,000 10

MNIST-BG-Rotated [6] 60,000 12,000 10

CIFAR10 [7] 50,000 10,000 10

The abovementioned datasets were chosen becausewewanted to test ourmethod-
ology in different scenarios. Fashion-MNIST can be considered an easy dataset, in the
sense that accuracy for this dataset is usually high. We tested if our meta-model was
able to increase the accuracy of an already high dataset. MNIST background (mnist-
bg) and MNIST background rotated (mnist-bg-rotated) are harder datasets (when
compared to Fashion-MNIST) due to the amount of noise and rotation applied to
the images. On those datasets, we wanted to verify if our meta-model was able to
capture a pattern of mistakes from the baseline model. Lastly, since the previous
introduced datasets were on grayscale, we wanted to verify if our meta-model was
able to improve on RGB images as well.

4.1 Results

4.1.1 General Comparison

We start our experiments by evaluating the performance of the base model against
our meta-model, and the ensemble of base model and meta-model. These are the
equivalent of prediction style 1 (P1) and prediction style 2 (P2) as explained in
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Table 2 Accuracy percentage of each model per dataset

Dataset Baseline-model Meta-model (P1) Ensemble (P2)

Fashion-MNIST 0.9241 0.9273 0.9275

MNIST-BG 0.6136 0.8126 0.8122

MNIST-BG-Rotated 0.5356 0.5585 0.5705

CIFAR10 0.8185 0.8156 0.8187

Sect. 3.3. The results can be verified at Table2. For the ensemble in P2, we are
using weight = 0.5, i.e., we average the probabilities of the base model and the
meta-model.

By using only our meta-model, we are able to increase the accuracy for 3 out
of 4 datasets. It efficiently uses the relevance maps generated by the base model
and improves the accuracy based on the information contained on it. Among the
improved datasets, the one with the higher improvement in accuracy was MNIST-
BG. We can say that the meta-model was able to identify when the base model
was seeing noise and improved the accuracy for around 30% of the base model. The
second big improvement was onMNIST-BG-Rotated, which was the hardest dataset.
Still, our meta-model increased the baseline accuracy in around 4%. For MNIST, the
improvement was smaller around 0.03%. The only dataset in which our meta-model
fails to improve the accuracy CIFAR10.

One of the main differences of using our methodology on grayscale images and
colored ones is that the LRP images do not carry any information on different colors.
While grayscale image classification relies on shape, RGB images use colors to get
information. When we use LRP, the color information is lost although the relevance
focus point is still kept in relevance map. However, there is a difference between
focus point highlight and actual color difference.

As we can see in Fig. 6, two points of interest that are separated by color can
become merged into a single relevance point when we mapped from the original
image to the LRP relevance map.We believe this is the main reason that performance
is hurt when using RGB images instead of gray scale.

For the experiments using ensemble, it can be verified that for all cases its results
are better than the baseline. Ensemblingmodels is usually a good approach to improve
a model performance because it adds diversity to the model. Apart fromMNIST-BG,
the ensemble of our meta-model together with the baseline model was able to have
better results than each of them separated.

4.1.2 Ensemble Weight Distribution

In this part of our experiments, we verify the impact of using different weights for the
ensemble of the base model andmeta-model. As explained before, the ensemble uses
a pondered average on the predictions of both models to generate a final prediction.
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Fig. 6 RGB image difference: a Original image in which the boundary of each part of the image
is defined by color; b Color information is lost during the conversion part as only the relevance is
colored

Table 3 Model results per dataset

Dataset Baseline MM 0.2 MM 0.4 MM 0.5 MM 0.6 MM 0.8

Fashion-
MNIST

0.9241 0.9277 0.9276 0.9275 0.9273 0.9277

MNIST-BG 0.6136 0.7841 0.8092 0.8122 0.8136 0.8139

MNIST-
BG-Rotated

0.5356 0.5749 0.5736 0.5705 0.5679 0.5624

CIFAR10 0.8185 0.8188 0.8193 0.8187 0.8185 0.8183

We vary the meta-model importance by setting the weight as 0.2, 0.4, 0.5, 0.6, and
0.8 and compare the impact it has in accuracy. Notice that a weight of 0.2 means
that the base model prediction will have 80% importance, while the meta-model will
have only 20% importance. The impact of these differences can be verified at Table3

The results show that any combination of the base model with the meta-model
outperforms all the classification performances of the basemodel alone. This supports
the idea that using the meta-model as support for the base model can bring benefits
to accuracy. However, despite both models benefiting from being combined with
each other, there are differences as big as 3% in the accuracy when using different
weights.

4.2 Discussion

From the results of our experiments, we found that the combination of the basemodel
and the meta-model surpassed the results of the base model. This suggests that the
meta-model may be able to capture features that are not captured by the base model.
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In addition, Table3 shows that the combination of the results of the base model with
the results of the meta-model surpasses the results of the base model. However, since
the weights of the best combination differ depending on the dataset, it is necessary
to calculate the weights after training the model.

5 Conclusion

In this paper, we introduced a method to improve the classification performance of a
base model by using a meta-model that uses LRP relevance image maps as training
data. We outperformed the base model in both test cases: using our meta-model
only and using as ensemble with the base model. We also performed a study on the
importance of weight distribution on the ensemble and how the meta-model helps
improving accuracy. We also studied the case in which our methodology may not
have much impact.

6 Future Work

Despite yielding good results, there is still room for improvement in the way expla-
nations are used. In this paper, we used two different models to achieve the results;
however, a novel architecture in which these models are connected, and we can do a
one-shot prediction is preferable. Also, our model learns from an image that is a sin-
gle concatenation of the relevance map of each class. For a small number of classes
as the ones tested in this paper, our approach is feasible; however, as the number of
classes increases, the size of the training image can become unpractical for training
and predicting. In that case, a technique to select only a portion of the class images
may be preferable in order to reduce the input image size. This selection method
would have to be studied.
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Analysis of an Independent Double Boost
Interleaved Converter in a Renewable
Energy Application

Vasile Mihai Suciu, Lucian Nicolae Pintilie, Sorin Ionut, Salcu,
Petre Dorel Teodosescu, Teodor Pana, and Zsolt Mathe

Abstract In this paper a brief analysis has been carried out targeting a DC-DC step-
up converter used within renewable energy applications. The converter topology
involved is called as an “independent double boost interleaved converter” (IDBIC)
with three-level output. The operation mode of the proposed power electronics
conversion stage has been analyzed in the context of a photovoltaic application.
The converter is used (in the present application) as an interfacing stage between
three PV modules connected in series and the deserved load. An MPPT algorithm
was also implemented as the control law that drives the application, in order to extract
the maximum power from the solar panels array. A series of tests were performed in
two study cases: In first case an off-line co-simulation using Plexim—PLECS and
MATLAB—Simulink has been done. In second case an on-line Real-Time, Rapid
Control Prototyping (RCP) simulation using C2000 F28069M Texas Instruments
DSP with HOTLINK jTAG connection to the host computer that runs Altair/Solid
Thinking Embed (formerly known as VisSim) as RCP development environment has
been made. The resulting current and voltage waveforms for different cases of solar
irradiation values were represented and analyzed. Also, the efficiency of the power
stage was determined at different levels of solar irradiation.
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1 Introduction

The use of alternative—renewable energy sources in the actual context of energy
pricing crisis has been proved as a significant solution—response to the energy deficit
[1]. Strategies such as implementing distributed generation by using solar, wind or
other renewable sources in microgrid systems [2] are proposed in order to mitigate
useless energy loss and to ensure better energy production in response to the energy
balance demand.Among all other sustainable energy sources, solar photovoltaic (PV)
systems, are progressively becoming the most popular and affordable alternative
“green” sources for electrical power generation [3, 4], being suited for distributed
power generation andmicrogrids [5]. To integrate the PV energy production solution,
specific power converters (DC to DC or DC to AC) are required [6]. Those power
conversion stages can improve the overall efficiency of the system by tracking the
maximum power produced by the PV array or by a single panel and meeting the
voltage demands for the energy conversion stage toward the storage elements or end-
user. As an example, the implementation of a master high voltage DC (HVDC) bus
is ubiquitous when dealing with a PV system. In this case a high gain DC-DC boost
converter allows each PV module [7] or a combination of several series or parallel
modules, to match the HVDC bus voltage requirements. This is necessary due to the
variable power generated and voltage fluctuations of the PV system. The proposed
converter topology that has been used in this paper as an interfacing element for a
PV array, was presented in [8] with its working principle, its math analysis and key
features. The high gain, low voltage stress and independent control of the integrated
electronic structure of the topology, should make it an appealing solution as a PV
optimizer, or a DC-DC stage for a microinverter.

In the present work a brief analysis of an interleaved converter based on a patent
application [9], working in a renewable energy application has been carried on. The
behavioral study of the power conversion stage has been done through the simula-
tion of the converter and its internal control law (MPPT algorithm) within different
simulation environments and automated testing means and methods. The practical
implementationwas based on a rapid control prototyping system composed of C2000
F28069M Texas Instruments Digital Signal Processor (DSP) with Real-Time jTAG
connection to a host PC with a running host application of Altair Embed (formerly
known as Solid Thinking Embed or Vis Sim) [10]. The Rapid Control Prototyping
Real-Time Computing System (the DSP) is used in order to execute the control law
(MPPT algorithm) of the power stage, in real-life conditions, based on real signals
coming from current and voltage sensors. The main advantage of the Rapid Control
Prototyping Real-Time simulation consists of in the fact that fine adjustments of
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the control law parameters can be performed “on the go” during the “live” or “on-
line” simulation. The key point of the current study is to analyze the behavior of the
proposed power stage in the Maximum Power Point Tracking operation mode.

Apart from the introduction, this paper is organized in the following structure. In
Sect. 2 the simulation and experimental models are presented. Section 3 presents the
simulation and experimental results. The conclusions are presented in Sect. 4.

2 System Setup

2.1 Simulation Model

Figure 1 represents the block diagram related to the simulation model developed
in MATLAB—Simulink in conjunction with the PLECS Blockset. By using the
PLECS Blockset (toolbox) within MATLAB—Simulink, a co-simulation approach
of the control law and the power stage can be done. The control law has been imple-
mented using MATLAB—Simulink’s native toolset and the power stage has been
implemented using the PLECS Blockset add-on.

Three PV modules connected in series have been used within the simulation
model. To extract the maximum power from the PV array, the Maximum Power
Point Tracking control law consisting of the Perturb and Observe algorithm has
been implemented inMATLAB—Simulink. A flowchart for the implementedMPPT
algorithm is presented in Fig. 8 from [11]. By using the simulation model, the power
stage behavior can be recorded and analyzed in the conditions produced by the solar
PV array at a specific irradiance variation profile across the three series connected
panels. In Fig. 2 the simulation model implemented using MATLAB—Simulink is
shown. The model consists of the PV array block emulating the characteristics of
three “Canadian Solar CS6X-300P” panels connected in series, the MPPT control
law algorithm sub-system and the IDBIC power stage sub-systemblock implemented
in PLECS Blockset.

Load

PV array IDBIC - converter
MPPT

Vpv Ipv

 Variable resistor

Matlab/Simulink PLECS Blockset

C

Fig. 1 Block diagram of the simulation model



542 V. M. Suciu et al.

Fig. 2 Simulink block-model of the simulation model

Figures 3 and 4 are representing the IDBIC power stage modeled in PLECS
Blockset and the Perturb and Observe algorithm model diagram implemented in the
MATLAB—Simulink environment.

Fig. 3 IDBIC power stage modeled in PLECS Blockset
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Fig. 4 Perturb and Observe control law block-model in MATLAB—Simulink

Altair Embed + TM320F28068M
Triangular 

Wave

PWM T2

Triangular 
Wave

SR Flip-flop

Edge
detec on

Edge
detec on

Comparator

Comparator

PWM T1

PWM T3

PWM T4

Fig. 5 Block-model of the experimental setup
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2.2 Experimental Model

Figure 5 represents the electronic diagram of the experimental model and in Fig. 6 the
laboratory test setup is shown. The characteristics of three “Canadian Solar CS6X-
300P” solar panels connected in series were emulated by using the bi-directional
power supply (with solar panel emulation capabilities) EA-PSB 9080–360 3U. The
deserved load consists of a variable resistor. The equivalent resistance of the deserved
load has been modified in such a way that the output voltage is maintained constant
(at 400 V) regardless the system output power or irradiation level incident to the
solar array. Also, a voltage and a current sensor are used for measuring the voltage
across the PV modules terminals (Vpv) and the current through the panels (Ipv).
The Perturb and Observe control law algorithm has been implemented using Altair
EmbedRCP environment and Texas Instruments C2000—LAUNCHXL—F28069M
DSP evaluation board. The parameters of the MPPT algorithm used in Altair Embed
are sampling time, sT = 0.5 s and perturbation step size, Delta_D = 0.01.

Table 1 presents the power stage specifications and components used for practical
implementation of the IDBIC converter.

Fig. 6 Laboratory test setup
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Table 1 Power stage
components and
specifications

Parameters Values

Input Voltage—Vin 50–150 V

Output Voltage—Vout 400 V

Switching frequency—fs 100 kHz

Max. Output Power—Pout 1200 W

Switches (T1-T2) SCT3120 AL

Switches (T3-T4) IRFP260PBF

Diodes (D1, D2) C3D02060

Inductors (L1, L2) 150 µH, RL = 21 m�

Capacitors (C1, C2) 150 µF

Table 2 Maximum power of the PV array at different values of solar irradiation

Irradiation [W/m2] 500 600 800 1000

Maximum power [W] 449.8 540.7 720.7 898.9

3 Results and Discussion

3.1 Simulation Results

Multiple simulations of the power stage operation were performed and recorded for
the cases in which the profile of solar irradiation (Ir) on the PV array had the values
shown in Table 2. The temperature of the PV modules was set at 25 °C.

Figure 7a represents the waveforms of the PV array power (Ppv), the voltage at
the terminals of the panel group (Vpv), current through photovoltaic panels (Ipv) and
the duty cycle of the power stage (D). In Fig. 7b the inductor currents (IL1, IL2) and
the output voltage (Vout) and current (Iout) waveforms are presented. The simulation
time intervals in correlation with the values of solar irradiations are shown in Table
3.

3.2 Experimental Results

The experimental measurements were performed in the same condition presented
in the simulation results section. Figure 8 shows the oscilloscope representation for
the converter inductor currents (IL1, IL2) and for the input and output currents and
voltages waveforms at solar irradiation of 1000 W/m2. In Fig. 9 the experimental
results of the practical measurements, recorded in Altair Embed environment are
presented. The waveforms of the power, voltage and current of the solar panels array
are presented in correlation with the duty cycle (D) of the converter.
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Fig. 7 Simulation results of the proposed MPPT system

Table 3 Solar irradiation levels at different simulation time intervals

Simulation time [s] 0–0.25 0.25–0.5 0.5–0.75 0.75–1

Irradiation [W/m2] 600 800 1000 500  I
L1

 

I
L2

 
Vpv Vout 

Iout Ipv 

Fig. 8 IDBIC Oscilloscope resulting waveforms for Ir = 1000 W/m2
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Fig. 9 Experimental results of the proposed MPPT system
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Fig. 10 Power stage efficiency versus PV array power

Using the Tektronix PA3000 power analyzer the IDBIC converter efficiency
measurements was carried out for different values of solar irradiation. In Fig. 10
the relationship between the efficiency of the converter power stage and PV array
power is presented.

4 Conclusion

This work emphasizes an analysis of an interleaved boost converter with three-level
output working in a renewable energy application. Amaximum power point tracking
control law algorithmwas implemented in order to extract the maximum power from
the three PV modules connected is series. The power stage operation mode was
analyzed by co-simulation and Real-Time Rapid Control Prototyping experimental
measurements. The currents and voltage waveforms were taken for different values
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of solar irradiation across three PV modules connected in series. Also, the efficiency
of the power stage was determined during the Real-Time simulation, at different
values of solar irradiation.
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Predictive Analytics and Intelligent
Decision Support Systems in Supply
Chain Risk Management—Research
Directions for Future Studies

Patrick Brandtner

Abstract Today’s supply chains (SC) are immersed in extremely dynamic envi-
ronments, and supply chain management (SCM) has to deal with a multitude of
risks. The domain of supply chain riskmanagement (SCRM) has emerged, providing
approaches on how to cope with risks in SC. However, due to increased complexity,
volatility, and uncertainty, the number of risks in global SC has increased signifi-
cantly. Harnessing the power of predictive analytics (PA), implemented in intelligent
decision support systems (IDSS), offers huge potential in SCRM. However, research
at the intersection of the domains of SCRM, PA, and IDSS is still in its infancy,
and several research gaps have yet to be addressed. The paper elaborates on these
research gaps by means of a systematic literature review. The results include a set of
seven research questions and proposed research directions for future studies. Future
research is presented with a plethora of starting points, which originate from the
business perspective (i.e., the SCRM domain), the data-driven (i.e., the PA domain)
as well as an IT-system perspective (i.e., the IDSS domain).

Keywords Supply chain management · Predictive analytics · Supply chain risk
management · Decision support

1 Introduction

Logistics and supply chain management (LSCM) represent the backbone of our
economy. Regardless of sectors or industries, supply chains (SC) are the preferred
form of value creation in manufacturing and distributing products and services and
ultimately in delivering value to customers. The evolution of SC and supply chain
management (SCM) can hence be seen as a natural adoption of companies to nowa-
days high-competition business environments [1]. The notion of SCM goes back to
Keith Oliver, who defined it in 1982 as “the process of planning, implementing, and
controlling the operations of the supply chain with the purpose to satisfy customer
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requirements as efficiently as possible” [2]. Considering the economic backgrounds
and market dynamics given in the early 1980s and comparing it with current market
and economic developments, it becomes obvious that modern SC is very different
from SC of even just a few years ago [3].

High degrees of uncertainty cause shorter life cycles of nodes (entities as, e.g.,
suppliers, customer) and edges (relations as, e.g., “delivers” or “produces”) in interor-
ganizational SC. Long proven SCM tactics, SC structures, and relations are no longer
stable and are subject to disruptive change and network dynamics [4].

Traditional logistics and SCM tactics will not be able to tackle the challenges and
to deal with the large array of uncertainties in current and future SC, and the need
for anticipatory, data-driven, and intelligent decision support for supply chain risk
management (SCRM) is recognized in industry and academia [1, 3, 5, 6]. Particularly,
high potential for uncertainty reduction and intelligent decision support systems
(IDSS) in SCRM is attributed to artificial intelligence (AI) and more precisely to
machine learning (ML)-based predictive analytics (PA) [7–9]. However, the potential
of PA and ML has not yet been fully explored in SCRM, application studies are
missing [3], and prior research mostly focused on technological aspects rather than
on how decision intelligence is actually built and operationalizes in SCM [9].

The aim of this paper is to provide an overview of current research gaps at the
intersection of supply chain risk management and predictive analytics-based intelli-
gent decision support systems. More precisely, we identify three main areas of gaps
in existing work and provide a list of seven research questions as potential opportu-
nities for future research studies. To this end, we apply a systematic literature review
in accordance with the systematic literature review process by Webster and Watson
[10]. Literature reviews allow for developing a solid foundation and framework for
subsequent research activities and provide an appropriate approach to address the
aims of this paper. The main research questions addressed in the paper are defined
as follows:

• Which research gaps can be observed in current literature at the intersection of
SCRM, PA, and IDSS?

• What are possible research questions directions for future research studies at the
intersection of SCRM, PA, and IDSS?

The remainder of the paper is structured as follows: section two provides an overview
of the background and theoretical concepts (SCRM, PA, and IDSS). Section three
elaborates on the research gaps at the intersection of these concepts, followed by
section four, which proposes research questions that evolve out of these gaps. Finally,
section five provides a discussion of results and an outlook on future research.

2 Background

The background of the three focal concepts of the paper, i.e., SCRM, PA, and IDSS
is presented in the subsequent Sects. 2.1, 2.2, and 2.3.
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2.1 Supply Chain Risk Management

SC risks occur in decision-making situations in SCM in which a decision-maker in
an organization (i) lacks information and/or understanding of the VN and its envi-
ronment, (ii) lacks the information processing capabilities needed to form decisions,
(iii) is indistinct about the actual decision objectives, (iv) is unable to accurately
predict possible outcomes of actions on VN behavior, or (v) lacks effective actions at
all [11]. As a response to this, the domain of supply chain risk management (SCRM)
has emerged, providing approaches on how to cope with risk in SCM [12]. Based on
van der Vorst and Beulens (2002), the aim of SCRM should be to reduce risk, i.e.,
to reduce (i) lack of information about the SC, (ii) lack of information processing
capabilities, (iii) lack of decision objectives, (iv) lack of prediction accuracy, and (v)
lack of options for action.

The relevance of appropriately reducing and dealing with SC risks has grown
steadily over time, mainly due to more complex, volatile, hardly predictable, and
highly competitive markets [13, 14]. Consequently, numerous research studies have
already been conducted in this research field. To cope with SC risks, a variety of
approaches has been proposed by research. One approach offering huge potential in
this context is predictive analytics based on machine learning models [3, 7, 15–18].
However, regarding the application of PA in SCRM, research is still in its infancy
[19] and new approaches and additional research is needed [5, 7].

2.2 Predictive Analytics

Predictive analytics (PA) is one of four categories of data analytics (DA), the other
three being descriptive analytics, diagnostic analytics, and prescriptive analytics. PA
refers to the type of data analytics that makes predictions about yet unknown, hence
uncertain, events, and risks. PA typically applies advanced analytics as AI and ML-
based models. By examining past data trends and patterns in the data, PA seeks to
discover the causes of events as well as to predict possible future events and risks,
respectively, to fill in data or information that does not yet exist. PAmakes predictions
based on certain likelihoods of a risk or event, however, 100% prediction accuracy
cannot be reached by PA [6]. Against the background of SCRM, PA can reduce SC
risks on two levels: first, it answers the question of what will most likely happen
in future SC based on patterns learned from past data. It hence generates predictive
scores (probability values) for uncertain events and risks. However, PA can be applied
to any type of unknown event, whether it be in the past, present, or future [20]. An
example of future uncertain events in SCM includes, e.g., the probability of a delayed
shipment, probable changes in customer demand, or predicted out-of-stock situations
in a warehouse. PA hence captures relationships between explanatory variables (e.g.,
purchasing patterns of a customer) and predicted variables (e.g., the actual customer
demand) and uses these relationships to predict the uncertain outcome, respectively,
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the risk. The second level PA reduces SC risks are by assessing the impact of an
uncertainty based on the learned patterns, respectively, relationship in the data. On
example in the retail context could be to predict the lost sales (impact) based on
a certain likelihood of out-of-stock (predicted variable) on the point of sale which
is calculated by comparing store ordering behavior with customer demand behavior
(explanatory variables) [16, 21].Another example could be the predictionof customer
churn (impact) based on observed customer behavior patterns (predicted variable)
at the point of sale due to COVID-19 measures of stores (explanatory variables)
[22, 23]. In summary, there is huge potential of applying PA in future, intelligent,
and digital SCM [24] and specifically in the context of VN uncertainty reduction.
However, research in this regard is still in a nascent stage [3, 5, 7].

2.3 Intelligent Decision Support Systems

Modern SC is immersed in extremely dynamic contexts and is surrounded by a
multitude of risks—ranging from demand, supply, process, and control risks to envi-
ronmental risks. One approach that has evolved out of the need to reduce risk and
support decision-making with predictive intelligence based on AI, ML, and PA is
the concept of intelligent decision support systems (IDSS). IDSS can be defined
as decision support systems that utilize AI-based techniques to provide high-value
information to a decision-maker [25]. In the context of SCRM, the potential for IDSS
is huge, and such systems could fill a gap in SCM by processing large amounts of
data to provide predictive statements regarding the likelihood and impact of SC risks
and supporting decision-makers in an efficient and targeted way. IDSS based on data
mining (DM) and PA are much more suited to fulfill the requirements of SCRM. By
focusing on identifying patterns in data related to the different types of uncertainty,
such IDSS apply a broad variety of PA algorithms: classification, pattern recognition,
clustering, and association rule mining are just a few examples in this context. IDSS
is able to solve difficult decision problems which require involving large amounts
of distributed data [25]. In conclusion, IDSS and PA offer huge potential in SCRM,
still, research in this context is limited, and the operationalization of IDSS in SCRM
practice is challenging [26, 27].

3 Research Gaps at the Intersection of SCRM, PA,
and IDSS

Based on the extensive literature analysis conducted in accordance with [10], we
identify three main areas of research gaps at the intersection of the three focal theo-
retical concepts of this paper (i.e., SCRM, PA, and IDSS): First, we observe a lack
of research in the SCRM domain that specifically focuses on PA and IDSS. The first
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Table 1 Overview of research gaps and supporting references in RG 1—SCRM

Summary of research gap Supporting references

RG 1.1: Research on how to define
requirements for PA from a SCRM perspective
is missing

PA is a largely underrepresented field within
SCRM [28]

AI techniques have received little attention in
SCRM [29]

Predictive AI capabilities in SCRM are in their
infancy [19]

Data-driven predictive ML is rarely examined
in SCRM [30]

Theory and applications of PA in SCRM are
missing [26]

RG 1.2: Research on how to apply and
implement PA in SCRM is missing

SCRM needs to incorporate PA and AI into its
scope [31]

Converting SCRM into PA problems is a
challenge [17]

Practitioners need to be involved in ML and PA
for SCRM [30]

Practitioner frameworks for PA-based SCRM
are missing [19]

research gap area is hence summarized as missing research in SCRM domain (RG
1). The second area of research gaps lies in the domain of predictive analytics. More
precisely, there is a lack of research on how to apply and implement PA in SCRM.
The second research gap area is hence summarized as missing research in PA domain
(RG 2). The third focal area of research gaps originates from the IDSS domain. We
observe a lack of research on how to implement IDSS in SCRM practice. The third
research gap area is summarized as missing research in IDSS domain (RG 3).

The subsequent Tables 1, 2, and 3 provide an overview of the identified research
gaps in each of these areas (RG 1, RG 2, and RG 3) and state the relevant sources.

4 Research Questions for Future Research Studies

Based on the identified research gaps, we propose several research questions
for future studies at the intersection of SCRM, PA, and IDSS. From an SCRM
perspective, the summarized research gaps include

• RG 1.1. Application domain knowledge in SCRM to specify and define concrete
requirements for PA solutions is missing.

• RG1.1. The limited initial studies available have only explored few PA techniques
and have not yet exploited newer techniques and recent advances in established
ML techniques in the context of SCRM.
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Table 2 Overview of research gaps and supporting references in RG 2—PA

Summary of research gap Supporting references

RG 2.1: Research on the full technical
potential and on the concrete technical
specifications of PA in SCRM is low

Only few studies apply PA in SCM and even less
in SCRM [3]

AI techniques have received little attention in
SCRM [29]

Literature is scarce for SCRM on a manufacturer
level [7]

Hybrid frameworks combining PA and SCRM are
needed [19]

RG 2.2: There is a knowledge gap among
practitioners regarding basics of PA and
their potential in SCRM

Managers lack understanding of PA in SC risk
reduction [7]

There have to be models for specific types of SC
risks [32]

There is a lack of PA understanding and skills in
SC [19]

Integrating SCM expertise into PA-based SCRM
is crucial [4]

Table 3 Overview of research gaps and supporting references in RG 3—IDSS

Summary of research gap Supporting references

RG 3.1: There is a lack of research regarding the
implementation of PA capabilities in IDSS in
SCM

Inclusion of PA into SCM decision-making is
needed [33]

Future work should assist SCRM practice in
PA selection [3]

IDSS in SCM have only been partially
explored [34]

RG 3.2: There is a lack of research on
synergetic co-existence of artificial and human
intelligence in SCM

There is a need for explainable PA in SCRM
[27]

The impact of AI-IDSS on humans in SCM is
unclear[3]

New research in data-driven SCRM is needed
[26]

RG 3.3: Research on how to implement and
operationalize IDSS in SCM is low

Decision-making frameworks are missing in
SCRM [19]

Implementation frameworks of PA in SCRM
are missing [3]

Prior research lacks how SCM builds IDSS
capabilities [9]
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• RG 1.2. The application domain knowledge in SCRM has to be enriched by
concrete use cases and specific application benefits of PA.

• RG 1.2. Only few studies provide implementation frameworks for PA in SCRM.
The ones that do have not or only partially proceeded to implementing, applying,
and evaluating their approach and are limited.

Research questions evolving out of these research gaps in the domain of SCRM are

• RQ 1 What are the specific requirements for PA from a SCRM perspective?
• RQ 2 How can PA algorithms be applied and implemented in SCRM use cases?

From a PA perspective, the following points summarize the main research gaps
against the background of SCRM:

• RG 2.1. Technical domain knowledge in PA is missing in research, hindering the
analysis of the full potential of PA in SCRM.

• RG 2.1. Especially in the context of demand and supply risk reduction in SC
reality, research need is seen in academia.

• RG 2.1. Hybrid and parallel PA coupled with consensus seeking algorithms
represent innovative approaches which are yet underexplored in SCRM.

• RG 2.2. Missing technical domain knowledge on a basic level on practitioners’
sides hinders fast adoption of PA in SCRM and SCM in general.

• RG 2.2. SCM and SCRM expertise must be enriched with basic PA knowledge
in practice to speed up its implementation in SC.

Building on these summarized research gaps, the following research questions for
future studies can be defined in the PA domain:

• RQ 3. What are the technical capabilities and specifications of PA to fulfill
the specific requirements in SCRM and how can its potential be objectively
demonstrated in selected use cases?

• RQ4.How can basic PAdomain knowledge and successful PA use cases in SCRM
be communicated to practice to speed up PA implementation in SCRM?

In the context of IDSS, several research gaps were identified against the background
of SCM, SCRM, and PA. The following list provides a summary of these:

• RG 3.1. Existing decision support systems in SCRM lack PA capabilities.
• RG 3.1. It is yet to understand where, when, and how to use PA to support SCM

objectives reduce SC risks.
• RG 3.2. Existing applications of PA in SCRM lack interpretability and a need to

move toward explainable AI-based PA are given.
• RG 3.2. The impact of AI on SCM decision-makers and different degrees of

combinations of AI and human intelligence is yet to be explored.
• RG 3.3. Technical domain knowledge on how organizations build IDSS capabil-

ities in a SCM context is low.
• RG 3.3. Frameworks on how to implement and operationalize IDSS in SCM in

order reduce VN uncertainties are missing.
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The following research questions can be derived for the IDSS domain:

• RQ 5. How can IDSS systems be developed further to include the required PA
capabilities for SCRM?

• RQ 6. How do AI generated results have to be provided to decision-makers to
be understood and used in SCM and what is the impact of PA on SCM decision-
makers in SC risk reduction?

• RQ 7. How can PA-based IDSS capabilities be built up in organizations and how
does a framework for their implementation in SCRM have to be designed?

5 Discussion of Results and Outlook

The derived research questions represent potential starting points for future research
studies at the intersection of SCRM, PA, and IDSS. In total, we have identified seven
main starting points for future work, which all represent valuable contributions to
research and address urgent research gaps. There is huge potential for generating new
knowledge and contributing to addressing the identified research gaps and questions.

ForRQ1, the task for future studies could include the derivation of SCRMrequire-
ments in organizational practice. These requirements should be prepared in the form
of concrete PA and IDSS requirements. For RQ 2, exemplary research tasks may
include the analysis of SC structures, SC risk sources, and the determination of
SCM objectives and success criteria. The results could be documented in the form
of potential use cases for PA application in the context of SCRM. For RQ 3, the
selection, application, and evaluation of PA algorithms based on actual requirements
and use cases of SCRM are important exemplary research tasks. Their results may
include demonstrated technical capabilities of PA in SCRM. For RQ 4, we consider
a practitioner-oriented preparation and documentation of PA use cases in SCRM
as important activities to foster PA application in managing SC risks. The results
may be presented in the form of white papers and presented at scientific and prac-
titioner conferences and outlets or in networks of academia and industry. The main
tasks for addressing RQ 5 may comprise the elaboration of requirements for IDSS
in SCRM practice. More precisely, the results could provide the basis for how to
further develop existing and implement new intelligent decision support features in
SCM practice. For RQ 6, we would suggest conducting an analysis and depiction of
decision routines in SC risk reduction processes in practice and depict the results in
the form of decision-making structures and IDSS implementation requirements in
SCRM. Finally, for RQ 7, exemplary research tasks may include the development of
implementation procedures for IDSS in SCM and SCRM based on analyzed SCRM
use cases and PA-requirements for SCRM.

Future research is presented with a plethora of starting points at the intersection of
SCRM, PA, and IDSS. These starting points may originate from a business perspec-
tive (i.e., the SCRM domain), as well as from a data-driven (i.e., the PA domain) or
an IT-system perspective (i.e., the IDSS domain). Building on the identified research
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gaps and questions, we have submitted a proposal for a large-scale, application-
oriented research project with three industry partners. First use case drafts for each
partner organization have already been developed.
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Impact of COVID-19 on the Belfast Bike
Sharing Scheme

Lucy Doyle, Aleksandar Novakovic, Adele H. Marshall, and Darren Cheung

Abstract The COVID-19 pandemic brought the connectivity and mobility of
Northern Irish residents to a halt forcing the bike hiring service Belfast Bikes to cease
operations. After reintroducing the service in Summer 2020, the usage of the bike
hiring service was severely impacted. This paper investigates the usage of Belfast
Bikes pre-pandemic and during the pandemic. Research includes how consumer
trends for Belfast Bikes customers changed due to the pandemic and predictive
modelling is used to predict whether customers hire a Belfast Bike for direct travel
from stations or for an indirect, leisurely trip. We will conclude how the connectivity
and mobility of Belfast residents have changed due to the pandemic and provide
recommendations for Belfast Bikes and Belfast City to recover after the pandemic.

Keywords COVID-19 · Trip classification · Belfast Bikes · Bike sharing prediction

1 Introduction

The first recorded public bike sharing schemewas introduced in Amsterdam, Nether-
lands, in 1965 asWhiteBikes. The servicewas introduced byLuud Schimmelpennink
who encouraged the public to paint old bicycleswhite and leave the bikes anywhere in
Amsterdam for public use. Since then, bike sharing has spread globally, with nearly
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3000 schemes and 10 million rental bikes worldwide by mid-2021 [1, 2]. Public
bicycle services offer an environmentally friendly alternative to travel through cities,
whilst improving the general public’s health. The bikes can be used by the public
such as commuters travelling to work or tourists taking leisurely bike rides around a
city. Modern bike hiring services have stations located across cities for the public to
hire or return a bike with electronic bike locks or integrated lock systems. Payment
is usually made through smartphone apps, with initially cheap rates to rent the bikes
[3].

To the detriment of bike hiring services, the COVID-19 pandemic beginning 11th
March 2020, brought the mobility of people worldwide to a halt, with working from
home measures introduced and limited travelling allowed. A publicly shared service
such as bike hiring created public uneasiness due to potential hygiene concerns. In the
United Kingdom, the Prime Minister introduced strict stay at home orders in March
2020 for all residents of Northern Ireland (NI) [4]. The restrictions remained in place
until mid-June 2020 when shops began to reopen [5], and people socialised outside
their households [6]. Following this, restrictions in NI continued to change from June
2020 to May 2021. A short month-long lockdown was introduced in NI beginning
16th October 2020 [7], and a four-month lockdown started on 26th December 2020
[8]. This paper will investigate the impact of the tumultuous time from March 2020
to May 2021 on the bike hiring service Belfast Bikes with focus on:

• The impact the pandemic had on the usage of Belfast Bikes
• Change in consumer trends with Belfast Bikes due to COVID-19
• Predicting how customers will use the Belfast Bikes service in the future.

This paper is organised as follows; Sect. 2 provides background to relatedwork and
describes our approach. Section 3 explains the methods used to complete exploratory
analysis of Belfast Bikes data, documentation of external data sources used and steps
to build a predictive model. In Sect. 4, we state the findings, whilst Sect. 5 discusses
how the results explain the impact of the pandemic on bike usage, how consumer
habits have changed during 2020–21 and howwe can predict future usage of the bike
hiring service. The paper concludes with appropriate next steps for Belfast Bikes to
recover from the reduced mobility during the pandemic.

2 Literature Review

Similar analysis on the impact of COVID-19 on bike sharing schemes investigate
the immediate impact of the COVID-19 pandemic shortly after it was declared by
the World Health Organisation on 11th March 2020. Shang et al. [9] analysed bike
usage and bike distribution for bike sharing schemes in Beijing, China from January
to March 2020. Texieria et al. [10] surveyed 294 residents in 2020, 86% residing in
Lisbon, Portugal, to find their motivations in using bike sharing schemes during the
pandemic. They found that GIRA shared bicycles had become the main transport
for this sample of people after the pandemic, compared to public transport, the
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preferred option in 2019. Similarly, De vos [11] analysed the potential impact of
social distancing on consumer travel behaviours and concluded that public transport
will be avoided whilst more active transport options, perhaps walking or cycling,
rising in popularity.

Previously, we proposed a modelling approach aimed at predicting the number of
bikes and racks to satisfy user demand for a certain period until the next relocation
process [3]. The approach presented in this paper differs from previous research by
considering the long-term impact of the COVID-19 pandemic on the usage of bike
hiring services with exploratory analysis of the Belfast Bikes data pre-pandemic and
for an extended period during the pandemic (from December 2019 to May 2021).
This research includes analysis on the impact of a series of lockdown restrictions
in NI on bike sharing in Belfast with real-time Belfast Bikes customer trip data.
Changepoint detection algorithms find dates from December 2019 to May 2021
where significant changes in Belfast Bikes usage occurs. Also, we draw conclusions
on the change in consumer habits for bike sharing customers after the COVID-19
pandemic. Changes in consumer trends are investigated with Google API data as we
can compare trip times of customers’ bike rides using Belfast Bikes to the Google
predicted trip time. Comparing trip times will classify how customers use the bike
service pre and during the pandemic. Finally, data modelling will be applied to
the existing trips data to determine relationships between different features when
customers have hired a bike. It will classify the customer as a user of the bike service
for direct trips between stations in the Belfast City centre or as a user for indirect
leisure trips.

3 Methods

3.1 Data Collection and Preprocessing

Study Area. Belfast Bikes is a bike sharing programme operating in Belfast, NI. The
service allows the public to rent a bike between 6 am and midnight, 365 days a year
[3]. There are 350 bikes available to pick up and drop off at 45 official bike stations
across Belfast. Customers can choose a “pay-as-you-go” payment option, where
each 30 min period is priced at £1. Alternatively, there is an annual membership or
a casual 3 day membership available. The membership options offer the first 30 min
per rental free with additional charges occurring after that. Due to the COVID-19
pandemic, Belfast Bikes ceased operations from early April 2020 to 3rd July 2020.
In December 2020, Belfast Bikes introduced 450 new bikes with upgraded features
using a smart technology frame lock, solar energy and GPS technology.

Data ProcessingWorkflow. Figure 1 illustrates the data processing workflowwhich
includes data collection and processing, feature selection for predictive modelling
and the machine learning models used. Initial analysis explores Belfast Bikes data of
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Fig. 1 Workflow diagram for feature selection and model building

bike trips to analyse Belfast Bikes usage in December 2019 to April 2021. External
data is also used to identify features and target variables for modelling Belfast Bikes
usage.

BikeTrips Information.Data forBelfastBikes rideswasobtained fromOpenDataNI
which provides live station information updated every 15 min in JSON format [12].
The cleaned data includes the date and time information it was registered, the time a
journey began, the station from and time when a bike was hired and the station and
time when the bike was returned.

Weather Information. Weather data was sourced from OpenWeather to investigate
changes in Belfast Bikes usage due to environmental factors [13]. The tempera-
ture and weather type, such as wind, rain or clear skies, are used as features in the
modelling section of the report to predict how a customer uses a Belfast Bike.

Location information. Google Maps Platform SDKs and APIs provide data on
maps, routes, and places [14]. We can compare cycling travel times between stations
as predicted by Google with Belfast Bikes’ customers’ trip times. Google Place
provides information on the area surrounding Belfast Bikes stations by labelling a
location as a route, intersection, point of interest, location of health, park, university
or premise.
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COVID-19 related data. Coronavirus related data sourced from GOV.UK includes
the number of new COVID-19 cases in NI and the number of people vaccinated in
NI.

3.2 Analysing COVID-19 Impact on Belfast Bikes Sharing
Scheme

To identify a significant change in Belfast Bikes usage due to COVID-19, we apply
changepoint analysis to the number of Belfast Bikes trips from January 2020 to early
May 2021. Changepoint analysis identifies when a significant change has occurred
for time-series data [15]. Offline change point detection, also known as retrospective,
is applied in this report. Offline changepoint analysis is most suitable as all data is
received and processed to segment when any change is detected. Online, however, is
used for real-time data that is constantly updating to detect possible anomalies. We
apply slidingwindow changepoint analysis. The slidingwindow algorithm calculates
the difference in signal between two side by side windows. In this example, the signal
is the usage of Belfast Bikes. The discrepancy between any two windows depends on
a cost parameter. Once all discrepancies are calculated, a discrepancy curve is plotted,
and the peaks of this curve identify when the most change in the signal occurs; these
peaks are then considered the change points. The change points identified can be
cross-referenced with the timeline of the COVID-19 pandemic in Northern Ireland.
Alternative changepoint detection algorithms include PELT search method, binary
segmentation search and dynamic programming search [15]. The sliding window
algorithm was superior in identifying small changes in the number of daily bike
rides for the Belfast Bikes data, whilst not producing noisy results. We implemented
the changepoint analysis using the Python package “ruptures”.

3.3 Predicting Belfast Bikes Usage

Development of the predictive model. Predictive modelling will classify a Belfast
Bikes trip using existing trip data to predict how customers use the service. A binary
classification will categorise Belfast Bikes trips into two groups:

• Trip type one: direct trips from station A to station B. These are labelled “direct”
trips. For example, a customer using a Belfast Bike to travel to work.

• Trip type two: indirect trips from station A to station B. These trips are labelled
“indirect” trips as they are much longer than the expected trip time from A to B.
These could be leisure trips where customers go on extended bike rides.

Several machine learning tree-based algorithms were explored including Random
Forest [16], XGBoost [17], CatBoost [18] and Light GBM [19].
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Features. We carried out several model iterations with a different equation of clas-
sifying a trip as “direct” or “indirect” for training and testing based on a customer’s
trip time. The final iteration classified a trip using a multiplier cut-off value as it is
more specific to the trip than an arbitrary numeric cut-off value. Therefore, a trip is
classified as type one when the trip time is less than three times the predicted trip
time from station to station calculated by Google Maps API. To predict a Belfast
Bikes trip as “direct” or “indirect” the following features were used:

• Trip-based: day of the week trip occurs, hour of the day bike is hired, station bike
is hired from, station bike is returned to.

• Location data: distance between stations, amenities at the station location.
• Weather data: temperature of Belfast when trip begins and weather type.

Validation.Weused an80/20 train-test split to train and test themodels’ classification
ability and chose the best model iteration based on the AUC score. The area under
the curve (AUC) score measures a model’s ability to distinguish between classes, as
opposed to the accuracy which measures the total correctly classified items.

4 Results

4.1 Data Insights

Trip data obtained from OpenDataNI contained 98,311 unique Belfast Bikes
customer trips between midnights on 30th December 2019 to 3rd May 2021. After
refining for the shortest 10% of trip times, trips <1 min, and the longest 5%, trips
>188 min, 74,193 records remained for trips between 47 stations and across 625
bikes.

Figure 2 shows that little to no bike rides occur in April, May and June 2020 due to
Belfast Bikes closing operations due to COVID-19. The most popular months to rent
a bikewereMarch andApril 2021. Between 30thDecember 2019 and 1st April 2020,
19,401 Belfast Bikes hires were made. On an average weekday 273 bikes were hired,
whilst on a weekend 92 bikes on average were hired. Between 30th December 2020
and 1st April 2021, 25,711 bikes were hired. For this period, on average, customers
hired 301 bikes on a weekday and 270 bikes on a weekend. The raw data was filtered
to remove trips less than 1 min as these trips were impossibly short to occur between
two stations. The longest 5% of Belfast Bikes customer trips ranged from 188 to
45,043 min (5572 trips) and did not reflect the general consumer behaviour whilst
generating noisy results when performing modelling. Therefore, the top 5% of trip
times were filtered. The median time taken to travel from stations A to B for all trips
recorded was 13 min. Fifty percent of trip times fell between 6 and 38 min.
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4.2 Analysing COVID-19 Impact on Belfast Bikes Sharing
Scheme

Sliding window changepoint detection identified five turning points for the usage
of Belfast Bikes, as seen in Fig. 3. The changepoint analysis identified a significant
change in Belfast Bikes usage on 13th March, 6th July and 24th September 2020,
26th February and 6th May 2021. These changepoint dates can be cross-referenced
with the timeline of NI COVID-19 restrictions. The Pearson correlation between
daily COVID-19 cases and the number of daily Belfast Bikes hires is−0.48. The NI
vaccine roll-out began on 8th December 2020. There is a correlation of 0.82 between
the number of NI people vaccinated and the number of daily Belfast Bikes hires.

The average difference between Belfast Bikes customers’ trip times and Google
predicted trip times is 6 min, where customers’ trips are 6 min longer than Google
predicted. Considering trip times for bike hires from 30thDecember 2019 to 1st April
2020, Belfast Bikes customers’ median pre-pandemic trip time was 10 min, whilst
Google predicted these trips to take 7 min on average. The Belfast Bikes trips for the

Fig. 3 Daily Belfast Bike rides for 19th December 2019 to 3rd May 2021: a changepoint analysis
of daily Belfast Bikes trips with dates when a significant change in daily bike rides occurs; b daily
number of Belfast Bikes trips compared with COVID-19 cases from the return of Belfast Bikes
on 1st July 2020; c daily Belfast Bikes trips compared to the total number of NI residents with a
COVID-19 vaccine, (vaccine programme began December 2020)
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Fig. 4 The top 15% longest trips made by Belfast Bikes’ customers between December 2019 and
May 2021; a the distribution of bicycle trip times for the top 15% longest trips made by Belfast
Bikes’ customers; b the time of year when the 15% longest Belfast Bikes trips occur

same time period during the pandemic, again calculated by Google to be on average
7min, had amedian trip time of 21min. The top 15% longest Belfast Bikes tripswhen
compared to Google trip times were investigated. The top 15% longest trips equal
11,632 trips, and they are at least 60min longer thanGoogle predicted. Figure 4 shows
of the 11,632 long trips, over 70% occur on or after 1st March 2021. Customers most
commonly have long trips between 2 and 4 pm. Most of the trips occur on Saturdays
and then uniformly across the other weekdays. The long trips are most commonly
from the Queen’s University/Botanic Gardens station (11.3%). The following most
likely stations for a long trip will begin from are Queen’s University Road and
Donegall Quay, with 8.1% and 5.8% of trips leaving these stations, respectively.
10.9% of the long trips finish at Queen’s University/Botanic Gardens station, closely
followed by 9.5% of bikes being returned to Queen’s University Road station and
6.1% returned to Titanic Belfast Met.

4.3 Predicting Belfast Bikes Usage

We classify 46,482 trips as direct (63%) and 27,711 (37%) as indirect for the training
and testing of machine learning models. The distribution of the target variable is seen
in Fig. 5. Table 1 shows the train and test metrics for predicting a Belfast Bikes trip
as direct or indirect for four tree-based machine learning models. Considering the
test data metrics, the accuracy is best for the XGBoost model but the AUC does
not perform as well in distinguishing between the two classes as the Random Forest
model. Therefore, the Random Forest model is selected as the best with AUC of
0.817.

Feature Importance. The random forest most predictive features are the distance
between two stations, the journey start hour of the day, and the day of the week
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Fig. 5 The target variable for predictive modelling of a direct or indirect trip where direct is defined
as a trip time less than three times the predicted trip time from station to station calculated byGoogle
Maps API; a distribution of the 63% trips labelled as direct; b distribution of the 37% trips labelled
as indirect

Table 1 Model metrics for tree-based classification models

Training data Test data

AUC Accuracy AUC Accuracy

Random forest 0.989 0.990 0.817 0.841

XGBoost 0.963 0.973 0.804 0.850

CatBoost 0.988 0.987 0.810 0.847

Light GBM 0.872 0.906 0.767 0.822

a customer hires the Belfast Bikes (Fig. 6). For customers hiring Belfast Bikes for
journeys between stations with a short distance, <1.1 miles, the journey is likely to
be indirect whereas trips with bike stations with a distance between 1.1 and 1.7 miles

Fig. 6 Most important features when predicting a Belfast Bikes trip as a direct or indirect trip
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are likely to be direct trips. Trips occurring in the morning between 8 and 10 am and
late afternoon between 4 and 6 pm are likely to be direct trips. Trips occurring on
weekends are likely to be indirect, whilst weekday trips are overall more likely to be
direct trips. Less important features such as station information and the temperature
are highly correlated to the station travelling from and to, and the main weather
type, respectively. Therefore, these features do not significantly improve the model
predictiveness.

5 Discussion

5.1 Impact of the Pandemic on Belfast Bikes Usage

The result of closing operations brought bike hiring to a halt for April-June 2020.
Changepoint analysis identified a significant fall in Belfast Bikes usage on 13th
March 2020, which was days prior to the UK nationwide lockdown and 19 days
before Belfast Bikes stopped operations. The usage began to increase on 6th July
2020, almost aweek afterBelfastBikes reinstated the service. Figure 3 shows reduced
hiring during summer 2020 compared to bike hiring pre-pandemic in January and
February 2020. Belfast Bikes could have improved usage during summer 2020 with
increased marketing announcing the reinstated service and by improving consumer
confidence, for example, with promises of deep cleaning of bikes. Usage significantly
falls after 24th September 2020; this corresponds to drink only pubs reopening when
people were welcome indoors again and the beginning of Autumn, 22nd September
2020. Due to the cold weather and relaxed restrictions, COVID-19 cases begin to
increase at the end of September. The massive increase in COVID-19 cases towards
the end of 2020, colder weather, and a four-week lockdown beginning 16th October
2020, perhaps discouraged Belfast Bikes hiring until 16th February 2021. After then,
usage of Belfast Bikes increased with peak usage in March–April 2021 for the entire
dataset.

5.2 Change in Belfast Bikes Consumer Trends Due
to COVID-19

To compare Belfast Bikes usage pre-pandemic and during pandemic, due to the
limited timeline of the data, comparisons can only be made between 30th December
2019–1st April 2020, and 30th December 2020–1st April 2021. Figure 2 shows
direct comparisons between these two-time frames for the monthly number of trips.
Pre-pandemic customers were more likely to hire Belfast Bikes on weekdays. Since
Belfast Bikes’ stations are in Belfast City centre, it is safe to assume the bikes are
used on weekdays for customers to travel for work purposes. However, during the
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end of the pandemic, the bike hiring service is equally popular on weekdays and the
weekend. The increased usage of bikes on weekends implies a change in consumer
trends where customers are transitioning from bike usage for work, to using the bikes
for leisure.

The most popular Belfast Bikes trips include stations near education institutions
and tourist attractions such as Queen’s University Belfast and the Titanic Quarter.
The increased popularity of these locations is despite educational institutionsmoving
operations to work from home and tourist attractions being closed for most of April
2020 to May 2021. Therefore, a probable reason these stations are most popular is
the facilities in the surrounding area. Queen’s University stations are located close
to the park Botanic Gardens and cafes which adapted to the pandemic by offering
takeaway services. Comparing the Google predicted trip times for the most popular
journeys versus the Belfast Bikes customer trip times, the times for at least 4 of the
most popular journeys far exceed the average bicycle trip time calculated by Google.
These long trip times imply that customers are taking bike rides for leisure instead
of direct trips.

The top 15% most extended Belfast Bikes trips customers are pictured in Fig. 4.
70% of the longest trips occur on or after 1st March 2021. Most long trips occurring
at this time of year shows a change in consumer trends due to the pandemic with
trips during lockdown lasting anywhere between an hour and over three hours. Since
these long trip times far exceed the maximumGoogle predicted direct trip of 21 min,
we can assume these extended trips are deliberate, leisurely bike rides. Perhaps the
Belfast Bikes customers meet friends whilst on their bike ride or stop at a cafe.

By 1stMarch 2021, NI residents are now twomonths into a four-month lockdown,
so people may have become less tolerant of restrictions. As well, by March 2021,
the COVID-19 vaccine programme is well established in NI. Therefore, boredom
at home, hope for change and people feeling protected against COVID-19 through
vaccination has encouraged Belfast Bikes customers to hire bikes for indirect, leisure
trips. Lastly, an update to the old, often broken bikes in December 2020 meant bike
stations were better populated and the new smart-lock system allowed customers to
lock a bike at a location different from a stationwhilst hiring it. Thismeans customers
could perhaps use do other activities whilst preventing bike theft, which could extend
trip times.

5.3 Predicting How Customers Will Use Belfast Bikes
in the Future

Prior to the pandemic, Belfast Bikes’ target customers were people aiming to quickly
travel across Belfast, for example to get towork or tourists using the bikes as amethod
to get around the city. However, the increased usage of Belfast Bikes by local NI
residents during the pandemic on weekends and around tourist hotspots, along with
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increased trip times, has identified another market for Belfast Bikes to target in local
NI residents who are looking for activities to get out of the house during COVID-19.

One disadvantage of Belfast Bikes customers increasingly using the bikes for
longer trips is that it may be difficult to appropriately populate stations with the
correct number of bikes. Longer trips keep bikes out of stations and unavailable for
others. Therefore, it is beneficial for Belfast Bikes to identify trips they expect to be
indirect to calculate the trip time. If Belfast Bikes expect a customer not to return
a bike for an extended amount of time, then they can use other available bikes to
replace them.

The predictive model described in Sect. 4.3 can predict whether a trip will be
direct or indirect with customer of the stations they are renting the bike from and
where they are likely to return. The most important feature in classifying a trip
the distance between the two stations; therefore, a likely station to return the bike
will be necessary for accurate classification. However, the hour of the day, the day
of the week and the weather type are independent of where the bike is parked,
therefore if the customer decides to park their bike elsewhere, Belfast Bikes can still
be confident in the classification. Appropriately populating stations with bikes and
marketing customers to take indirect, leisure trips will increase revenue for Belfast
Bikes. Diversifying to target a wider audience of NI residents also decreases risk of
for Belfast Bikes.

6 Conclusion

The stay at home orders introduced to Northern Ireland on 23rdMarch 2020, brought
connectivity and mobility of NI residents to a halt, which is reflected in the usage
of the bike hiring service, Belfast Bikes. The low number of bike hires from 1st
July 2020, until the end of 2020 shows Belfast Bike’s existing customer base, which
mainly consisted of direct bike rides on weekdays (possibly travel for work) and
tourists, were not sustainable for the service during uncertain times such as the
COVID-19 pandemic. This tumultuous time gives Belfast Bikes an opportunity to
re-valuate business operations and adjust for other unexpected events.

One possible change to the business could be targeting NI residents to hire Belfast
Bikes for long, leisurely trips around Belfast. The leisurely trips increase sales
revenue as customers are encouraged to rent the bikes for longer, and existing Belfast
Bikes members will use the bike longer than the initial free 30 min. Targeting new
customers may create bike supply issues, especially as long bike rides mean bikes
will be out of stations for longer. Belfast Bikes can use predictive modelling such
as the regression tree classifier in Sect. 4.3 to ensure that bike stations are populated
enough to allow customers to rent bikes and have space to return bikes. When the
model predicts a trip to be indirect, Belfast bikes can expect the bike to be returned to
the intended station at least three times later than it would take to travel from station
A to B. Therefore, Belfast Bikes know to fill station B if it is empty, as a bike will
not be returned there for some time.
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One potential limitation of our work may be that due to the unprecedented nature
of COVID-19 training predictive models on the current data may not accurately
reflect future Belfast Bikes usage. Therefore, in the future more recent data should
be included in the training of predictivemodels to reflect customers bike hiring usage.
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Multilingual Complementation
of Causality Property on Wikidata Based
on GPT-3

Yuxi Jin and Shun Shiramatsu

Abstract We aim to develop an agent for understanding the distribution of public
opinions and preferences; thus, this agent needs to have causality knowledge. When
discussing social issues, Wikidata, a knowledge base, can provide linked data and
play an important role in analyzing discussion content. However, there is a lack of
causal content on Wikidata, and some content has errors. Therefore, it is necessary
to automatically extract knowledge from news and add it to Wikidata. We propose a
method of automatically determining causality in text and directly extracting effect
from news. We collected news and used GPT-3 to infer whether a news article is
causally related to the entity and further infer the effect of this entity. We also
attempted to increase the reliability of extracted causality knowledge by dealing
with multilingual texts.

Keywords GPT-3 · Knowledge graph · Wikidata · Causality · Information
extraction

1 Introduction

People have become increasingly concerned about social problems, andmany volun-
tary organizations are discussing such problems. Clarifying the causes of social prob-
lems and understanding their cause–effect relationships can contribute to the public
debate, ideation, and public collaboration for the solution. We are aiming to develop
a software agent to support such public debate, which will use Wikidata as a knowl-
edge base for understanding public opinions and the causal structure behind the social
problems. However, many Wikidata entries are missing or have incorrect causality.
It depends on only special cases, not general causality, and cannot provide reliable
knowledge specifically for analyzing the discussion content.
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We propose a method of automatically determining causality in a text and
extracting effect in news triggered by specific words. To obtain general causality,
we use our method to predict a large number of news items of the same entity
and group the predicted results to find the general results of high-frequency occur-
rences. To improve the trustworthiness of multiple extracted results, we summarize
the extracted results from news in English, Japanese, and Chinese to finally obtain
the general results with high trustworthiness.

The contributions of our research are as follows:

• Different from the traditional model that uses semantic features, vocabulary
symbol features, and self-construction constraints to collect causality, we use the
generative pretrained transformer 3 (GPT-3) [1], which is effective for ambiguous
expression of causal content.

• We used three languages to avoid inferring special case effects from news and
calculate the reliability scores of the results, laying the groundwork for later adding
the general results to Wikidata.

• Although, our purpose is to extract “effect” of the entity from news, we believe
that our method can be extended to extract other properties like “cause,” “sub-
class,” and so on. It provides reference value for automatically perfecting various
properties on Wikidata.

2 Related Works

There are three main types of methods for causal extraction: pattern matching
[2–4], combined pattern matching and machine learning [5], and deep learning
[6–8, 10]. Compared with the traditional method of extracting causality through
pattern matching using semantic features, vocabulary symbolic features, and self-
construction constraints, deep learning-based methods can extract implicit and
ambiguous causality. Therefore, the use of these methods for extracting causality
have become widespread.

Kruengkrai et al. [6] proposed using a convolutional neural network (CNN) to
extract background knowledge from noisy text to classify causality. Li et al. [7]
proposed a knowledge-oriented CNN, which combines the prior knowledge in the
vocabulary knowledge base to classify causality; Dasgupta et al. [8] adopted a
method based on long short-term memory (LSTM). The deep model of the network
determines the linguistic expression of causality in the text from the perspective of
language. Misawa et al. [10] proposed the causal relationship extractor called self-
attentive BiLSTM-CRF with flair embeddings (SCIFI) based on the bidirectional
LSTM-BiLSTM-CRF model, using a new causal relationship labeling scheme to
directly extract causal relationships.
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3 Task Description and Model

3.1 Corpus

We used web scraper to collect 1000 social news items from Google Japanese news,
Google English news, and Baidu news contained on WordA (ten issues of “COVID-
19,” “climate change,” “water scarcity,” “human overpopulation,” “alcohol,” “pop-
ulation aging,” “urbanization,” “plastic bag,” “bullying,” “overgrazing”). We then
used crowdsourcing to artificially determine the results in the news due to WordA
and summarize the answers due to these issues with appropriate terms. If the news
did not directly express the cause–effect relationship regarding WordA, the answer
was [none]. Excluding special answers, we collected 740 items in English, 730 in
Japanese and 690 in Chinese.

3.2 Model

In this experiment, we used GPT-3, which is currently hosted online and can be
accessed in real time by paying users to be allowed to query their APIs. GPT-3 is
applied without any gradient updates or fine-tuning and with tasks and few shot
demonstrations specified purely via text interaction with the model. GPT-3 performs
well on many NLP datasets, including question answering. Therefore, we used a
question–answer model to extract results generated by WordA in the new items.

GPT-3 requires the input of an introductory context to complete the task for
previously unseen examples (Table 1). Introductory context refers to the textual
description of the task and a demonstration of the task being completed.

Because GPT-3 does not require fine-tuning, the JSONL format is trained directly
and three training language models are obtained, each for English, Japanese, and
Chinese. The precisions of the three trained models are then tested. An example
input for testing is shown in Table 2.

Table 1 Example for inputs of training

Prompt:

Sentence: The number of weathers, climate, and water extremes is increasing and will become
more frequent and severe in many parts of the world as a result of climate change, said Mr. Talas.
Question: What is the effect of climate change?
Answer: weathers, climate, and water extremes

Sentence: Smith stated that water scarcity is the country’s greatest challenge to economic growth
and development and will only be further magnified by climate change and other socioeconomic
challenges.
Question: What is the effect of water scarcity?
Answer: none
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Table 2 Example for inputs of test

Prompt:

Sentence: Even as vaccination rates increase and COVID-19 cases go down, the impact of the
health debt will continue to affect the health and well-being of Americans
Question: What is the effect of COVID-19?

Answer:

Table 3 Precision of three
languages models

English Japanese Chinese

Precision_all 66 74.29 83.33

Precision_no_answer 54.62 84.62 93.33

Precision_effect 72.35 61.29 55.89

Because GPT-3 is speculative regarding news content, there are no prescribed
criteria for validation, and we take the approach of making human judgments about
the validation results. Since the reliability scores were calculated afterward, the
required verification metric is precision. The precisions of the three trained models
are listed in Table 3.

3.3 General Causal Relation

Singular causal relation is a causal relation triggered by individual events at a specific
place and time. A general causal relation is a causal relation triggered in general [9].
Wikidata as an important knowledge source and should not be limited by singular
causal relations but rather general causal relations that can provide knowledge of a
causal structure.

The results extracted from GPT-3 are those from WordA in a specific news item,
which is a singular causal relation. Such results are not logged into Wikidata [11],
so we exhausted the next step of processing.

We prepared a large amount of news data, 3349 items in English, 1448 items in
Japanese, and 1896 items in Chinese, and used GTP-3 for prediction. The results of
“none” were deleted, and only those with answers were kept. The training procedure
is shown in Fig. 1.

Multiple results inferred from one sentence are separated with “,”. All answers
were tested for similarity, and those with a similarity of 0.6 or more were grouped
together. For example, among762Chinese news items related to alcohol, 601 inferred
answers to the question “What is the result caused by alcohol? .” There were 900
answerswhen all the answerswere stacked.We also repeatedly deleted single phrases
such as “health,” “blood vessels,” and “effects,” so they could not be used as “results.”
Thus, there were a total of 776 answers. All the data were then calculated using term
frequency—inverse document frequency (TF-IDF) to calculate the similarity scores.



Multilingual Complementation of Causality Property on Wikidata … 577

Fig. 1 Training streaming

The answers with similarity over 0.6 were grouped into one set, and 352 sets were
obtained. The same method was used for all three languages to calculate the TF-IDF
for each set of answers. The calculation method is as follows:

TFG = Number of Wi in Answers (Wi ∈ Group)

Number of all Answers

IDFG = log
Number of Sentences

1 + Number of Sentences containing theWi

In the general results, the TF-IDF calculation is quoted, but with a slight change
in the following parameters. The parameter used to calculate the TF for a group of
words is the number of times all words in the group appear in the answer divided
by the number of answers. The parameter used in the calculation of the IDF is the
number of news sentences divided by the number of times the group of words appears
in the news sentences. To increase the reliability of the predicted data, the TF-IDF of
the group of words with the same meaning in the three languages are superimposed
to obtain the reliability scores of the group results.

SG = P(l|total)
∑

l∈{En,Ja,Ch}
(Precisionl × TFG × IDFG)
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4 Discussion

As mentioned above, we prepared 3349 items in English, 1448 items in Japanese,
and 1896 items in Chinese, and used GTP-3 for prediction. Table 2 shows the high-
frequency phrases in the three languages that produced outcomes due to alcohol
(Table 4).

Due to language characteristics, the frequency of the results extracted from each
language differed. For example, in Chinese medicine there is the statement that
drinking alcohol is extraordinarily harmful to the liver, so this statement is often
found on Chinese news websites, so the frequency of results due to liver damage
caused by alcohol is very high in Chinese.

Using our calculations, the reliance values for each alcohol-induced outcome
were calculated, yielding the top five highest values of reliance, as shown in Table 5.
The results of the calculated high trust value were qualified for Wikidata by human
judgment.

Table 4 TF-IDF of three models

English Japanese Chinese

1 Increase risk for negative
health effects, negative
effects, toxics effect on body,
negative effects on the body,
negative effects on health
2.08

酒酔い,二日酔い,二日酔
い,酒酔い
(drunk)
9.27

身体伤害,伤害身体
(harmful for health)
43.70

2 Weakens immune system,
negative impact on immune
system
1.83

健康や日常生活に悪影響
を及ぼす,健康に悪影響を
及ぼす
(negative effects for health)
7.82

损害肝脏,肝脏损伤,危害
肝脏
器官,损害肝脏器官,损伤
肝脏,
肝脏伤害
(damage to the liver)
11.72

3 Drunk
1.66

ストレス発散
(stress reduction)
5.21

危害身体健康,很可能会
带来
不利的影响
(negative effects for health)
7.51

4 Effects on the brain, adverse
effects on brain, alcohol effect
on brain
1.62

女性の離婚原因の今後の
増加,離婚
(divorce)
4.12

缓解压力
(stress reduction)
4.01

5 Affect blood pressure, high
blood pressure, blood
pressure increases, including
high blood pressure, high
blood pressure
1.48

肝機能に異常をきたし
(damage to the liver)
4.12

腹泻
(diarrhea)
3.7
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Table 5 Reliability score of
three models

Effect of alcohol Reliability scores

1 Negative effects on the body 14.12

2 Damage to liver 4.64

3 Drunk 3.51

4 Improves mood 2.34

5 Weakens immune system 1.85

5 Conclusion

To complement the value of the property onWikidata, we proposed amethod of auto-
matically determining causality in text and directly extracting effect from news. The
experimental results indicate that we can use this method to calculate the reliability
score of the general results by extrapolating the results in multiple languages. Due to
insufficient training data, prediction accuracy is not yet ideal. For futurework,wewill
focus on semi-automatically adding values for insufficient properties on Wikidata.
OpenRefine now includes a Wikidata extension that can be used to automatically
add values for properties. We will also semi-automatically add estimated entities
representing general causal relationships to Wikidata in bulk.
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NEDO (JPNP20006).
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Multi-objective Evolutionary-Fuzzy for
Vessel Tortuosity Characterisation

Temitope Mapayi, Pius A. Owolawi, and Adedayo O. Adio

Abstract The tortuosity characterisation of vascular networks in digital retinal fun-
dus images plays important roles in biomedicine for the diagnosis and early detection
of different human illness such as diseases of the artery and vein vessels of the retina,
hypertension, and varying forms of retinopathies. Although literature findings have
revealed that varying techniques have been proposed, studies have shown that there
are needs for further investigation to improve the performance of automated vas-
cular network tortuosity characterisation. This paper investigates the suitability of
multi-objective evolutionary-fuzzy classification approach for the tortuosity charac-
terisation of the vascular networks utilising the extracted geometric features of the
vascular networks. The method proposed in this study seems promising as the per-
formance accuracy rates of 88.57%, 90%, 95%, and 100% are obtained for varying
training sample sizes.

Keywords Characterisation · Evolutionary-fuzzy · Networks · Retinal ·
Tortuosity · Vascular · Vessels

1 General Introduction

Several studies have shown that retina is a vital part of human eye utilised through
variousmedical imaging procedures in biomedicine for the diagnosis and early detec-
tion of different human ailments such as vascular diseases and retinopathies due to
high-blood pressure and diabetics [16, 21, 28]. These ailments are diagnosed by
physicians using visible characteristics of the different anatomic structures such as
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artery and vein vessels of the retina in the affected patients’ eyes to ascertain their
wellness and also keep track of their progress when undergoing treatment [16, 22].
Although the early diagnosis and efficient management of the ailments are required
to prevent further worsening of the patients’ health, literature findings have revealed
that manual diagnostic processes required for vascular networks detection and their
characterisation are laborious and time costly for the physicians, thus leading to the
inefficient management of the increasing number of patients affected by these ail-
ments [22, 25, 31]. Advancements in the development of automated methods for
the detection and characterisation of the vascular networks have the capability of
assisting physicians to productively and reliably manage the patients affected by the
ailments [5, 19, 24, 30].

Whilst several studies have been implemented in the literature for automated
vascular networks detection [1, 4, 6, 26, 29], there are indications that an highly
accurate vascular network detection is one of the major fundamental requirements
for an efficient vascular network tortuosity characterisation [22, 24]. Studies have
also shown that vascular network tortuosity are early indications of the aforemen-
tioned ailments, even when there are no visible symptoms [7, 10, 21, 24] (see Fig. 1).
The dependence of an accurate tortuosity characterisation of vascular network was
considered by Bhuiyan et al. [2]. The determination of artery and vein vessels tortu-
osity utilising the level of convexity and concavitywas implemented in [3]. Spearman
correlation was applied to evaluate the set of computed vascular network tortuosity
in [8, 20]. Tortuosity characterisation of arteries and veins network using a semi-
automated software was implemented in [18]. AdaBoost with linear discriminant
analysis was proposed in [21], and an artificial neural network technique was imple-
mented in [22] for vessel network tortuosity characterisation. An investigation on
suitability of different classifiers was presented in [23] for the tortuosity characteri-
sation of vessel networks of the retinal. A model using chain code, Euclidean space,
and curvature was implemented in [27]. The combination of chord and arc lengths
with the incidence of curvatures based on stationary points was considered very
effective in detecting vascular network tortuosity in [11, 12, 24]. The computation
of network tortuosity using different classification models such as KNN and Naive
Bayesian algorithms was implemented in [32]. Whilst diverse approaches have been

Fig. 1 a Anatomic structures of retinal, b and c retinal images reflecting patient’s sick state
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proposed in the literature for vascular network tortuosity characterisation, there are
needs for additional investigation on better approaches to characterise vascular net-
work tortuosity. This paper contributes by presenting an investigatory study on the
use of multi-objective evolutionary-fuzzy (MOEF) classification approach for the
tortuosity characterisation of the vessel networks. The remaining sections of this
paper are: The methodology considered in this paper is described in Sect. 2. The
setup of the study’s experiment and the results obtained are discussed in Sect. 3, and
the conclusion of this paper is drawn in Sect. 4.

2 Methodology

A detailed discussion of the multi-objective evolutionary-fuzzy (MOEF) classifica-
tion approach implemented for the automatic tortuosity characterisation of the vessel
networks of retina using fundus images is described in this section.

2.1 Tortuosity Characterisation of Vessel Network Using
MOEF

A set of segmented vessel networks in the clinical image as show Fig. 2b are thinned,
and the resulting output is preprocessed by applying a mean filter to remove noise
[23]. Different geometric features comprising of normalised and non-normalised
hybrid metrics with distance metric as indicated in [23] are used to characterise each
of the vessel networks as either non-tortuous vessel or tortuous vessel. The usage
of multi-objective evolutionary (MOE) models for fuzzy rule-based classifiers has
been identified to be effective in the literature [9, 14]. This cannot, however, be
farfetched from the fact that evolutionary model is effective at approximating and

Fig. 2 a Sample retina image from DRIVE. bManually binarized vessel networks of the image. c
Binarized vessel network of the image serving as segmentation gold standard benchmark
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optimising search problems in non-linear feature spaces that can sometimes be very
complex and it will efficiently improve the output by optimising the precision of
fuzzy rule-based classifiers [9, 14, 15]. Evolutionary non-dominated radial slots-
based algorithm (ENORA) is an MOE algorithm based on Pareto solutions and has
been identified to be efficient [9, 13, 14, 17]. This is due to the fact that anoptimisation
process involves the usage of certain criteria in the selection of the best features from
a given set. Given that the input features from the dataset D is x = x1, x2, . . . , xm
and i = 1, . . .m , when utilising two different objectives with no constraint, MOE
is computed as

Max./Min.FD(x)

Min.Ccal(x) (1)

such that xε1, 0 is a boolean decision variable, where 1 indicates true when a variable
is selected and 0 indicates false when a variable is not selected.Ccal(x) is the function
determines the total number of features selected, and it is computed as

Ccal(x) =
m∑

i=1

η(xi ) (2)

where the function η converts true and false to 1 and 0, respectively. Given that func-
tion ϒ is a fuzzy rule-based classifier and N Rrule(ϒ) fuzzy rules, MOEF classifier
is then computed when utilising two different objectives with four constraint as

Max./Min.
ϒ

FD(ϒ)

Min. NRrule(ϒ)

subject to: NRrule(ϒ) ≥ n

NRrule(ϒ) ≤ Kmax

N�label(ϒ) ≤ Lmin

Ssim(ϒ) ≤ gs

(3)

where FD(ϒ) is used to measure the performance of the classifier ϒ over the bina-
rized dataset D, n = 2 for the number of output classes, namely non-tortuous vessel
or tortuous vessel, and the function N�label(ϒ) described the output label. The func-
tion Ssim(ϒ) also describes the fuzzy sets similarities. The maximum matching and
compatibility degree as described in [14] were then implemented. The classification
of the vessel networks as either non-tortuous vessel or tortuous vessel is correlated
to class Ccl, and this is the computed as

f ϒ(x, y) = argCcl
n

max
Ccl=1

γ ϒ
Cclass

(x, y) (4)

where the function γ ϒ
Cclass

(x, y) is the association degree.
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3 Experimental Findings and Discussion of Results

In the experiment carried out in this study, the software used is WEKA, and the
computer hardware specification is IntelCore-i5-3210MCPUwith a 4gigabyteRAM
size. The dataset utilised in this paper for the experiment contains 50 digital fundus
images comprising real vessel network segments each. The expert’s groundtruth of
the datasetwas provided by an ophthalmologist consultant. The dataset is fractionated
into training and test data samples. Different sizes of training data samples such as
20, 30, 40, 60, 70, and 90% are considered for training the classifier to determine if
the vascular networks are tortious or not tortious. The metric used for assessing the
performance of the proposed approach is the accuracy measure as indicated in Eq.5.

Accuracy = (TN + TP)/(TN + TP + FN + FP) (5)

such that true positive, true negative, false positive, and false negative are denoted
by TP, TN, FP, and FN, respectively.

The performance of the approach implemented in this paper and different tech-
niques proposed in the literature is presented in Table1, and the same dataset, as
described [23], is used for all the approaches compared in the table. In compari-
son with AdaBoost With LDA [21] with the mean accuracy values of 67.5%, 80%,
86.67%, and 85%, theMOEF technique proposed in this paper achieved an improved
classification performance of the mean accuracy values of 82.5%, 88.57%, 90%, and
95% for the training dataset sizes of 20%, 30%, 40%, and 60%, respectively, but
achieved the same mean accuracy value of 100% for the training dataset sizes of

Table 1 Comparison of MOEF performance with varying approaches in the literature using dif-
ferent sizes of training samples

Method Mean accuracy metric (%)

Training
samples
(%)

20 (%) 30 (%) 40 (%) 60 (%) 70 (%) 90 (%)

AdaBoost
with LDA
[21]

67.5 80 86.67 85 100 100

MLPNN
[22]

77.5 80 83.3 85 86.67 100

KNN [23] 82.5 82.9 86.67 95 100 100

SVM [23] 37.5 71.42 73.33 75 86.67 83.3

Decision
tree [23]

82.5 82.35 85.7 85 86.7 83.3

Proposed
method:
MOEF

82.5 88.57 90 95 100 100
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70% and 90%. Although the proposed MOEF technique achieved the same mean
accuracy value of 100% in comparison with MLPNN [22] for the training dataset
sizes of 90%, it, however, achieved better mean accuracy values of 82.5%, 88.57%,
90%, 95%, and 100% when compared to MLPNN [22] with the mean accuracy val-
ues of 77.5%, 80%, 83.3%, 85%, and 86.67% for the training dataset sizes of 20%,
30%, 40%, 60%, and 70%, respectively. Contrasted with SVM [23] with the mean
accuracy values of 37.5%, 71.42%, 73.33%, 75%, and 83.3%, a better classifica-
tion performance of the mean accuracy values of 82.5%, 88.57%, 90%, 95%, 100%,
and 100% is achieved by the proposed MOEF technique for the training dataset
sizes of 20%, 30%, 40%, 60%, 70%, and 90%, respectively. The proposed MOEF
technique achieved better classification performance of the mean accuracy values
of 88.57%, 90%, 95%, 100%, and 100% is achieved in comparison with decision
tree [23] with the mean accuracy values of 82.35%, 85.7%, 85%, 86.7%, and 83.3%
for the training dataset sizes of 30%, 40%, 60%, 70%, and 90%, respectively. They,
however, achieved the same mean accuracy value of 82.5% for the training dataset
size of 20%. MOEF approach achieved higher classification performance rates with
the mean accuracy values with the mean accuracy values of 88.57% and 90%, when
compared to KNN [23] with the mean accuracy values of 82.9% and 86.67% for the
training dataset sizes of 30% and 40%, respectively. They, however, achieved the
same mean accuracy values of 82.5%, 95%, 100%, and 100% for the training dataset
sizes of 20%, 60%, 70%, and 90%, respectively.

4 Conclusion

The automated tortuosity characterisation of vessel networks in digital retinal fundus
images using multi-objective evolutionary-fuzzy (MOEF)classification approach on
the geometric features of the vascular networks was investigated and presented in this
paper. The findings of the experimental study conducted showed that the approach
utilised in this study achieved promising higher mean accuracy values of 88.57%,
90%, 95%, and 100% for differing sizes of training dataset when compared with
various techniques in the literature.
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Abstract The paper presents a hardware-in-the-loop (HiL) simulation regarding the
power flow control in anAC-DCmicrogrid. Thismicrogrid topology employs the use
of a combination of two bidirectional interlinking converters (BIC), with bipolar DC
distribution voltage. A hybrid HiL setup is configured using the Plecs RT Box 1 and
dSpace MicroLabBox 1202, on which the AC-DC microgrid hardware structure and
control strategy are implemented.Observations of themicrogrid’s abilities to perform
power factor correction/compensation (PFC) at the point of common coupling (PCC)
are presented. By using the BIC, power flow control is achieved regardless of the
load type and mode of operation. Also, independent control of each individual BIC
is possible, this feature being highlighted in the experimental stage.
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1 Introduction

The increased presence of renewable energy sources brings along a set of difficulties
and challenges in planning and operating the power system [1]. Stability, reliability,
and power quality are mandatory aspects for the system operators, particularly due to
the volatility and randomness of distributed power sources. As a way of approaching
these problems effectively, the concept of using a microgrid comes into discussion.
There are several types of microgrids such as DC microgrid, AC microgrid or AC-
DC microgrid [2]. The last one mentioned uses a bidirectional AC-DC converter to
connect the two different voltage structures of the microgrid. The study of a such
converter was presented in [3]. In the mentioned paper, the focus was on the control
strategy of the single-phase BIC in order to achieve load balancing and contribute to
the power factor correction/compensation for an AC distribution grid, at the PCC.

Also, the concept of bipolar DCmicrogrid is considered. The work in [4–6] evalu-
ates various control methods for power flow and power sharing in bipolar microgrids
equipped with energy storage units, and distributed power sources. In [7, 8], the
highlight has been on the interlinking converters topologies which could perform
well in a bipolar DC microgrid. However, a common aspect of all these studies, is
the fact that the bipolar DC voltage interlinking converter topology uses an inter-
mediary DC-DC circuit. In the current paper, the bipolar DC voltage results from
the implementation of a three-winding transformer as the input voltage source for
both BIC. By connecting all BIC outputs in series, a bipolar DC voltage structure is
obtained with independent control of the two voltage levels, thus with load balancing
properties.

By using a HiL setup, it is possible to emulate parts of the system such as power
converters or controllers using digital hardware. The aim of the setup is to reproduce
different interactions of the structures as they would appear in a real system, in such
a manner, that it replicates an almost precise behavior of the real physical model. As
a solution for implementing the HiL setup, the Plecs RT Box 1 platform was used,
along with the dSpace MicroLabBox 1202.

The most common method of implementing a HiL model using the Plecs RT Box
is in conjunction with a DSP. The plant model, e.g., converter, PV system, microgrid,
is being emulated on the target hardware and the control algorithm and computational
process, on the TIF28069M DSP. However, in [9], a second RT Box was used for
the system controller. In both situations, for the control system, these setups cannot
take advantage of a direct and easy MATLAB/Simulink implementation.

In this paper, the control scheme of theHiLmodelwas designed to run on a dSpace
specific hardware solution. One of the main reasons of this approach concerning the
setup is the simpler control implementation, bydirectly using theMATLAB/Simulink
control scheme,without the need for extensive codewriting andfixed-point schematic
design. Furthermore, dSpace hardware is widely used in rapid-control-prototyping
and control design [10, 11], while the Plecs RT Box has been optimized for hardware
emulation of power converters and systems. In view of this, the main contributions
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of the paper are related with the electronic power conversion structure and its steady-
state validation using this new hybrid Plecs-dSpace HiL approach.

2 System Description

2.1 The Topology of the AC-DC Microgrid

The structure of the proposed system contains AC andDC circuitry delineated by two
bidirectional interlinking converters, as illustrated in Fig. 1. The AC circuit contains
the two BIC powered from the AC grid via a three-winding transformer with YDY
connection and the LCL filters with passive damping. The DC circuits consist of two
voltage levels provided by differential connection of the two AC-DC converters. The
DC circuit contains a capacitive filter, the DC load, and the renewable source and/or
storage element [3]. A three-phase transformer is necessary for galvanic isolation
between the two BIC and in order to meet the rectifier’s boost-type condition [12,
13]. The primary winding of the transformer is connected to the medium voltage AC
grid and each of the two secondary windings have the voltage amplitude equal to
220 [V], being connected to the two BIC.
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Fig. 1 Topology of the AC-DC microgrid
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The bidirectional interlinking converters allow power flow in both directions
according to the requirements of the energy management system. Each BIC
can operate at the same time independently in rectifier or inverter mode, while
contributing to the PFC of the local AC distribution public grid, at the point of
common coupling [3].

The power factor correction/compensation is achieved by reactive current injec-
tion from both power converters regardless of the power flow direction. This is
possible by using an appropriate control strategy based on the transfer of both active,
P, and reactive,Q, power between the microgrid and the public AC grid. The AC-DC
microgrid is simulated in real time through the Plecs RT Box 1 platform.

2.2 Converters Control Strategy

The control strategy shown in Fig. 2 is identical for both converters. It is based on the
“dq synchronous reference frame” control by transforming the AC signals into DC
signals for the most effective form of processing. The reference signals are the DC
voltage V dc.ref, the active power Pref, which is based on Eq. (1) and the reactive power
Qref requested by the AC grid management. By applying the direct three-phase dq
transformation for the grid voltage, V grid and grid current Igrid, the Vd , Vq voltages
and Id , Iq currents in dq rotation reference frame are obtained. For each converter,
the measured signals for the feedback loop are the grid voltages V grid and currents
Igrid measured at the secondary transformer windings and the DC voltage V dc and
current Idc, measured at the output of each converter [1–4].

Pref = Vdc Idc (1)

The switching pattern for the two BIC is provided from two power control loops
and one voltage loop. The first loop regulates the DC voltage V dc, obtaining the
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required reference for the DC current IDC_ref by the proportional integral controller
PI1. Through the other two loops, the active, P, and reactive, Q, power are adjusted,
using as feedback the per unit outputs of P-Q computation block (Eq. 2). These
signals will be compared with the references of the power control Pref, Qref, and
the deviation errors will be compensated by the PI2 and PI3 controllers, providing
the references for two current control loops Id_ref, Iq_ref. The signals V dm and V qm

represent the outputs of PI4 and PI5 controllers, which after their dq to abc reference
transformation will become the modulation reference voltage Vm for the dSpace
PWM generator.

The rectifier or inverter operation mode is selected by shifting with 180, and°
(multiplying with the constant 1) the measured grid current Igrid and the modulating
signalVmas shown in Fig. 2. The control strategies are simulated in real time through
the dSpace MicroLabBox 1202 platform using the MATLAB/Simulink software [3,
14].

⎧
⎨

⎩

P = Vd Id + Vq Iq

Q = Vd Iq + Vq Id

(2)

3 Implementation of HiL System Software Models

The real-time simulation models of the HiL structures were implemented using dedi-
cated software for each hardware platforms, i.e., MATLAB/Simulink, Plecs Stan-
dalone, and control desk. These models are meant to exchange data in real time
between the personal computer and the target hardware, both the modeling and
control of the residential microgrid, as well as the tracking of waveforms in real
time.

3.1 HiL Microgrid Modeling

The investigated microgrid model is implemented using the Plecs RT Box platform
with the Plecs Standalone and Plecs Blockset dedicated software. The structure of
the model is composed of two bidirectional AC-DC converters, connected to both
the three-phase electrical powerline and the DC grid based on the microgrid model
in Fig. 1. This model is uploaded directly to the target hardware.
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3.2 Modeling the Control Structure

The control strategy modeling process for the studied residential microgrid was
achieved by adapting the structure developed with the help of MATLAB/Simulink
in the previous stage. In order to model the control structure, using the Micro-
LabBox platform, the source code fromMATLAB/Simulink is generated. This code
is uploaded on the development platform via the Control Desk software.

4 Simulation Results

In this section, the real-time steady-state simulation results of the proposedmicrogrid
model are presented. Three possible ways for manipulating the reactive energy were
studied, i.e., capacitive, inductive, and resistive modes of operation, that are used in
the HiL model of the microgrid.

4.1 Operation in the Rectifier Mode, with Unity Power Factor.

In this case for both converters in the structure, the reference value of the active
power is imposed at 2000 [W] and the value of reactive power is 0 [VAR]. The DC
voltage reference is kept constant at 350 [V]. Figure 3 shows the waveforms of the

Fig. 3 Vdc1, Vdc2—voltages rectified by converters 1 and 2; Vdc_total—total rectified voltage of
the two converters
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Fig. 4 Case 1. a three-phase currents and voltages at the filter input of the first converter; b current
and voltage waveforms on one input phase and output rectified voltages for each converter

DC output voltage for the first converter, Vdc1, second converter, Vdc2, and the total
DC output voltage, Vdc_total, (Vdc1+ Vdc2). The resulting waveforms were taken
using the Plecs Standalone software.

Figure 4a shows the voltage and current waveforms at the input of the first
converter’s filter. In Fig. 4b, the waveforms of the voltage and current are illustrated
for one phase and also the rectified voltages were depicted.

4.2 The Rectifier Mode Working Regime, with the First
Converter Having a Capacitive Behavior

In this case, the reference value of active power of the first converter is imposed at
2000 [W] and the reactive power at −500 [VAR]. The second converter is working
at unity power factor. The results are shown in Fig. 5a, b.

4.3 The Rectifier Mode Working Regime, with the Second
Convertor Having a Capacitive Behavior

Here, the reference value of active power of the second converter is imposed at 2000
[W] and the reactive power at−500 [VAR]. First converter is working at unity power
factor. The results are shown in Fig. 6a, b.
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Fig. 5 Case 2. a three-phase currents and voltages at the filter input of the first converter; b current
and voltage waveforms on one input phase and output rectified voltages for each converter

Fig. 6 Case 3. a three-phase currents and voltages at the filter of the second converter; b current
and voltage waveforms on one input phase and output rectified voltages for each converter

4.4 The Rectifier Mode Working Regime, with the First
Convertor Having an Inductive Behavior

In this case, the reference value of active power of the first converter is imposed at
2000 [W] and the reactive power at +500 [VAR]. Second converter is working at
unity power factor. The results are shown in Fig. 7a, b.

4.5 The Rectifier Mode Working Regime, with the Second
Convertor Having an Inductive Behavior

In this situation, the referencevalueof active power of the second converter is imposed
at 2000 [W] and the reactive power at +500 [VAR]. Second converter is working at
unity power factor. The results are shown in Fig. 8a, b.
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Fig. 7 Case 4. a three-phase currents and voltages at the input to the filter of the first converter; b
current and voltage waveforms on one input phase and output rectified voltages for each converter

Fig. 8 Case 5—The rectifier mode working regime, with the second convertor having an inductive
behavior; a three-phase currents and voltages at the input to the filter of the second converter; b
current and voltage waveforms on one input phase and output rectified voltages for each converter

4.6 The First Converter Operation in the Inverter Working
Regime, with Unity Power Factor

This case involves operation of the first converter in inverter mode with unity power
factor and the second converter in rectifier mode. Thus, the waveforms obtained are
presented in Fig. 9a, b. As it can be observed, in this mode of operation, the phase
shift between voltage and current is 180°.
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Fig. 9 Case 6—The first converter operation in the inverter working regime, with unity power
factor; a three-phase currents and voltages at the input to the filter of the first converter; b current
and voltage waveforms on one input phase and output rectified voltages for each converter

4.7 The First Converter Operation in the Inverter Working
Regime, with Capacitive Behavior

In this situation, the first converter is operating in inverting mode having the reactive
power Q = −500 [VAR]. The second converter is operating in rectifier mode with
unity power factor. The resulting waveforms are shown in Fig. 10a, b.

Fig. 10 Case 7—The first converter operation in the inverter working regime, with capacitive
behavior; a three-phase currents and voltages at the filter of the second converter; b current and
voltage waveforms on one input phase and output voltages for each converter
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Fig. 11 Case 8—Operation in invertermode of the first converter with inductive behavior; a current
and voltage waveforms on one input phase and output rectified voltages for each converter; b current
and voltage waveforms on one input phase and output voltages for each converter

4.8 Operation in Inverter Mode of the First Converter
with Inductive Behavior

This case involves operation of the first converter in inverter mode having the reactive
power equal to +500 [VAR] and the second converter is operating in rectifier mode
with unity power factor. Thus, the waveforms obtained are presented in Fig. 11a, b.

5 Conclusions

In this paper, the HiL simulation of an AC-DC microgrid topology with two DC
voltage levels was performed. The AC-DC microgrid topology is simulated in real
time through the Plecs RT Box 1 platform, and the active and reactive power control
strategies are implemented using the dSpace MicroLabBox 1202 platform and the
MATLAB Simulink software. The novel approach of joining the two different dedi-
cated hardware solutions is meant to take advantage of each one’s better characteris-
tics. The paper focuses on the steady-state analysis of the powermanagement done by
the electronic conversion structure and the hybrid HiL implementation. The results
of the HiL simulation are presented in Sect. 4, where it is observed that the reactive
power is controlled regardless of the active power flow direction, allowing the PFC
to be achieved according to power requirements at the PCC of the AC distribution
grid. The phase shift between voltage and current, in the presented results, is 14.47°
in cases when reactive power is not equal to zero. Also, the results emphasize the
capability of the proposed system to satisfy the need of a bipolar DC voltage at the
microgrid level with load balancing property. Future research is expected for proper
validation of the control strategy for optimal dynamic and stability behavior of the
system.
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Image Recognition to Detect COVID-19
Violations: Saudi Arabia Use Case

Amal Algefes, Nouf Aldossari, and Fatma Masmoudi

Abstract The upsurge in the number of criminal cases in Saudi Arabia is a cause
for concern. More so, with the recent emergence of COVID-19, the government has
forbidden specific social behaviors,whichmeans that anybreachof these prohibitions
will be classified as a criminal. This work leverages the immense ability of deep
learning architectures to develop and evaluate models to detect images of people
or a person either violating or observing COVID-19 rules. For instance, an image
of a person/s wearing a face mask would definitely fall under the category of non-
violation, whereas an image of people hugging or shaking hands is an indication of
a violation of COVID-19 rules. The model is trained and evaluated on a bunch of
images that we have extracted from social media sites, and it produces exceptional
results in the image classification assignment that we have performed.

Keywords Image classification · Deep learning · ResNet · Violation and
non-violation · COVID-19

1 Introduction

In order to ensure a high-quality life for citizens, minimizing criminal tendencies is
of high importance to the Saudi Arabia government. To do so, artificial intelligence
and in particular its branches of computer vision and robotics have been absolutely
pivotal in devising measures to detect, investigate, and reduce crime. Video surveil-
lance systems have eased the work of enforcement agencies when executing security
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tasks such as facial investigation. In the context of COVID-19, The Saudi Ministry
of Interior has issued legislations for the protection of citizens such as temporarily
suspendingUmrah for citizens and residents, suspension of international flights start-
ing from March 15th, 2020, the suspension of studies in all schools and universities
starting from March 9th, 2020. The ministry also issued fines to those not wearing a
mask and no social distancing in public areas starting from May 30th, 2020. How-
ever, people still do not respect these laws, and it is too expensive in terms of effort
and money to control the respect of legislation. To make the mission easier, we rely
on machine learning and deep learning models on the image captured from streets,
malls, parks, and so on. The importance of image processing for detecting COVID-
19 violations is due to the absence of works dealing with this topic. In addition,
image detection and recognition encounter several challenges due to wide variabil-
ity in poses, shapes, sizes, and texture of images. In particular, facial recognition
problems include posture, presence of structural components, facial emotions, and
image condition. In this paper, we explore existing architectures for image recog-
nition or classification in order to detect people committing the crime of violation
of COVID-19 rules (as an extension to the previous works in the same context [1,
2]). We design a pipeline to address the problem of analyzing the images gathered
pertaining to COVID-19 violations from social medial platforms. The images are
pre-processed and used to train a stack of models. The rest of this paper is organized
as follows. Section2 presents the adopted methodology. Section3 is devoted to show
the results of the methodology, and Sect. 4 concludes the paper.

2 Methodology

In this section, we illustrate our methodology steps ranging from data collection to
violation/non-violation images.

2.1 General Framework

We adapt the different techniques, andwe use in this work to the pipeline presented in
Fig. 1. First, we proceed with data collection from social media platforms. Then, we
perform data preparation from images extraction to data labeling, feature extraction,
anddata pre-processing.Next,we train image classification throughmachine learning
and deep learning models. Finally, we adopt models for binary classification in order
to predict whether an image is violating COVID-19 rules or not.
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Fig. 1 Image classification pipeline to detect images of people violating COVID-19 rules

2.2 Data Collection

Prior researchers often visit the Web to query search engines to obtain images, they
use in populating datasets for image classification tasks. The data collection process is
responsible for many large and diverse sets of images gathering. We direct our data
collection efforts to the Web in general and popular social medial applications in
particular. We download images from four main applications that include Instagram,
SnapChat, YouTube, and Twitter. We obtain a dataset composed of 2313 images that
are taken between 2019 and 2021.

2.3 Data Preparation

In this section,we detail the data labeling, feature extraction, and data pre-processing.
Data labeling involves assigning one (or more) class label(s) according to the con-
cept(s) appearing in the image. For example, authors in [3] propose examples of
“violin” images would be obtained by querying an image search engine for “violin”
or semantically related queries such as “fiddle,” “violin and piano,” or “orchestra” to
obtain a large and diverse set of images. Mechanical Turkers have also been used to
annotate millions of images (such as the ImageNet database containing 14,197,122
images) using the semantic hierarchy of WordNet [4].

In our work, we build a binary image classification model which divides images
into two classes:

• Violation class: It is used to represent images that depict a person or people in an
act that disguises or breaksCOVID-19 restrictions and rules. Examples of violation
acts include not wearing a mask, shaking hands, hugging, and no social distancing
in public areas.

• Non-violation class: It is the exact opposite of the violation class depicting peo-
ple of a person observing and following COVID-19 set restrictions. Examples
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Table 1 Number of images per label

Label name Label number Label count

Non-violation 0 666 images

Violation 1 1647 images

include wearing a face mask, social distancing in public spaces, and using elbow
handshakes.

As shown in Table1 the number of images per label as (violation and non-
violation).
Feature extraction is performed to retain the most distinguishing qualities of an
image. We use OpenCV1 (a publicly available library with computer vision algo-
rithms) to adjust the dimensions of the images and hence standardize them. It removes
redundant information from the image that is irrelevant to learn, for example, nick-
name in SnapChat. Additionally, we filter out images that are neither jpeg nor png
at this feature extraction phase.
Data pre-processing The aim of data pre-processing is to improve the quality of the
collected data and make the data ready for the machine learning and deep learning
model. We perform basic tasks such as resizing, color transformation, or converting
color to grayscale and elimination of unclear data that are detailed in the following:

• Image resizing: The images are resized to a standard scale by cropping them and
proportionally reducing the length andwidth of the images onwhich they are using
a picture editor.

• Text removal: For images that containe text in them, we remove the text because
it was unnecessary for our task analysis.

• Data augmentation: In order to increase the size of our dataset, so that we could
have a lot of data to learn from, we perturb an original image by adding noise
and horizontally flipping them using pythons Sciki t − learn package. This is
performed in order to enlarge our dataset and expose the neural network to a wide
variety of variations of the images. This makes it more likely that the built models
recognize objects when they appear in any form and shape.

2.4 Image Classification

Various neural networks are used in deep learning for the task of image classifi-
cation. In particular, convolutional neural networks (CNNs) exhibit extraordinary
performance in image detection tasks because of their feature extraction ability. In
this work, we adopt ResNet for image classification that alleviates the problem of
vanishing gradients suffered when training very deep networks (i.e., ImageNet with

1 https://opencv.org/.

https://opencv.org/
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Fig. 2 ResNet architecture

16–30 CNN layers). The ResNet allows training deep neural networks with 152
layers. In the following, we explain image classification related to COVID-19 legal
violations by using deep learning (CNN) and machine learning models.

1. Deep learning for image classification: One of the DL tasks is the extraction of
disease diagnosis from clinical data, customer interests from multi-modal data
in shopping applications and entertainment sites, fraudulent transactions from
bank activity data, sentiments of product consumers from social media sites,
and many more. In the following, we introduce image classification using the
ResNet152 model and representation and optimization.

(a) Image classification using ResNet152 model: Due to the computational
demand of a deep layered ResNet model and similarities between images of
our dataset and those in the original ImageNet dataset for which ResNet was
trained, we adopt a pre-trained ResNet152 and fine-tune it for our task. The
revised model shown in Fig. 2 presents pre-trained ResNet152 from Ten-
sorFlow resources to which we add three dense/full connected layers with
rectified layer unit (ReLU) activation of the first two and sigmoid activation
on the last.

(b) Representation and Optimization: In this section, we use TensorFlow and
Keras to create a sequential model. Using the Google Colab tool, we load
our dataset partitioning it into 70% training and 30% testing. The network
was trained based on the following parameters: RMSProp optimizer with
0.0001 learning rate and 100 epochs. We maximize resources (CPU RAM)
available to the public via Google Colab.

2. Machine learning for image classification: In addition to the CNN-based
ResNet architecture,we adoptmachine learning algorithms for the image classifi-
cation task usingGoogleColab.Weadopt six algorithms including support vector
machines (SVMs), K-nearest neighbors (KNNs), Naïve Bayes (NB), stochastic
gradient descent classifier (SGD), decision trees (DTs), random forest (RF). The
models were trained to classify the images into two labels 0 for non-violation
images and 1 for images that show a violation. We load our dataset partitioning
it into 70% training and 30% testing.
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Table 2 Classification results when ResNet is evaluated on our dataset

Label Accuracy (%) Precision (%) Recall (%) F1-score (%) AUC (%)

Violation (1) 98 94 96 –

Non-violation
(0)

97 99 98 –

Macro-
averages

97.61 98 97 97 96.6

Fig. 3 ResNet result confusion matrix and ROC curve

3 Results

In this section, we present the results of both DL and ML models for images classi-
fication performed on the dataset collected in Sect. 2.

3.1 Deep Learning Results

Table2 presents the performance evaluation results for fine-tuning ResNet152 archi-
tecture for our task. Our model performs remarkably very high scores of all five
metrics computed. All metrics results are over 94%. We hypothesize that these out-
standing results are due to the robustness of the ResNet model.

To obtain a better result, we adapt the confusion matrix of the ResNet model
Fig. 3 As observed, TP, FP, TN, and FN are 375, 10, 156, and 3, respectively for the
non-Violation label which is 0 in the figure. Similarly, TP, FP, TN, and FN are 156,
3, 375, and 10, respectively, for the violation label which takes 1 in the figure.

3.2 Machine Learning Results

Upon evaluation of the six different classificationmodels,we obtain and report results
of precision, recall, F1-score, accuracy, and AUC. Table3 and Fig. 4 reveal RF as
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Table 3 Classification results when the ML models are evaluated on our dataset

Name Accuracy (%) Macro
precision (%)

Macro recall
(%)

Macro
F1-score (%)

AUC (%)

SVM 80 81 71 73 84

KNN 74 69 63 64 72

NB 69 65 66 65 69

SGD 71 68 71 69 –

DT 71 68 70 68 69

RF 82 81 75 77 85

Fig. 4 ROC curves of the ML models

the best performing model outperforming all its counterparts across the five metrics
computed. SVM is very competitive, too by achieving the next best performance.
Despite achieving relatively high-accuracy scores, KNN, DT, SGD, and especially
NB are significantly less than RF and SVM. These performance results are evidently
clear in the ROC illustration in Fig. 5 RF has the largest area under its curve, and NB
has the least area under its curve.

For purposes of visualizing the performance, Fig. 5 presents evaluation results of
our proposed ML algorithms using accuracy metrics.
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Fig. 5 Visualizing the accuracy of the ML models used for our image classification task

Table 4 Comparison between ResNet152 and best performing ML model (RF)

Model Accuracy (%) Macro
precision (%)

Macro recall
(%)

Macro
F1-score (%)

AUC (%)

ResNet152 97.61 98 97 97 96.6

RF 82 81 75 77 85

3.3 Deep Learning (DL) versus Machine Learning (ML)

We compare the best performing ML model to the DL model (ResNet152) in order
to determine which of the two approaches would be used to effectively achieve
the task of distinguishing between violation and non-violation images. The ResNet
model absolutely outperforms the RF model in every metric category as observed in
Table4.

4 Conclusion

In this paper, we present a pipeline for achieving an image classification task that
involved classifying images as either violation or non-violation. Where the former
implied the person or people in the imagewere violatingCOVID-19 rules, and the lat-
ter was the exact opposite. We have fine-tuned ResNet152 network architecture with
a couple more fully connected layers. We additionally evaluate traditional machine
learning algorithms including SVM, KNN, NB, SGD, DT, and RF for the same task.
To evaluate the models, we split our dataset into a train and test set and report the
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performance set. As future work, we aim at increasing the number of multi-label
images, such as facilitating the procedures for wearing a mask, spacing, and others.
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A Comparison of Interpretable Machine
Learning Models to Predict In-Hospital
Mortality After Myocardial Infarction:
Analyzing Two Years Data
from a High-Volume Interventional
Center

Nicolai Romanov , Iolanda Valentina Popa , Alexandru Burlacu ,
Crischentian Brinza , and Marin Fotache

Abstract The most common cause of death among patients with cardiovascular
diseases ismyocardial infarction (MI). Identifyingpredictors for in-hospitalmortality
is an essential step toward MI prevention and consequent reduction in mortality. We
aimed to developmachine learning (ML)methods for predicting in-hospitalmortality
in MI patients and apply novel techniques for models’ interpretability to detect the
predictive importance of the variables. Random forest (RF) and extreme gradient
boosting (XGB) are applied to a dataset of 2035 MI patients who underwent percu-
taneous coronary intervention. When comparing the models’ AUC (RF—0.9712
vs. XGB—0.9666) and accuracy (RF—97% versus XGB—98%), both techniques
achieved similar performance. However, the RF model obtained a higher sensitivity
(86%) than the XGBoost classifier (80%). Hypertension, cardiogenic shock, ejec-
tion fraction were identified as some of the main contributors to the outcome. Our
paper contributes to the global effort of reducing mortality in patients with myocar-
dial infarction by proposing two interpretable ML models that accurately predict
in-hospital mortality in MI patients. These results are essential steps in improving
current preventive strategies. However, future studies on larger datasets enriched
with both categorical and continuous variables, and models validated on external
data from other centers are needed to accurately assume generalizability in clinical
practice.
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Keywords Machine learning ·Model interpretability ·Myocardial infarction ·
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1 Introduction

The most common cause of death among patients with cardiovascular diseases is
myocardial infarction (MI) [1].MI is classified as ST-segment elevationMI (STEMI)
or non-ST-segment elevation MI (NSTEMI). A significant percentage of MI cases
is caused by STEMI [2], which results from the acute thrombotic occlusion of the
coronary arteries that provide blood supply to the heart.

According to the latest European Society Cardiology guideline for the manage-
ment of patients with STEMI, primary percutaneous coronary intervention (PCI)
is the first-line treatment strategy [3]. Compared to the pharmaceutical treatment
(fibrinolysis), PCI reduces mortality in acute STEMI patients by about 22% [4–7].

Although PCI proved to improve the prognosis of STEMI patients significantly,
the in-hospital mortality rates after STEMI remain high (between 4–12%) [3].

Identifying predictors for in-hospital mortality is an essential step toward MI
prevention and consequent reduction in mortality [3]. Our team developed and
published in 2019 [8] a logistic regression (LR) model to identify independent
predictors of short-term mortality after PCI. The continuous development of modern
computational strategies in the area of artificial intelligence (AI)/machine learning
(ML) is promising tools able to add more robustness to predictive models, increase
accuracy on external validation datasets, and offer solutions for classifying the
variables’ importance through the models’ interpretability [9–13].

This paper aimed to provide robust comparisons between the accuracy of two
AI/MLmethods in predicting short-termmortality after PCI, based on the two years’
data from a high volume interventional center serving for the eastern part of Romania.
Also, we intended to (1) identify predictors of post-PCI in-hospital mortality; (2)
apply novel techniques formodels’ interpretability to detect the predictive importance
of the variables, and (3) validate the models’ on an independent dataset in a global
effort to improve the management of STEMI patients and reduce residual deaths
through better preventive strategies.

2 Data, Methods, and Tools

This study was conducted with a hospital-based dataset. The dataset was initially
presented byBurlacu et al. [8] and contains information about 2035patients regarding
the following variables: age, gender (female = 1, male = 0), smoking status, left
ventricular ejection fraction (LVEF), diabetes, hypertension, dyslipidemia, chronic
kidneydisease (CKD),multivessel disease (MVD) in twoormore epicardial coronary
arteries, proximal left anterior descending artery (pLAD) or left main artery (LM),
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primary resuscitation, previous myocardial infarction (MI), cardiogenic shock, in-
stent thrombosis,myocardial rupture, and the outcome—death.A total of 124patients
died, resulting in a 6.1% in-hospital mortality rate.

Random forest (RF) and extreme gradient boosting (XGB) are two widely used
ML techniques for classification and regression tasks built using ensembles of trees.
RF, presented by Breiman [14], is an example of bagging ensemble techniques that
builds a series of trees by splitting a random portion of samples and features. Stable
and high accuracy and low variance are some strong points of this method [15]. XGB
[16] is an example of boosting techniques that build a robust model by iterating over
‘weak’ models and improving predictions. While RF is better at reducing model
variance, XGB is known to handle the model’s bias [17].

In general, the class imbalance problem solutions can be applied at the data level,
model level, or both. Both models have methods to combat the problem by changing
the classweights associatedwith the predicted labels. Since our data are highly imbal-
anced, with only 6.1% positive cases, during the training process, we set the RF’s
parameter class_weight to ‘balanced’ and XGB’s scale_pos_weigth to 15, which is
the ratio of negative samples to positive samples.

Both RF and XGB have a set of parameters, called hyper-parameters that cannot
be inferred from data and need to be optimized during the training process. The
hyper-parameter tunning can lead to a 5 to 20% boost in performance [18]. The
following parameters were tunned for the RF model: n_estimators (number of trees
in the model), min_samples_split (minimum number of samples required to split
an internal node), min_samples_leaf (the minimum number of samples required
to be at a leaf node), max_samples (number or ration of samples used to train a
base estimator), max_features (number of features evaluated when looking for the
best split), max_depth (maximum depth of a base tree), criterion (the function that
evaluates split quality), and class_weight (keep default class weights or balance
the data). For the XGB models, six parameters were tunned: subsample (ration of
training instances), min_child_weight (minimum sum of instance weights needed in
a child), max_depth (maximum depth of a tree), gamma (minimum loss reduction
required to make a further partition on a leaf node of the tree), eta (learning rate),
and booster (type of learner). All combinations of parameters were trained using
stratified cross-validation methods to avoid the overfitting problem.

Besides obtaining a model with good performance, it is equally important to
understand the factors it relies on when predicting the outcome. The task of identi-
fying and ranking feature importance gained much interest in recent years. RF has
built-in techniques that compute feature importance based on mean decrease impu-
rity (Gini) or permutations. In this study, the Gini method was preferred. For the
XGB, the available options are ‘gain’, ‘weight’, or ‘cover’, out of which ‘gain’ was
chosen.

Baniecki et al. [19] proposed a set of interpretability techniques built at the model
and instance levels. We used two of the instance-level method—break down (BD)
and break down interactions (BDIs)—to analyze the predictions given by the RF and
XGBmodels. The idea behind BD is to analyze the mean prediction of the model by
subsequently changing all values of the features with the values from the analyzed
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instance. BDI method is proper when the effects of some features depend on other
features’ effects, creating groups that can be interpreted together.

3 Results

This section presents the performance obtained by RF and XGB models in terms of
accuracy, ROC-AUC, sensitivity, and specificity, as well as feature importance of the
models and some insights into themodels’ predictions using different interpretability
techniques.

Out of the total possible hyper-parameter combinations for eachmodel, 1000were
randomly chosen to assess the performance using stratified cross-validation folds.
The best combination of parameters for theRFmodel consists of the followingvalues:
n_estimators= 800, min_samples_split= 12, min_samples_leaf= 1, max_samples
= 0.9, max_features = 2, max_depth = 10, criterion = gini, and class_weight =
balanced. The fact that all top combinations in terms of metrics had class_weight =
balanced can be considered proof that RF models can treat imbalanced data easily.
Probst et al. [20] suggest that a smaller value for the max_features parameter has the
advantage of building less correlated trees, thus having a more balanced aggregation.
Moreover, features with moderate effect on the final prediction have greater weights
if the value for max_features is low. There are two important disadvantages for
having a small max_features value: The model’s efficiency can be affected by the
fact that the model is not built on the most optimal features, and some of the non-
important features might get increased weight. For the XGB model, the parameters
that yielded the best results are the following: subsample = 0.7, min_child_weight
= 1, max_depth= 7, gamma= 0, eta= 0.6, scale_pos_weight= 15, and booster=
gbtree. Like the RF model, XGB also had the best combinations of parameters with
scale_pos_weight = 15, which handles the class imbalance problem.

The hyper-parameter tuning process was performed on a train set, subsequently
divided into folds for training and validation. The final performance review of the
model consists of training the model on all training data and evaluating it using
test data. The metrics obtained by the model trained using hyper-parameters defined
above are presented in Table 1.

Both models performed well on the test set with a score for ROC-AUC of 0.9712
and 0.9666 for RF and XGB, respectively. Both models outperformed the logistic
regression (LR) used by Burlacu et al. [8] on the same dataset in terms of ROC-AUC,
which was 0.933 in the initial study. The models also scored a better specificity than

Table 1 Model’s metrics

Model ROC-AUC Accuracy Sensitivity Specificity

Random forest 0.9712 0.9705 0.8620 0.9775

XGBoost 0.9666 0.9803 0.8056 0.9916
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Fig. 1 Feature importance of RF (left) and XGB (right)

the LR, with 0.9775 for RF and 0.9916 for XGB compared to 0.9660 obtained
initially. The sensitivity obtained in the first study was 0.8468, which is better than
the one scored by XGB—0.8056 but worse than the RF—0.8620. XGB had slightly
better accuracy than RF, with 0.9803 and 0.9705, respectively.

After retrieving the best parameters and training, each model’s most essential
features were analyzed. As shown in Fig. 1, both models ranked cardiogenic shock
and LVEF as the most critical variables, followed by MVD in the RF model and
hypertension in the XGB to complete the top 3. All other variables had equal impor-
tance in both models, myocardial rupture being the only one that was not considered
necessary by the XGB model.

The final step of analyzing model predictions is interpreting them at the instance
level. For each model, two types of plots (Break down and break down interactions)
were constructed for two instances from the test set—one with true label 1, predicted
label 1 (Instance 1—RF, Instance 3—XGB), and one with true label 0 and predicted
label 1 (Instance 2—RF, Instance 4—XGB). These instances were chosen to identify
the variables and their values that contribute toward a positive outcome of the model,
whether it is correct.

As shown in Fig. 2, the main factors leading to the prediction ‘1’ for instance 1 are
the value 1 for cardiogenic shock, primary resuscitation, MVD, hypertension, prox-
imal LAD, and gender features.Dyslipidemia andLMalso added a small contribution
with the value of 1.

Fig. 2 Break down (left) and break down interactions (right) plots for instance 1
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Fig. 3 Break down plot (left) and break down interactions (right) plots for instance 2

Figure 3 presents the plots for the misclassified instance. The most important
features contributing to the prediction are LVEF, previousMI, LM,MVD, and hyper-
tension; all have a value equal to 1. A small input was also added by gender = 1,
diabetes = 1, and CKD = 0, while proximal LAD = 0 contributed toward lowering
the probability of predicting label ‘1’.

The plots for the correctly classified instance by the XGB model are presented in
Fig. 4. The main contributors toward the positive outcome are cardiogenic shock =
1 and LVEF= 1, with minor contributions from MVD= 1, age= 1, proximal LAD
= 0, and smoking = 1.

For the mislabeled instance, presented in Fig. 5, the main contributors were cari-
ogenic shock = 1, hypertension = 1, gender = 1, diabetes = 0, and smoking =
1. Features like LM, LVEF, and MVD with the value 0 lowered the probability of
predicting a positive outcome. Overall, the two interpretability techniques are stable

Fig. 4 Break down (left) and break down interactions (right) plots for instance 3

Fig. 5 Break down (left) and break down interactions (right) plots for instance 4
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and consistent across instances, meaning that the same combinations of features and
their values will lead to a more or less similar outcome.

4 Discussions

Our paper (1) brings novel proof for the efficacy of AI/ML methods to predict in-
hospital mortality after PCI; (2) is the first research of this type using local data from
our country, and (3) is in line with the global effort to reduce mortality in MI patients
through the use of modern computational techniques. We provided comparisons
between the accuracy of two AI/ML methods in predicting short-term mortality
after PCI. We also identified predictors of post-PCI in-hospital mortality and their
importance through interpretability techniques. Moreover, we validated the models’
on an independent dataset.

Cardiovascular medicine has been one of the essential areas for AI/ML applica-
tion.ML techniques’ advantage is that they can identify patterns among vast volumes
of data without the rigid assumptions of traditional statistics [21], in an era when
large quantities of data are available from electronic health records and specialized
medical databases.

For our study, we used two of the most popular ensemble methods for classi-
fication: random forest and boosting. When comparing the models’ AUC (0.9712
vs. 0.9666) and accuracy (97 versus 98%), both techniques achieved similar perfor-
mance.However, theRFmodel obtained a higher sensitivity (86%) than theXGBoost
classifier (80%). This is relevant, as sensitivity indicates the model’s ability to
detect high-risk patients correctly. With high sensitivity, the algorithm will flag more
patients who are actually at risk. This is important in preventive medicine to ensure
the necessary preventive steps aimed to reduce mortality.

Several other AI/ML studies dedicated to predict in-hospital mortality after PCI
have been conducted. Hsieh et al. [22] recorded the best performance for a decision
tree (AUC= 0.895, 95% CI 0.865–0.925), outperforming other ML algorithms such
as an artificial neural network (ANN), a Naïve Bayes classifier (NB), and a support
vector machine (SVM). A multi-layer perceptron (MLP) model using integrated
discrimination improvement and Brier score could accurately predict death after
PCI (90.3% accuracy) [23]. However, the importance of the variables could not be
assessed due to the lack of the model’s interpretability. A random forest regression
model achieved anAUCof 0.925 (95%CI 0.92 to 0.93) and found that age, congestive
heart failure, and shock on presentation were leading predictors for the all-cause in-
hospital mortality [11]. Sladojevic et al. [24] obtained the best prediction results
for an alternating decision tree classifier that could predict in-hospital mortality
with 97.8% accuracy (AUC = 0.99). They identified a subset of ten attributes most
relevant to mortality prediction: urea, age, hemoglobin, DeBakey score, INR, total
cholesterol, whether the patient is a physical laborer, left ventricular stroke volume,
aortic velocity–time integral, and blush flow. In the paper of Al’Aref [12], a boosted
ensemble algorithm (AdaBoost) had optimal discriminationwithAUCof 0.927 (95%
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CI 0.923–0.929) compared with AUC of 0.913 for XGBoost (95% CI 0.906–0.919,
P= 0.02), AUC of 0.892 for RF (95% CI 0.889–0.896, P < 0.01), and AUC of 0.908
for logistic regression (95% CI 0.907–0.910, P < 0.01). Al’Aref et al. [12] identified
the two most significant predictors were age and ejection fraction.

Our model has achieved better performance metrics (AUC, accuracy) than the
studies published so far excepting Sladojevic et al. [24]. However, it must be noted
that the studies of Kulkarni et al. [23], Zack et al. [11], and Al’Aref [12] used
significantly larger datasets including more than 11,000 patients, which are essential
for the demonstration of the models’ generalizability.

Interestingly, any of our models did not identify age as an essential contributing
factor to the outcome, unlike the studies published so far that found age to be oneof the
leading predictors. This may be because our dataset included predominantly elders
(more than half of the patients had over 70 years of age). Moreover, hypertension was
a leading contributor to the outcome by both models, but it was not mentioned in any
of the other studies cited. Our paper and the referenced works identified cardiogenic
shock and ejection fraction.

There are several significant limitations of this study. Firstly, the population size
is smaller compared to other studies published so far, limiting the ability to assume
generalizability for our models. Secondly, all the included variables are categorical,
which could negatively influence the performance metrics. Thirdly, our models have
been validated on an independent test set but from the same medical center. To better
assess generalizability, external data are recommended for validation.

5 Conclusions

Our paper contributes to the global effort of reducing mortality in patients with
myocardial infarction by proposing two interpretableAI/MLmodels aimed to predict
in-hospital mortality after PCI and identify the outcome’s predictors and their impor-
tance. These results are essential steps in improving current preventive strategies that
lead to fewer preventable deaths. However, future studies on larger datasets enriched
with both categorical and continuous variables and models validated on external data
from other centers are needed to assume generalizability for use in clinical practice
accurately.
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Abstract The trend of adopting container-based systems become increasingly rele-
vant for companies and their ITdepartments. Improved scalability and shorter deploy-
ment cycles in IT production are the most mentioned benefits of the technology. The
adoption of container-based technologies in an existing IT system landscape requires
a consideration of migration strategies. The paper at hand examines general migra-
tion patterns for the transition of virtual systems into container-based systems from a
cloud computing perspectives. Several strategies are derived for a specific use case.
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1 Introduction

Container-based systems become increasingly relevant for companies and their
IT departments. This significant trend is confirmed by numerous surveys and an
increased search interest for technologies from this area. A study from 2020 found
out that the number of companies that containerised at least 50% of their applications
grew from 15 to 29% from 2018 to 2020. Meanwhile, only 21% of the companies
deploy less than 10% containerised applications [1]. The Cloud Native Comput-
ing Foundation (CNCF) also conducted several surveys on the spread of container
technologies in the economy. A similar picture emerges here. The use of containers
for productive operations grew from 26 to 92% [9] in the period from 2016 to 2020.
Another indication is the analysis of Google search queries via Google Trends.When
comparing well-known container technologies such as Docker and Kubernetes with
virtual machines, an increased interest in container-based solutions is apparent [15].
Consequently, container-based systems are a growth market. In 2018, revenue was
approximately $1.2 billion, growing to $1.6 billion in 2019. The survey leads to an
estimation of further growth to $5 billion US dollars by 2023 [26].

In addition to the trend of adopting container-based systems, the surveys pro-
vide insight into the benefits of the technology. Improved scalability and shorter
deployment cycles are mentioned as the greatest impact by 51% of CNCF survey
respondents [9]. Another study resumes that for 38% of respondents, high portability
of the application as well as 31% ranked ease of upgrades, maintenance and lifecycle
management of the application as the main advantages [17].

Whilst the advantages ofmigrating applications to containerised environments are
well-known, the question arises as to how a system migration can be structured from
a technical perspective. Since best practices are usually available for such initiatives
and one would like to benefit from them, these guidelines could be the basis for a
requirements analysis. The following scientific questions be formed:

RQ 1:Which patterns can be considered for the migration of applications from a
virtual to a containerised environment?

RQ2:Which implementation options could be derived from themigration patterns
for a specific migration use case?

The paper at hand is structured as follows. In the next section, the process of
the literature review is described and the results of the conducted review presented.
Subsequently, based on the findings, suitable migration options are derived for a
specific use case. A short conclusion and outlook to future work is given in the final
section.

2 Migration Patterns

For further understanding, a conceptual distinction should first be made between
virtual and containerised environments. A virtual machine is an environment running
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an operating system including applications. It is placed on a physical system, which
is called the host system or host, whilst the virtual machine is called the guest or
guest system. The host system uses a hypervisor to separate the hardware from one
or more isolated virtual machines. Using virtual machines on a physical system can
maximise hardware utilisation [10]. A container bundles application source code,
configuration files, libraries or runtime dependencies into one entity. The container
can be executed on different platforms and environments without having to adapt the
content. The host system only needs to provide a runtime for the container. Compared
to an virtual machine, a container does not have its own operating system and instead
accesses the host directly [11].

2.1 Search Results

To find patterns that can be applied for migration, it is necessary to perform a sys-
tematic literature review [20]. In the following, the review protocol is outlined and
the patterns found are summarised. For the systematic literature review, the results
from the search engines, Google Scholar, Web of Science (WoS) and Springer Link,
are considered. The selection is based on the coverage of the databases, whilst they
integrate the results of other databases such as IEEE, ACM and Elsevier, amongst
others. For the literature search, at first, the term IT system migration is
selected. Both virtualised and containerised system can be considered as IT systems.
For the defined search term, Google Scholar returns around 1.2 million hits, Springer
Link around 560,000 and WoS around 26,000. For manual analysis of the items, the
amount is too large. Consequently, the search space is limited by specifying the term.
The second search pass is performed with the term cloud migration. The tar-
get system will be hosted by a cloud service provider and is therefore a cloud-based
system. The search term returns 535,000 entries on Google Scholar, around 38,000
on Springer Link and around 3000 on WoS. The third search uses the term “cloud
migration”. In this version, the words must occur contiguously in the respective
items. The search leads to 5000 hits at Google Scholar, 444 at Springer Link and 84
at WoS. Regarding the Google Scholar result, further concretisation is necessary. In
the fourth search run, the search term “cloud migration” and “pattern” is
defined. Since patterns are to be found explicitly for a migration, the AND operation
is used. The known search engines returned 1540, 208 and 5 results, respectively.
Whilst the number of items from Springer Link and WoS are manually examinable,
the result from Google Scholar has to be narrowed down. The fifth search uses the
search term “cloud migration” and “pattern” AND (“container” or
“docker”)AND “virtual machine” and is only performed onGoogle Scholar,
leading to 263 hits. For Springer Link, further concretisation is done by selecting
two categories, Computer Science and Engineering that represent the subject area
of this work. Items that fit into these categories are considered. After selecting the
categories, 143 results remain for Computer Science and 32 results for Engineering.
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Table 1 Search results subdivided according to search engine and search term

Search term Springer Link Google Scholar WoS

IT system migration 565.855 1.230.000 26.785

Cloud migration 38.108 535.000 2.795

“Cloud migration” 444 5000 84

“Cloud migration”
AND “pattern”

208 1.540 5

“Cloud migration”
AND “pattern” …

55 263 –

After containment 175 133 5

The number of citations is used for the containment. A paper must have at least one
citation to be analysed. This leaves 133 results. Table1 summarises the results of the
systematic search.

All contributions are then analysed by reading the abstract of the paper, as well as
searching the paper itself for key terms. The keywords include cloud,migration
and pattern. If the content of the respective work seems to fit, it is considered
more closely. In addition, papers that do not address migration patterns that consider
only one aspect of migration (e.g. cost) that suggest automatic migrations that focus
on optimisation problems for a migration, that address at live migrations or that are
strongly related to an application use case (e.g. IoT, network technologies like 5G)
are furthermore excluded. Consequently, the following work summarises the result
of the search (Table 2).

2.2 Analysis

A higher-level classification of patterns is proposed in a paper from 2021 [16], and
integrates the cloud service models Infrastructure-as-a-Service (IaaS), Platform-as-
a-Service (PaaS) and Software-as-a-Service (SaaS) as a basis [24]. It definesMigrate
to IaaS,Migrate to PaaS,Replace by SaaS,Revise based on SaaS and Reengineer
to SaaS. This classification reflects the actual migration of an application to other
infrastructure or platform and the transformation of an application to a SaaS as well
as a complete replacement without migration. Another widely used classification is
the R-Patterns, first published by Gartner in 2010 [13]. These have been adopted by
some authors [21] and by companies such as AWS [2–4, 25] or Microsoft [8]. The
categories aremostly similar and have been extended over time. In the R-Pattern clas-
sification, migration to the infrastructure of another cloud service provider is called
Rehost. In a platform migration scenario, a distinction can be made according to the
effort involved. An application can be migrated to a container (Relocate) or with
minimal platform-dependent adjustments (Replatform or Revise). More intensive
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Table 2 Search results

Title Source Year

How to adapt applications for the Cloud environment [5] Google Scholar 2012

How to adapt applications for the Cloud environment [5] Springer Link 2012

CloudDSF—The cloud decision support framework for
application migration [6]

Springer Link 2014

Strategies and methods for cloud migration [28] Springer Link 2014

Cloud migration patterns: a multi-cloud service
architecture perspective [18]

Springer Link 2015

Pattern-based multi-cloud architecture migration [19] Web of science 2016

Enterprise cloud strategy [8] Google Scholar 2016

Application migration architecture for cross clouds
analysis on the strategies methods and frameworks [21]

Google Scholar 2017

Migrating to Azure: transforming legacy applications
into scalable cloud-first solutions [14]

Springer Link 2018

The benefits of using experimental exploration for cloud
migration analysis and planning [12]

Springer Link 2018

Microservices migration patterns [7] Google Scholar 2018

Strategy and procedures for migration to the cloud
computing [2]

Google Scholar 2018

Revisiting cloud migration: strategies and methods [27] Google Scholar 2020

Migration—running Microsoft workloads on AWS [25] Springer Link 2021

A multi case study on legacy system migration in the
banking industry [16, 22]

Springer Link 2021

Adopting the cloud [23] Springer Link 2021

adaptation of the application for migration to a new platform or for transformation
into a SaaS is covered by the patterns Refactor or Rebuild or Reenvision. Replac-
ing an application with an alternative SaaS corresponds to the pattern Repurchase
as well as Replace. Finally, two cases complete the patterns. In Retire, an applica-
tion is no longer used and therefore no migration is carried out and in Retain, the
intention of a migration cannot generally be considered and the previous operation is
maintained. A very comprehensive approach is pursued in [18]. In this framework,
a distinction is made between 15 patterns that mainly relate to platform migrations
and that additionally consider several detailed scenarios. The effortless transfer of
an application to a new platform is marked as MP1—Re-deployment. The pat-
tern MP2—Cloudification considers only minimal adaptations of an application
through the extension of individual components with cloud services. A mixed form
of MP1 and MP2 is described in the pattern MP3—Relocation or MP4—Multi-
Cloud Relocation. A revision of the application, which is necessary due to the
migrationproject, is captured in patterns for refactoring (MP5—Multi-Cloud Refac-
toring, MP6—Hybrid refactoring, MP7—Hybrid refactoring with on-premise
adaptation,MP8—Hybrid refactoring with cloud adaptation andMP9—Hybrid
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refactoring with hybrid adaptation). The corresponding patterns differ in the pri-
oritisation of the target systems, i.e. whether the application is to be operated pre-
dominantly in cloud environments, on-premise or equally distributed. The patterns
MP10—Multi-Cloud Rebinding, MP11—Rebinding with cloud brokerage and
MP15—Multi-Application Modernization also address such adaptations through
refactoring, but on the one hand consider the use of cloud services in communication
between application components in particular and on the other hand pursue to design
the application independently of the platform. Finally, the framework contains the
patterns MP12—Replacement, MP13—Replacement with on-premise adapta-
tion and MP14—Replacement with cloud adaptation, which intend to replace an
application or some components of the application with a cloud service. Depending
on whether the majority of the components are operated in the cloud environment
or on-premise, a further differentiation can be made. Investigating the paper [14],
the categorisation overlap with previous approaches. The transfer of an application
to a target platform without adaptation is referred to as Lift and Shift, whilst nec-
essary adaptations are classified as pattern Lift, Shift, and Enhance. The complete
revision of the application due to the migration project corresponds to the pattern
Greenfield, although there are also mixed forms, insofar as only individual parts
are migrated or redeveloped and some components are even continued in the old
operation (Hybrid). It is already evident that not all patterns of the first mentioned
classifications are integrated. This also applies to the work [6] and [27]. Several
previously mentioned patterns are mixed in the following patterns. The patterns
Whole migration [27] and Migrate the whole software stack [6] do not precisely
address whether further prerequisites are necessary for migration. A differentiated
distinction between the patterns Mixed Migration, Component Replacement and
Cloud-enable Migration [27] as well as Partially migrate and Cloudify [6] is also
difficult to make. In all these patterns, only parts of the application are migrated or
supplemented with cloud services. To the extent, one wants to distinguish between
on-premise and cloud migration, a dividing line can be set. However, such an addi-
tional differentiation is not part of the research question. The pattern Replace from
[6] corresponds to a complete replacement of the application with a SaaS. The other
works identified from the literature search refer to the works mentioned so far and try
to adapt them. Nevertheless, this does not result in any further migration approaches.

2.3 Summary

After analysing the retrieved papers and the related patterns, the summary presented
in Table3 emerges. In pattern P1, a complete migration of the application environ-
ment from the source system to the target system is summarised, which is carried
out at the infrastructure level. A transfer to a cloud platform (PaaS) is considered in
pattern P2. However, a further distinction is drawn as to whether no, few or enormous
changes need to be made in advance so that a migration can be conducted. Addi-
tionally, the subpattern for a new development of an application for a platform is
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Table 3 Summary of migration patterns

Pattern Description Source

P1 Hosting the application on new
infrastructure without modification

Migrate to IaaS [16], Rehost [13, 21],
Rehost [2–4, 25], Rehost [8], Migrate the
whole software stack [6], Whole
Migration [27]

P2-A Hosting the application on a new
platform without modification

Migrate to PaaS [16], Relocate [2–4, 25],
Lift and Shift [14], Migrate the whole
software stack [6], Whole Migration [27],
MP1 [18]

P2-B Transfer the application to a new
platform with necessary modification

Migrate to PaaS [16], Replatform [2–4,
25], Revise [13, 21], Lift, Shift and
Enhance [14], Migrate the whole
software stack [6], Cloud-enable
Migration [27], MP3 [18]

P2-C Transfer the application to a new
platform with extensive modification
depending on the platform

Migrate to PaaS [16], Refactor [13, 21],
Migrate the whole software stack [6],
Cloud-enable Migration [27], MP3, MP4
[18]

P2-D New development of the application to
migrate to a platform

Migrate to PaaS [16], Rebuild [13, 21],
Reenvision [8], Greenfield [14],
Cloud-enable Migration [27], MP5,
MP10, MP11, MP15 [18]

P3-A Replacing the software by a software
cloud service

Replace by SaaS [16], Replace [13, 21],
Repurchase [2–4, 25], Replace [8],
Replace [6], MP12 [18]

P3-B Adaptation of the Software as a SaaS Revised based on SaaS [16]

P3-C New development of the application as
SaaS

Reengineer to SaaS [16]

P4-A Hybrid development, migration or
replacements of components of the
application to a cloud environment

Migrate to PaaS [16], Hybrid [14], MP6,
MP9 [18], Mixed Migration [27]

P4-B Extension of the current application by
cloud services

Migrate to PaaS [16], Cloudify [6], MP2
[18]

P4-C Migration of specific components of the
current application to a cloud service

Migrate to PaaS [16], Partially migrate
[6], Mixed Migration [27], MP7, MP8
[18]

P4-D New development of specific components
as a cloud service

Migrate to PaaS [16], Component
Replacement [27], MP13, MP14 [18]

P5 The previous operation is maintained and
the migration is reassessed at a later date

Retain [2–4, 25], Retain [8]

P6 Shutting down the application Retire [2–4, 25], Retire [8]
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included. The pattern P3 mainly pursues SaaS approaches. In addition to a complete
or partial redevelopment of an application as a SaaS, a replacement of the application
with a SaaS can also be considered. In the pattern P4, approaches of hybrid applica-
tion development for migration to a cloud platform are understood. The subpatterns
result from the variousmanifestations of such hybridmigration approaches. The final
patterns P5 and P6 consider the postponement of a migration project as well as the
termination of the application.

3 Scenario Analysis

In the following, a use case is analysed that plans the migration of a PHP application,
a MySQL database and an Elasticsearch cluster. The application stack is integrated
in a virtual system environment in the source system. The target system should take
advantage of the container-based technologies presented in Sect. 1.

The question is to be answered which implementation options result from the
patterns that have been developed. First of all, a shutdown of the application (P6) as
well as a postponement of the migration project into the future (P5) are not planned.
Amigration according to pattern P1 would entail a complete move of the application
stack to the infrastructure of a target system provided by a cloud service provider. No
change to the application environment would be envisaged, so the planned container
technology would not be used. The P2 pattern provides for a migration to a PaaS.
Kubernetes, for example provides a platform for container applications. However, the
applications from the source system must be minimally adapted for possible migra-
tion (P2-B). No enormous adjustments or new developments need to be made, as
containers from the technology providers (MySQL and Elasticsearch) already exist.
The pattern P3 corresponds to a simple migration to a SaaS, but this is not generally
feasible due to the diversity of the application stack. However, the migration of indi-
vidual components of the stack can be performed as in P4, which can also involve
a SaaS. There are various providers of Elasticsearch clusters, so this cluster can be
replaced by a SaaS (P4-A), but can also be migrated to the cloud by customising it
(P4-C).

In summary, the patterns P2-B, as well as the patterns P4-A and P4-C can be
considered.

4 Conclusion and Future Work

In the paper at hand, an overview of migration patterns for applications in cloud
environments is determined with the help of a literature review. With the overview
of migration patterns, individual implementation options are derived for an exem-
plary application scenario. This approach will be further developed in the future.
A structured requirements analysis will be examined so that a detailed derivation
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of the migration patterns can be achieved. Additionally, the integration of further
technical parameters or performance parameters of the infrastructure and platform
environments could be considered. Since the migration patterns are described largely
superficially, a detailed design of the patterns is helpful so that an implementation
can be carried out in a targeted manner.
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Organization of Training in the Art
Education Institution in the Context
of the COVID-19 Pandemic
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Abstract The pandemic COVID-19 has caused significant changes inmany areas of
public life, including education. This article introduces how the pandemic COVID-
19 affected higher education and how it can reduce the negative impacts of the
pandemic and respond to future challenges with the use of ICT. Problems and conse-
quences related to the educational process in educational institutions ofUkraine in the
conditions of quarantine restrictions are analyzed. The experience of Kyiv National
University of Culture and Arts in adapting the educational process to today’s chal-
lenges is presented. The main directions of the university’s work on reducing the
consequences of the pandemic and ensuring the stability and flexibility of the educa-
tional process in the conditions of quarantine restrictions are revealed. Accented
the importance of developing digital competence for all participants in the learning
process.
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1 Education in the Conditions of Quarantine Restrictions

1.1 Problems of Distance Learning in Higher Education
Institution

Education is one of the basic human rights, which is enshrined in Article 26 of the
Declaration of Human Rights, the Constitution of Ukraine and sectoral laws. The
UN’s fourth goal of sustainable development by 2030, which is also being imple-
mented by Ukraine, is to “ensure comprehensive and equitable quality education
and promote lifelong learning opportunities for all”. The pandemic has led to signif-
icant changes in education worldwide. The vast majority of countries have closed
all educational institutions for at least some time, while the rest of education has
stopped in some areas. Higher education institutions have wider autonomy. There-
fore, with the exception of periods of strict quarantine restrictions, they were able
to independently determine the training regime depending on the infrastructure and
other factors necessary to ensure the educational process in a pandemic.

The introduction of distance learning in education institutions has revealed a
number of problems [4, 5].

Digital inequality. Lack of Internet access and devices needed for distance learning.
In general, students from poor families are more likely to have less access to digital
learning resources, such as a personal computer or laptop, high-speed Internet and a
comfortable learning environment, including their own room or desk, quiet privacy
and parental support. In Ukraine, access to the Internet, especially in villages and
small towns, is limited, which could significantly increase educational inequalities.
According to the State Statistics Committee of Ukraine, households in large cities are
more likely to have access to the Internet than rural households. It should be noted
the positive dynamics in the growth of the share of households that have access to
Internet services at home (see Table 1).

Mental health. During a pandemic and quarantine restrictions, people may expe-
rience stress, anxiety, fear, isolation and trauma from the loss of a loved one. In
Ukraine, no special studies were conducted on the mental health of educators and
workers in this field, but surveys [8] were conducted on the psycho-emotional state
of Ukrainians in quarantine. In the field of education, the difficulties of transition to
distance learning due to lack of digital resources and skills, reduced communication
and psycho-emotional support become an additional factor in the deterioration of

Table 1 Proportion of
households that have access
to Internet services at home

Year In urban areas In the countryside All households

2019 76.3 44.1 65.8

2020 85.6 66.0 79.2

Source [1, 2]
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mental health for educators, especially the older age group. In addition, the mental
health of vulnerable students may also be at risk.

Educational outcomes. One of the negative consequences of the pandemic was the
deterioration of the quality of education and educational outcomes. Much of the
learning material was left for self-study. In many educational institutions, distance
learning looked like sending material for self-study from a textbook, written assign-
ments to test knowledge and evaluate results without discussion, feedback and expla-
nations. The increase in the share of independent work and the lack of a unified
approach led to an excessive workload of students. Such practices do not promote
high-quality assimilation of thematerial, but, on the contrary, create additional stress.

Most higher education institutions remain in the mode of distance or blended
learning, so the problem remains relevant and needs coordination and control by the
administration of educational institutions.

Lack of systematic support for the provision of recommendations and explana-
tions for educational institutions on educational processes during quarantine
from the Ministry of Education and Science of Ukraine. During the severe quar-
antine period at the end of March, the Ministry of Education and Science (MESU)
sent an explanation to the heads of general secondary education institutions regarding
the organization of the end of the 2019/2020 academic year. The letter emphasized
the autonomy of schools and decision-making on forms of distance learning at the
discretion of the pedagogical council. However, the MESU did not offer guide-
lines and advice that teachers could follow due to lack of previous distance learning
experience.

Later, the Ministry issued recommendations for the introduction of blended and
distance learning in secondary and vocational education. An analysis of the expe-
rience of higher education institutions shows that despite their autonomy and the
right to determine their own learning model, most institutions still needed clearer
coordination at the national level to provide online learning in a pandemic.

Lack of previous distance learning experience. Most educational institutions were
not ready to move to distance learning. According to a survey conducted by the
State Education Quality Service in May 2020, 55.53% of schools had a problem
with distance learning because they had no experience with this form of education
before, so they were not ready to learn during quarantine. 47.5% of teachers (20,590
people) said that they had not previously used distance learning technology in their
teaching activities [4]. A survey conducted in February 2021 showed better results
but still found that most problems remain unresolved. In 2021, 47% of principals
point to a lack of previous experience in implementing distance learning, and 25.5%
confirm that some teachers do not have the necessary skills. 29% of pedagogical
workers also noted the lack of experience in the organization of distance learning
and the use of elements of distance learning in their pedagogical activities. According
to a survey conducted in 2021, 34% of teachers said that they do not have enough
experience in using special curricula, electronic platforms; 16% complain about the
lack of experience in the effective use of computer technology [3].
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1.2 Distance Learning at the Art Education

It should be emphasized that the transition to distance learning has become a chal-
lenge for the field of art education. The results of the All-Ukrainian survey “Expe-
rience of distance learning in art education” [10], conducted in April 2020 by the
State Scientific and Methodological Center for the Content of Cultural and Artistic
Education on the experience of distance learning and work during quarantine in art
education, are noteworthy. The survey involved 2138 respondents—teachers of art
schools and institutions of professional higher education, art colleges. The results
demonstrate the teachers need for the development of digital skills and a fairly high
level of motivation to master digital technologies.

Answers to questions about the assessment of the possibility of distance learning
in art education showed that the “severity” of the perception of distance education as a
possible formof learning in art school has decreased almost twice (from41.5%before
quarantining to 21.5% after quarantine). The number of its “possible supporters” also
increased (from 7% to 11.5%).

The vast majority (70.5%) of art schools for the first time faced a “distance chal-
lenge”, but a significant number of teachers already had experience in isolated cases
(special learning conditions for students, individual subjects, educational process in
colleges) apply various forms of distance learning.

A separate issue concerned the use of digital services for distance learning. In
most cases, they chosen services that provide only video communication and file
transfer. This suggests the need to implement a digital literacy program for teachers
of art schools. Most teachers are not ready for this, neither informationally, nor
methodically, nor psychologically.

Among the obstacles and difficulties in the implementation of distance learning
in quarantine in art education were named various factors that can be divided into 3
categories: technical; organizational; competency [11].

Among the proposals to improve the process of implementing distance learning
technologies in art education, most respondents noted the need to improve the mate-
rial and technical base, the need for a single information resource to support the
distance learning process and the need for digital literacy courses and in particular
the use of distance learning technologies.

2 Experience of Kyiv National University of Culture
and Arts During COVID-19 Pandemic

2.1 Implementing Distance Learning

Kyiv National University of Culture and Arts (KNUCA) is a modern educational
corporation, national scientific and cultural center. In KNUCA, students study in
such specialties: Choreography, Musical Art, Performing arts, Film and Television
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art, Design, Information, Library and Archival Studies, Cultural Studies, etc. Each
of the specialties has its own characteristics that must be taken into account.

KNUCA should continue teaching and learning activities, as well as involve and
motivate students when there are social distancing activities. The transition to online
learning can be broken down into several interrelated dimensions that affect the
appropriateness and quality of distance learning provided:

a. Technical infrastructure and accessibility.
b. Digital competence of participants in the learning process and readiness to use

distance learning technologies.
c. Field of study (art and classical specialties require different approaches).

2.2 Areas of Work: Challenges and Prospects

The increased use of ICT in the concept of university development. The experi-
ence gained has shown that high-quality ICT infrastructure is one of the key factors
for the success of universities in ensuring the learning process in a pandemic. The
use of distance learning technologies should be permanent and be one of the areas
of university development. Implementation and support of the e-learning platform
allow ensuring the stability and flexibility of the learning process in conditions of
uncertainty.

A unified e-learning platform was created with components that ensure the
following tasks:

• learning, communication and student interactions during the learning process,
student identification (virtual learning environment (VLE));

• creation and improvement of educationalmaterials (ContentManagement System
CMS);

• learning process management (Learning management system (LMS)).

The KNUCA E-learning Platform [7] is based on the Moodle open-source plat-
form.Moodle is a free, online LearningManagement system [11] that provides: work
with educational content (creation, change and storage of online courses of various
formats); learning process management (personal accounts for users and teachers,
training schedule); tracking the achieved learning outcomes; learning analytics tools;
support for various formats for importing, exporting and migrating data; support for
the Ukrainian language interface.

There are more than 6000 registered users on the platform, who have different
rights to access the platform depending on the role: teachers, students, managers,
deans, staff of the educational and methodological departments. A course page
has been created for each discipline, which allows to place educational content,
manage course participants, provide admission, verification and evaluation of tasks,
and conduct various types of testing, including final testing in the discipline.

The e-course regulation has been developed for ensuring an unified approach to
the development and implementation of e-learning courses. The information resource
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was created for teacherswith instructions and recommendations on the use of distance
learning technologies, which is constantly updated. Work continues to improve the
quality of e-learning materials.

A survey of students (December 2021, 1342 respondents) shows that most are
satisfied with the quality of online learning (fully 56.78, partly 32.49) and provide
positive feedback on disciplines where teachers actively use modern ICT. 65.8% rate
the quality and content of e-materials in theMoodle system as high, 32.8%—average.
Among themain advantages of online learning is the ability towork in parallel during
training 69.82%, saving time 68.55%. 61.4% fully support the further application of
elements of online learning, 28.5%—partially.

Providing access to video communication software for students and teachers of
the university. Today, the organization of distance learning in the field of musical,
choreographic and performing arts is carried out in synchronous and asynchronous
modes that provide the best results, complementing each other. The main digital
tool for organizing distance learning in synchronous format is video conferencing
services. Important criteria for choosing a service were availability and ease of use;
no time limits; number of participants up to 300 (to ensure the teaching of lectures on
general subjects for faculties); high-quality sound reproduction (especially important
for musical disciplines) [6, 11].

Of course, the delay in the propagation of the signal over the Internet in the
synchronous format of distance learning makes it impossible for a number of educa-
tional activities that require simultaneous sound activity. Thus, regardless of the
chosen service, thework ofmusical vocal and instrumental ensembles, choreographic
ensembles, choirs and orchestras, as well as work in the conducting class is largely
conducted in an abbreviated mode.

As a result of the analyzes, Google Meet and Zoom were chosen for use at the
university. It should be noted that the Zoom service has an extended list of sound
settings, which is critical for most teachers of creative faculties. In particular, High-
Fidelity Music Mode [6] designed to provide professional-grade audio and optimize
all kinds of sound and music use cases happening in Zoom Meetings. High-Fidelity
Music Mode delivers professional audio from a single Zoom client, streaming to one
or more listeners, for performing arts and music teachers, songwriters and anyone
else looking for rich, professional-grade sound over Zoom.

KNUCA now provides training in a mixed format, combining classes face-to-face
and online. To support the educational process, the university acquired Zoom for
Education licenses, which allowed it to provide lectures with up to 300 participants,
as well about get convenient tools for videoconferencing administration within the
account and detailed usage statistics.

Infrastructure development. One of the factors of the successful provision of the
educational process with the use of distance learning technologies is the availability
of appropriate infrastructure. During 2020–2021, new laboratories at the Faculty of
Distance Learning were opened. Computer equipment in computer laboratories has
also been updated. Art studies laboratories are modernized with video communi-
cation equipment that allows communication between students and teachers at any
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educational model. Increased the number of Internet access points on campus. The
bandwidth of the Internet connection has been increased. In addition to the material
and technical base, the staff for the Faculty of Distance Learning has been expanded.
The persons responsible for the introduction of distance learning technologies have
been identified at each faculty.

Planning in conditions of uncertainty. Planning the learning process in conditions
of uncertainty makes new demands. In particular, a new approach to the formation
of training schedules has been developed, which allows to react quickly to changes
in the epidemiological situation. Additional requirements for scheduling have been
introduced: planning for specific days of lectures and workshops; optimal allocation
of resources (the auditorium fund, the number of licenses for video conferencing,
the workload of teachers); optimization of the load on the e-learning platform during
the credit-examination session.

Early planning in compliance with these requirements, makes it possible to apply
different scenarios, for example, when the epidemiological situation worsens—
to reduce the number of contacts by transferring lectures online, or when cases
of COVID-19 are detected—providing conditions for continuing the educational
process completely online for individuals academic groups or faculties.

Development of digital skills for distance and blended learning for teachers
and students. The introduction of digital technologies in the educational process
should be accompanied by adequate training of teachers who are ready to interact
and cooperate in the latest digital environment. This has become a challenge for
all parts of the art education system, for all participants in the educational process:
administration, teachers, parents and students, and has highlighted the need to ensure
a sufficient level of digital competence of teachers of art education institutions.

The digital skills of the participants of the educational process, first of all the scien-
tific and pedagogical staff, were monitored, and gaps in digital skills were revealed.
Department of Computer Science has carried out variousmeasures to improve digital
literacy. However, in the conditions of quarantine, taking into account the urgent need
to master new digital tools, the high level of motivation of teachers and the strong
support of the university administration, the trainings managed to scale and expand
the audience.

Systematic measures have been organized to improve the skills of teaching staff in
the field of distance and blended learning methods and to develop their digital skills.
KNUCA used the international experience in the development of digital skills, in
particular the experience of the Erasmus+ project “dComFra—Digital competence
framework for Ukrainian teachers and other citizens” (598236-EPP-1-2018-1-LT-
EPPKA2-CBHE-SP). The purpose of the dComFra project is to develop a national
structure of digital competencies, harmonize it with European initiatives, in partic-
ular with the European digital competence framework (DigComp), raise the digital
competencies level of Ukrainian teachers and other citizens. Participation in the
project activities, which took place during 2019–2020 [9], provided the best expe-
rience in organizing training from European partners, which allowed responding to
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the challenges of the pandemic and effectively organizing the educational process in
quarantine.

3 Conclusions

Regardless of the degree of impact of the virus on the organization, a typical situation
of increased stress can occur during the following three periods: preventive measures
and response to the epidemic; restoration of effective workflows; adaptation to the
new normal. During each of these periods, the University took steps to address the
effects of the pandemic and quarantine and to manage the risks of COVID-19 in the
process.

Despite the problems associated with digital inequality, mental health, lack of
skills and experience, etc., the use of ICT has provided a continuous learning process
under quarantine restrictions. In particular, the experience gained helped to overcome
prejudices regarding the use of digital technologies in art education; expand the range
of digital technologies used in the educational process; increase the level of digital
competence of all participants in the educational process; introduce new approaches
using modern ICT. Further research prospects are to clarify the digital competence of
culture and art teachers and find ways to improve it, formulate recommendations on
the use of ICT tools for the educational process in various formats (regular, online,
mixed), taking into account the characteristics of art education in a pandemic.
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An Automatic GUI Generation Method
Based on Generative Adversarial
Network

Xulu Yao, Moi Hoon Yap, and Yanlong Zhang

Abstract As a technique applied with artificial neural networks, deep learning is
widely used in the field of image recognition. However, a lack of available datasets
leads to imperfect model learning. By analysing the data scale requirements of deep
learning and aiming at the application in graphical user interface (GUI) generation,
it was found that the collection of GUI datasets is a time- and labour-consuming
project. This makes it difficult to meet the dataset needs of current deep learning net-
works. To solve this problem, we propose the user interface generative adversarial
network (UIGAN), a semi-supervised deep learning model, to produce a large num-
ber of reliable GUI datasets. By combining a cyclic neural network with a generated
countermeasure network, UIGAN can learn the sequence relationship and charac-
teristics of data, make the generated countermeasure network generate reasonable
data, and then expand the selected Rico dataset. Relying on the network structure,
the characteristics of collected data can be well analysed, and a large number of
reasonable data can be generated according to them. After data processing, a reliable
dataset for model training can be formed, which alleviates the problem of dataset
shortage in deep learning.

Keywords GUI · Deep learning · GAN · Data augmentation

1 Introduction

The automated generation of graphical user interface (GUI) design has recently
become the subject of extensive research [1, 2]. Notably, deep learning technology
has become a key method for promoting advancements in this field [3, 4]. However,
this method usually requires a large amount of data as support, which is a difficult
problem that cannot be avoided in the implementation of automated GUI generation.
Presently, it is very difficult to obtain new data directly due to related issues, such
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as object recognition in the user interface. In addition, once an image is obtained,
it must be manually annotated and classified according to its layout, and these are
time-consuming tasks that professionals in the field have to perform accurately [5].

Data augmentation is one of the effective methods for solving the problem of
limited data at this stage [6, 7]. This technology enables the transformation of gen-
erating new training samples from an original dataset without changing the data
category. The method has been successfully applied in many situations in the field of
image processing, such as image classification, object recognition, semantic segmen-
tation, and information retrieval. However, existing augmentation methods cannot
be directly applied to relevant GUI design datasets due to varying data structures.
In the case of natural images, the objects are usually invariant to orientation. Here,
operation methods, such as rotating, tilting, and changing colours, can be used to
achieve the effect of data augmentation. In the case of a GUI, the objects must be
arranged in an orderly manner in accordance with the layout design specifications
[8]. Therefore, there are only a limited set of operations applicable in this domain.

In this paper, we introduce a new GUI layout data augmentation method that
directly synthesises a set of graphic elements in the layout. In this model, we use
the Rico dataset [9] as the reference for the training data and pre-specify a set of
fixed element categories (for example, “text”, “button”, or “image”). In our network,
each element is defined by its category probability and geometric parameter repre-
sentation, which are bounding box keys. The generator takes the random sampling
probability of graphical elements and geometric parameters as input and arranges the
chosen elements in the layout. The output includes the deterministic category and
geometric parameters of the design elements, which have been chosen according to
the sampling probability. The generator has the function of replacing invariants. If
the input elements are re-ordered, this function will generate the same layout.

For this structured data, we implement a two-stage operationmode. The first stage
directly acts on the category probability and geometric parameters of the elementwith
size adjustments. Although effective, it is not sensitive enough formisalignments and
spacing in terms of exact pixels between elements. In the second stage, we propose
the user interface generative adversarial network (UIGAN) for the generator based
on work in the field of vision. Just as a person can judge a design by looking at
rasterised images, by mapping different elements onto a two-dimensional layout, we
can evaluate their relationship with the specific methods. The models can then be
used for layout optimisation because they are specifically utilised to distinguish visual
patterns including, but not limited to, image segmentation and occlusion. However,
the key challenge is how to map the geometric parameters to pixel level layouts. One
method that can be applied is a spatial transformation network to decompose the
graphic elements into bitmap masks [10].

We evaluate ourmethod by generating aGUI layout from the frame of themarkup.
In summary, ourmodel has the following contributions: (1) a differentiablewireframe
generator that can determine the alignment based on the arrangement of the discrete
elements and (2) UIGAN based on the generative adversarial network (GAN) [11]
that directly creates structured data, which is represented in the GUI design as a set
of resolution-independent markup graphic elements.
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2 Related Work

2.1 Model-Based User Interface Automatic Generation

Early user interface generation methods were mainly model-based. Modellers need
to fully understand the whole system and define multiple models, including task,
user, presentation, session, and platform models. The models can be represented by
highly professional tags to make the interface easier to create and maintain.

Puerta [11] describes a model-based interface designer (MOBI-D), a comprehen-
sive environment that supports user-centred design through model-based interface
development. To solve the problems of transitioning from scenario to formal specifi-
cation and unclear UI code generation, Elkoutbi et al. [12] proposed a requirements
engineering method that generates a user interface prototype from the scenario and
formal specification of the application. To model interactive operation objects and
realise the cooperation between interactive objects and domain objects, Silva et al.
[13] designed the unified modelling language for interactive applications (UMLi),
an extension of UML that provides support for UI design.

Generating graphical user interface code using machine learning technology is
a relatively new research field [14, 15]. DeepCoder is a system that can generate
computer programmes by using statistical prediction to enhance traditional search
technology [16]. In this work, the author defines a programming language with
sufficient expressiveness, including real-world programming problems. It can be
predicted from input and output examples and obtains a model for mapping input and
output example sets to programme attributes. Experiments were carried out showing
an order of magnitude in acceleration compared with standard programme synthesis
technology. This makes it possible to use this method to solve similar problems to
the simplest when programming competitive websites.

In Gaunt et al. [17] research, the source code can be generated by learning the
relationship between input and output examples through a differentiable interpreter.
The author’s goal here was to develop a new machine learning method based on a
neural network and a graphical model and understand the ability of machine learning
technology relative to traditional alternatives, such as the constraint-solving method
based on the programming language community. The main contribution here was the
proposal of TerpreT, a domain-specific language (DSL) used to express programme
synthesis problems. TerpreT is similar to a probabilistic programming language:
the model consists of a specification for programme representation (declaration of
random variables) and an interpreter that describes how the programme maps input
to output (connecting unknowns to the observed model). The reasoning task involves
observing a set of input and output examples and inferring the underlying programme.

In addition, Ling et al. [18] demonstrated programme synthesis from mixed nat-
ural language and structured programme specifications as input. It is worth noting
that most of these methods rely on a DSL (such as a markup, programming, or mod-
elling language). They are designed for a specific domain, but they are usually more
restrictive than a fully functional computer language. Therefore, the use of a DSL
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limits the complexity of the programming language to be modelled and reduces the
search space size.

There is less work to generate code through visual input-examples include hand
drawing and UI screenshots. The pix2code project [19] was the first attempt to solve
the problem of user interface code generated by visual input by understanding poten-
tial variables through a machine learning method rather than complex engineering
heuristics. The author first generates a DSL from the prototype diagram and then
compiles the DSL into source code. The author uses the design prototype map and
the DSL context as training data, a convolutional neural network (CNN) to obtain
image features, and two long short-term memory (LSTM) networks to understand
the basic laws of the DSL contexts and the relationship between a DSL and a corre-
sponding prototype map. On the whole, pix2code performs well, but there are some
limitations, such as the need to formulate the code length range in advance and that
pix2code does not consider the GUI hierarchy and code structure.

The attention-based layered decodingmodel of Zhu et al. [20] improved pix2code.
The author proposed an attention-based code generation model, which can more
finely describe GUI images and generate layered structured code consistent with the
hierarchical expansion of GUI graphic elements. In addition, all the components can
be extracted separately for end-to-end joint training. The experimental results show
that the author’s method had obvious better performance compared with the original
pix2code in a public GUI code dataset and their own dataset.

Nguyen et al. [21] first proposed the technology of automatic reverse engineering
of mobile application user interface (REMAUI). REMAUI automatically infers the
source code of a mobile application user interface from a screenshot or conceptual
design diagram of the user interface. On a given input bitmap, REMAUI identifies
user interface elements through computer vision and optical character recognition
(OCR) technology, infers the appropriate user interface hierarchy, and exports the
results as source code for compilation and execution. The experimental evaluation
results show that the UI generated by REMAUI was similar to the original UI at
the pixel level and the UI hierarchy at its runtime. However, REMAUI also has
limitations. First, it does not support the classification of detected components into
their local component types but uses the binary classification of text or images, which
limits the practical applicability of this method; second, from a developer’s point of
view, it is not clear whether the GUI hierarchy generated by REMAUI is really useful
because the GUI hierarchy is not evaluated.

Moran et al. [22] proposed redraw based on REMAUI. In contrast to other meth-
ods, redraw is not specific to any particular field. It uses data-driven methods to
classify and generate a GUI hierarchy, can use a CNN to classify GUI components
into their own types, and can use a data-driven iterative k-nearest neighbours (KNN)
algorithm combined with computer vision technology to generate a GUI hierarchy.
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3 Methodology

3.1 Dataset

The Rico dataset can be trained with an autoencoder to understand the embedding of
the GUI layout and add 64-dimensional vector annotations to each GUI to represent
the encoded visual layout. The vector representation is usually used to compute
structurally (and typically semantically) similar GUIs and support an example-based
dataset search. To create training input for the automatic encoder embedded with
layout information, we constructed a new image for eachGUI, captured the bounding
box area of all the leaf elements in its view hierarchy, and distinguished text, images,
and buttons (Fig. 1). Rico’s view hierarchy eliminates the noise image processing or
OCR technology normally required to create these inputs.

3.2 Basic Layout Manipulations

The first stage of the data augmentation task includes specifying a set of transforma-
tions so that the image classification problem is considered constant, including the
X-shrinking and the zoom adjustment; the transformations do not change the image
category. The X-shrinking refers to the proportional shrinkage of the width of each
component in eachGUI layout (Fig. 2). Zoom adjustment is scaling thewhole of each
component in the GUI layout with the centre coordinate as the base point (Fig. 3).
With these two methods, the number of Rico datasets can be doubled each time they
are scaled by a certain percentage (e.g. 5%, 10%). It should be noted that the image
enhancement technique depends on the problem, and certain transformations should
not be applied.

Fig. 1 GUI layouts constructed for the Rico dataset
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Fig. 2 Transformation of
X-shrinking

Fig. 3 Transformation of
zoom adjustment

3.3 Layout Generation with GAN

The second stage is based on layout generation, in which all design elements
are arranged in an appropriate size and position according to their content-based
attributes (such as area, aspect ratio, and reading order). We use a generative adver-
sarial network (GAN) to automatically generate the layouts of the Rico dataset.

AGAN [23] can create data similar to original data through the complex operation
of a neural network. An excellent GAN can closely imitate the characteristics of the
original data. The accuracy of its output directly affects the results of subsequent
research on behaviour recognition, an outcome that is very significant to follow-up
work.

GANs are widely used in various fields [24]. However, they remain very rare in
the field of GUI dataset generation. By analysing the characteristics of the layout
structures in the Rico dataset, we find no great difference between the layout structure
data and sequence data. Thus, GANs are also suitable for the expansion of the GUI
datasets. For a generating process, a special network structure is necessary to generate
satisfactory layout data.

After the selection of the generator and discriminator, we propose UIGAN, a
modified GAN framework especially for GUI layout generation. The structure of
UIGAN proposed in this paper is shown in Fig. 4.

As seen in the architecture of UIGAN, in addition to using a non-traditional
recurrent neural network (RNN) [25] and a convolutional neural network (CNN)
[26], the discriminator and generator must also be connected to the fully connected
layer (FC). The generator mainly consists of three layers of RNN, which are used to
generate characteristic data with time correlations. Each layer of the RNN includes
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Fig. 4 Architecture of UIGAN

3n RNN nodes, where n represents the total number of component points in each
frame of the layout data. The component points in the layout are obtained from the
coordinate values of each vertex of the bounding box. It is observed that there are
two fully connected layers, with each FC still containing 3n nodes.

The fully connected layer is used to further generate layout data. Through the
fully connected layers, data with the same dimensions and time correlations with the
original data can be generated. Through training, the sequence of the layout data that
meets the needs can then be generated.

The discriminator is mainly composed of the CNN, pooling layer, and FC. Each
CNN layer includes a 3× 3 convolution kernel. The pooling layer adopts maximum
pooling. The number of nodes in the FC of the first layer was set to 13, and the
number of nodes in the FC of the second layer was set to one. The main task of the
CNN is to extract the matrix’s shape features. Because the layout data sequence is
essentially the same as the image data, the trained CNN can effectively analyse the
difference between the generated data and the original data. The three-layer FC’s
objective is to convert the extracted features into identification values to determine
the data’s authenticity.

3.4 Training of UIGAN

After preprocessing the dataset, it is also necessary to initialise theGAN’s parameters.
Generally, all parameters are either assigned a value of zero or conform to a normal
distribution. After all initialisation work is completed, model training can be started.

The training process of UIGAN alternates between training the generator and
training the discriminator [27]. In training the generator, one must ensure that the
discriminator’s parameters remain unchanged. In a similar vein, the process of train-
ing the discriminator requires the generator’s parameters to be kept constant. This
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process is an iteration, and each iteration includes two forward propagations and two
backpropagations.

In training the generator, a piece of data is selected from the dataset (that is, layout
data is extracted, which is generally stored in the form of a matrix). The matrix’s
number of rows is the number of layouts, set as m, and n represents the total number
of three-dimensional coordinate dimensions of all the component points from the
layout. Thus, the data is expressed as follows:

Imn = F(O) (1)

where O is the original dataset, and F is the layout data selected from O .
After selecting an action, one must generally obtain the number of layouts m

and the number of spatial coordinates n of the component points. To ensure that the
generated data are as similar to the original data as possible, it is necessary to set the
generated data matrix’s number of cycle iterations to m. Doing so ensures that the
number of rows and columns of the generated data matrix are equal to those of the
original layout data.

Next, the system needs to generate a random vector set as z, input the random
vector into the generator, and, after m iterations, generate a matrix with the same
dimensions as the original data R according to the algorithm described above, which
is called the pseudo layout sequence Z . This is expressed by the following:

S = G(Z) (2)

The generated layout sequence S is then sent to the discriminator to generate an
eigenvalue T as follows:

T = D(S) (3)

Finally, the generator parameters are adjusted according to the following error
formula:

Lg(S) = −
∑

log(D(G(S))) (4)

The adaptive moment estimation (Adam) technique is used to optimise all the param-
eters of the generator. In the process of training the identifier, it is ensured that the
generator parameters remain unchanged. Similarly, a piece of data in the real action
sequence is selected, such as in Eq.1. After selecting an action, it is still necessary
to obtain the number of layouts m and the number of spatial coordinates n of the
component points. Similarly, the number of iterations of the generated loop is then
set to m.

Through the method described above, the random variable z is obtained. After
passing through the generator according to Eq.2, the pseudo layout data matrix is
still obtained. It is then input into the discriminator to obtain the characteristic value
T1 according to the following equation:
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T1 = D(S) (5)

In a process different from the one utilised for training the generator, the original
data R is input into the discriminator to obtain the eigenvalue T2 as follows:

T2 = D(R) (6)

Adjust the parameters of the appraiser according to the error formula:

Ld(S, R) = −
∑

(log(T1)+ log(1− T2)) (7)

Finally, Adam is used to optimise all the parameters of the discriminator. The two
processes are iterated continuously. When the discriminator can no longer identify
the data created by the generator, the training is deemed complete.

After the training, the generator needs to be extracted from theUIGAN system, the
required dataset expansion tool. The continuous input of random variables can gener-
ate a large number of datasets to supplement contexts with an otherwise insufficient
number of GUI datasets.

4 Experiment

The computer used in the experiment had 32GBofDDR4RAMand 8GBof graphics
memory through an NVIDIA GeForce RTX2080 graphics card accelerator.

Because the GUI dataset is stored as a basic digital sequence, a layout sequence
can be abstracted into a matrix and then further abstracted into a vector through the
transformation method. Therefore, the layout sequence can be transformed into a
matrix or vector through abstract methods. When evaluating the similarity between
two actions, one must only obtain the similarity of two matrices or vectors through
mathematical methods.

At present, two evaluation methods were adopted:
The first method is Euclidean distance evaluation. This loss function is used for

the similarity of matrices. Let the two matrices be A and B and the elements be a
and b, respectively. The Euclidean distance can be expressed as follows:

Le =
∑

A,B

|a − b| (8)

This method’s main idea is to add the differences of numerical values to obtain
the differences in the data and ignore the influence of other aspects. The advantages
are intuitive and simple; the disadvantage is that significant calculation is necessary,
especially for the square calculation of 1-norm.



650 X. Yao et al.

The second method is cosine similarity evaluation. Cosine similarity measures
the correlation between two vectors (x , y), which is defined as follows:

cos(x, y) = x · y
|x | · |y| (9)

The calculation result is a decimal value from −1 to 1. Specifically, −1 means
that the two vectors have opposite directions, 0 indicates that the two vectors are
vertical, and 1 shows that the two vectors have the same direction.

This method describes the similarity of vectors in terms of vector direction. If
the directions of the two vectors differ greatly, this will be reflected by this method.
A combination of the two methods is used to measure the dataset generated by
UIGANfrom twoangles and compare itwith other semi-supervised andunsupervised
algorithms.

Summarise the formula of cosine similarity and define the evaluation formula as
follows:

E = Le

2+ cos(x, y)
(10)

4.1 Experimental Results

Ideally, by the end of the UIGAN training, the generator and discriminator will have
strong creation and identification abilities. The two form a state of confrontation:
when the value of one loss function rises, the other will fall until the values balance.

The calculation results of the loss function are shown in Tables1 and 2. By using
Eq.6, increasing the iterations results in the identification of the original data con-
verging to one, indicating that the identification ability is increasing.

How to determine the loss result of the discriminator for the generator is indicated
in Eq.5. From this, it can be seen that the result generated by the discriminator for

Table 1 Calculation results of the Euclidean distance loss function

Number of iterations Original data loss Generated data loss

0 0.81 0.82

2000 0.97 0.84

4000 0.98 0.8

6000 0.99 0.85

8000 0.99 0.86

10,000 0.99 0.86

12,000 0.99 0.86

14,000 0.99 0.87
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Table 2 Calculation results of discriminator loss and generator loss

Number of iterations Discriminator loss Generator loss

0 2.03 0.24

2000 2.07 0.22

4000 2.19 0.22

6000 2.34 0.21

8000 2.49 0.21

10,000 2.63 0.21

12,000 2.77 0.20

14,000 2.91 0.20

the generator gradually increases and approaches one. Stated differently, the data
produced by the generator becomes increasingly similar to the original data.

The change of the loss function of the discriminator in the training process corre-
sponds to Eq.7, whilst the change of the loss function of the generator in the training
process is represented by Eq.4.

It can be seen that the two trends begin at opposite ends of a range and finally
converge, which fully reflects their confrontation operation. The changes in the above
parameters reflect the training process of UIGAN. Under the described hardware
conditions, the total time consumed by the whole training process was measured at
about seven hours.

The process of traditional GAN-that is, the GAN model if the RNN module is
deleted-is as follows: input the original data into the traditional GAN, use the GAN
to generate data of a certain scale, then calculate the evaluation value of the dataset
(as in Eq.9).

The experiment was carried out on the Rico dataset, and the results are shown in
Table3. Several layoutswere randomly selected for the experiment. From the analysis
of theRico dataset experiment, it can be concluded that the similarity between the data
generated by UIGAN and the original data was higher than that of the traditional
GAN and the original data; that is, the RNN achieved the expected effect in the
UIGAN system.

However, there exists a limited number of experiments and evaluation standards
in related fields to serve as benchmarks in regards to judging whether the similarities
between the dataset created byUIGANand the original datawere reasonable andwell

Table 3 Experimental results of GUI generation based on the Rico dataset

Data object category Traditional GAN (E value) UIGAN (E value)

Text 2708.71 2693.35

Image 2723.54 2634.47

Button 2265.68 2116.81
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generated.Nevertheless, the experimental results returned an evaluationvalue smaller
than that of traditional GAN, showing that the algorithm improved upon the GAN
in the field of GUI generation to a certain extent. This could be attributed to the fact
that UIGAN can learn the dependencies between data sequences. The experimental
results also show that UIGAN was able to generate similar GUI datasets.

5 Conclusion

The algorithm regularly deviates from the correct result of a GUI in generating a
complex layout; thus, further improvements are necessary. On the whole, UIGAN
performs well in experiments of dataset augmentation, going beyond initial expec-
tations. Despite the lack of comparable experiments, the generated dataset meets the
expected goal for GUI layout training and performs better than the traditional GAN
based on the experimental results.
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Robust Stabilization of Ball-Plate System
with Higher-Order SMC

Suleiman U. Hussein , Mohammed B. Mu’azu, Sikiru T. Humble,
Chichebe M. Akachukwu, Eseoghene Ovie, and Umar M. Mustapha

Abstract Thework present improvedmethods for stabilizing ball-plate systemwith
different variant of sliding mode control (SMC) like classical SMC, SSMC, RENN-
optimized SMC, and SSTSMC based on their level of robustness in the presence of
bounded disturbances. In this research, double-feedback loopwas used in controlling
the system, where PID controller, tuned with wAFSA, was used for the inner loop,
while the variant SMCwas used for the outer loop control. The results from the variant
SMCs were compared as regards performance (rise-time and steady-state error) and
disturbance rejection in order to determine the best variant. Therefore, best variant
was the smoothed super-twisting SMC (3.2462 s and 1.2244e-04%, respectively) and
robust disturbance rejection ability. The work is based on simulation in MATLAB.

Keywords Ball-plate system · SMC · Chattering · RENN · Disturbance rejection

1 Introduction

Stabilization is one of the major goals in most control system design; therefore, the
importance of this goal cannot be overemphasized. In view of this, stabilizing the ball
precisely at a predefined point is a very critical challenge. Furthermore, when the ball
is required to be held at a specific position, it is referred to as stabilization control,
while when it is to follow a predefined path, it is regarded as trajectory tracking.
Therefore, these goals are challenging in view of high precision [1].

The ball-plate system is used as a test bench for nonlinear dynamic problems
like trajectory planning and following in control design [2]. This model is usually
employed in testing different control algorithms [3], due to its properties like under-
actuation, instability, and nonlinearity [4].

This system can be further described as a systemwith an unconstrained object that
moves freely on a platform without ability of environment recognition. Therefore,
this object does not have the ability of controlling itself [5]. Also, the ball’s velocity

S. U. Hussein (B) · M. B. Mu’azu · S. T. Humble · C. M. Akachukwu · E. Ovie · U. M. Mustapha
Ahmadu Bello University, Zaria, Nigeria
e-mail: elsuligh@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
X.-S. Yang et al. (eds.), Proceedings of Seventh International Congress on Information
and Communication Technology, Lecture Notes in Networks and Systems 464,
https://doi.org/10.1007/978-981-19-2394-4_60

655

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2394-4_60&domain=pdf
http://orcid.org/0000-0001-9308-6824
mailto:elsuligh@gmail.com
https://doi.org/10.1007/978-981-19-2394-4_60


656 S. U. Hussein et al.

on the plate could be high; therefore, designing a controller that will suit this system
could pose a serious challenge [6].

The ball-plate system could be applied when designing controllers in areas like
unmanned ground vehicles, rocketry, robotics, unmanned aerial vehicles, and atti-
tude control of satellites [6–9]. As a result, stabilization of this system is of utmost
importance, especially in the presence of disturbances.

Therefore, [6] proposed a novel dual proportional-derivative controller for control-
ling the ball-plate system. The work considered a dual PD controller with a compen-
sator that is nonlinear which was added with the aim of guaranteeing stability of the
system in closed loop. The proposed controller gave a better result when compared
with fuzzy logic controller in terms of stabilization; however, the ability for the
system to reject bounded disturbances was not considered in the study. Also, [10]
considered proportional-derivative controllers in cascaded form for trajectory control
of ball-plate system where particle swarm optimization was used for the tuning
of PD controller parameters in both loops. The results showed successful tracking
however, when angular frequency of the trajectory increases the tracking speed also
increase, which led to increase in the occurrence of steady-state error. Furthermore,
[11] focused on addressing chattering in fuzzy SMC for position and path following
in ball-plate. In the work, introduction of sliding mode controller was made in the
outer loop of the double-feedback loop. Also, the inner loop was achieved with
linear algebraic method. Furthermore, fuzzy logic with genetic algorithm for optimal
determination of the fuzzy parameters was employed with the essence of minimizing
chattering in the SMC. The simulation result showed good stabilization and trajec-
tory tracking system; however, disturbance rejection ability of the controller was not
considered. In the work of [12] where time delay was considered in the ball-plate
system using SMC with respect to model reference, the results showed fast response
from the controller in position and trajectory tracking; however, introduction of
disturbances to test the robustness of the controller was not considered. The study in
[13] proposed approximate model for stabilizing ball-plate system, where controlled
Lagrangianmethodwas used to stabilize the system by deriving the control rule using
the approximate solution from the matching condition. The results from the study
showed that the ball on the plate was stabilized; however, the effect of disturbances
on the systemwas not investigated. In [14] which proposes variousmethods for mini-
mizing chattering in SMCwith emphasis on the ball-plate system, the work first of all
used smoothed SMC (SSMC) for reducing chattering, after which recurrent Elman
neural network-optimized SSMC (RENNOSSMC) was developed for the system
for further minimization in chattering. Also, developed for the system is smoothed
super-twisting SMC (SSTSMC) for further reduction or possible elimination of chat-
tering. The results of the RENNOSSSMC and SSTSMC show a very good reduction
in chattering; however, the work did not consider stabilization of the system as well
as effect of disturbances on it. In addition, [15] proposed SMC for implementation
of ball-plate with sigmoid function selected for chattering reduction in the controller.
The results showed that position and trajectory tracking were achieved; however, the
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effect of disturbances on the system was not considered. Furthermore, [16] investi-
gated the stabilization of the ball-plate using feedback linearization to attain stability;
however, the effect of disturbance rejection was not considered.

Due to the effect of chattering in classical SMC, this work is an extension of the
work of [14] where different methods for reducing chattering in SMC but stabilizing
the ball-plate with the developed controllers was not considered. Therefore, this work
focuses on stabilization of the systemwith respect to bounded disturbances using the
developed controllers by considering robustness of the controllers in terms of rise
time, steady-state error, percentage overshoot, and disturbance rejection. Results
from the variant sliding mode controllers would be compared, and the best variant
would be chosen for improved stabilization and disturbance rejection for the system.

The remainder of this work is ordered as follows: Sect. 2 talks about ball-plate
model, while 3 gives variant SMCdesign. Section 4 contains results with discussions.
Lastly, Sects. 5 and 6 cover the conclusion and future works.

2 The Ball-Plate Model

Basic components of this system include ball, flat square plate, camera, and two of
DC stepper motors. Where function of the camera is to sense the point that the ball
is, while the two DC motors perform the action of tilting the plate to keep the ball in
the referenced position. Figure 1 is schematic of the system.

Fig. 1 Ball-plate schematic [17]
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Dynamic model of the system was achieved with Euler–Lagrange principles.
Given the generalized Euler–Lagrange representation of the system in Eq. (1)

d

dt

(
∂L(qi , q̇i , t)

∂q̇i

)
− ∂L(qi , q̇i , t)

∂qi
= Fqi , 1 ≤ i ≤ n (1)

L stands for system’s Lagrangian, given as

L
(
qi , q̇i,t

) = T (q̇i , t) − V (qi , t) (2)

T (q̇i , t) and V (qi , t) are the kinetic and potential energy, respectively, while qi
stands for generalized coordinates and Fqi represents generalized forces.

The coordinates of the system are as follows:

q =

⎡
⎢⎢⎣
x
y
α

β

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

x
y
θx

θy

⎤
⎥⎥⎦

System’s kinetic energy:

T = 1

2

{(
Jpx θ̇

2
x + Jpy θ̇

2
y

) +
(
m + JB

R2

)(
ẋ2 + ẏ2

) + JB
(
θ̇2
x + θ̇2

y

) + m
(
x θ̇x + yθ̇y

)2}

(3)

System’s potential energy:

V = mgy sin θy + mgx sin θx (4)

Equation (2) becomes,

L =1

2

{(
Jpx θ̇

2
x + Jpy θ̇

2
y

) +
(
m + JB

R2

)(
ẋ2 + ẏ2

) + JB
(
θ̇2
x + θ̇2

y

) + m
(
x θ̇x + yθ̇y

)2}

− (
mgx sin θx + mgy sin θy

)
(5)

Equation (5) is substituted in (1) to give:

(
m + JB

R2

)
ẍ − mx

(
θ̇x

)2 + mg sin θx − myθ̇x θ̇y = 0 (6)

(
m + JB

R2

)
ÿ − my

(
θ̇y

)2 + mg sin θy − mxθ̇x θ̇y = 0 (7)
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(
mx2 + JB + JPx

)
θ̈x + mxyθ̈y + mgx cos θx + 2mxẋθ̇x + mxẏθ̇y + myẋθ̇y = �x

(8)

(
my2 + JB + JPy

)
θ̈y + mxyθ̈x + mgy cos θy + 2myẏθ̇y + mxẏθ̇x + myẋθ̇x = �y

(9)

Resolving Eqs. (6), (7) into the equivalent second-order dynamic equations gives:

ẍ = 1/JBM(mx(θ̇x )
2 + myθ̇x θ̇y − mg sin θx )

ÿ = 1/JBM(my(θ̇y)
2 + mxθ̇x θ̇y − mg sin θy)

θ̈x = 1/JBMPx (−2mxẋθ̇x − myẋθ̇y − mxẏθ̇y − mxyθ̈y − mgx cos θx + �x )

θ̈y = 1/JBMPx (−2myẏθ̇y − myẋθ̇x − mxẏθ̇x − mxyθ̈x − mgx cos θy + �y)

where the denominator terms are as follows:

JBM = m + JB/R2; JBMPx = mx2 + JB + JPx; JBMPy = my2 + JB + JPy

Equations (6), (7) describe the ball’s movement, while Eqs. (8), (9) described
ball’s position and speed. The plate is assumed to stay horizontally in steady state,
which means both angles of inclination would be zero. Assuming the angles does
not change beyond therefore, the sine function would be replaced with its argument
[17, 18].

Inertia of the ball is computed as

JB = 5

2
mR2 (10)

Therefore, the system’s mathematical equation is taken as

ẍ = 0.7143gθx (11)

ÿ = 0.7143gθy (12)

TheDC steppermotor that is responsible for tilting the plate has a transfer function
given as [19]:

TF = km/(τms + 1) (13)

km represents static gain of the servo system and represents time constant of servo
system. Values for motor parameters [17, 18]:
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km is 0.1878 rad/s, while τm takes 0.187 s. Resulting to

TF = 1

0.996s + 5.325
(14)

3 Controller Design

The process of developing a controller to achieve some certain desirable dynamics
of a system is termed controller design. Double feedback loop is adopted for the
controller design where proportional–integral–derivative (PID) controller tuned with
weighted artificial fish swarm algorithm that controls the stepper motor is used for
the inner-loop control as in [17], while the ball’s position is controlled by the SMC
in outer loop. The outer loop was first controlled by classical SMC, after which it
was replaced by smoothed SMC (SSMC), then recurrent Elman neural network-
optimized SSMC (RENNOSSMC) was used to replace the later as in [14], and then
finally, smoothed super-twisted SMC (SSTSMC) was further used to replace the
RENNOSSMC for the purpose of choosing best type of SMC for stabilizing the
system. Figure 2 is block representation of the controlled ball-plate system.

Ball
Position

Position
Set Point Ball

Position
Control

Plate
Angle

Control

Plate
Mechanism

Ball
Acceleration

Position
Potentiometer

Vision
System

∑∑
++ − −

Outer Loop

Inner Loop

Fig. 2 Block diagram for controlled ball-plate system
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3.1 Classical SMC Design for the Ball-Plate System

To design the sliding surface, let

ṡ(x, t) = 0 (15)

s(x, t) =
(
d

dt
+ λ

)n−1

e (16)

λ is strictly a non-negative constant and is the system’s order. The system while
in sliding mode is a function of λ. Sliding surface from Eq. (11):

s = ė + λe (17)

e = xr − x represents tracking error, and desired position while is the actual
position. Making reference to Eqs. (15), (16) becomes

ṡ = ë + λė (18)

From Eq. (11), let b = 5g
7 and θx = α, and substituting these into (18) with

ṡ = 0

Equivalent control of the system becomes

ueq = b−1{ẍr + λẋr − λẋ} (19)

Once the state variable reaches the sliding surface, Eq. (19) is responsible for
keeping it onto that surface.

Since sliding mode control law can be defined as

usmc = ueq + un (20)

where un = ksgn(s) is the switching control that is responsible for switching the
state variable onto the sliding surface in finite time. Therefore, Eq. (20) becomes

u = b−1{ẍr + λ(ẋr − ẋ) + ksgn(s)} (21)

However, it is imperative to ascertain whether the state of the systemwill converge
on the sliding surface when the control law is applied. Therefore, s → 0 at t ≥ 0 by
applying Lyapunov’s method of stability.

Thus, assuming a function v(x, t) of the state x over time t such that:
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v(x, t) = 1

2
{s(x, t)}2 (22)

v̇(x, t) = ∂

∂t

{
1

2
[s(x, t)]2

}
(23)

v̇(x, t) = ṡs (24)

Substituting Eq. (18) into (24), we have

v̇(x, t) = (−bu + ẍr + λė)s (25)

and putting Eq. (21) into (25) gives

v̇(x, t) = {−b
[
b−1(ẍr + λė) + kgn(s)

] + ẍr + λė
}
s (26)

But |s| = sgn(s)s, therefore,

v̇(x, t) = −k|s| (27)

v̇(x, t)<0 (28)

Therefore, v̇(x, t) is negative definite since k is positive definite, which implies
that the likelihood of the state of the system converging on the sliding surface is
guaranteed when the controller is applied to the system.

3.2 SSMC Design for the Ball-Plate System

The SSMC is gotten from Eq. (21) using saturation function to replace the signum
function which gives Eq. (29)

u = b−1{ẍr + λ(ẋr − ẋ) + ksat(s)} (29)

3.3 RENNOSSMC Design for the Ball-Plate System

The RENNOSSMC is as a result of tuning the k in Eq. (29) with recurrent Elman
neural network to get the optimal value, as in [14].



Robust Stabilization of Ball-Plate System with Higher-Order SMC 663

3.4 SSTSMC Design for the Ball-Plate System

The algorithm is given by Eq. (30) as [14]:

un = una + u̇nb (30)

Substituting Eq. (30) into (20) gives the SSTSMC where

una = −√
k × √|s| × sat(s) (31)

u̇nb = −1.1 × k × sat(s) (32)

4 Results and Analysis

In this section, responses of the system to the different SMCs as regard stabilization
and disturbance rejection are discussed.

4.1 System Response with Classical SMC

With a unit step input to the system, while SMC (k = 0.5), Fig. 3 shows that the
ball is stabilized with respect to the reference. More so, Table 1 gives more detail
of the system response. Furthermore, when disturbance of 0.04 step was introduced

Fig. 3 System’s unit step response
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Table 1 Performance
characteristic of B&P with
SMC

Characteristics Value

Rise time 2.6534 s

Settling time 4.7149 s

Overshoot 0%

Peak 1.0000 m

Peak time 10.0000 s

Steady-state error 0

Fig. 4 Unstable system’s response with 0.4 step disturbance

based on trial and error at 7 s, the system response remained stable which means the
controller is robust. However, when the magnitude of the disturbance increased to
0.4 step, it can be seen that the system became unstable as shown in Fig. 4 and the
steady-state error → ∞.

The gain (k) of the SMC was then increased to 200, and it was observed that the
system was stable with respect to 0.4 step disturbance. This is, however, at the cost
of a relatively higher chattering in the effort of the SMC.

4.2 System Response with SSMC

With a unit step input to the system, while SSMC (k = 5), Fig. 5 shows that the
ball is stabilized with respect to the input. Furthermore, when with the introduction
of 0.04 step disturbance based on trial and error at 7 s, the system response remains
the same which means the controller is robust; however, with the increment of the
disturbance to 0.4 step as shown in Fig. 6, the system response was still stable but
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Fig. 5 System’s unit step output (SSMC)

Fig. 6 System’s response with step disturbance 0.4 (SSMC)

with steady-state error of 0.0667 m (66.7 mm). Table 2 gives a detailed characteristic
of the response.
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Table 2 Performance
characteristic with SSMC

Characteristics Value

Rise time 1.8292 s

Settling time 3.3111 s

Overshoot 0%

Peak 1.0000 m

Peak time 10.0000 s

Steady-state error 0

Fig. 7 System’s unit step response (RENNOSSMC)

4.3 System Response with RENNOSSMC

With unit step reference to the system, Fig. 7 shows that the ball stabilizeswith respect
to the input as shown. Furthermore, with the introduction of 0.04 step disturbance
at 7 s, the system remains stable but with steady-state error of 0.0877 m (87.7 mm)
which can be seen in Fig. 8. However, Fig. 9 shows that with increased disturbance
to 0.4 step, it became unstable with steady-state error → ∞ as seen in Fig. 9. Table
3 gives the performance characteristics of the system.

4.4 System Response with SSTSMC

With a unit step input to the system, the ball was stabilized as seen in Fig. 10.
Furthermore, with the introduction of 0.04 step disturbance at 7 s, the system was
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Fig. 8 System response with disturbance of 0.04 step (RENNOSSMC)

Fig. 9 System response with 0.04 step disturbance (RENNOSSMC)

Table 3 Performance
characteristics of the system
with RENNOSSMC

Characteristics Value

Rise time 2.1374 s

Settling time 4.0469 s

Overshoot 0%

Peak 1.0004 m

Peak time 8.0734 s

Steady-state error 0.0004 m
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Fig. 10 Response of system with unit step input (SSTSMC)

stable without steady-state error, and with a further increment of the disturbance
(0.4 step), it remains stable without steady-state error. It, however, experienced the
effect of disturbance with magnitude 0.0063 m, and this lasted for 2.5 s as seen in
Fig. 11. With disturbance was moving to 10 step, the system remained stable without
steady-state error but with 2.7724 m as the magnitude of the disturbance effect, and
this stayed for 4.5 s which can be seen in Fig. 12. This is an evidence that the system

Fig. 11 System response with 0.4 step disturbance (SSTSMC)
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Fig. 12 System response with 10 step disturbance (SSTSMC)

Table 4 Performance
characteristics of the system
with SSTSMC

Characteristics Value

Rise time 1.7917 s

Settling time 3.2462 s

Overshoot 1.2244e–04%

Peak 1.0000 m

Peak time 9.4636 s

Steady-state error 0

with SSTSMC is highly relatively robust due to it disturbance rejection capability.
Table 4 gives output characteristic of the plant.

4.5 Comparative Analysis of the Different SMC Schemes

Comparison between the different sliding mode control schemes in terms of stabi-
lization of the ball and responses of the controllers with unit step input is shown in
Fig. 13. Also, comparison between the different sliding mode control schemes was
done in Table 5. Looking at the overall performance of each controller, it shows that
the SSTSMC outperformed the other controllers because it has very fast response
time, excellent robustness, and no steady-state error.
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Fig. 13 Step responses of the ball-plate system for all the different SMCs

Table 5 Comparison of the
different SMC schemes

Controller Response time Steady-state error

SMC Fast None

SSMC Very fast None

RENNOSSMC Fast Exist

SSTSMC Very fast None

5 Conclusion

In this work, ball stabilization has been achieved with all designed SMCs. However,
the SSTSMC showed a better robust stabilization and disturbance rejection ability for
the ball on the plate over the classical SMC, SSMC, and RENNOSSMC. Therefore,
the SSTSMC is better for robust stabilization of ball-plate system.

6 Future Work

Trajectory tracking of ball-plate system with the different designed SMCs will be
considered, and comparison will be done to determine the best in terms of robustness
and tracking error.
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Prototype Machine for Traditional
and Technological Ophthalmic Tests,
Using Convergence Analysis

Sonia Cárdenas-Delgado, Mauricio Loachamin-Valencia,
Paulette Parra Suárez, and Steeven Taipicaña Cayambe

Abstract Vision is one of the human senses that influences the way we perceive the
world. There are traditional and technological ophthalmic tests used to identify visual
deficiencies. Two visual tests using virtual reality were implemented in our project.
The results of both studies showed correlation with the traditional tests. To improve
the accuracy of all tests, we proposed to build an ophthalmic testing machine that
allows traditional and technological tests to be integrated. This paper presents the
prototype design of an ophthalmic tests machine that will allow to integrate different
devices and tests. The general method of development of Ulrich products was used
for the design stages of themachine. An adaptivemesh analysis was used to verify the
chosen materials and components with more forces applied on them. This obtained
a smaller divergence of 2.5% on all elements.

Keywords Ophthalmic assessment · Prototype ·Machine · Design · Visual test

1 Introduction

Vision is one of the human senses that influences the way we perceive the world. To
pilot aircraft, all visual abilities like dynamic visual acuity, wide visual field, depth
vision, color vision, and rapid adaptation to light and darkness is required [4, 13].
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Depth perception is of the utmost importance, as many military aviation maneu-
vres rely on accurate perception of distance [9, 13]. Stereoscopic vision is key for
performance of pilots in aeronautics according to the study. This study demonstrated
several cases in which the lack of this vision led to accidents. Most of them occurs
during the cadet pilots’ training [13]. This shows that stereoscopic vision is neces-
sary to assure safety throughout the flight. It also required in order to improve aerial
maneuvres.

Within this context, color vision is the visual ability to differentiate between
certain colors [14]. The deficiency of color vision impacts the performance in daily
life activities or jobs in which chromatic discrimination ability is required. Studies
related to this topic show the importance of this ability in pilots to see through
displays. This is needed in any kind of flight [10, 12].

There are several traditional tests to identify these visual deficiencies. Some of
these tests are LANG test [6, 7], Ishihara test [3], Titmus test [8].

As more modern, higher-performing aircrafts are integrated in the Armed Forces,
there is a higher demand to assess the different human factors such as psycho-
motor coordination, visual abilities, physiological performance, and cognitive and
perceptual abilities from pilots [5].

To improve the assessment of pilot candidates visual abilities, computer-based
testing needs to be applied. Two visual tests using virtual reality were implemented
in our project in [1] and [2]. Both of these studies assessed stereopsis and vision
colour through experimental studies using virtual reality.

The results of both studies showed correlation with the traditional tests. However,
to improve the accuracy of the results, we proposed to build an ophthalmic testing
machine that allows traditional and technological tests to be integrated.

This paper presents the design prototype of an ophthalmic testing machine that
allows integrating traditional and technological tests. The general method of devel-
opment of Ulrich products was used for the design stages of the machine.

2 Method

Although it is true, there are several ways to develop a product, depending on the
application or the sector to which said product is directed, this work uses a general
product development process detailedby [12], this process ismadeupof the following
stages that will be described below (Fig. 1a).

2.1 Planning

This phase or stage includes the idea of the product to be materialized and the
elaboration of a formal development proposal [12]. The idea for the creation of this
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Fig. 1 a General process for product development b product online

machine arises from the necessity of improving the way that pilot candidates are
assessed. In this project, the planning for the prototype was developed to improve
the accuracy of the results in traditional and computer visual tests.

2.2 Concept Development

The machine must be low cost, occupy little space, configurable for the various tests
that are run, and comfortable for user. To avoid delays in project development and
unnecessary expenses, we selected a concept according to [12], whom recommends
following these steps:

1. Clarify the problem: The problem and the needsmust be clear in order to find one
or more possible solutions that do not deviate from the project objectives. The
main problem in this context is the lack of efficiency during ophthalmological
testing.
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Table 1 Requirement and engineering features

No. Requirement Engineering features

1 Easy assembly and disassembly Bolted joint design

2 Low cost Material and maintenance costs

3 Take up little space Dimensions

4 Comfortable Ergonomic design

5 Configurable for different test Adaptability

2. Search externally: The research process for the ophthalmological machine con-
sisted in a bibliographic investigation of projects with similar purposes and
information provided by the personnel and doctors of the Ecuadorian Armed
Forces.

3. Search internally: From all the ideas presented, the most appropriate ones for
the necessities of the project were selected.

Requirements Management The requirements of the device determined the char-
acteristics and engineering parameters given in the Table1. The engineering charac-
teristics were taken into account to determine and make a prototype that satisfies all
the requirements of the device.
Product Outline This diagram represents and describes the idea for every element
needed in the machine (see Fig. 1 b). Some elements of the schematic are physi-
cal concepts or critical components; however, some other elements continue to be
described only functionally.

The product outline of this prototype consists of five elements necessary for its
operation. The chair provides support. The table supports the structure. The facial
support that fixes the position of the face for testing. The card holder that allows you
to change the location and size. The user interface controls the test without changing
its basic concept or function.

2.3 System-Level Design

It is important to define the components and subsystems in this phase; the first part
of the design is the table and the chair that fulfill the support function. The design of
the chair must be adapted for the user’s comfort as well as for the different tests.

For this reason, the structure must have bases for monitors that are used in other
tests. The facial support must be removable, since not all tests require it and its design
must be ergonomic as in [15]. The card support must have three axes of movement
and must also be removable, so a CNCwas used as a reference. For the implemented
software, a Raspberry Pi is the main component to control the system.
Approximate Geometry Once the requirements were obtained, a geometric layout
was created in order to test the viability of the physical model. The main problems
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(a) (b) (c)

Fig. 2 a Face support, b motion system, c card support

were the position of the facial support and the display for the user. It was possible to
resolve applying the final geometric arrangement.

2.4 Detail Design

The main system is decomposed into two subsystems corresponding to different
domains: mechanical component and software component. Some components used
in the design of thismachine, do not need specifications. The chair and table’s designs
were adapted to standards. The other mechanical elements such as the face support,
the movement system, and the card support are described below.
Mechanical component This is the main structure that integrates the different types
of visual tests. The structure will locate the necessary elements for the test like
monitor, face support, computer, and devices.

– Face Support In the Fig. 2a can see the diagram of the support. The dimensions of
the elements that compose the facial support were obtained from the facial mea-
surements of those involved in the design, considering a 15% variation. Different
measurements can be obtained depending on the user’s face.
The height between chin and forehead will vary due to a sliding link between
the tube and the jaw support. It will be graduated every 7 mm with the help of a
pin. Both, the support for the forehead and jaw will be design by fused deposition
modeling (FDM). It is a deposition of molten material plastic technique by layers.
Due to the technique used for manufacturing, polylactic acid(PLA) filament will
be used.

– Motion system—rear support structure The movement system have three pro-
grammable axes were established in, x, y and z, all linear. The X axis allowed the
movement of the cards parallel to the facial support to be centered with respect
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Table 2 Mesh convergence results

System Component Strain error (%)

Facial support Jaw support 2.06

Motion system Rear support 1.95

Card support H.linear guide 1.60

to the patient’s view. The Y axis allows the movement of the cards perpendicular
to the patient’s face, this allows the appropriate distance to be established. The
test and Z -move allow to configure the height of the device for testing. This type
of metal structures is generally manufactured in commercial structural steel with
standard dimensions, in this case, an ASTM A36 steel will be used. See diagram
in the Fig. 2b.

– Card support—Horizontal linear guide The card support of the manual oph-
thalmic test cards is located on the x-axis ofmovement. They can bemoved through
linear guides (See Fig. 2c). Linear guides are available in standard sizes and are
generally made of carbon steel with a chrome surface.

2.5 Testing and Refinement

The testing and refinement phase comprises evaluation before reaching a final pro-
totype. The validation of the mechanical components was carried out using finite
elements.
Convergence Analysis
In this study, mesh refinements were carried out in order to study the convergence
of the mesh. In this case, an intermediate mesh can be defined and with the default
element sizes. The next step is to define an adaptive method, either p-type or h-type.
The analysis software determines the rest of the meshing parameters that are best
approximate consistent results; due to coarse or finemesh element transitions thatwill
be generated by the adaptivemethod. The h-method consists of varying the size of the
finite elements according to the local geometry of the component. The p-method is
based on the variation of the polynomials used for the analysis. In the properties of the
solutionmethod for finite element analysis with the h-type adaptivemethod, obtained
a precision level of 98%, and a number of loops of five were defined in order to find a
suitable solution without consuming too many computational resources. The testing
of the adaptive method was made for three system with the maximums loads applied
facial support, motion system and card support. In Fig. 3 is shown the convergence
analysis for the back support.
In order to obtain a better refinement of the mesh and so that the static analysis
converges in its results, three critical elements were established. After the analysis,
the best was 2.5% as [11] states. The results are given in the Table2.
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Fig. 3 Convergence analysis in the back support

(a) (b)

Fig. 4 a Load jaw support and b final prototype design

StaticAnalysisTo determine the resistance of the facial support where those sections
evaluated will support the jaw and forehead. The analysis of the loads and clamps of
the jaw support are shown in the following Fig. 4a.

The results of the finite element analysis can be observed, where a maximum
stress value is obtained in the area of the fasteners, a value of 1.5 (MPa). With the
maximum value present in the element, the safety factor is calculated.
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Table 3 Finite element analysis summary by parts

System Component Material T. Strength FS

Facial support Jaw support PLA 47–70 MPa 31.33

Motion system Rear support ASTM A36 400 MPa 8.46

Card support H.linear guide AISI 1015 385 MPa 198.96

FS = 471.5 = 31.33

Clearly, the value of the safety factor is greater than 2; therefore, the material
assigned for the manufacture of the jaw support is adequate.

The analysis was only carried out on the jaw support since it is the element where
the greatest load will be produced, the forehead support only works as a guide. The
results of the finite element analysis of all the parts to be analyzed are summarized
in the Table3.

The final product is in the design stage as seen in Fig. 4b, for which the refinement
is not yet possible, since there are no physical values to be refined.

3 Conclusions

In this work, we apply the general product development process to design an oph-
thalmic testing machine. It allows all of the vision tests of the pilot candidates to be
evaluated in an integrated way. To satisfy the design points, we established the engi-
neering parameters. Five systems were implemented in the product scheme, chair,
table, face support, card holder, and software control. Standard norms were used for
the chair and table.

Two support elements were designed with the capability of moving according to
patents of ophthalmic equipment and project needs. To determine the strength of the
design materials, an adaptive mesh refinement by convergence was performed using
the h-method. We designed a prototype of an ophthalmic testing machine that allows
traditional and technological tests to be integrated. This machine could improve the
accuracy of the results of each tests. It will allow to assessment the participants in
an only machine and single place.

4 Future Works

Our project is currently being developed. The goal is to improve the assessment of
pilot candidates’ visual abilities. The prototype of the ophthalmic testing machine
will be integrating traditional and technological tests. We will assess stereopsis and
vision colour through experimental studies. Both traditional tests (LANG test and
Ishihara test), and two visual tests using virtual reality will be applied.
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Knowledge Domain Organization
in AEC-AI 4.0 Industry

Multilevel Dynamical Approaches to Knowledge
Domain Structures in AEC-AI 4.0 Industry

Carlos Maureira, Héctor Allende-Cid, and José García

Abstract Knowledge Domain Organization (KDO) allows us to under-
stand relationships, terms, or topics and the conceptual structure of specific knowl-
edge domains. In complex domains, given by the heterogeneity of actors as well
as specific domains/sub-domain features, they also impose further challenges in
defining structures/features. In the AEC-AI 4.0 domain, digital and cyber-physical
technologies are transforming the sector. However, big unsolved challenges are
still foreseen. One of these challenges is the need for development, testing, selec-
tion, integration, and orchestration of AI and IoT technology. Here, an integrated
approach involving AI, scientometrics, knowledge engineering, and metalearning
would enable the development of an integrated operational system for the AEC’s
life cycle operations. It would provide a dynamic framework for the assessment of
digital and cyber-physical technology.
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1 Introduction

The architecture, engineering, and construction (AEC) industry is undergoing a
process of competitive transformation incorporating artificial intelligence (AI) and
developments in Industry 4.0. AEC’s life cycle complexity also imposes interesting
technological challenges on the development and integration of AI applications into
the sector. AEC-AI 4.0 embodies important challenges in scientific termswith impor-
tant consequences in social, economic, environmental, and sustainability directions.
An integrated operational system framework (IOSF) capable of orchestrating a vari-
ety of technologies across multiple domains of the AEC’s life cycle is a key transfor-
mative and enabling component. First, we would briefly introduce main issues in the
AEC industry, the building life cycle, and the building information modeling (BIM),
which is a central framework for the development of technology . We will offer
an overview of the AEC and AI developments, which reveals an important need for
integration. After that, we introduce the cybernetics components in the Knowledge
Domain Organization, developments in the science of science ormetaresearch
and metalearning as key frameworks along our adaptive methodology [1, 2].

AEC Industry The architecture, engineering, and construction (AEC) industry is
one of the oldest in human history and an iconic representation of every civilization.
Building information modeling (BIM) is providing a backbone for infrastructure and
technologies development [1–4], see Table 1.

Life cycle, BIM, and Technology The AEC is an industry that has lagged behind
other industries in terms of productivity gains, stifling national economies’ overall
growth. Connected sensors, intelligent construction equipment, mobile devices, and
software applications could increase productivity, reduce project delays and cost

Table 1 Applications of artificial intelligence in AEC life cycle

Advantages Planing Design Construction Commissioning
and
procurement

Operation and
management

Visualization,
coordinated
design,
building object
properties,
specifications,
information
coordination,
information
flow

Feasibility
study, digital
site analysis,
pre-design and
plan proof,
project
database
creation

3D visualized
multidisci-
plinary design,
clash detection
and
optimization,
multidisci-
plinary
coordination,
design
generation,
accurate
quantity
calculation

Construction
site simulation
and detailing
review, 4D
process
simulation,
schedule
control, 5D
cost estimation,
safety
management
and quality
control

As-built
construction
inspection,
system
commissioning

Hetero-system
and database
integration,
Web-based
O&M platform
establishment
6D facility
management
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overruns. The AEC’s life cycle demands interesting challenges as several interact-
ing domains, operations, technologies, and professionals participate in a well-crucial
activity in economic, social, and climate problems. The explosive development of
Industry 4.0 is expected to profoundly transform the traditional processes in the
AEC. Building information modeling is a game-changing technology that enables
end-to-end communication, data exchange, and information sharing among project
stakeholders.BIMsystems that use Internet ofThings (IoT) architectures generate 3D
models as part of theBIMprocess and also as-delivered physical assets [5]. Fromgeo-
graphic information to operations and processes throughout the life cycle, including
trust and cooperation, can be integrated within the building informationmodel (BIM)
framework [6, 7]; but these technologies can also be harnessed to address global cli-
mate change and disaster mitigation [8–10]. Therefore, BIM-enabled AEC has many
functional features sets although incomplete, to streamline new developments in the
industry, especially those involvingAI and IoT, and it should be considered as a back-
bone in the design of any development framework to potentiate the AEC sector. The
AEC industry is accelerating its adoption of the most recent technological advances
in artificial intelligence (AI) and Internet of Things (IoT) ecosystems. Furthermore,
their applications are expected to have a significant impact on the AEC ecosystem
and workflow [4, 11, 12]. Similarly, communication and information technologies
(CIT), such as edge computing, wireless 5G, and blockchain technologies, will help
to boost and reshape the industry. Processes and operationswill be significantly trans-
formed in this context, with an increasing emphasis on data generation, analysis, and
integration. After that, AEC-AI 4.0will rekindle interest in a sophisticatedworkforce
with new skills and talents [12, 13]. Edge computing, smart construction objects,
cryptography, and data-block technologies, combined with new cultural workforce,
social, and sustainable responsibility, will be some of the challenges faced in a com-
petitive transformation process [14, 15]. To characterize and analyze the AEC-AI 4.0
industry workflow, as well as reveal the different computational algorithms used and
how the AEC industry can be powered in a fully Integrated Operational
System Framework (IOSF). Here, we expand on research on an efficient global
adaptive architectural methodology (M3) [1, 2]. The proposed development toward
an IOSF includes the incorporation of Meta-methodologies as represented by the
metaresearch and metalearning research fields.

Knowledge Engineering. Knowing the conceptual structure of a research field
or area is a key aspect in the development, revision, and improvement of the research
subjects as well as in the practical advances or applications derived from the research
in that particular area. In this context, emerging and established technologies allow us
to foster a varied knowledge domains (KD) and further develop solutions to complex
problems using technology such as: AI, the Internet of Things (IoT), blockchain, and
social networks (SNs). The process of knowledge extraction allows us to better define
a field of research as well as monitor and dynamically assess trends, changes, and
difficulties. Therefore, there is an increasing interest in how to extract and represent
knowledge from research fields [16]. Natural language processing (NLP) becoming
broadly recognized as a useful set of methods and tools for the analysis, processing,
andmapping of text. A topic, on the other hand, is a central concept in topicmodeling,
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which is typically interpreted as a cluster of words describing a specific semantic
meaning. NLP tasks that are more difficult to apply than traditional topic models
include text generation, summarization, and translation [17].

2 Metamethods

Metaresearch. Scientometrics and Bibliometrics. are research methods to analyze
scientific literature (see [19–21]); in some ways, these approaches are also regarded
as a science about science. Scientometrics allows to assess and analyze the process
of knowledge generation [22–25]. In this direction, specific analysis methods such
as citation, network, co-words, and content analysis and text mining are used to
accomplish their objectives. Studies in this area concentrate on assessing authorship,
leading journals, and research organization, but itmay also include a content analysis,
in some cases derived from words in titles, abstracts, full text in books/journal arti-
cles/conference proceedings. Contents analysis also can be evaluated by keywords
provided by editors and/or librarians (Fig. 1).

Fig. 1 Metaresearch translational framework [18], metalearning (ML) flow and the adaptive
methodology framework for the AEC-AI 4.0 industry, [1]
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Table 2 Implementations of ML in AI (modified from [26])

Field Challenge Applications Advantages

FSL Datasets size
constraints

Face recognition,
classification, Target
detection video
synthesis

Low dependence on
datasets size,
Improved
generalization

Robotics Operation skills Imitation learning,
Cross-domain
learning, Quickly
adapting

Improve and efficiency
of autonomous
learning

Unsupervised learning
(UL)

Performance Distribution of
unsupervised
problems, Noise
training

Simplifying UL
conversion to
supervised learning

Medicine Progress in the
medical field

Medical image
processing, drug
discovery, diagnosis,
question answering

Predicting molecular
behavior, Assessment
of support samples

Metalearning (ML) seeks to go beyond simple learning by capturing implicit
rules in the learning process, tries to gain metaknowledge allowing to autonomously
assess, and select the appropriate model, and the parameters can be independently
modified to attain additional optimization [26]. Few-shot learning, robot learning,
unsupervised learning, and intelligent medicine are some examples of ML applica-
tions [26] (see Table 2). Technically, ML not only solves traditional artificial intel-
ligence’s data, calculation, and generalization problems, but it also solves machine
learning’s prediction accuracy and efficiency problems in big data. ML in a gen-
eral way can be understood as learning from the learner’s generated information,
i.e., learning the metaknowledge of the learned information. Common deep learning
models are attempted to implement/learn amodel tomake predictions,whereasML is
deal with the learning process itself; or in another way, “how to learn a mathematical
model faster and better” [26–29].

Although many questions are possible in the context and research approach, we
would like to motivate the research with a particular need for defining the KDO
structure relative to the use of algorithms in theAEC-AI 4.0’s life cycle. For example,
for the AI/ML algorithms, it would be possible to evaluate: How are they being
used? When have they been used? Which requirements and constraints do different
algorithms impose in the AEC’s life cycle? In particular, we have advanced some
research to publication in this context, presenting an initial single macroscopic-level
approach to the development of the architectural definition M3 levels [1, 2].
Knowledge Domain Organization, in the AEC-AI 4.0 domain, may

allow us to progressively assess the use of computational Optimization algo-
rithms, unmet demands, redundancies, deficiencies, and complementarities of pro-
cesses and operations to orchestrate the development of IOSF. KDO structures dis-
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Fig. 2 M5 Adaptive methodology framework, by extending the M3 adaptive methodology with
metamethods, may allow us to address and integrated operation system framework for the AEC-AI
4.0 industry, [1]

tilled from dynamically formed research corpuses can be defined in conjunction with
metalearning and metaresearch to refine an IOSF-(M)-levels initial architecture for
the AEC-AI 4.0 domain. The AEC-AI 4.0 IOSF M5-levels architectural definition
will progressively extract KDO structures for Optimization algorithms in the
AEC’s life cycle operation. KDO structures obtained will be modeled by NLP meth-
ods as well as other AI methods, including Bayesian machine learning methods and
approaches. Next, we will highlight some requirements and features in the architec-
tural definitions of theM5-levels initial architecture.Wewould like to note that either
as a dynamically oriented multilevel process, it is highly expected to have sequential
formulation of features and requirements in a data-driven process. For heuristic pur-
poses, we will follow a sequence top-to-bottom, but interlink and inverse pathways
will be components at each level.

Adaptivemethodology.We propose a basic architectural definition to allow three
main features of design (Fig. 2): Flexible, we propose to implement an adaptive
methodology capable of addressing, with minimal parametrization and automati-
cally, the capacity to focus on indented research topics. Dynamical, we propose to
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incorporate into the architectural definitions the capacity to assess dynamical changes
in the organizational knowledge structure to extract temporal patterns. Integrative, we
propose that the ability to integrate life cycle operations in conjunction with several
major intersecting fields of development serve as the basic architectural definition of
the proposed IOSF. We distill the above architectural requirements into three main
stages in defining the KDO:Macroscopic, when, first approaching to define the KDO
structure, we would like to obtain an overview of the components’ topics and the
general interconnection between concepts and topics. This macroscopic approach
will provide a general assessment of the field of interest. Mesoscopic, after obtain-
ing a macroscopic assessment, we would like to obtain more in depth tektological
information. Implementing and mesoscopic refinement of the AEC-AI 4.0’s KDO
structure, we will implement modeling of topics and concepts by machine learning
methodologies. In particular, NLP will be used to model, with different perspectives,
concepts, and topics. Microscopic, a final stage, will assess the microscopic struc-
ture in a more oriented predefined approach to obtain tools, methods, agents, and
technical specifications in/of the AE-AI 4.0’s KDO, constrained to small fractions
defined by the relational structure defined in previous stages.

3 Discussion

Previously, we have shown that an adaptive multilevel approach (M3 methods) can
recover the overview of the conceptual mapping in the AEC-AI 4.0 industry when
is constrained with bibliometric and scientometric methods [1, 2]. In particular,
the key term Optimization constrained the research corpus, and the overall
conceptual structure recovered is similar to that found by independent methods [4].
In an accompanying paper, we have shown that meso and microscopic levels of
analysis can also be derived in the context of the proposed adaptive methodology
[2]. Here, we further propose the development of this methodology to incorporate
metamethods (Metaresearch and metalearning) to further improve and streamline
the adaptive methodology. The proposed methods may allow the formation of an
integrated operative system framework for knowledge domain organization in the
AEC-AI 4.0 industry. Our proposed M5 method (Metaresearch–Metalearning &
Macro-Meso-Microscopic) has the potential to generalize across a wide range of
complex research domains, allowing adaptive methodology to inform the respective
KDO.
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struction 4.0”.



690 C. Maureira et al.

References

1. Maureira C, Pinto H, Yepes V, Garcia J (2021) Towards an AEC-AI industry optimization algo-
rithmic knowledge mapping: an adaptive methodology for macroscopic conceptual analysis
9:110 842–110 879

2. Maureira C, Allende-Cid H, Garcia J (2022) Optimization in AEC-AI 4.0 industry: multi-level
adaptive methodology for knowledge mapping. Submitted

3. Chen C, Tang L (2019) Development of BIM-based innovative workflow for architecture. Eng
Construct Proj China April:119–126

4. Darko A, Chan AP, Adabre MA, Edwards DJ, Hosseini MR, Ameyaw EE (2020) Artificial
intelligence in the AEC industry: scientometric analysis and visualization of research activities
112(2019):103081

5. Siountri K, Skondras E, Vergados DD (2020) Developing smart buildings using blockchain,
internet of things, and building information modeling 12(3):1–15

6. Azhar S (2011) Building information modeling (BIM): trends, benefits, risks, and challenges
for the AEC industry 11(3):241–252

7. Di Giuda GM, Pattini G, Seghezzi E, Schievano M, Paleari F (2020) The construction contract
execution through the integration of blockchain technology. In: Research for development, pp
27–36

8. Hollberg A, Genova G, Habert G (2020) Evaluation of BIM-based LCA results for building
design 109(2019):102972

9. Luo H, Liu J, Li C, Chen K, Zhang M (2020) Ultra-rapid delivery of specialty field hospitals
to combat COVID-19: lessons learned from the Leishenshan Hospital project in Wuhan, vol
119, p 103345

10. Alizadehsalehi S, Hadavi A, Huang JC (2020) From BIM to extended reality in AEC industry
116(2019):103254

11. Woo J, Shin S, Asutosh AT, Li J, Kibert CJ (2021) An overview of state-of-the-art technologies
for data-driven construction. Lect Notes Civ Eng 98:1323–1334

12. Ceccon L, Villa D (2020) AI-BIM interdisciplinary spill-overs: prospected interplay of AI and
BIM development paradigms. In: Springer Tracts in Civil Engineering, Springer, pp 195–217

13. Kipper LM, Iepsen S, Dal FornoAJ, Frozza R, Furstenau L, Agnes J, Cossul D (2021) Scientific
mapping to identify competencies required by industry 4.0, vol 64, no January

14. Chong H-Y, Lee C-Y, Wang X (2017) A mixed review of the adoption of building information
Modelling (BIM) for sustainability 142:4114–4126

15. Li X, Shen GQ, Wu P, Yue T (2019) Integrating building information modeling and prefabri-
cation housing production 100(December 2018):46–60

16. Leng S, Hu Z-Z, Luo Z, Zhang J-P, Lin J-R (2019) Automatic MEP knowledge acquisition
based on documents and natural language processing, pp 800–809

17. Zhao H, Phung D, Huynh V, Jin Y, Du L, Buntine W (2021) Topic modelling meets deep
neural networks: a survey. In: Proceedings of the thirtieth international joint conference on
artificial intelligence. International joint conferences on artificial intelligence organization, pp
4713–4720

18. HardwickeTE, SerghiouS, JaniaudP,DanchevV,Crüwell S,GoodmanSN, Ioannidis JP (2020)
Calibrating the scientific ecosystem through meta-research. Ann Rev Stat Its Appl 7(1):11–37

19. Shi F, Foster JG, Evans JA (2015) Weaving the fabric of science: dynamic network models of
science’s unfolding structure 43:73–85

20. Zeng A, Shen Z, Zhou J, Wu J, Fan Y, Wang Y, Stanley HE (2017) The science of science:
from the perspective of complex systems vol 714-715, pp 1–73

21. Fortunato S, Bergstrom CT, Börner K, Evans JA, Helbing D,Milojević S, Petersen AM, Radic-
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Portable Electronic Dispenser
for Personal Hygiene and prevention
of COVID-19

Juan Arriola-Condori , Enrique Orihuela-Espinoza ,
and Michael Cabanillas-Carbonell

Abstract This research proposes the design of a portable electronic dispenser for
personal hygiene, which will help reduce the spread of COVID-19, or other diseases
or infections that can appear due to lack of hygiene. This dispenser will contain
alcohol, will be attachable to the desired arm, either left or right, and will also
have a drying mechanism. The disinfectant dispenser and air dispenser will be voice
controlled by means of a microphone; the words “alcohol” or “air” must be spoken.
When the word “alcohol” is said, the dispenser will begin to expel this liquid toward
the direction that is being pointed, be it our hands, body, surroundings, etc. When
the word “air” is said, the drying mechanism will be activated, and the air that will
start to be expelled will go in the direction that is being pointed, be it to our hands,
body, environment, etc. Fourier transform algorithmswere used to perform the signal
processing. In this work, the MATLAB software was used for the voice recognition
of this portable electronic dispenser for the toilet.

Keywords Cleaning ·Water dispenser · Voice recognition · Cleaning device ·
Sensor

1 Introduction

Faced with this problem of the pandemic of COVID-19, this portable electronic
dispenser for personal hygiene with voice recognition has been given as a solu-
tion, because when people touch a contaminated object, they are at risk of catching
COVID-19. This researchwill allow us to clean ourselves at the timewewantwithout
the need to touch a bottle of alcohol, as it will have a built-in alcohol dispenser, which
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will be attached to the arm, either left or right, and so you can take it to the place
you want, without the need to carry something in your hands, pocket, backpack, etc.
People infected by COVID-19 present respiratory problems and a series of other
symptoms due to the variants that have been developing lately, and it also depends
on the organism of the people so that they can get out of this situation, because in
some people the virus is defenseless, in others it is more serious and even in others
it can be even fatal [1].

To avoid touching thingswith the hand, just by giving the command, this dispenser
will work, thus preventing further contagion of COVID-19. Therefore, this system
helps to improve prevention and care for the control of the virus.[2].

For voice recognition systems, one of the greatest difficulties is when there are
alterations in its sound, since it makes its recognition difficult. One of the ways in
which the voice can be modified is voluntary and involuntary. When it is voluntary,
the person, in a lucid manner, alters his or her voice on purpose, such as covering
his or her mouth, speaking softly, etc. On the other hand, the involuntary ones occur
when the person cannot control such changes, and this can happen when he/she has a
cold, a bad throat, hoarseness, etc. There may be other reasons for these involuntary
changes, but the ones mentioned above are usually the most common. Another way
to modify the tone of voice is artificially, and also by means of electronic equipment
that produce these alterations, one of them as an example can be a processor [3].

Because of the mentioned problems that a voice recognition system has, it was for
this reason that algorithms were created with the ability to find how much equality
there is in the vocalization in order to develop an efficient record, being able to find
howmany algorithms have better performance, based on its structure and processing
to record the patterns [4].

To realize this speech recognition project for a portable electronic dispenser for
personal grooming, we have to study the audio signal of the voice and adapt it to the
Spanish language; therefore, we will use the automatic speech recognition (ASR)
because it will help to manage the user’s voice, since the recurrent neural network
language models (RNNLM) strongly surpassed the n-gram models that are simpler.
Therefore, we will have to sample the speech signal, but we will have to perform two
very important tasks, which are training and recognition. It should also be noted that
the speech recognition system was not configured in English because there are many
differences in their writing and pronunciation, which in comparison with Spanish,
these are the same, and help in the recognition of words. And this helps to justify the
reason for using this system [5, 6].

2 Methodology

Since the project to be carried out is a portable electronic dispenser for personal
hygiene that will be manipulated through voice recognition, the first thing that must
be done to perform this communication is to make the signal processing, in this case,
the speech of the human being is spoken through a SMDmicrophone and stored in a
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database so that the word that has been said can be recognized, so we must make an
interface in communication. The time–frequency transform makes it possible to find
out the dynamics of the spectral range over time. The voice signal will be processed,
visualized, and plotted in MATLAB, we will make this program communicate with
a microcontroller, and for this project, we will use an AVR, the ATMEGA328P of an
Arduino Nano, since this microcontroller can receive the information and adapts to
this voice recognition system so that we can develop and operate through it a portable
electronic dispenser for personal hygiene [7].

When registering and verifying that the word said by the user is correct, in the
case of this project will be the words “alcohol” and “air”, in order to activate the
alcohol jet or the cooler, respectively. In the case of the first sentence, it will activate,
with a duration of 2 s, the 5 V mini water pump that will be located in the nozzle
of a plastic container filled with alcohol and will expel it through a thin hose. And
in the case of the second sentence, the cooler for drying hands or the place where
the device is voluntarily pointed by the user will be activated for a duration of 4 s.
The Fast Fourier transform (FFT) helps the registration of sound signals and to solve
a large number of variables that hinder speech recognition, and through artificial
intelligence is that we can also get to do speech recognition [8].

When the training has been done, the voice recognition system has been strength-
ened, and thewords “alcohol” and “air” have been stored in all possible environments,
the electronic circuit of the electronic dispenser will be made, which in this case will
be a timer, because at the moment of pronouncing the respective word to activate the
portable electronic dispenser for personal hygiene, the microcontroller will give the
order to the circuit, and by means of a clock, it will be able to carry out only 1 of the
2 following actions, activate the 5 V mini water pump for a time of 2 s, or activate
the cooler for a time of 4 s. The ASR as it includes a dataset, we make decoding
parameters for a utility evaluation, and the retraining is superior compared to training
with random weights. We embraced a RNNLM as a conventional semi-supervised
method for comparison [9].

MATLAB software was used, since this program allows to perform the work of
voice recognition for the portable electronic dispenser for personal grooming in front
of COVID-19, also an AVR ATMEGA328P microcontroller of an Arduino will be
used, in order to carry out the electronic part of this portable electronic dispenser for
personal grooming in front of COVID-19, and also the Fourier formulas will be used,
since these will help us to perform the concepts for signal processing. From another
point of view, the Wavelet Transforms (WT) are also a way to study the signal in
time and frequency, it is a simple way to show a complex signal, since it decomposes
it into small waves of lower resolution and different frequencies, managing to find
them in the original signal. On the other hand, the Fourier transform discovers the
frequency of the disturbance but without being able to find the time in which it is
found [10].

We have had to create the MATLAB and C++ codes for the AVR ATMEGA328P
microcontroller to carry out this project, and the materials have had to be put together
in such away that they fit the left or right arm. The decoding procedures help to obtain
the cost-effectiveness closer to the new generation auto-regressive models, but the
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non-auto-regressive ones only perform the main decoder operations with a constant
number “k” times [11].

The procedure that we will do at this point is about what steps we had to do to
perform speech recognition in this portable electronic dispenser, and for this, we will
do some speech recognition tests in MATLAB, and then a flowchart where we will
observe how we have programmed the speech recognition. The decoding makes an
acoustic sequence through the network, continuous selection of the word with the
highest score at each moment of time [12, 13] (Figs. 1, 2 and 3).

Next, in reference to the programming code flowchart, a schematic was carried out
as a base structure in order to understand the parts of the project in design condition
(Fig. 4).

Therefore, it was taken into consideration which components can be used for
the portable electronic dispenser, being designed in the Fritzing program with a
determined order [14], the components to appreciate are (Fig. 5):

– Arduino ProMini.
– Battery Charger Module.
– Voltage Booster Module.
– Microphone Module.
– Lithium Battery.

Fig. 1 Voice signal when saying the word: alcohol
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Fig. 2 Voice signal at the moment of saying the word: air

– Switch.
– DC Motor.
– 5v Fan.

Consequently, the 3D model was designed in the FreeCAD program with the
order of each component in order to have a more concrete idea about the portable
electronic dispenser [15]. With this project, the intention is to strengthen individual
and public cleaning habits, since it is an alternative of easy use and application with
greater resistance and portability for people (Fig. 6).

3 Results

When performing the simulations inMATLAB for speech recognition, it can be seen
that there is a 1–3 s delay for the code to be compiled. When performing the speech
recognition, first training had to be performed to identify the words that will operate
the portable electronic dispenser for personal hygiene, which are: alcohol and air.
These trainings first had to be loaded into a “mat-file”, as this will be our database.
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Fig. 3 Speech recognition flowchart

Fig. 4 Block diagram
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Fig. 5 Electronic design

Fig. 6 3D model design

The following are the plots of the Fast Fourier transform that were performed on the
voice signals (Figs. 7 and 8).

And by doing so, the real values were found to the Fast Fourier transform of
these signals, in order to obtain their linear indices by means of a MATLAB function
called “find”. These linear indexes, at the time of training, the following values were
obtained according to the recorded word (Tables 1 and 2).

As can be seen, the values of the indexes of each word are different; these results
were obtained at the time of training. These differences exist because they do not have
the same tone, frequency, and signal; since, they are different words and also have
different sounds. To recognize which word it is, we had to calculate the difference
between the values of the indexes stored in the database, and those that will be
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Fig. 7 Fourier transform to the word signal: alcohol

recorded in real time, and the minimum value of these two is the one that will help
us determine which word is being said (Figs. 9 and 10).

Figures 11 and 12 show the moment when the words “alcohol” and “air” are
recorded in real time, so that this signal can then be compared with the data from the
recordings already stored in our database.

More recordings were then made to save them in the database, in order to
strengthen the portable electronic dispenser project for personal hygiene. And when
this was done, it was possible to have the optimal recognizer that was desired at the
beginning of the work. This is the meaning of each letter and word shown in the
Datos Workspace (Figs. 11 and 12): “C” is the number of order and trainings that
were made with the words to be recognized. The word “alcohol” is number 1, and
“air” is number 2. “F” are the values of the linear indexes of the words “alcohol” and
“air” that are stored in the database. The first five numbers are for the word “alco-
hol”, and the remaining numbers are for the word “air”. “f ” is the value of the linear
index that was obtained at the time of the real-time recording. “D” is the subtraction
of the linear index values that have “F” and “f ”. “d” is the last linear index value
obtained in the subtraction between “F” and “f ”. “i” is the total number of index
values in the database. ind: is the order number of the minimum value obtained in
“D”. Record_number: represents the order number that was identified when doing
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Fig. 8 Fourier transform to the signal of the word: air

Table 1 Index values of the
word: alcohol

Word indexes: alcohol Index value

Índice 1 2961

Índice 2 947

Índice 3 1026

Índice 4 990

Índice 5 3213

Table 2 Index values of the
word: air

Word indexes: alcohol Index value

Índice 1 575

Índice 2 922

Índice 3 565

Índice 4 549

Índice 5 1141
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Fig. 9 Real-time recognition of the word “alcohol”

Fig. 10 Real-time recognition of the word “air”

the voice recognition. sm: is the minimum value that was obtained when doing the
subtraction between “F” and “f ”.
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Fig. 11 Workspace data of the recordings stored in the database, together with the real-time
recording (f ) of the word: alcohol

Fig. 12 Workspace data of the recordings stored in the database, together with the real-time
recording (f ) of the word: air

4 Conclusions

The project model developed was very significant to provide a solution to COVID-19
infections, since it ensures a higher level of cleanliness.

The general objective is to develop an effective voice recognition procedure, in
any type of environment and circumstance, for a portable electronic dispenser for
personal hygiene. A signal processing that achieves a real-time voice recognition
with a duration of 2 s was achieved. With respect to the first specific objective, an
optimal system was achieved, since at the time of training, we were able to make it
more efficient at the time of voice recognition. The trainings that were performed
also had a recording time of 2 s, since it is desired to recognize the voice in the
shortest time possible to avoid other sound interferences. With respect to the second
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specific objective, the noise was eliminated but not completely, since at the moment
of doing the voice recognition in real time sometimes external voices were filtered
if the noise was very loud, but with the low noises there were not so many problems.
And this noise elimination was achieved thanks to the Fourier transforms. With
respect to the third specific objective, it was concluded that the AVR ATMEGA328P
microcontroller helps the electronic circuit to be reduced in a certain way, in addition,
for there to be a response from these components, there will always be a latency for
them to respond to their objectives.
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ANNModel for Two-Way Shear
Capacity of Reinforced Concrete Slabs
Without Shear Reinforcements

Nermin M. Salem and A. Deifalla

Abstract This study aims to develop a reliablemodel for the two-way shear capacity
of reinforced concrete slabs with FRP reinforcements, which is a complicated
problem with many effective parameters. In this study, an ANN capacity model was
developed and proposed. The model predicted the capacity accurately with respect
to the available models. In addition, the effect of the main parameters on the capacity
using the proposed model was investigated and thus provided an insight on the influ-
ence and interrelation of effective parameters on such a problem which can help
further design code development.

Keywords Two-way shear · Slabs · GFRP · CFRP · FRP · ANN

1 Introduction

The two-way shear capacity of concrete slabs with FRP reinforcements is a sudden
failure [1–3]. Thus, avoiding such catastrophic failure requires advanced methods
for assessing the reliability of design models [4]. In the previous decade, several
studies have been conducted based on the usage ofArtificial Neural Networks (ANN)
in solving various real-life construction problems such as structural analysis and
design, building materials, and solving management problems. ANN can model
complex behavior in amuch better way compared to other modeling techniques. This
optimization problem lies in the ANN learning process and could be solved with the
selection of the appropriate training algorithm [5]. For the two-way shear capacity
of FRP-reinforced concrete slabs, a hand full of studies attempted to develop an AI
model; in a study byMetawally, an ANNmodel was developed based on TRAINLM
for the mapping between the input parameters and the two-way shear capacity, using
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a dataset composed of 59 records [6]. In a study by Naderpour et al., an ANN model
was developed using a back-release network. The model was trained using a dataset
composed of 50 records [7]. In a study byVu andHoang, twomodels were developed
anANNmodel and a support vectormachine (SVM)model using a dataset composed
of 82 records [8]. It is worth mentioning that the accuracy of an ANN model mainly
depends on the used database in terms of size, variety, and quality [9, 10]. Thus,
in the current study, a larger database was targeted. In this paper, an ANN model
was developed, which was improved by implementing a momentum and an adaptive
learning rate.

2 Development of Artificial Neural Networks (ANN) Model

The use ofANN in predicting the capacity of reinforced concrete slabswith FRP rein-
forcement has been rarely presented, where only hand full of studies are available
in the published literature. ANN was originally inspired from the human biolog-
ical nervous systems; ANN consists of many processing elements called neurons.
Neurons are connected to each other by links calledweights. Initially, during training,
weights are randomly assigned; afterward, they are corrected using the predicted
values compared with the real values; these errors are then backpropagated through
the network; and the final weights are recalculated to minimize the measured errors.
The process of ANN training could be summarized in three main steps: (1) initial-
ization of internal parameters; (2) model evaluation; and (3) updating the internal
parameters to find the optimal points. The network weights are updated through
backpropagation, and it is a method of fine-tuning the weights of an ANN-based on
the error rate obtained in the previous training iteration. The powerfulness of ANN
is the ability to capture complex relationships between input and output parame-
ters without any prior information about the nature of these interactions. However,
its implementation based on the traditional gradient descent method for the ANN
training process could result in large errors and suffer from several local minima
[11]. Thus, the proposed ANN model is trained using gradient descent with two
main modifications: adding a momentum term and using an adaptive learning rate.
The proposed model is trained based on the available experimental data of a total of
189 records [12–14]. AI had been used in various applications such as [16–18].

ANN has four main training methodologies: gradient descent (ANN-GD), quasi-
Newton method (ANN-QN), Levenberg–Marquardt (ANN-LM), and conjugate
gradient (ANN-CG). The challenge lies in choosing the suitable training method-
ology as a given training technique may be suitable for a given problem but fails in
another scenario [5]. Traditional ANN-GD shows promising reliable results versus
the other techniques [11] where it reduces the errors between the real experimental
output and the predicted output from the trained model [15] and can easily adapt to
the complex behavior of the training data. ANN-GD is considered the most popular
optimization technique in ANN, it aims to find a local minimum of a differentiable
function, and in other words, it is to find the coefficients that minimize the error
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function as much as possible. It measures the change in all weights regarding the
change in error [19].

The traditional ANN-GD is a training model that updates its weights and biases
in the direction of the negative gradient of the performance function is such that:

w(i+1) = w(i) − ∇ f
(
w(i)

)
η(i) (1)

where w(i) is the weights in the ith iteration, ∇ f
(
w(i)

)
is the loss function gradient f

according to w(i), and η(i) is the learning rate of the ith iteration. Learning rate η is
a hyperparameter in the training process as it controls the changes in the model, i.e.,
how quickly the model is adapted to the given problem, with respect to the measured
error in each training iteration, and it may be the most important hyperparameter
while configuring the network, as choosing a too large value for η may lead to a
model that converges too quickly to a suboptimal model and also choosing a too
small value may lead to an unstable model. The challenge is to find the appropriate
η value [19]. In this model, an adaptive learning rate is used, i.e., the default value is
0.01 that is usually used by the traditional ANN-GD. Afterward, it is adjusted during
training according to the performancemeasured. At the end of each training iteration,
based on training, if the performance decreases toward our goal, then the learning
rate is increased by the factor ηinc = 1.05. If performance increases by more than a
specific factor, which is predefined in the training phase, it is decreased by a factor
ηdec = 0.7. The advantage of using an adaptive learning rate is faster and more stable
training. The used training methodology is gradient descent with momentum and
adaptive learning rate backpropagation.Themomentum term (mc) helps in increasing
the speed of convergence, without compromising the model capability in solving
nonlinear problems, where it is computed through the derivatives of performance (p)
with respect to the weight and bias parameters x for each training iteration i. Each
parameter is adjusted according to gradient descent with momentum:

dx(i) = mc*dx(i−1) + η*mc*dp

dx
(2)

where dx(i−1) is the previous change on the weights or bias, mc is the momentum
coefficient, x is the weights and bias, and dp is the derivative of the performance.

The used training methodology can train any network if its weight, inputs, and
transfer functions have derivative functions. The ANN model learns from the exper-
imental database of reinforced concrete slabs with FRP reinforcements to determine
the two-way shear capacity. The model consists of an input layer, one hidden layer
with 11 neurons, and an output layer. The model is trained with five inputs: column
dimensionsC, effective depth d, concrete compressive capacity f ′

c , flexure reinforce-
ment ratio ρ, and young’s modulus (E). The output is the prediction of the two-way
shear capacity of FRP V . The training summary of the ANN algorithm is shown in
Table 1.
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Table 1 ANN training
summary

Parameter Description

Neurons in input layer 5

Neurons in output layer 1

Hidden, output layer activation function Sigmoid, Linear

Cost function MSE

Number of hidden layers 1

Number of training iterations 9

Our trained model will stop training if any of the following conditions occur; (a)
maximum training iterations is reached, (b) maximum time is reached, or finally,
(c) performance goal is reached. In our model, the stopping criteria were the third
condition. The model was trained using a dataset composed of 189 records. For best
performance evaluation, the dataset is divided into two main parts as recommended
by [19]: training set containing 70%of the total data, and the remaining 30%was used
for validation and testing. The dataset has been used without any post-processing.

3 Comparison between Proposed Model and Selected
Models

To evaluate the effectiveness of the proposed models, the following statistical
measures were calculated for the proposed model and the selected models where
average values of the ratio between the measured and calculated capacity, the root
mean square error (RMSE), the coefficient of variation (CoV), and the lower limit
based on a one-sided 95% confidence interval. Figure 1 shows the comparison
between the selected models and proposed models based on these four statistical
measures, and the proposed models are more accurate, consistent, and reasonably
safe for design, where the ANN model had an average, coefficient of variation, root
mean square error, and lower 95% value of 0.97, 20%, 1.1, and 0.93, respectively.
Figure 2 shows a parametric study for the capacity calculated by each model versus
the values of the effective parameters. For the effect of the effective depth, the varia-
tion of the proposedmodels’ predictions is close to that of the CSA and JSCE up to an
effective depth value of 200 mm. After 200 mm value for the depth, the variation of
the proposed models’ predictions is significantly different. There is a reduction in the
capacity with the increase in depth (i.e., size effect). While other models including
the CSA, Ju, and JSCE show no size effect. Moreover, Ju model prediction increases
with the increase in size depth even after 200 mm value for the effective depth. For
the flexure reinforcement ratio, the variation of the proposed models’ predictions
shows an almost flat relationship. On the other hand, other models including Ju,
CSA, and JSCE show a clear nonlinear variation. Such effect could be attributed
to the significant reduction in the transversal resistance, thus diminishing the dowel
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Lower 95% RMSE

1.35

1.20

2.20

0.72

1.62

2.19

1.24

0.97

0.00 0.50 1.00 1.50 2.00 2.50

JSCE

CSA

ACI

Elgendya

Elgendyb

Hassan

Ju

ANN

40%

37%

39%

31%

32%

32%

32%

20%

0% 10% 20% 30% 40% 50%

JSCE

CSA

ACI

Elgendya

Elgendyb

Hassan

Ju

ANN

1.27

1.14

2.08

0.69

1.55

2.09

1.18

0.93

0.00 0.50 1.00 1.50 2.00 2.50

JSCE

CSA

ACI

Elgendya

Elgendyb

Hassan

Ju

ANN

1.99

1.70

3.06

2.98

2.59

3.23

1.81

1.10

0.00 0.50 1.00 1.50 2.00 2.50 3.00 3.50

JSCE

CSA

ACI

Elgendya

Elgendyb

Hassan

Ju

ANN

Fig. 1 Validation of the proposed ANN model

Fig. 2 Parametric study for the capacity calculated using all model versus effective parameters
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action component. For the effect of the concrete compressive capacity, the variation
of the Ju and CSAmodel predictions is nonlinear and different from that of the JSCE.
Since the JSCE prediction is related to 2

√
f ′
cand the Ju and CSA are related to 3

√
f ′
c ,

the proposed models show a completely different variation, which is not the 2
√

f ′
c

or the 3
√

f ′
c[3] f ′

cvariation. For the effect of E on the variation of the capacity, the
proposed models show a much lower variation than all other models as well as much
lower values. From the proposed models, it can be shown that the effect of size and
concrete compressive capacity is dominant. This might be due to the lower dowel
action effect and young’s modulus values of FRP bars.

4 Conclusions

An ANN model was developed and implemented in a parametric study. The model
was found to be more accurate, consistent, and reasonably safe for design compared
to select models. Both models were capable of modeling the complex behavior of
reinforced concrete slabs with FRP reinforcement under two-way shear as well as
include the parameter uncertainty. A parametric study is conducted for the effect
of various parameters. Although conclusions are limited to the range of the experi-
mental database, however, the following conclusions were reached at: (1) The flexure
reinforcement ratio was found to have a small effect on the capacity, which could
be attributed to the significant reduction in the transversal resistance of FRP rein-
forcement, thus diminishing the dowel action component. (2) The effect of concrete
compressive capacity was found to be different than the traditional 2

√
f ′
c or the

3
√

f ′
c

variation. (3) The effect of the size and concrete compressive capacity was found to
be dominate on the capacity, which might be due to lower dowel action effect and
young’s modulus values of FRP bars.
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Abstract Introduction Alcohol use disorder is a global problem and is associated
with various physical, mental and social complications. Symptom network analysis
can provide an unique insight into the complex interaction of the various factors as
regards to their contribution to all the social and mental health-related issues and
vice versa. Objective This study attempts to understand this relationship in patients
with alcohol use disorders by using principles of social network. Methods Relevant
informationwas collected frompatients attendingDrugDeaddictionCentre ofAssam
MedicalCollege,Dibrugarh, by using a structured tool containing questions related to
pattern of use of alcohol and social and mental complications attributable to alcohol.
ResultsThe analysis of data byGephi software showed that regular drinking had high
degree score of 19 for social complications. In addition, fights with family members
and decreased work performance (weighted degree 19 and 17, respectively) emerged
as prominent contributors to social difficulties apart from regularity of drinking in
the study population. Harmonic centrality values reveal that frequency of drinking
behaviour is more influential than other factors in causing social harms. The degree
centrality for network related to alcohol use and mental health-related complications
was highest for regularity of drinking followed by stress and depression. Conclusion
Frequency of drinking, fights with family members and decreased work performance
are prominent contributors to social difficulties while regular drinking is a factor that
is evenmore important than stress or depression in affecting mental health of persons
with a history of alcohol.
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1 Introduction

Prolonged use of alcohol has been linked to a wide array of adverse health conse-
quences spanning physical, mental and psychosocial domains. Current evidence
suggests that the adverse effects of alcohol do not spare any human organ system. It is
generally agreed that the link between alcohol and its adverse health consequences
is dependent upon two prime factors. The first of these is the volume and pattern
of drinking, and second equally important is the mediating mechanism of adverse
health outcome, i.e. its biochemical effects, intoxication and dependence. Intoxica-
tion appears to be a mediator for acute outcomes by way of increased propensity to
accidents, intentional or unintentional injuries, socio-familial conflicts and violence
[1–3]. Notwithstanding the fact that dependence is itself a consequence of drinking,
by virtue of its habit sustaining character alcohol dependence impacts both acute and
chronic health events with serious adverse outcomes.

In the light of its serious and far reaching negative outcome, harmful use of alcohol
can be regarded as a social malady. As per data released by the WHO in its Global
status report on alcohol and health 2018, it is estimated that approximately 2.3 billion
people are current drinkers.Although the number of users of alcohol has not increased
in SE Asia, the per capita consumption volume has increased by 0.9 L of alcohol
between 2005 and 2016. The same report also highlights the fact that as of 2016,
5.3% of all deaths is a consequence of harmful alcohol use, accounting for 5.1% of
DALYs during that year. These figures are higher than those attributable to diseases
such as diabetes, tuberculosis or HIV/AIDS. Within the wide array of adverse health
consequences attributable to alcohol, 28.7% and 21.3% were due to injuries and
digestive diseases, respectively. Acute adverse outcomes such as injuries accounted
for as much as 40 pc of DALYs attributed to alcohol. A larger proportion (49%) of
DALYswas on account of more subtle and chronic effects such as noncommunicable
and mental health conditions [4, 5]. Also, of note is the fact that these disease-related
burden due to alcohol is higher in LAMICs such as India.

Given that alcohol use stems from a complex interplay between bio-psycho-social
factors, an enquiry into various aspects of alcohol use and its health consequences
is in order. We intend to study this phenomenon from the perspective of network
connectedness.

The current study is aimed at outlining the relationship between frequency of
drinking and related health problems attributable to alcohol use using network
analysis as a tool to define connectedness of aspects studied.
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2 Materials and Methods

The samplewas collected frompatients attendingDrugDeaddictionCentre ofAssam
Medical College, Dibrugarh. The data were collected from individuals with the diag-
nosis of alcohol use disorders in the age group of 18–60 years. Patients with co-
morbid or pre-existing mental illness or sub-normality and those who are critically
ill to participate in the study or unwilling to participate were excluded from the study.

The relevant information was collected using a structured tool developed for the
purpose of the study. The tool contains and covers questions relating to various
aspects of alcohol use by the participants and outcomes attributable to alcohol in
addition to sociodemographic data.

Data so obtained were entered into and analysed on the Gephi software. Gephi is
an open-source network analysis and visualization software package written in Java
on the NetBeans platform. Its latest version is Gephi 0.9.0 which was launched in
December 2015, with subsequent updates in February 2016 (0.9.1) and September
2017 (0.9.2). It is fast emerging as a popular visualization and exploration software
for all kinds of graphs and networks. It can be used for a wide range of applications
such as Exploratory Data Analysis, Link Analysis, Social Network Analysis and
Biological Network Analysis [6–9].

Two separate graphs were created from the dataset derived from the structured
tool, the grouping being done based on the area of inquiry, viz social correlates
of alcohol use and psychological consequences of alcohol use among the study
participants. The layout algorithm was Fruchterman-Reinglod layout [7, 8], since it,
among others if well suited to highlight complementaries in a dataset. These graphs
were analysed for their network properties.

3 Results

3.1 Alcohol and Social Difficulties

Figure 1 is a depiction of the network resultant from graphical layout of the relevant
variables in terms of social difficulties emerging out of alcohol use. Alcohol usage
frequency among the study subjects was clustered into 4 groups, viz 1–2 days a
week, 3–4 days a week, 5–6 days a weeks and daily/regular use. The graphical
output contains 25 nodes with 47 edges. The graph has a network diameter of 5
and graph density being 0.157. The average degree is 3.76 (Avg weighted degree =
10.24). The average path length of the edges is 2.12.

The various measures of network properties of the output graph are depicted in
Table 1.

Higher the degree and weighted degree, greater is the connectivity of a particular
node to other nodes in the network. In our study, this connection may be interpreted
as the extent of influence (directed or undirected) that the properties of the node
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Fig. 1 Network of social difficulties

exert towards the functional output of the network studied viz towards causation of
social difficulties and mental health problems, as well as being influenced by all
other connected elements in the network. As is evident from the Table 1, the three
most important factors that are related to social difficulties in the study population all
relate to the frequency of drinking behaviour. These are regular drinking, drinking
once or twice in a week and three/four times in a week as inferred from their high
degree scores of 19, 13 and 8, respectively. In addition to the frequency of drinking,
fights with family members and decreased work performance (weighted degree 19
and 17, respectively) emerged as prominent contributors to social difficulties in the
study population. The components with the least weighted degree of 1 are having no
job, arguments with colleagues, fights with friends, fights with family and difficulty
meeting expanses.

The relative importance of a node in a network is further described with other
centrality measures. Table 1 depicts the centrality measure values, and Figs. 2, 3,
4 and 5 depicts the various centrality distributions of the study population. The
interpretation is undirected (diameter 5, radius 3 and average path length 2.126.)

As shown in Table 1, the three nodes representing the varied patterns of drinking
frequency have the highest betweenness centrality. This was followed by arguments
with neighbours and irregularity at work.

As was the case with degree centrality, regular drinking and drinking once or
twice a week were the nodes with highest closeness centrality, followed by argu-
ments, irregularity at work and decreased work performance. The node with the
least closeness centrality value was difficulty meeting expanses. However, examina-
tion of the harmonic centrality values reveals that frequency of drinking behaviour is
more influential than other factors. The nodes with the highest harmonic centrality
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Fig. 2 Betweenness centrality distribution of network properties (Social difficulties)

Fig. 3 Closeness centrality distribution of netwok properties (Social difficulties)

are regular drinking, drinking once or twice a week and drinking 3/4 times a week
followed by arguments with neighbours and irregularity at job.

The eigen centrality values of our dataset are depicted in Table 1 and distribution
in Fig. 3, respectively (Number of iteration 1000; Sum change 4.309). The eigen
centrality values are a measure of how influential a particular variable is towards
affecting the overall functional outcome of the network node interactions—in our
case the outcome being the domain of social difficulties. The three varied patterns



722 K. Borah et al.

Fig. 4 Harmonic closenness centrality distribution of network properties (Social difficulties)

Fig. 5 Eigenvector centrality distribution of network properties (Social difficulties)

of drinking frequency again emerge as the nodes with the highest eigen centrality
values, implying that frequency of drinking behaviour is central to overall expression
of social difficulties that persons with alcohol use face. The other important nodes as
reflected by eigen centrality scores are arguments with neighbours and irregularity
at job. The least influential factor was difficulty maintaining expanses.
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4 Alcohol and Mental Health Issues

The second graph we created took into account the frequency of alcohol use and
the experienced mental health problems of the study population. The Fruchterman–
Reingold algorithm was used. The network so derived is depicted in Fig. 6. The
undirected graph contains 13 nodes and 19 edges. The graph has a network diameter
of 4 and graph density being 0.244. The average degree is 2.923 (Avg weighted
degree = 6.46). The average path length of the edges is 2.154.

The various parameters of this network are detailed in Table 2.
The distribution of network parameters is depicted in Figs. 7, 8, 9 and 10
The degree centrality for this network was highest for regularity of drinking

followed by stress and depression. As stated earlier, degree centrality of a node
is a measure of the extent to which the node id connected to other nodes. We can
thus infer that regular drinking is a factor that is even more important than stress or
depression in affectingmental health of personswith a history of alcohol use (without
implying causality). The factors with the least degree centrality were having unde-
fined problems and associated guilt. On weighted degree measures although regular
drinking remained the factor with the highest value, depression was shown to be
more influential than stress per se in affecting mental health. Also, on weighted
degree measures, feeling guilty appears to be a more important factor than unde-
fined problems although on degree centrality measures; both appears to be at par in
affecting mental health.

The factor with the highest betweenness centrality is again regularity of drinking,
followed by stress and feeling depressed. This can be interpreted tomean the involve-
ment of these factors as being the prime factors that mediate the expression of mental
health outcome of the other nodes in the network. Viewed as such an indicator, it
implies that the overt manifestation of amental health issue and its relation to another
variable is mediated primarily by frequency of drinking and the presence or absence

Fig. 6 Network of mental
health-related issues
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Fig. 7 Betweenness centrality distribution of network properties (mental health related issues)

Fig. 8 Closeness centrality distribution of network properties (mental health related issues)

of stress and feeling depressed. For example, in our study population, there is no
direct link between anxiety and stress; however, the two are connected by high
weight edges passing through the node representing regular drinking, in addition to
other pathways with less edge weight.

The inference from examination of harmonic closeness centrality values is parallel
to the inference from closeness centrality and reflects the importance of frequency
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Fig. 9 Harmonic Closeness centrality distribution of network properties (mental health related
issues)

Fig. 10 Eigenvector centrality distribution of network properties (mental health related issues)

of drinking, stress and feeling depressed as important components of mental health
outcomes in the study population.

A similar pattern of influence is revealed by eigenvector centrality scores. As
stressed before, eigen vector or prestige is a measure of the influence of an individual
node in a network. In other words, eigen vector centrality scores can identify which
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nodes play a pivotal role in determining the functional outcome of a network. The
pattern that we see here runs parallel to other centrality values, i.e. regular drinking,
stress and feeling depressed are the threemost influential factors the determinemental
health outcome of persons using alcohol.

5 Conclusion

Most of the researches on alcohol use disorder focus on collection and analysis of data
in terms of criteria laid down by the nosological systems i.e. ICD10 or DSM 5. The
social, occupational, physical and other related harms have been the topic of interest
in various literatures and also in various types of psychosocial interventions directed
towards ensuring abstinence. Network theory provides an unique opportunity to
look into the relationship of various factors related to drinking habit and pattern
with the associated harms. In other words, network model allows the symptom-
symptom interaction which might help the clinicians in understanding this dynamics
in a simplistic way.

This report focuses on two key issues:

1. Alcohol use and social difficulties: Examination of the harmonic centrality
values reveals that frequency of drinking behaviour is more influential than
other factors.

2. Alcohol use and mental health issues: Frequency of drinking, stress and feeling
depressed as important components of mental health outcomes in the study
population.

Contrary to the popular believe, inability to maintain the expenses has been found
to be least important in causation of social difficulties and frequency of alcohol use
has been found to be the root cause of the social complications. Therapies targeted
to reduce the frequency of alcohol use and management of stress and depression can
be expected to be of key importance in reducing the mental health-related issues.
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Measuring E-government System Users’
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Analysis Model: A Case Study
of Botswana
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Abstract This paper presents a rigorous evaluation of Botswana’s e-government
system users’ satisfaction using a multicriteria satisfaction analysis (MUSA) model.
While most experiments found theMUSAmodel rigorous and very useful, one study
suggested that the model does not always give an interpretable result. The present
study evaluates the usefulness of MUSA in the analysis of users’ satisfaction of
Botswana e-government systemswith a sample of 136 users comprising 35 IT profes-
sionals and 101 non-IT professionals. This sample was selected using a purposive
sampling to select employees who have used at least one e-government system, and
focusing onBotswana governmentministrieswhofirst took up e-government systems
initiatives. The results indicate that MUSAwas appropriate in evaluating the system,
and it gives interpretable results. Also, Botswana e-government systems has a global
satisfaction index of 0.86 (86%) rating, a partial satisfaction index of 0.5447 (54.5%),
a demand index of 0.385 (38.5%). The partial satisfaction index measurements for
individual system components are actual use (44%), usability (81%), functionality
(19%), efficiency (51%), reliability (27%), maintainability (29%), portability (41%),
and operational readiness (25%). The sampled users are non-demanding users and
are satisfied with the systems. Based on the partial satisfaction indices, components
of the system with low ratings need improvement.
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1 Introduction

Measurement governs every aspect of life including determining prices using
economic indicators, diagnosing diseases and illnesses in medicine, and predicting
the weather in meteorology. The process of measurement assigns identifiers to
attributes of entities of interest in the real world such that it describes properly
such entities according to defined rules [1]. In software systems, rigorous measure-
ments are used to determine software quality by applying available well-established
models ormetrics such asLines ofCodeMetric,McCabeCyclomaticNumberMetric,
Halstead Software Science Metrics, Maintainability Index Metric, Software Relia-
bility Metrics, and other Programming Complexity Measures [2–6]. The need and
usefulness of measurements in every discipline of study cannot be over-emphasized.
As in the well-established science and engineering disciplines, all measurement must
follow a rigorous approach and conform with the rules of measurement theory [1, 7,
8]. As countries and nations of the world embrace the application of ICT in gover-
nance and using the same to enhance delivery of services, e-government system
success, usefulness, and users’ satisfaction must be measured with appropriate and
reliable models to ascertain their usefulness, service delivery, and overall readiness.

As an information system (IS), e-government systems have recently evolved with
the aim to effectively and efficiently deliver government services to the people. As
such, national governments following their own defined information system strategy
(ISS) implement e-government systems according to their needs. The ISS defines
the organization requirement or demand for information and systems to support
the overall strategy of the business (in this case e-government business). Therefore,
e-government systems are anchored on the overall information system strategy. The
strategy according to [9] “defines and prioritizes the investments required to achieve
the ideal application portfolio, the nature of the benefits to expect, and the changes
required to deliver these benefits within the constraints of resources and systems
interdependence.”

1.1 Statement of the Problem

There is a current need for a useful and rigorous satisfaction model to measure the
satisfaction of users of e-government systems. While most experiments found the
MUSAmodel rigorous and very useful, one study suggested that the model does not
always give an interpretable result [10]. This needs further investigation. Moreover,
while most African countries have already deployed e-government systems, there is
no evidence from the literature that any of the systems have been evaluated using
rigorous and reliable models to determine the satisfaction of users of the systems.
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1.2 Study Objectives

This study evaluates users’ satisfaction of Botswana’s e-government systems by
means of a multicriteria satisfaction analysis (MUSA) model to determine if the
MUSAmodel is useful in the evaluation of e-government systems with interpretable
results.

2 Literature Review and Model Explanation

In Africa, the development and deployment of e-government systems have been well
documented in the literature [11–17]. Most countries have functional e-government
systems at various levels of deployment status in government ministries for very
essential services. It is hoped that with steady progress every government-based
service would be covered appropriately. This being the case the need for appropriate
user (customer) satisfaction evaluation of the systems cannot be over-emphasized.
Some of the advantages of such evaluation include:

(a) Improving communication with the users.
(b) Assisting the organization in examining whether the provided services fulfill

users’ expectations.
(c) Assisting the organization in determining critical dimensions that needs

improvement.
(d) Such evaluations might be the source of motivation to increased staff produc-

tivity since all improvement efforts regarding the offered service are evaluated
by the users themselves.

Wedefine user (customer) satisfaction in the context of this study according to [18]
to mean the “fulfillment response, including the judgment that a product or service
feature, or product or service itself provided (or is providing) a pleasurable level of
consumption related fulfillment including level of under or over fulfillment.” While
a number of works such as [10, 18–21] applied different approaches to measure user
(customer) satisfaction, the present study is based on a multicriteria analysis model
(MUSA).

2.1 The Musa Model

The model as presented in [22–24] is formerly defined as follows:

˜Y ∗ =
n

∑

i=1

bi X
∗
i − σ+ + σ− (1)



732 E. U. Okike and O. N. Small

With

n
∑

i=1

bi = 1

where ˜Y ∗ is the estimation of the global value function Y *, Xi* is an estimation of
the partial satisfaction, n is the number of criteria, bi is a positive weight of the
ith criterion, σ+ and σ− are the overestimation and the under-estimation errors,
respectively, and the value functions are normalized in the interval [0,100].

The methodology also allows the formulation of linear programming model using
goal seeking techniques to optimize user satisfactionmeasurement. The optimization
model is depicted in Eq. (2)
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n
∑

i=1

tii−1
∑

k=1
wik −

t j−1
∑

m=1
zm − σ+

j + σ−
j = 0 for j = 1, 2, . . . , M

α−1
∑

m=1
zm = 100

n
∑

i=1

α−1
∑

k=1
wik = 100

zm ≥ 0, wik ≥ 0 ∀m, i, k
σ+
j ≥ 0, σ−

j ≥ 0 for j = 1, 2, . . . , M

(2)

whereM is the size of the user’s sample, while yj and xij are the jth levels on which
variables Y and Xi are estimated (i.e., global and partial satisfaction judgments of
the jth user).

To reducemathematical computations, transformationEq. (3) is applied according
to [19, 22–24]:

{

zm = y∗m+1 − y∗m for m = 1, 2, . . . , α − 1
wik = bi x

∗k+1
i − bi x∗k

i for k = 1, 2, . . . , αi − 1 and i = 1, 2, . . . , n
(3)

where y∗m is the value of the ym satisfaction level, x∗k
i is the value of the xki satisfaction

level, and α is the number of global and partial satisfaction levels.
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2.2 Global Satisfaction Index

The global satisfaction index is the average of overall satisfaction that the users attach
to a specific criterion. Because of this, it is often considered as the basic average
performance indicator, range [0,100] for the business organization or government.
Equation 4 represents a model of global satisfaction.

S = 1

100

α
∑

m=1

pm y∗m (4)

where S is the average global satisfaction index, and pm are the frequencies of users
belonging to the y*m satisfaction levels.

2.3 Average Demanding Indices

Global and partial demanding indices,D andDi, respectively, are assessed as follows:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

D =
∑α−1

m=1

(

100(m−1)
α−1 −y∗m

)

100
∑α−1

m=1
m−1
α−1

for α > 2

Di =
∑ai−1

k=1

(

100(k−1)
αi−1 −x∗k

i

)

100
∑αi−1

k=1
k−1
αi−1

for αi > 2 and i = 1, 2, . . . , n
(5)

It should be noted that:

D = 1 or Di = 1—Users have the highest demanding index.
D = 0 or Di = 0—This case refers to “neutral” users.
D = −1 or Di = −1—Users have the lowest demanding index.

Moreover, MUSA methodology also provides a series of normalized indices that
may help in-depth analysis of the satisfaction measurement problem.

The partial satisfaction index (Eq. 6) shows the level of partial satisfaction of the
users (Si) to every criterion, sub-criterion, and overall satisfaction index.

Si = 1

100

αi
∑

k=1

pki x
∗k
i for i = 1, 2, . . . , n (6)

In this study, user’s global or overall satisfaction depends on eight top level criteria
as shown in satisfaction evaluation hierarchy Fig. 1. The hierarchy also shows that
each of the eight criteria has sub-criteria. The sub-criterions form the partial satis-
faction dimensions. Responders were asked to express their opinion on a five-point
Likert scale (1–5) with point 1 and 5 being the lowest and highest scales, respectively.
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Fig. 1 Satisfaction evaluation criteria hierarchy

2.4 Justification of the Choice of Musa Method

First, most frameworks found in literature for assessing e-government and e-
government user satisfaction focus on performance metrics or dimensions and leave
out the assignment of weights or importance indicating how those metrics will be
measured. To fill up this gap, theMUSAmethodology was used since it enables users
to assign weights to individual criterions/dimensions used in the evaluation process.

Second, studies that adopted ISO/IEC 9126 considered the metrics at high levels,
meaning that they used the high-level evaluation criteria as a whole without consid-
ering the sub-metrics under each criterion. The MUSA method enables hierarchical
weighted assessment considering both major criteria (high level or global metrics)
and sub-criteria (low level or partial metrics).

3 Research Method

This study adopted a quantitative research method, using a survey study approach.
The survey instrument was a questionnaire designed to elicit appropriate informa-
tion from users of any e-government system in Botswana specifically asking for how
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Table 1 Research variables/constructs

Dimension Source

System Functionality ISO/IEC 9126; ISO/IEC 9126-1, 2001

System Usability ISO/IEC 9126; ISO/IEC 9126-1, 2001

System Reliability ISO/IEC 9126; ISO/IEC 9126-1, 2001

System Maintainability ISO/IEC 9126; ISO/IEC 9126-1, 2001

System Portability ISO/IEC 9126; ISO/IEC 9126-1, 2001

System Actual Use E-GOVSAT

Operational Readiness Test E-GOVSAT

satisfied the users were with the system in terms of functionality, usability, reliability,
systemmaintainability, portability, actual use, and operational readiness. These eval-
uation criteria were adopted for the e-government systems from the ISO/IEC 9126
[25] standard base model for information systems. The questionnaire used a 5-point
Likert scale ranging from “strongly disagree” with a rating of 1 to “strongly agree”
with a rating of 5. Participants in the study were purposefully selected to include
those who are computer literate, some IT professionals, and a participant must have
used at least one Botswana e-government system.

A total of 170 questionnaires were administered to users of Botswana’s e-
government systems for a period of two weeks in July 2019. 136 responses were
properly completed while 34 questionnaires were discarded due to incompleteness.
Participation on the research was voluntary, and no rewards of any sort were attached
to it. Table 1 below shows the variables used in evaluating the e-government system
satisfaction from the ISO/IEC 9126 software quality model.

Furthermore, the questionnaire in this study was piloted with 5 users each of
whom have used different e-government systems, namely the e-government systems
for Immigration Citizenship System (ICS), Botswana Animal Information Trace-
ability System (BAITS), District Health Information System (DHIS), Ministry of
Trade and Industry Management Information System (MTIMIS), and Ministry of
Land, Government, and Rural Development System (MLGRDS). The purpose of
the pilot study was to ensure that the questionnaire adaptation to the current study
was carefully worded and that it was understandable to the intended respondents and
gives the anticipated responses. The result of the pilot study revealed that inclusion
of employees in the informal sector as the study respondents might skew the result
given their lack of experience and computer illiteracy with regards to e-government
systems; thus, they were not to be included in the final study. Data collected for the
study was analyzed using the Statistical Package for the Social Sciences (SPSS) [26].
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3.1 Satisfaction Evaluation Criteria

A hierarchy of eight satisfaction criteria and their related sub-criteria used in this
study is shown in Fig. 1.

3.2 Justification of Sample Size

Studies have shown that the sample size should aim at surpassing the 1.7% of the
entire population in order to have a representative sample [27].According to Statistics
Botswana [28] (formal sector employment: first quarter report 2019), there are about
ten thousand government employees in the formal sector in gaborone; a minimum of
170 users was considered adequate for the study [29]. In terms of survey instrument
reliability, Table 2 shows Cronbach’s values for individual constructs of the chosen
satisfaction evaluation criteria.

As suggested in [29, 30], values of Cronbach’s alpha for strength of measurement
of constructs are as follows: excellent (≥0.9), very good (0.8 to <0.9), good (0.7 to
<0.8),moderate (0.6 to <0.7), and poor (<0.6). Construct system functionality, system
reliability, systemmaintainability, system usability, and operational readiness test all
have Cronbach’s alpha higher than 0.7 which indicates that in these constructs there
is very good internal consistency.

4 Result and Discussion

The findings as presented in Table 3 below show the rate of return on research
instruments.

Table 2 Cronbach’s alpha
table

Construct Cronbach’s alpha

System Actual Use 0.653

System Functionality 0.885

System Efficiency 0.410

System Reliability 0.872

System Maintainability 0.896

System Portability 0.659

System Usability 0.811

Operational Readiness Test 0.788

Overall 0.892
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Table 3 Rate of return of
questionnaires

Frequency Percentage (%)

Response 136 80

Non-response 34 20

Total 170 100

The results as presented in Table 3 above show that the study obtained a response
rate of 80% (136), whereas 20% (34) did not respond. This adheres to [31] recom-
mendations of 75% achievement for statistically viable data to make a conclusion
and recommendation about a subject under study.

4.1 Demographic Information

This comprised of gender (Fig. 2), age group (Fig. 3), position (Table 4), and
department (Fig. 4).

In all, there were 35 IT professionals and 101 non-IT professionals who
participated in the study as shown in Table 5.

Fig. 2 Gender distribution

47%
53%

Gender

Male Female
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53 52

24

7 

39 38.2

17.6

5.1

21-30 years 31-40 years 41-50 years 51-60 years

Age Group

Age group Age group

Fig. 3 Age groups

Table 4 Respondents’ position categories

Administration Public Relations Public
Servants

Marketing and
Management

Information
Technology

Farmer

Typist Communications
Officer

Nurse Marketing
Officer

IT Officer Farmer

Receptionist Communications
Manager

Action
Officer

Procurement
Officer

System Analyst

Administration
Officer

Licensing Officer Principal
Registered
Nurse

Management
Analyst

Senior System
Analyst

Senior
Administration
Officer

Licensing
Manager

Cleaner Accountant Chief Senior
System Analyst

Documentation
and Distribution
Officer

Public Relations
Officer

Network
Administrator

Photographer

4.2 Use of Botswana E-government Systems

The findings as presented in Table 6 below show the different e-government systems
that the respondents to the study used in their respective working environments.
The most used e-government systems were the Botswana Unified Revenue Service
System 36 (26.5%), Botswana Post-Vehicle License Renewal System 28 (20.6%),
and GABS 23 (16.9%).
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Fig. 4 Departments by categories

Table 5 Distribution of IT
versus non-IT respondents

Frequency Percentage (%)

IT-related profession 35 25.7

Total non-IT-related professionals 101 74.3

Total 136 100

The results as presented in Fig. 5 below show participant response on how they
got their system awareness.

4.3 User Satisfaction with E-government Systems

The result of applying a multicriteria satisfaction analysis (MUSA) model using 8
criteria (actual use, system usability, functionality, efficiency, reliability, maintain-
ability, portability, and operational acceptance/readiness testing) is shown below.
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Table 6 E-government systems

E-government systems

Frequency Percent

Ministry of Investment, Trade, and Industry Management System 9 6.6

Botswana Post-Vehicle License Renewal System 28 20.6

Botswana Unified Revenue Service System 36 26.5

MLGRDS 9 6.6

Infinium 9 6.6

GABS 23 16.9

District Health Information System 2 1.5

Integrated Procurement Management Information 3 2.2

Botswana Animal Information Tracking System 6 4.4

Intsup 6 4.4

Immigration and Citizenship System 5 3.7

Total 136 10.0

15

42

16

56

7 11

30.9

11.8

41.2

5.1

Internet Colleague Social Media Work Word of
Mouth

System Awareness

System Awareness Frequency System Awareness Percent

Fig. 5 System awareness

Aspects of maintainability, portability, and operational readiness tests were only
answered by information technology professionals. Table 7 shows the function value
increment of 25% for each level of the Likert scale.

Table 7 Function value increment

Level Strongly disagree Disagree Neutral Agree Strongly agree

0 25 50 75 100
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Table 8 Linear programming criteria weights

Wik bi

1 2 3 4 Weight

Actual Use 2.8 5.0 6.8 5.4 (2.8 + 5.0 + 6.8 + 5.4)/100 = 20%

Usability 0.9 2.5 2.0 0.7 (0.9 + 2.5 + 2.0 + 0.7)/100 = 6%

Functionality 2.5 5.2 4.2 0.2 (2.5 + 5.2 + 4.2 + 0.2)/100 = 12%

Efficiency 2.7 1.9 8.5 0.9 (2.7 + 1.9 + 8.5 + 0.9)/100 = 23%

Reliability 0.7 3.5 4.1 0.7 (0.7 + 3.5 + 4.1 + 0.7)/100 = 9%

Maintainability 0.1 0.6 0.7 0.6 (0.1 + 0.6 + 0.7 + 0.6)/100 = 2%

Portability 0.0 7.6 6.8 7.6 (0.0 + 7.6 + 6.8 + 7.6)/100 = 22%

ORT 0.4 2.7 2.9 0.0 (0.4 + 2.7 + 2.9 + 0.0)/100 = 6%

The function value (FV) for global satisfaction is estimated to be consistent with
the summation of the function value (FV) for partial satisfaction. Any differences
were solved with the error estimation.

4.4 Linear Programming for Criteria Weights

Using linear programming (Eq. 2), the result for criteria weights was obtained as
shown in Table 8 [17].

4.5 Global Satisfaction

The global satisfaction function is an important outcome of the MUSA model. In
general, it appears users are quite satisfied with the provided service, given that the
average global satisfaction index has quite high value (86%). Equation 4 was used as
a model to generate global satisfaction as in Table 9. The global satisfaction demand
curve is shown in Fig. 6.

Table 9 Global satisfaction index
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Fig. 6 Global satisfaction demanding curve

4.6 Satisfaction Indices

It is evident from Fig. 6 that the sample consists of non-demanding users. This is
also confirmed by the 59.8% demanding index on the graph which falls under the
non-demanding category of the ordinal demanding scale. Furthermore, the graph also
reveals that respondents who are neutrally satisfied according to the value function
are 79.7% which is relatively high which may mean that we deal with extremely
non-demanding users or users who do not attach significant importance to the e-
government systems (Fig. 6).

Using Eq. 6, partial satisfaction indices were calculated as follows for all 8 criteria
(see Table 10).

The results as shown in Fig. 8 confirm that the users of e-government system
services were mostly satisfied with its usability (81.30%). Other satisfaction results
are actual use (44.40%), functionality (19.40%), reliability (27%), maintainability
(20%), portability (40%), and operational acceptance/operation readiness (24%). The
participants confirmed moderate satisfaction with efficiency (5.6%). Figure 7 shows
the satisfaction indices as plotted, while Fig. 8 shows the main criteria weights.

These weights were further confirmed by the Wiks that were calculated by linear
programming optimal solutions previously shown in Table 8.
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Fig. 7 Satisfaction indices

Fig. 8 Main criteria weights

4.7 Demanding Index

The demanding indices were calculated following Eq. 5 as shown in Table 11.
A representation of the results obtained through the demand Eq. 5 is as shown

in the chart presented in Fig. 9. In general, the higher the demand index, the more
the satisfaction level that should be improved to fulfill the respondent’s expectations.
Moreover, Fig. 9 reveals that the sample consists of non-demanding users.

4.8 Impact Values

It is also important to know the ratio of improvement effort to the satisfaction level as
satisfaction can result from a certain improvement effort. The improvement index
is shown in Table 12. The improvement figures were converted to percentages and
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Fig. 9 Demand indices

represented in the impact chart as shown in Fig. 10, and the satisfaction indices
shown in Fig. 7. The results show that a 40% increase in satisfaction can be achieved
by improving actual use features by 11% while 2% of improvement efforts made to
system maintainability, and 1% improvement on usability features will give a 20%
and 80% increase in satisfaction respectively.
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Measuring E-government System Users’ Satisfaction … 747

Table 12 Improvement value function measurement

4.9 Improvement Values

Table 12 shows improvement value function measurement. For instance, using Table
12 and Fig. 10, improving usability features by 1% (serial #3 on the table) will result
in an 80% level of satisfaction while improving functionality features by 10% (serial
#4 on the table) yield 20% user satisfaction level (see Fig. 10). Furthermore, an 11%
improvement of the efficiency features results in a 50% increase in satisfaction level,
whereas a slight increase in reliability feature by 7% will yield a 30% satisfaction
increase. Once more, a 40% increase in satisfaction level for system portability
features is achieved by improving efforts by 13% while 5% improvement effort
yields a 20% satisfaction increase in ORT. This means that users may not care much
about these e-government systems meaning that they have not accepted them or they
are ignorant of the value it adds to their lives. It is also an indication of non-demanding
behavior.

5 Conclusion and Recommendation

User satisfaction is a critical quality measure of any product or service, especially
software products and services [20, 31, 32]. It is also a key to user acceptance of
products and/ or services.Moreover, for software systems and associated services, an
evaluation based on rigorous models should enhance users’ confidence and accep-
tance of the product and/or service. By applying a rigorous MUSA model in the
measurement of users’ satisfactions of any e-government system ensures that all crit-
ical concerns of the systems are taken into consideration in the evaluation process
using a multicriteria approach. The outcome of this study with overall global satis-
faction index of 86%, a partial satisfaction index of 54.5%, and a demand index of
38.5% suggests that the sampled users of Botswana e-government systems are gener-
ally satisfied with the systems, but there could still be minimal challenges especially
with aspects that need improvement as indicated by the rating. Therefore, theMUSA
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model gives interpretable results when applied approriately. The study among others
makes the following recommendations:

• Public sensitization of the e-government systems and their expected benefits
• Government investment in human capital development through education and

training of staff for proper management of the e-government systems
• Government should also explore alternative digital government development

including mobile telephones, kiosks, and multi-channel access to services.
• Regular evaluation of the e-government systems is necessary as a way of ensuring

that the systems deliver on their mandate.
• This study was conducted from the users’ perspectives in government to citizens

(G2C) systems. In the future, focus should include the perspectives of government
to business (G2B) and government to government (G2G) with a higher number
of participants (sample).

Acknowledgements The authors thank the Republic of Botswana, Ministry of Transport and
Communication for granting permission for the study on which this paper is based [17].
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Pain Detection Using Deep Learning
Method from 3D Facial Expression
and Movement of Motion

Kornprom Pikulkaew and Varin Chouvatut

Abstract Nowadays, face expression technology is widespread. For instance, 2D
pain detection is utilized in hospitals; nevertheless, it has some disadvantages that
should be considered.Our goalwas to design a 3Dpain detection system that anybody
may use before coming to the hospital, supporting all orientations. We utilized a
dataset from the University of Northern British Columbia (UNBC) as a training set
in this study. Pain is classified as not hurting, becoming painful, and painful in our
system. The system’s effectiveness was established by comparing its results to those
of a highly trained medical and two-dimensional pain identification. To conclude,
our study has developed an uncomplicated, cost-effective, and easy to comprehend
alternative tool for screening for pain before admission for the public in general and
health provider.

Keywords Deep learning · 3D facial expression · 3D pain detection ·Movement
of motion

1 Introduction

Recent studies demonstrate that frequent monitoring of patient pain levels in hospi-
tals may lead to considerable improvements in outcomes. This monitoring has been
difficult to maintain due to the stress and strain already imposed on medical profes-
sionals, and an automated method may be a model therapy. Utilizing an automated
facial expression system to do this is a possibility since pain may be specified using
several facial action units (AUs) [1]. This investigation relied on data from theUNBC
database [1], which includes sequences of photographs of people’s faces as they do
various range-of-motion assessments. FACS coders assigned an AU code to each
frame in this data collection, containing self-report and observer assessments.

In the present, self-reporting techniques are often employed to measure pain.
However, it has limitations between patients’ and physicians’ conceptualizations of
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pain. After that, an observer rating approach was developed to address difficulties
with self-report measurements. The primary disadvantage of observer rating is that
it is impractical and inefficient when monitoring is required for an extended time,
such as watching a patient in a hospital. Additionally, the observer and self-report
techniques ofmeasurement are very subjective. Researchers [2] have suggested using
facial expressions to identify pain as a possible solution to the challenges outlined
above. Pain is quantified using the Facial Action Coding System (FACS) [3], accu-
rately measuring pain. The data collected by such systems may be utilized to train
a real-time autonomous system that provides significant benefits in terms of patient
care and cost savings. The UNBC-McMaster Shoulder Pain Expression Archive is
the most utilized resource for calculating pain detection algorithms.

The present research in facial pain detection focuses on improving accuracy
via supervised and unsupervised learning [4]. Numerous studies have employed
Support Vector Machine (SVM) [5] to categorize data to enhance the effectiveness
of facial pain detection. However, none of the available approaches considered three-
dimensional facial pain detection and motion tracking. Additionally, the purpose of
our work is to assist medical personnel in spending less time monitoring individuals
such as disabled individuals, toddlers, or ICU patients. Because young people and the
disabled cannot talk to medical workers, our study aims to help lessen the stress of
medical workers who have to keep an eye on everyone. Additionally, this procedure
may save money since specific methods need the analysis of pricey tissues.

Our contribution will provide a unique approach for pain identification utilizing
3D facial expressions to enhance pain diagnosis using facial expressions. Second,
3D motion vectors that employ deep learning to classify data and exceed current
state-of-the-art methods will be offered. The framework’s results will be compared
to the self-report at the end of the process. Additionally, doctors will be asked about
their thoughts on the system.

2 Methodology

2.1 Pain Measurement Process

First, we used the UNBC dataset to train our system. The UNBC was developed by
McMaster University and the University of Northern British Columbia. They took
videos of the faces of people who had shoulder pain. A series of range-of-motion
tests were performed simultaneously on both the afflicted and unaffected limbs, using
active and passive methods.

Our 3Dpaindetection systemquantifiedpain usingAUs since they are dependable,
accurate, and verified by physicians [6]. Prkachin discovered in 1992 that six action
units contained the majority of information concerning pain. Six action units are
included (4, 6, 7, 9, 10, 43). Additionally, we quantified pain using the Prkachin
and Solomon pain intensity (PSPI) equation [7]. As shown in Fig. 1, our technique
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Not 
painful 

Painful 

Becoming     
painful 

Fig. 1 An illustration of a pain category derived from the PSPI

categorizes pain into three categories: no discomfort, becoming uncomfortable, and
unbearable.

2.2 Process of Face Recognition Using a Deep Convolutional
Neural Network

We emphasize accuracy above speed throughout the deep learning process. However,
training time will be longer, prediction times will be longer, and memory require-
ments will be higher. ResNet-50 V2 is our infrastructure’s face recognition model.
He et al. [8] created the ResNet-50 V2 architecture. The number 50 denotes a layer in
our 3D pain detection system’s convolutional neural networks (CNNs). Additionally,
the model uses transfer learning and pre-trained ImageNet weights [8].

There is always noise in the actual world. As a result, data augmentation is still
required to optimize our system’s performance. When photos are loaded for training
purposes, our approach must crop the image to the middle square and scale it. Addi-
tionally, the system can automatically generate slight alterations in patient photos to
account for the noise in real-world data. It created five picture variants with randomly
changed brightness, contrast, saturation, hue, rotation, and scale during training. We
trained on 80% of the sequenced photos and tested on the remaining 20%.
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2.3 Stereoscopy

Sir Charles Wheatstone [9] pioneered stereoscopic imaging in 1838, and Sir David
Brewster [9] later refined the technology. Stereoscopy, often known as stereoscopic
imaging, is a method that creates the sense of depth in a flat picture. Stereopsis,
often referred to as depth perception, is the visual perception of the relative distances
between objects in one’s field of vision. A few visual clues assist us in seeing objects
in this manner. If one thing obscures another somewhat, we consider the object
in front to be closer. As objects and patterns recede, and vertical lines converge,
they become hazier and less saturated in color, shifting toward the blue end of the
spectrum.

Stereoscopy is a technique for creating an illusion from a two-dimensional picture.
The aim of using this strategy is to demonstrate the depth of the photographs. By
creating a three-dimensional view that can be seen using a stereoscopic camera, 3D
imaging is used to map aerial images and for amusement. The advantage of 3D
is that it enables detailed observation and collects additional data to enhance the
system’s performance. Depth data is obtained from a two-dimensional picture by
adding the depth map and merging it into the two-dimensional image, resulting in
a three-dimensional image. The most straightforward stereoscopic system takes two
2D photographs of the same object while indenting the camera and shooting a little
distance. Then, two different images were examined with each eye, adjusting the
spacing to fit the image size. Our brain combines two pictures and converts them to
a single vision with a shallow depth as if our two eyes were naturally seeing natural
objects.

The advantages of employing two photographs side by side in this manner are
that it simplifies production by requiring just two images to be put side by side.
Additionally, it is viewable without the assistance of assistive technology. However,
the disadvantages of this approach include the fact that the picture must be tiny, and
the distance between the eyesmust be set appropriately [10]. The devices used to view
3D photos are referred to as 3D viewers. According to technology, 3D viewers may
be classified into active and passive. Dynamic models need an electrical system or
electric current to switch on and off. In contrast, passive models are more superficial
and lower in weight, relying just on modifying the filter in the eyeglass lens.

3 Result and Discussion

3.1 3D Pain Detection Using a Deep Learning Algorithm

This section utilized a novel 3D facial pain detection approach by converting two-
dimensional coordinates to three-dimensional coordinates via stereoscopy. Thus, our
method illustrates the world coordinate system in three degrees of freedom (trans-
lation in x, y, and z axes). To begin, we used 2D sequential images from the UNBC
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Fig. 2 An illustration of a pain category derived from the PSPI and corresponding stereoscopic
content

dataset. Following that, we need to resize all the patient’s images and adjust the
lighting in the same way for each. For instance, we need to make each image 400×
400 pixels and adjust the lighting in the same way. Second, we used the stereoscopy
method to convert 2D images to 3D images. Finally, we obtained 3D images from
which the 3D vector for defining each AU of facial expression could be calculated.
Figure 2 summarizes the three-dimensional transformation process.

We used 3D technology because 3D facial pain detection has higher accuracy
and performance than 2D facial pain detection. Table 1 illustrates the difference
between 2D and 3D pain identification. Furthermore, as demonstrated in the author’s
previous work [11–13], 3D can support patients in any orientation that 2D cannot.
The technique for detecting 3D pain is illustrated in Table 2.

3.2 Validation and Evaluation Procedures

Frequently, empirical data is the only method to determine if a model performs as
predicted in trust and correctness. The accuracy, f1-score, and recall of a model are
critical factors to examine throughout the assessment process. We verified our model
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Table 1 Comparison of 3D
and 2D pain technologies

3D Accuracy (%) 2D Accuracy (%)

(1) Initial pain 99 No pain 90.13
(misclassification)

(2) Initial pain 99 No pain 60.37
(misclassification)

(3) No pain 100 No pain 65.43

(4) No pain 100 No pain 93.68

(5) Pain 100 Pain 88.58

(6) No pain 99 No pain 92.74

(7) Pain 100 Initial pain 56.41
(misclassification)

(8) Initial pain 99 No pain 61.93
(misclassification)

using a variety of batch sizes and epochs in addition to classification criteria. The
test results are summarized in Table 3.

Therefore, the variables utilized for validation may be summarized as follows.
Accuracy is expressed as the percentage of correct classifications. Precision refers to
the rate of relevant outcomes. In contrast, recall refers to the proportion of relevant
results that the model accurately categorizes.

4 Conclusions

We anticipate that 3D will eventually replace the two-dimensional method of pain
identification due to its superior accuracy and performance. In the real world, we
cannot urge people not to move while they are injured. Additionally, 2D cannot be
employed since the accuracy will degrade and sometimes result in misclassification
while the object is in motion. On the other hand, three-dimensional has a restriction
that we must consider. For instance, 3D employed blue and red to suggest a complex
image that the average person may not comprehend and would need the assistance
of an expert to decipher.

In future work, we intend to enhance the stereoscopy approach. It eliminates
the requirement to convert 2D to 3D pictures by blue and red to indicate depth. The
three-dimensional point cloudwill be utilized to enhance our system. Regrettably, we
cannot compare our approach to other academics since there is no 3Dpain technology
now.
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Table 2 A demonstration of three-dimensional pain detection in human faces

Patients Pain intensity Confidences

IP NP P

Initial pain 0.99 3.57× 10−7 6.50× 10−9

Initial pain 0.99 1.03× 10−7 4.55×
10−11

No pain 1.07× 10−23 1.0 1.87× 10−31

No pain 4.86× 10−15 1.0 7.42× 10−20

Pain 0.0 0.0 1.0

(continued)
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Table 2 (continued)

Patients Pain intensity Confidences

IP NP P

No pain 1.07× 10−23 1.0 1.87× 10−31

Pain 1.78× 10−29 0.0 1.0

Initial pain 0.99 1.20× 10−6 0.0009

IP = Initial pain, NP = No pain, P = Pain

Table 3 The result of our pain detection algorithm

Epoch Batch size Recall F1-score Precision (%)

10 32 0.97 0.97 97

64 0.99 0.99 99

128 0.98 0.98 98

15 32 0.99 0.99 99

64 0.99 0.99 99

128 0.98 0.98 98

50 32 0.99 0.99 99

64 0.99 0.99 99

128 0.99 0.99 99
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The Next-Generation 6G: Trends,
Applications, Technologies, Challenges,
and Use Cases

Ayoub Bourbah, Bouchra Meliani, Zhour Madini, and Younes Zouine

Abstract While the 5G generation of mobile communications system has delimited
its focus on Internet of Things (IoT) connection and industrial automation systems.
The 6G generation will offer an extrasensory experiences through the fusion of the
digital, physical, and humanworld. It will redefine thewaywe live,work, andmanage
the world, and it will make usmore efficient thanks to the combination of intelligence
and vigorous computation capabilities. The sixth generation of mobile communica-
tions is still under investigation. Several projects and research have been launched.
6G promises a specific type of communication with very high data rate and capacity,
very low latency, maximum coverage, very high reliability, extremely massive con-
nectivity, and very low cost and power. The current article provides an overview of
what has been discussed about the future of 6G so far. The major goal of this paper is
to present a comprehensive picture of 6G based on the research and projects that have
been launched. We describe the potential architectural characteristics of 6G that will
give users the experience they expect. We present an important list of technologies
that will be the critical element in the rollout of 6G such as artificial intelligence,
VLC communications, 3D beamforming, massive MIMO aircraft, and drones. We
also exhibit scenarios and use cases that might be lived in this next-generation net-
works. Finally, we identify the challenges that could be faced by the 6G in different
sides …

Keywords 5G · 6G · AI ·MIMO · Data rate · Capacity ·Massive connectivity ·
Maximum coverage · VLC · 3D · Beamforming

1 Introduction

Research related to 6G has already started; several entities have taken sides in this
marathon, while the dream of 5G is still far from being global. This new generation
of mobile telecommunication will be a revolution technology; it will bring new
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type of communication (holographic, intelligent, and multidimensional) and exceed
diverse fields of industry (telemedicine, robotics, marine communication …) [1].
In addition, the sixth generation will certainly deal with the shortcomings of the
fifth generation (traffic issues, security, energy …). This paper represents a review
article, which summarizes the various articles and white papers published under the
6G flag. In this article, in the first section, we will discuss the trends that spurred
the emergence of the sixth generation. The second section presents the architecture
of 6G characteristics and the possible technologies to ensure these characteristics.
Sixth generation requirements and scenarios are described in Section III. At the end,
we will present a variety of challenges facing the sixth generation.

2 Trends

The next generation of mobile communication (6G) receives starter cores from a
variety of trends, we illustrate the most important:

2.1 Trafic

The world is moving to a fully connected and intelligent frame. The integration of
diversified applications, such as artificial intelligence (AI), 3D services, Internet of
Everything (IoE), and virtual reality, contributes to a massive quantity of information
in whole the network [2]. In 2030, the traffic volume is estimated to reach 5016
EB/month [3], which it was just about 7.462 EB/month in 2010 [4] the massive
production of data made the creation of a next generation of mobile communication
system an essential goal [4].

2.2 AI

Finance, health care, manufacturing, industry, andwireless communication networks
are just a few of the areas where AI is now being used [1]. The incorporation of
artificial intelligence (AI) into wireless communication networks will increase the
system’s performance [1]. AI, for example, might: Enhance performance of han-
dover operation [1] Improve network planning through location determination of
the base station [1]. Reduce the consumption of energy—Permit self-healing of net-
work anomalies (prediction and detection …) [1]. In the previous generations and
specially the 5G generation, AI was not considered in the developing stage of the
system. However, AI can be embedded in the initial phase of 6G conception [1].
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3 6G Use Cases and Technical Requirements

6Gwill enable innovative, futuristic use cases that when deployed on amassive scale,
will transform the way we live and work in remarkable ways.

3.1 Holographic Communications

Holographic displays, which provide three-dimensional images from one or many
points to one or many points, are the coming step in the multimedia experience [5].
As a result, network interactive holographic capabilities will require a combination
of extremely high data rates and extremely low latency [5]. The first is because a
hologram is made up of numerous 3D pictures [5], whereas the second is because
parallax is employed to allow the consumers to interact with the image as it varies
according to his location [6].

3.2 Tactile and Haptic Internet Applications

This category contains various application examples:
Robotic and industrial automation The 6G arrival will usher in a manufactur-
ing revolution, driven by networks that enable human–machine communication in
cyber-physical systems (CPSs) [7], a vision known as Industry 4.0. This type of
application necessitates communications between large connected systems without
human intervention. As a result, robotics will need to be controlled in real time. A
communication link with a maximum latency of 100s and a round-trip response time
of 1 ms is required for advanced robotics scenarios in manufacturing [6].
Autonomous driving: (V2V or V2I) This sort of application has the potential to
significantly reduce traffic accidents and congestion [8]. For collision detection and
remote driving, however, delay on the range of a fewmilliseconds will most certainly
be required [8]. The primary areas that 6G wants to enable are improved driver
assistance, vehicle platooning, and completely autonomous driving [6].

3.3 Network and Computing Convergence

Similar to the 5G networks, edge computing architecture is expected to be used in
6G networks as well. When an user requests a service with low latency, the network
directs the request to the closest edge computing point [5]. For computation-intensive
applications and load balancing, a number of edge computing units could be engaged,
but the computing resources must be deployed in a coordinated manner [5]. Edge
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Fig. 1 Edge-to-edge coordination through local edge clouds [6]

cloud coordination is a good fit for AR, VR, autonomous driving, and holographic
communications [6]. The major network requirements for this are computing aware-
ness of constituent edge facilities, coupled network and computing resource schedul-
ing (centralized or distributed), flexible addressing (any network node can become
a resource provider), and rapid routing and rerouting (traffic should be able to route
or reroute in response to load conditions) [6].

Figure1 shows edge-to-edge coordination all over local edge clouds of various
network and service categories, along with edge coordination with the core cloud
architecture [5], to exemplify this concept [6].

3.4 Connectivity for Everything

We may discuss a variety of situations throughout this part, such as real-time moni-
toring of towns, the environment, transportation, and streets … [5]. As a result, the
Internet of bio-things, enabled by smart wearable devices, and intra-body communi-
cations enabled by implanted sensors [5], will boost connection demand far beyond
mMTC [9]. The most essential network needs for such situations are large aggre-
gated data rates owing to vast amounts of sensory data, high security and privacy,
especially when medical data are being transferred, and perhaps low latency when
a speedy intervention (e.g., heart attack) is required. There are no mechanisms or
models in place to evaluate these data requirements right now [6].
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3.5 Chip-to-Chip Communications

Today, cable connections are used for on-chip, interchip, and interboard commu-
nication, so when data rates exceed 100–1000 Gb/s, those links become useless
(bottlenecks). As a result, they must replace the cable connections with optical or
THz wireless connections. Another attractive area for 6G is the development of such
“nano-networks.” Specific KPIs for nano-networks are dependent on chip imple-
mentations and applications [5] that will become apparent once they advance during
the coming decade [6].

3.6 Space-Terrestrial-Integrated Networks

The concept of offering the Internet from space via enormous constellations of LEO
satellites has gained popularity in recent years the connection to satellites instead of
depending on existing terrestrial infrastructure become possible for mobile devices
in this scenario [6].

4 Technologies

To ensure the good deployment of the network, 6G will be based on different and
enhanced technologies:

4.1 Artificial Intelligence: AI

Artificial intelligence is one of the most essential technologies in 6G. In order to
construct intelligent networks and real-time communication, this new generation
will focus on machine learning technologies so that real-time data transit will be
easier with the introduction of this technology, which will also boost efficiency
and decrease data processing delay. For example, time-consuming steps (handover,
network selection phase, etc.) can be executed quickly using AI [10].

4.2 Terahertz Communications

Because the RF band is currently not enough to fulfill the huge demands of 6G,
this generation will be based on sub-THz communication and advanced mMIMO
in order to increase bandwidth and spectral efficiency. The THz will play a key
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part in 6G communication [4], which is intended as the next stage in high data rate
transmission. The frequency band of THz communication is between 0.1 and 10THz,
which corresponds to the range 0.03–3mmofwavelengths [4] but the frequency band
recommended by ITU-R between 275GHz and 3 THz, it is the main part for cellular
communications [4]. As a result, by combining the THz and mmWave bands, the
capacity of 6G cellular communication will be increased. At its smallest, the capacity
is 11.11 times that of the mmWaves. We can get high data rates by employing the
THz band [4]. THz band is define between 275 and 3THz; it is composed from
the mmWave 275–300GHz and the far infrared 300GHz to 3THz. The important
characteristics of using THz communication: The THz band can provide a large
available bandwidth to deal with very high data rates. Due to the elevated frequency,
the path loss will arise. So, in the 6G, the directional antennas will be needful because
these antennas can reduce the interference. The devices and BS using the THz band
will have a large number of antenna components [5], due to the wavelength of the
THz waves [4].

4.3 Optical Wireless Technology

OWC technologies such as light fidelity, visible light communication (VLC), and
FSO communication based on the optical band will be used in the future gener-
ation 6G [4]. Communication with optical wireless technology has a number of
advantages, including increased data rates, reduced latencies, and provide secure
communications [4].

4.4 FSO Backhaul Network

The data transmission in the FSO system is similar to that of optical fiber because the
trans and receiver properties are identical to those of optical fiber [4], As a result, this
technology is a good fit for delivering backhaul connectivity in 6G [5]. It is feasible
to have quite long surface of communications with FSO, well over 10,000km away.
FSO provides high-capacity backhaul connectivity to far and non-remote locations
including the all parts of the universe [5], as well as cellular BS connectivity [4]

4.5 Unmanned Aerial Vehicle

In 6G, BSs will be deployed in unmanned aerial vehicles (UAVs) or drones to enable
high data rate wireless communication [5]; this technology has many advantages,
like easy deployment and strong degrees of freedom with controlled mobility [4].
For example, in the case of natural disasters, or in unstable environments, drones
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can easily manage these situations [4]. It can also serve to satisfying the require-
ments of three use cases: eMBB, uRLLC, and mMTC [4]. Furthermore, UAVs will
help to improve network connectivity, detect incidents and disasters, and transfer
information to emergency services.

4.6 Holographic Beamforming

Beamforming or channelforming is a signal processing technique used in antenna
and sensor arrays for the directional transmission or reception of signals [4]. This
procedure hasmany advantages, but themain property is the high signal-to-noise ratio
and the high network efficiency [5]. Holographic beamforming is a new technique of
beamforming for 6G that uses software-defined antennas [4]. This type of technology
has more advantage compared to beamforming; HBF is able to transmit and receive
signals in a more efficient and flexible way in multi-antenna communication [4].

5 The 6G’s Architecture

As the generation of the 6G network is supposed to be a pure revolution in the field
of communication, the targeted architecture should be able to meet the challenge.
The services offered will be both diverse (XR, holographic communication, 3D
communication, telepresence, etc.) and provided to an extremely dense population
in different places in the universe (earth, ocean, air, space) which will need a strong
management and dissemination capacity. To cope with these cases, the architecture
of the 6G network should be characterized as follows (Fig. 2).

5.1 Global Architecture

The interconnection in the network will completely change with the 6G generation.
We will move from a two-dimensional network to a multidimensional one. The
coverage will be a global issue that is supposed to cover all parts of the universe
(land, ocean, air, space, the micro world, and outer space) [11]. The 6G ground
mobile communication system and the satellite communication system will form
a network that gathers different type of communication (terrestrial/satellite/marine
wireless communication) [11]. The 6G network will cover all of the areas of human
activity: remote areas with no human living, deep oceans, and even the stratosphere
[11]. Through different technologies such as visible light communication (VLC), free
space optics communication (FSO Comm), and unmanned aerial vehicles (AUVs),
the feature of global architecture can be assured.
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Fig. 2 The characteristics of 6G architecture

5.2 Diverse Architecture

The 6G was presented as an extra multi-service provider; the network should handle
very diverse list of services at the same time for different users [12]. The services will
be divided into large different categories as described in the use case section, depend-
ing on the capacity and the speed of the communication, the coverage extension, the
energy consumption, and latency ….

5.3 Extremely Dense Architecture

As the number of connected devices is expected to reach 500 billion by 2030 [1], the
6G network architecture should be able to handle this high number of users; there
will be different types of equipment (augmented reality (AR) glasses, virtual reality
(VR) headsets, and holographic devices) with different quality of service criteria
to be served at the same time. The 6G architecture must be prepared to serve this
dense area of devices with sufficient throughput, acceptable speed, and an intelligent
management unit [1].

5.4 Intelligent Architecture

Artificial intelligence (AI) will be included into 6G communication networks [5].
AI will be used to encompass all network sensors, control, physical layer signal
processing, system administration, service-based communications, and so on [5].
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The integration of AI during the development stage of communication systems will
offer a super smart architecture, whichwill givemore opportunities to take advantage
of AI for improvement of overall network operation in terms of performance, cost,
and ability to provide various services [1].

6 The Challenges Facing the Next Generation

As the 6G will bring a new vision in diverse sides (technologies, applications, and
architecture…), this coming networkwill facemultiple challenges in different levels.

6.1 The Terahertz Signal

THz frequency band will be the transmission features in 6G. However, it is difficult
to work with such frequency range because: The generation of a continuous terahertz
signals is tough due to the complexity of antenna/transmitter design. Thus, the gen-
eration cost will be high. The THz signals are characterized by a high energy loss.
A Thz wave can be attenuated after a few meters. The presence of more moisture in
the air make the loss energy much higher, consequently the 6G promises cannot be
achieved [13]. The THz technology is still under investigations, and many researches
are lunched to find an economical solution for these shortcomings.

6.2 The Energy

Energy is an important issue in the 6G. 6G will implement many technologies,
which require high energy such as AI, edge computing, and big data. Consequently,
it should find a solution for harvesting, charging, and conservation of energy. Signal
processingmechanisms and data transmission required high power consumption too.
In order to settle this energy issue, the 6G should offer newwaveform andmodulation
mechanisms. The embedded AI in the 6G initial phase of development can efficiently
reduce the quantity of energy consumed [13].

6.3 The Global Coverage

The global coverage goal, fixed by the 6G network, will be achieved through the
low-earth orbit (LEO) satellite, having a height of 500–2000km from the orbit. Its
general purpose will be providing a global coverage with less path loss, lower trans-
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mission delay. Nevertheless, the LEO satellite has many problems related to Doppler
variation, Doppler shift, long transmission delay, and more path loss. As a result,
many issues regarding synchronization, signal detection, and signal measurement
may arise [13].

7 Conclusion

Given the expected increase in traffic by 2030, the 5G network will no longer be
able to handle the big data transmitted. 6G will be the unique solution to deal with
this problem and other expected challenges. Through this article, we have visual-
ized the basic keys to 6G technology. We presented architecture and technologies,
then requirements and scenarios, and concluded with the challenges that the sixth
generation might deal with.
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Agility and Ambidexterity in SME—The
Role of Digitization

Ralf Härting, Joerg Bueechl, and Jan Pach

Abstract The ongoing development and improvements of digital technologies lead
to changes on markets and industries. The implementation of new digital approaches
has the potential to secure the competitiveness and corporate success. Companies
must anticipate these changes and respond to them adequately. As a result, organiza-
tions need to be more agile and ambidextrous. For further insights on these organi-
zational requirements an empirical study has been conducted in conjunction with a
literature review. The study examined whether digitization leads to an improvement
in agility and ambidexterity, and thus to a better firm performance. This revealed
drivers and inhibiting factors that have an influence on the potentials of agility
and ambidexterity. Finally, a conceptual model has been developed to enable future
quantitative-based research.

Keywords Digitization · Agility · Ambidexterity · Sensing · Responding ·
Exploration · Exploitation

1 Introduction

Advancements in digital technologies have led to uncertainty and volatility in
different markets and industries [1]. The result is a more and more rapidly changing
world, which is reflected by the widely known acronym VUCA. VUCA describes a
world as volatile, uncertain, complex, and ambiguous [2]. To cope with the VUCA-
world, agility has become increasingly important for companies to stay competitive
and innovative [3].Agility is essentially the combination of sensing and responding to
business opportunities and unexpected changes in the market [4]. A lack of agility is
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often the reason why companies fail to adapt to changing circumstances [5]. Compa-
nies,which survived in the present competitive environment,were often characterized
by separating business units into explorative and exploitative ones. Such companies
are defined as ambidextrous organizations [6]. Ambidexterity is frequently associ-
ated with improved organizational agility, respectively, performance. Furthermore,
ambidextrous companies can better adapt to changing environmental conditions and
in this context further research highlighted that digitization could potentially help to
exploit the benefits arising from ambidexterity [5].

This is the basis of the investigation, which investigates the extent to which digi-
tization promotes ambidexterity and agility in companies and what other driving
and inhibiting factors exist in this context [6]. Not only the fact that SMEs seem
to be more agile than large corporations [7] that they must deal with many limita-
tions regarding resources, [8] but also the great importance of SMEs for the German
economy justifies the study of German SMEs [9]. Due to the paucity of existing a
qualitative research approach is used to subsequently conduct an inductive theory
building.

2 Theoretical Framework

2.1 Ambidexterity

The term ambidexteritywas first used byDuncan in 1976 [10].Duncan focused on the
ambidexterity in organizations, i.e., the organization is aligned toward today’s busi-
ness requirements, but remains adaptable to future changes in the environment [11].
Organizational ambidexterity enables two goals to pursue at the same time. On the
one hand, to exhaust your own existing competencies or processes. On the other hand,
ambidexterity can lead to new skills and new potentials can be discovered [12]. In
1991, March [13] described ambidexterity with the word’s exploration and exploita-
tion. According to Werder and Heckmann [10], exploration is about acquiring new
knowledge to develop new products, open newmarkets and implement technologies.
In contrast, exploitation is about improving existing knowledge and making small
changes to create impact. Ambidexterity in form of exploration and exploitation does
not only generate and promote innovations, competitive advantages, and prosperity,
but mainly contribute to the company’s success and thus to the survival of the organi-
zation [14]. In 1991, March [13] stated that exploration and exploitation are handled
equally in a company. The problem was that both directions competed for the same
resources, which created paradoxical tensions between exploration and exploitation
[10]. These tensions must be resolved by compromising toward exploitation, which
leads to short-term profits, but at the expense of the company’s effectiveness and
sustainability [6]. Tushman and O’Reilly state that this is the only way to ensure
the long-term success of the organization [15] by simultaneous pursuit of increasing
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one’s own competencies and efficiency, as well as the simultaneous acquisition of
new knowledge and research into new innovations [14].

2.2 Agility

The term and concept of agility dates back to the 1960s, when agility essentially
described the adaptability of themanufacturing industry and its processes [16]. In the
late 1980s and 1990s, agility emerged in the business research context and described
organizations, which respond instantly to changing consumer and market expec-
tations with product and process innovation [17]. In the early 2000s, the concept
of agility came more and more into focus with the emergence of agile project
management. Well-known examples are SCRUM, KANBAN, and Design Sprints
[18].

Since then, a variety of different approaches regarding agility have been devel-
oped. Despite the divergent approaches, most regard agility as the capability of an
organization to sense and respond to environmental changes with a relatively high
speed and to take advantage of new opportunities [20, 27]. Three main characteris-
tics can be identified. The first one is the sensing ability, which enables companies
to detect environmental change. The second one is the ability to seize opportunities
that become available due to those sensed changes. The final one is the responding
ability, which helps organizations to respond more rapidly and effective as well as
efficient [21, 22].

Tallon et al. [22] mention four categories of enablers of agility. The first category
deals with technology. With IT resources and IT infrastructure, companies can react
faster, more specifically and more easily. The second category focuses on manage-
ment, which must pay attention to sensing, responding and dictate action. In the third
category, agility is promoted by the corporate structure and organization itself with
the focus on corporate strategy, business models and decision-making paths. The
fourth category deals with the environment in which the company is located [22].

2.3 The Link Between Digitization, Ambidexterity, and Agility

Companies must sense changes and opportunities in the market or in their environ-
ment and adapt and align their resources and skills accordingly [19]. With a look at
the ambidexterity in this context, it is noticeable that especially the exploration fits
the characteristics of sensing and responding [6]. Because exploration means recog-
nizing these market opportunities and acquiring new skills. This is done through a
reorientation of the previous skills and competencies [14].

Through digitization, an organization can recognize environmental changes and
trends more quickly and react to them more flexibly. From this context, the terms IT
sensing and IT responding emerged [1]. Ambidexterity also benefits from advancing
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digitization. On the one hand, through IT exploitation, existing technologies are
used and improved to increase efficiency and effectiveness. On the other hand, new
technologies and competencies are developed during IT exploration. Thus, through
digitization and the subsequent ambidexterity, companies can optimize their costs
and ultimately improve their firm performance [1].

The present work deals with the analysis of SMEs with focus on digitization,
agility, and ambidexterity. This analysis was chosen because there is a research gap
in the literature [4]. The following research question should be answered by using
qualitative data:

How does digitization in SMEs influence agility and ambidexterity and what driving and
inhibiting factors can be identified?

3 Methodology

3.1 Data Collection

The data collection for this research project includes ten semi-structured interviews
with ten different companies and ten different industries in 2020 and 2021. Partic-
ipants from different functional areas and levels were interviewed to gain a broad
understanding of the situation and to minimize individual bias. 30% of respondents
hold management positions. Table 1 lists the partners of each interviewee. Semi-
structured interviews are deliberately used because they can maintain a high degree
of consistency between questions and offer a good comparability between interviews

Table 1 Overview if interviewees

Firm Interviewee Gender Department/position Industry Employees

1 E-Commerce 1 Male Managing Director E-Commerce 50

2 Service 1 Male Head of Humas
Resources

Breakdown Service 280

3 Data 1 Male Project leader R&D Internet a Multimedia 72

4 Production 1 Female Marketing Sauna Manufacturer 734

5 Consulting 1 Male Service Team Leader Consulting 70

6 Finance 1 Female Project Management
Organisation

Banks and Finances 992

7 Textile 1 Female Human Resources Textile and Fashion 880

8 Service 2 Male Head of Marketing Crane Service 170

9 Pharma 1 Male Chief Information
Officer

Pharma 950

10 Wholesale 1 Female Assistant Purchasing
Manager

Wholesale 880

Source Own representation
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without preventing the discovery of unknown and unexpected phenomena [24]. The
interview lasted an average of 45min andwas recorded digitally, and then transcribed
verbatim in the original German language using the software Amberscript [25].

3.2 Data Analysis

The data have been analyzed with the Grounded Theory approach. Therefore, first
open coding, then axial coding and lastly selective coding was applied. In the open
coding phase basic common codes are assigned. These regulations can be derived
from direct statements in interviews or from constant comparisons with the literature
[26].

For example, the codes “Accessibility of Data and Service” and “Digital Tools”
have been merged into first order category “Digital Transformation”, and then
combined with the first order categories “Employees” and “Leadership” into the
higher order category “Drivers of agile and ambidextrous working methods”. To
retrace the method, there is an excerpt of the codes and categories provides in Fig. 1.
During the analysis, theoretical memos were written, which helped to cycle back and
forth between literature and collected data to ensure validity. Transcribed data were
analyzed by using the software for qualitative research MAXQDA.

4 Empirical Findings and Model Conceptualization

Based on a previous study [27] and the analysis of the empirical qualitative data we
collected on agility, ambidexterity, and digitization in German SMEs, we developed
a conceptual model, which is depicted in Fig. 2.

Fig. 1 Exemplary procedure of the data analysis. Source Own representation
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Fig. 2 Conceptual model of potentials of agility and ambidexterity

4.1 Drivers of Agility and Ambidexterity

Leaders can increase agility with increasing employee acceptance of change andwith
improving their understanding of the need for change. Besides Leaders, employees
are another important driver for agility and ambidexterity. It is especially important
to involve employees in projects from the very beginning to give them the feeling
that they can help shape the project. The acceptance of change from the perspective
of employee plays an important role. Furthermore, an agile mindset of employees
must be considered as another driving factor. In this context, employees have to be
encouraged to become active where it is not clear whether it will work. At this point,
Pharma 1 mentioned the mindset of a culture of constructive criticism leading to
a learning culture. Therefore, the willingness to work simultaneously on different
aspects must be seen as an important prerequisite for working ambidextrously in
SMEs. Furthermore, digital transformation enables employees to access the data
they need from anywhere at any time and improve the accessibility of Data and
Service, as Production 1 emphasized.

4.2 Inhibiting Factors of Agility and Ambidexterity

Employees can be both drivers and inhibitors of agility and ambidexterity. Many
employees do not understand why they should do anything differently after many
years, as Service 2 noted. Especially the knowledge of employees can inhibit an agile
mindset, because in some cases the knowledge limits the solution space and agile
development opportunities remain unrecognized, as Pharma 1 emphasized. Another
inhibiting factor can be seen in the misunderstanding between employees. When
it comes to ambidexterity in SMEs, the available resources often prove to be an
inhibiting factor. Above all, the need for a simultaneous approach emerged in almost
every interview conducted. In addition, (incorrect) development and implementation
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of digital solutions canbecomean inhibiting factor for agility and ambidexterity.As e-
commerce 1 pointed out, any process that is to be implemented digitally consistently
and according to a fixed pattern leads to a certain rigidity and less agility. Further-
more, according to Consulting 1, it does not make sense to simply digitize existing
processes; instead, the opportunity should be taken to rethink or optimize existing
processes and workflows. Another problem is that employees do not use digital solu-
tions optimally or use them incorrectly, which prevents them from working quickly
and efficiently. In addition, insufficient implementation of digitization projects is
another inhibiting factor.

4.3 Potentials for Agility and Ambidexterity Provided
by Digitization

For agility, the major potentials must be seen in designing processes more flexible
and to enable faster work. Digitization enables companies to respondmore flexibly to
changes. The Corona pandemicwas frequentlymentioned in correlationwith this. As
Service 1 noted in this context, digital tools make it possible to work independently
of location and time. Besides flexibility, speed is the most important reason why
companies strive for digitization and agility. In addition to faster communication,
faster finishing of tasks and faster availability of required data were mentioned.
Regarding the faster availability of data, Pharma 1 mentioned the advantage of being
faster in troubleshooting, since, for example, historical data can be accessed more
quickly, and possible parallels can be unveiled. In this context, faster research of
information plays an important role in saving time and reducing the workload of the
whole team.

4.4 Moderating Factors

In this context, the branch structure of the companies turns out to be a restraining
instrument of agility and ambidexterity. The pharmaceutical industry does not see
itself as hostile to innovation, but as very conservative and risk averse. Furthermore,
some sectors are not per se designed for agile working. A further aspect with regards
to departments as a moderating factor is the continuous digitization with its Data
Privacy and itsDigital Technologies. Companies aremore connected than ever before
with cloud applications and digitized workflows. IT systems are open to the outside
world. This offers many advantages, but also makes them vulnerable to attack. The
other factor which moderates the influence of the potentials on firm performance, is
the increased pace of changes. Pushed by the Corona pandemic, many companies
have offered home offices to their employees. This in turn drives ambidexterity, as
an exploratory approach focuses on innovative and creative approaches.
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5 Discussion

The potentials identified in this study are an increase in flexibility, a faster way of
working and a higher efficiency in the way of working. In addition, the branch
structure, the continuous digitization as well as the increasing speed of change
turn out to be moderating factors. If this conceptual model will be considered in
the implementation of digitization projects, agility and ambidexterity in SMEs can
be increased and better business performance achieved. The long-term benefits of
digitization are time savings, competitiveness, and efficiency. The study has also
certain limitations. Future research should quantitatively verify or disapprove the
established hypotheses mentioned in this paper. In addition, different homogeneous
groups should be interviewed to obtain a higher validity and representativeness. In
general cross-sectional studies would benefit from a long-term research design. The
terms agility and ambidexterity are largely unknown in SMEs beyond the IT business
function. Therefore, agile and ambidextrous approaches, which have been carried out
rather tacitly and partly unconsciously in SMEs, might be identified with alternative
research designs.
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Maximizing the Score and Minimizing
the Response Time in Scrabble Game

Alok Singh Gahlot, Vashista Bhati, and Ruchi Vyas

Abstract The perfection of information is an important notion in games when
considering sequential and simultaneous game. It is a key concept when analyzing
the possibility of strategies and decision making for the next move. Scrabble board
game is an imperfect information gamewhere each opponent is unaware of the letters
on the opposite rack. It is board game of luck, vocabulary and strategy. Our computer
board game strategy focuses on maximizing the score and minimizing response time
while searching for the best word possible from letters through the dictionary of
words where best word could be a word containing all letters of rack and with best
scoring letters (Vyas and Gahlot in A theoretical approach to reinforcement learning
algorithm and Nash equilibrium to maximize the score in imperfect information
game. Springer, Singapore, 2021) [1].

Keywords Decision making · Imperfect information game · Scrabble

1 Introduction

In games research there has always been a focus on strategy being used by opposite
player and predicting their game plan but there are several areas in games which are
yet to be explored on improving the score and minimizing the searching time for
the best move [3]. There have already been researches done on perfect information
game but there is still a huge scope in imperfect information game just like scrabble
board game. Optimizing the time spent while finding correct word with good score
is the main goal of this research.
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1.1 Scrabble Overview

Scrabble board game has square boxes on a board which is a 15*15 matrix. A bag
containing 100 different letters is used in game from those 10,098 tiles have alphabet
and their respective points, ranging from 0 to 10, 2 blank tiles which are wild tiles
which could become any alphabet as per requirement by player. When a blank is
played, it will stay in the game as the letter it fills in for various letters in the gamewill
have different points. Game can have 2 or 4 players playing in teams or individually.
Players draw 7 letters from the bag and arrange them on their racks and make words
when they get chance [2]. After each move or word, they put on board they get score
according to the alphabet and the position of board they have kept the letters as board
has several positions like double letter, double word, triple letter, triple word score.
If a player makes word from all 7 letters of the rack it is said to be bingo with 50
bonus points. Scrabble is one of the brilliant board games that remain unique to the
complete society [4]. There are several researches being done on retention of player
in scrabble game to make it more interesting so that no player leaves in between the
game [6] (Fig. 1).

Fig. 1 A scrabble board game. The red-colored tiles specify triple word score, dark blue specifies
triple letter score, turquoise specifies double letter score, and pink specifies a double word [1]
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2 Related Work

There are several research being done on imperfect information games like Scrabble
till date, and some of them have already been recognized and are being used by
gaming platforms.

OpponentModeling byRichards et al. [3] this explorationworks by foreseeing the
adversary, in light of Bayes’ hypothesis, penances exactness for effortlessness and
simplicity of calculation. However, even with this worked onmodel, we show critical
improvement in play over a current Scrabble program. These exact outcomes recom-
mend that this straightforward estimate might fill in as a reasonable substitute for
the immovable somewhat recognizable Markov decision. This work centers around
computer versus computer Scrabble play, the devices created can be of extraordinary
use in preparing people to play against different people.

The five-point per game benefit against a non-inferencing specialist is likewise
huge from a down to earth point of view. To give the distinction some specific circum-
stance, we performed correlations between a couple of sets of systems. The bench-
mark technique is the calculation which is consistently pick the move that scores the
most points on the current turn. An expert that joins a static leave assessment into
the positioning of each move overcomes an eager player by a normal of 47 points
per game. At the point when a similar Static Player goes up against Quackle’s Strong
Player, the mimicking specialist wins by a normal of around 30 points per game.
To have the option to average five points more for each game against such a tip top
player is a serious significant improvement. In a competition setting, where standings
rely upon wins and misfortunes as well as spot on spread, five extra points per game
could have a huge effect. The improvement acquired by adding adversary displaying
to the recreations would appear to legitimize the extra computational expense.

Scrabblesque byHarrison and Roberts [2] works for Player Retention in Scrabble,
this examination chips away at how to drive player after specific stages in game
player loses its advantage so this exploration utilizes AI game adaptivity and game
investigation to build maintenance time of player up to 11.3%.

Man-made reasoning (AI) has a long-standing and sound connection with games
where it turns into a famous application region for AI-driven exploration like game
playing, game plan, etc. With the new headway of AI game playing programs that
had surpassed human abilities, decency turns into a significant issue to be addressed
to guarantee the appeal of a game can be held to the future players. Such an issuemay
likewise be intensified while considering the setting of turn-based games, where the
principal player might enjoy a gigantic upper hand over the ensuing player(s) (called
the upside of drive). It proposes a creativemethod formaking a game appealingwhile
at the same timekeeping upwith reasonableness by taking on theKomi (remuneration
framework). This decency arrangement is approved by applying the framework onto
a word re-arranged word game, Scrabble, where reasonableness can be kept up with
dependent on the expertise level of the players [4].

AI did not perform well for final stages, and the AI lost to Quackle normally.
Quackle AI could simply outscore Maven moderate final stage AI [7]. Finally, No
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Q-Sticking AI was found to be a promising AI during mid games. Nevertheless, this
AI did not perform well during final stage circumstances. The critical disadvantage
of this research was the execution time taken by the three-handle look-ahead.

3 Method

Implementation of this game is done by initializing a 15*15 Matrix which has DL,
DW, TL, TW at respective positions and start position. Initially it asks for number of
players who want to play the game 2/4, then it asks for mode you want to play in easy
or hard as in easy mode our game plays normal game while for hard mode our game
uses proficient tricks to win the game. when user chooses the mode scrabble_move()
function works which checks the rack and get their rack filled with 7 letters from bag
of tile automatically, now player 1 gets the first chance and it plays for anywordmade
from his rack, now player 2 which is our player calls a function get_next_move() and
this function loads the dictionary and calls another function throne() which returns
alphabet from the board which have space around them so that a word could be made
now that word with letters of the rack creates permutation of words, now these words
are checked against the scrabble dictionary for valid words now after receiving valid
words from dictionary all the words are passed on to another function score_find()
which gives off board value of the word now comparison is being done on score
while calling score_word() function which returns the highest scoring word with its
onboard value. Now our player plays the maximum scoring word while calling the
function throne. Each time any player plays for a word it gets the board position
through the function square_shape() as well as the time spent while finding the word
and placing on board and the score of both players. Finally a function call is made
on board_shape() which gives the winner of the game and average response time of
both players. The strategy used here is to reduce the response time of searching the
word and increasing the score.

Our computer checks the permutation of words against a text file which contains
the highest scoring before checking to the main scrabble dictionary as these are the
words with 7–8 letters as it wants to score for bingo majority of the time this the
strategy where we get word from the 30 words with highest score in scrabble time to
search for valid word would be reduced and it will also be the highest scoring word
as well. This game has created this text file while playing the game several time as
whenever it played the game and made a bingo it stores that word in a text file named
my_dict.txt which is created after certain simulations and we have received around
30 words in text file.

This strategy maximizes the score as majority of the time our player is trying to
find bingo score and searching time will be reduced as we are finding in small set of
words hence this implementation will enhance the score as well reduce the response
time which is found to be 1.8 s on an average and score of around 264 on an average
as well as on a scale of 10 games it wins 60–70% of the times it plays (Fig. 2).
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Fig. 2 Screenshot of the output of 1 of the game
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4 Experiment Results

See Figs. 3 and 4; Tables 1 and 2.

5 Conclusion

The game implemented here is majorly focusing on winning ratio and therefore it is
trying to increase the score by creating a text file which has 30 words which uses 7/8
letters which is supposed be creating bingo on scrabble board which makes 50 points
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Table 1 Showing the result
of 10 games played

Games Response time (s) Score Win

1 2.15 397 Win

2 1.41 302 Win

3 2.09 268 Win

4 1.7 202 Lose

5 1.5 203 Lose

6 1.9 419 Win

7 1.99 161 Lose

8 1.2 231 Win

9 2.2 229 Win

10 2.07 232 Win

Average 1.821 264.4 70%

Table 2 Comparison of
various on winning
percentage

Game Win %

Maven 60

Quackle 40

Scrabblea 70

aImplementation of scrabble used in this research

so our game initially checks that whether our permutation has a bingo word from
the text file and if it is there it makes that word which reduces the time of searching
from main dictionary and increases the score too.

This implementation has enhanced the score, reduced the response time and
winning percentage. Conclusion to this approach is that when our player against
any human it may score around 264 as an average score while making a word from
the 7 letters on the board could take around 1.4 s while on a scale of 10 games played
it wins 7 times.

6 Future Work

There is further more scope of increasing the score and minimizing the response
time, if machine learning algorithm such as q learning or Monte Carlo tree search to
implement the scrabble gamewhich is being used widely now a days in game playing
while using Nash equilibrium for decision making could enhance the statistics as the
game will be improvised if you use different strategy to make it a better version.
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Survey on Precision Agriculture
in Indian Context for Effective
Fertigation Using Learning Techniques

Bhagwan Dinkar Thorat and Sunita A. Jahirabadkar

Abstract Thebiggest issues found in fostering economic potential and yield value of
precision agriculture is intelligence because of thiswe are not able to apply innovative
techniques to complete variety of task online and offline. As agriculture affects long
chain of supply management from crop production till its delivery to end user, it can
be seen as field witch is going to produce high number of jobs. As India’s economy is
hugely depend upon the field of agriculture there is need to includes technology due
to which it should be able to increase its 15.40% share of total crop production at the
global level. Therefore, the need for an hour is to optimize the output per unit drop
of water. Therefore, in today’s sense, great emphasis is put on enhancing irrigation
practices in order to increase crop production and preserve productivity levels. Use
of advanced fertilizer irrigation system is going to strengthen root of the current
agricultural system. The reduction in water usage due to the drip irrigation system
varies from 30 to 70% for the surface irrigation method and the productivity benefit
ranges from 20 to 80% for the various crops. Fertigation is a process of delivering
water soluble fertilizer at the time of irrigation. Use of the fertigation process is going
to significantly reduce the work load of the farmers and will save huge amount of
time. Fertigation enables the placement of NPK nutrients directly into the plant root
zone at the necessary dose during critical times. It is possible to increase crop yield
capacity by three times more with the same amount of water by incorporating drip
fertigation. Application all the above techniques will help in the process of quality
and the production enhancement of the yield.

Keywords Fertigation · NPK · Crop yield · Learning technologies
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1 Introduction

The world’s population is growing day by day. The growing population will also
increase the demand of food in the coming days [1]. Due to increasing urbaniza-
tion, farm land is currently declining. Therefore, modern farming is required for
those who need to get maximum crop yield in minimum farm lands. In country like
India agriculture plays most important role in economy sector [2]. In India, 75% of
rural people and their families depend on agriculture. Indian agriculture contributes
about 15–16% of the total GDP. India is an agricultural country and its crop yield
is less than other countries and the government of India is implementing various
schemes to address these issues. Given India’s current agriculture and economic
situation and government policies, it is imperative to use modern farming or smart
farming. It will help farmers to increase their crop yields and minimize the cost of
inputs and losses due to reasons such as uncertain weather and climate conditions
that have often affected crop production, agriculture and animal breeding [3]. To
survive the changing conditions of the Indian economy, the agricultural sector needs
a major upgrade. The proper combination of existing techniques with technolog-
ical advancement are going to boost farming [4]. By using remote sensors, satellite
images, surveys, etc., this information is obtained. In order to exploit me this data
should be readily available to farmers along with the expertise of subject experts and
researchers. There is also a dire need to analyse it to extract useful facts and patterns
as the amount of such information is gradually increasing. This is where technology
and computer science come into the picture. For this reason, many algorithms have
been proposed over time, resulting in better results.

Twenty-first century gave us the concept of precision farming. Precision farming
is a technique of using scientific advanced approaches in the field of agriculture.
Farmer using GPS can be seen as example of precision farming. Precision farming
is all about during the farming process at the right place on right time. This is
highly going to affect the correctness of the precision farming is intended to match
agricultural practices according to agro-climatic conditions.

Fertigation is a method in which fertilizer is dissolved, diluted and spread using
a drip irrigation system along with water [5]. It primarily uses liquid fertilizers and
water soluble fertilizers. It improves the productivity of fertilizer usage from 80 to
90% (Figs. 1 and 2).

Precision Agriculture = Data collection+ Data analysis+ Implementation
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Fig. 1 Precision agriculture parameters

Fig. 2 Precision agriculture

2 Motivation

1. To bridge the gap between the current and desired capabilities of agricultural
by developing an adaptable learning techniques to implement for precision
agriculture.

2. To increase food production using fewer resources and reducing production
cost.

3. To reduce socio-economic problems such as environment pollution, farmers
suicides.

3 Literature Survey

Lakhiar et al. [1] reported that in agriculture, smart sensor techniques are very helpful.
In agriculture, it is used to correctly organize certain acts and the process with the
help of minimum amount of resources and farmer intervention. Several steps during
plant cultivation with factors like water supply, moister in the air, temperature with
several other factors will help plant growth significantly. Aeroponics is emerged as a
highly popularmethod across the globe. It enable farmer to track the various affecting
parameters without use of laboratory and also enabled farmer to navigate the whole
system remotely.

Mohamed et al. [6] reported soil humidity content is very essential factor from
the perspective of water management in precision farming. There are several factors
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with should we taken into account whilst considering the soil moister contents. The
research done at Nile’s delta to understand prediction of various affecting factor from
the perspective of total yield.

Doshi et al. [4] reported that Indian farmers select the crop they are going to take
highly on their intuitions can be consider as huge mistake. The belief is due to the
old farming techniques witch are passed on generation to generation which makes
farmer very help less from the perspective on the yield as they have to highly relies on
the uncontrollable factors like weather and soil conditions. All the above factors are
very important and should be taken into the account by a single farmer. The farmer’s
single misguided or imprudent decision could have undesirable repercussions for
both himself and the region’s agricultural economy.

Pudumalar et al. [7] the common mistake made by Indian farmers is ignoring the
soil needs whilst choosing a crop with is highly going to affect total yield. They
are facing a significant productivity setback because of this. This farmers’ issue has
been solved by precision farming. This decreases the incorrect option of a crop and
increases productivity.

Hey, Zhang et al. [8] the author should that crop classification and identification
is very essential phase at the beginning witch is going to affect the whole process
of farming. Various classification techniques can be used to make a whole structural
and systematic overhauling.

Zheng et al. [9] claimed that in order to increase the total yield, the natural factors
of specific location should be duplicated in order to obtain locally imported goods.
It uses CropDeep datasets to provide data for the construction of a classification
and detection model based on deep learning based on practical agricultural task
characteristics in the greenhouse. Data sets are obtained by different greenhouse
cameras and equipment that are more useful than previous datasets in providing
management services for precision agriculture.

Yalcin [10] noted the phonological monitoring of agricultural plants. Accurate
identification of phonological plant changes that would have enhanced the timing of
the harvest, control of pests, yield prediction, monitoring of farms, disaster warning,
etc.UsageofDeepLearningArchitecture to identify and classify phonological phases
of many plant types solely on the basis of visual data collected by cameras every half
an hour. CNN helps us to understand the various factors of images.

Philipe et al. [11] stated peak period for harvesting of apple trees. Bloom intensity
should be studied theory as it is most important factor as the production of apple.
The CNN should be properly gauged. Carlos et al. [12] stated the method for the
protection of crop from the hazardous chemical use. He also proposed new technique
based onMLwhich is going to give us number of items with less computation efforts
and correctness.

Erler et al. [13] stated for a spatially resolved LIBS spectrometer used determi-
nation of nutrients and different parameters of the soil in two areas of agriculture
and main nutrients Ca, K, Mg, N, P. The determination of many major and minor
nutrients was the focus of this work. It was possible to determine many nutrients
with high accuracy.
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Elasbah et al. [5] According to the source, nitrogen fertilizers used in irrigation
are likely to raise nitrate levels in groundwater. The HYDRUS-2D/3D model help
us to understand the movement of fertilizer. During the simulation various types
of fertilizer were taken into the account. The effect of various precision farming
techniques are also examined.

Leena and Saju [14] stated various identifiers and classifier to classify macronu-
trient deficiencies in maize plants, as described. Two identifiers techniques were
implemented on the same leaf for two different feature sets and algorithms are
implemented on the maize plant to determine micronutrients need.

Summary of Literature Survey

Author Subject Summary Technology Limitations

Lakhiar [1] Monitoring and
control system in
agriculture

The aeroponic
system is a modern
agriculture’s new
plant cultivation
process

Intelligent sensor
techniques
aoreponic

Crop rotation is
going to give
guaranteed
growth in the
yield

Mohamed
[6]

Calculating
humidity and its
relationship crop

Predict humidity
count and crop
pattern with ORS
and SAR

SMC, LST and
NDVI triangle
method

Need to improve
more data set
with large no of
attributes
To explore to
improve the more
accuracy by using
other techniques
like machine
learning or deep
learning
classification and
detection
frameworks

Doshi [4] Intelligent crop
recommendation
system using
machine learning

The choice of
which crop to grow
is influenced by a
number of
environmental and
geographic factors

Big Data Analytics Crop rotation is
going to give
guaranteed
growth in the
yield

Pudumalar
[7]

Crop
recommendation
system

Farmers will be
assisted in sowing
the appropriate
seed based on soil
requirements in
order to maximize
production and
benefit from such a
technique

Random tree,
CHAID, K-nearest

Need to improve
data acquisition
techniques

(continued)
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(continued)

Author Subject Summary Technology Limitations

Zhang [8] Crop fine
classification

Focusing on crop
classification and
identification is an
very essential pre
requirement from
the perspective of
production
productivity

Hyperspectral
remote sensing

The technique of
hyperspectral
crop is going to
help to improve
in the process of
classification and
identification of
various affecting
factors

Zheng [9] Classification and
detection in
precision
agriculture

Induction of novel
technique in
greenhouse

(CNN) YOLOv3 Over all
important of
classification
process and
detection tools
from perspective
of agriculture
application

Yalcin [10] Plant phenology Recognize and
identify
phonological
stages of various
plant species solely
based on visual
data collected
every half-hour by
cameras

Convolution neural
networks

Create own CNN
architecture that
is specifically
trained to
distinguish plant
phonological
levels

Diasa [11] Apple flower
detection

A novel method for
detecting apple
blossoms
accurately

CNN To extend the
applicability from
the perspective of
flowers

Carlos [12] Prediction of plant
protection product
deposition

With low
computational cost
and high precision,
predicts the
volume of
pulverized
materials

ML To extend
investigation with
help of various
available
technologies

Erler [13] Soil nutrient
detection

LIBS spectrometer
used for a spatially
resolved
determination of
essential factors in
relation to soil
nutrients Ca, K,
Mg, N, P

Regression methods Improvement will
require huge
amount of data to
performed
without a
significant loss of
information in the
multivariate
regression

(continued)
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(continued)

Author Subject Summary Technology Limitations

Elasbah [5] Modelling of
fertilizer transport

Understand the life
cycle of fertilizer
with the found
techniques

HYDRUS-2-D/3-D
model

Investigation of
different learning
techniques for
increase
efficiency

Leena and
Saju [14]

Classification of
macronutrient
deficiencies in
maize plant

Find macronutrient
deficiencies

ANN, SVM, KNN It can be used to
predict various
factors causing
various disease

4 Gap Analysis

During the literature survey, it is observed that there is a lack of studies of the
effectiveness of precision agriculture in Indian context. It is also observed that very
few studies had applied the idea of the drip fertilizer system using different learning
technology. Many of these focuses on research studies in other developed countries.
As India has diverse environmental conditions, it is much challenging task to perform
research in Indian context. Due to which there is a scarcity of the dataset. The
literature survey also gives the different choices of modelling techniques available
in order to investigate this phenomena.

5 Proposed Approach

Via drip systems, the proposed system utilizes drip fertilizer. Drip irrigation enables
fertilizer application to be versatile, as it is simple to add fertilizers through the
irrigation water. The roots in the wetted area have been found to improve their water
and nutrient absorption ability. Fertigation is a process of delivering water soluble
fertilizer at the time irrigation. Liquid fertilizer is used in this form, as well as water
soluble fertilizer. This approach improves the productivity of fertilizer usage from
85 to 95%. Fertigation process helps to reach the required nutrients to the roots.
Fertigation has the ability to ensure that the correct combination ofwater and nutrients
is available in the root region, meeting the total water and nutrient requirements of
the plant. The secret to high yield is the correct combination of water and nutrients.

Three variables require commitment to effective fertigation scheduling.

1. Specific nutrient needs of the crop and location.
2. Timing the distribution of nutrients to fulfil crop needs.
3. To reduce leaching of soluble nutrients below the successful root region,monitor

irrigation (Fig. 3).
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Fig. 3 Proposed architecture

6 Issues and Challenges

Indian farming also faces a number of issues, some of which are natural, whilst others
are man-made. Any of these topics are debated.

The division of the agricultural region into small fragments is solely the responsi-
bility of our traditional inheritance laws. The land belonging to the father is divided
fairly amongst his sons, and so this process goes on.

In this way, with each passing generation, the assets are smaller and more
dispersed. The fragmentation of the holdings of land would damage the farm’s
productivity. The main problems resulting from the fragmentation of the land are
irrigation problems.

Agriculture is India’s very ancient art, and Indian soils have been used for crop
cultivation for thousands of years without taking much note of its replenishment.
This has resulted in soil exhaustion and degradation, resulting in low productivity.

For almost all crops, the average yields are the lowest in the world. The need for
fertilizers and manure for the land poses this dilemma. For good yields, nourished
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soil is essential. However, in promoting the use of fertilizers in Indian agriculture,
there are many practical challenges.

We all know that Indian agriculture, which is unpredictable, unstable and volatile,
is dependent on the monsoon. The need for a proper irrigation system emerges from
this problem.

Despite development in agriculture, the majority of farmers use traditional
ploughing, sowing, irrigation, thinning and harvesting tools. The majority of human
labour is used by marginal and small farmers, which results in the wastage of human
labour and low per capita labour yields.

In order to enable farmers to implement technically advanced agricultural
machinery, the government is making agriculture in India prosperous.

Soil erosion is one of Indian agriculture’s most troubling issues. It is Indian agri-
culture’s biggest evil. The soil is the most important commodity, ensuring good
crop yields through its productivity. Yet soil erosion causes an immense loss of soil
productivity.

7 Conclusion

India is an agriculture dominated country. If farmers are going to succeed automat-
ically India will prosper. Our work is for achieving the above by inducing the tech-
nological advancement to improve the traditional farming process. The farmer can
therefore use the right fertilizer to cultivate using soil parameters to increase its yield
and thus increase the nation’s overall productivity. The challenges and promising
solutions listed above are predictions for the future of Indian agriculture.
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