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Preface

The third National Aerospace Propulsion Conference (NAPC-2020) is a biennial
event being held since 2017. This conference is an amalgamation of the erstwhile
National Propulsion Conference (NPC) and National Conference on Air-Breathing
Engines (NCABE) conferences. NAPC-2020 was organized jointly by Gas Turbine
Research Establishment (GTRE), DRDO, Bengaluru, and BMS College of Engi-
neering, Bengaluru (BMSCE), and hosted by BMSCE on a digital platform during
December 17–19, 2020.

The proceedings constitutes about 65% of the research articles presented at the
conference. All published papers were subjected to a rigorous refereeing process,
which resulted in uniformly high quality. The papers cover the state-of-the-art design,
analysis and developmental testing of gas turbine engine modules and sub-systems
like compressor, combustor, turbine and alternator, advances in spray injection and
atomization, aspects of combustion pertinent to all types of propulsion systems and
nuances of space, missile and alternative propulsion systems.

We owe our sincere gratitude and appreciation to all the members of the tech-
nical committee and reviewers. DRDO, Ansys, TSI, Numeca, Liberty International
(Scannivalve) and TEQIP-3 have supported as major contributors to the conference
by providing necessary finances, and we duly acknowledge their support. We thank
Mr. M. Z. Siddique, Director, GTRE, and Dr. B. V. Ravishankar, Principal, BMSCE,
for their support and encouragement.

We also owe our profound gratitude to Dr. L. Ravikumar, Department of Mechan-
ical Engineering, BMSCE, for playing the pivotal role as Secretary in organizing the
NAPC-2020. With his team of dedicated colleagues and students, Prof. Ravikumar
enabled the conduct of the conference on digital platform without any glitch and
earned the appreciation of all the participants.
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There are many others who have contributed to the publication of these
proceedings whom we are unable to mention individually. We thank all of them.

Bengaluru, India Gullapalli Sivaramakrishna
S. Kishore Kumar

B. N. Raghunandan
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Sensitivity Study of Stagger Angle
on the Aerodynamic Performance
of Transonic Axial Flow Compressors

Manjunath S. Dalbanjan and Niranjan Sarangi

Abstract Gas turbine engines are widely used in the aviation industries because
of high power to weight ratio. The gas turbine engine consists of the three main
components: compressor, combustion chamber, and turbine. The design of the axial
flow compressor depends on various design parameters such as blade stagger angle,
blade height, blade chord, rotor tip clearance, and stator tip clearance. Blade stagger
angle is a critical parameter which plays vital role in performance of the gas turbine
engines. In this study, a steady state analysis has been carried out to understand
the effect of rotor and stator blade stagger angle on the aerodynamic performance
of single stage axial flow transonic compressor through three dimensional viscous
analysis using ANSYS CFX 19.2 software. The analysis was carried out for various
stagger angle configuration varying from 24° to 36° for rotor and 06° to 18° for
stator. The study concluded that as the rotor stagger angle is increased from 24° to
36°, the mass flow is reduced by 16.5%, peak pressure ratio by 2.8%, and increase
peak efficiency by 6.8%. The effect of change of stator stagger angle from 06° to 18°
is insignificant.

Keywords Axial flow compressor · Stagger angle · Tip clearance · Surge margin ·
Computational Fluid Dynamics (CFD) · Pressure ratio · Efficiency

1 Introduction

The majority of the gas turbine power plants and particularly in aircraft applica-
tions use axial flow compressor. It is a difficult task to achieve high efficiency and
a wide operating envelop of compressor without compromising the performance of
the compressor. The axial flow compressor performs efficiently and meets the design

M. S. Dalbanjan (B) · N. Sarangi
DRDO-Gas Turbine Research Estabilishment, Bengaluru, India and affiliated to Visvesvaraya
Technological University, Belagavi, Karnataka, India
e-mail: manjunathsdal.gtre@gov.in

N. Sarangi
e-mail: niranjansarangi@gtre.drdo.in
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4 M. S. Dalbanjan and N. Sarangi

requirement with in the compressor operating envelope. Aerodynamic instability
occurs due to adverse pressure gradient in the compressor which will significantly
affect the performance of the compressor. Various studies are carried out to under-
stand the effect of blade stagger angle. Schobeiri [1] showed improvement in gas
turbine efficiency at off design condition by adjusting the compressor and turbine
blade stagger angles. A Gaussian probabilistic density function simulation approach
used by Zheng et al. [2] to study the impact of random stagger angle variability on
the compressor performance showed that the blades with variation of the stagger
angle cause more uneven pressure distribution across span of the blade. Chun et al.
[3] considered a low hub to tip ratio transonic compressor to understand the effect of
stagger angle on aerodynamic performance. Schnoes et al. [4] studied various stagger
angle configuration to design a multi-stage axial flow compressor using optimiza-
tion technique. The study concluded that the stagger angle effect on the efficiency of
the compressor is dominant. Cao et al. [5] have carried out experimental studies on
contra-rotating axial flow pump to understand the pressure distribution across span
of the blade by adjusting the stagger angle. Myoren et al. [6] concluded that for an
axial compressor rotor in transonic stage by variation of stagger angle, the stalling
margin can be enhanced using the multi-objective optimization technique. Cho et al.
[7] concluded by decreasing the stagger angle at the mean radius and increasing at
hub and tip, resulting in improvement of efficiency and optimum pressure. Li et al.
[8] describes that the decrease in the stagger angle will reduce the turbulence at
suction side of the rotor blade. Oyama et al. [9] developed an optimization technic
to obtain the desired stagger angle for the given design parameters to achieve the
required aerodynamic performance. Yoon et al. [10] studied the influence of design
parameters on tip vortex in a four stage axial flow compressor by considering stagger
angle, tip clearance, and flow coefficient. Most of the studies are limited to stagger
angle of rotor at design point. Available literature in public domain indicates that
substantial work has not been done on the sensitivity of the stagger angle on rotor
and stator and its combined effect on aerodynamic performance.

The emphasis of this study is to evaluate the sensitivity of the stagger angle on
rotor and stator blades and to investigate its effect on the aerodynamic performance
of a single stage axial flow transonic compressor are discussed in detail in this paper.

2 Methodology

The aerodynamic analysis is carried out to study the sensitivity of blade stagger
angle on the aerodynamic performance parameters by using commercially available
3D Computational Fluid Dynamics (CFD) software package. The computational
methodology followed for the analysis process is explained below.
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2.1 CFD Code Benchmarking Study

Computational fluid dynamics (CFD) has emerged as a most powerful tool for deter-
mining the flow physics inside the casing for turbomachinery applications. Before
adopting any CFD software, a careful validation should be done by considering a
standard test case.A standard transonic compressor test casesNASAstage 37 byReid
and Moore [11] is considered for the assessment of CFD tool. A detailed analysis is
done and the predicted performance parameters are compared with the experimental
test results of NASA stage 37. The detail CFD code benchmarking analysis is done in
previous study by Dalbanjan and Sarangi [12]. The outcome of the validation study
showed that the efficiency is slightly higher predicted by CFD tool compare to the
published test data. Whereas pressure ratio and mass flow are showing good match
within 1%. The validation of predicted and measured performance plots are shown
in Figs. 1 and 2.

Fig. 1 Mass flow rate versus
pressure ratio for NASA
stage 37
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Fig. 2 Mass flow rate versus
efficiency for NASA stage 37
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Fig. 3 Geometric model of
rotor and stator domain

2.2 Solid Modeling of Blade Geometry in Flow Domain

The geometry ismodeled using 3Dmodeling software. The geometricmodel consists
of extended inlet domain, rotor blade, stator blade, and extended outlet domain so
that the output flow parameters are measured after the flow settles down. Single
passage with rotor and stator domain extended up to 1 chord of downstream blade
was considered for analysis to reduce the computational time. Figure 3 shows the
rotor and stator geometric model.

2.3 Grid Generation and Grid Convergence Study

A grid independence study was carried out to ensure that the results obtained are
independent of the grid size or elements. The mesh topology used for flow domain
is H-type and O-type near the rotor and stator blade surface to capture the boundary
layer. In the tip region, 10 elements were created and nonmatching grid topology
was used with appropriate alignment of interface. Mesh distribution was varied in
spanwise, streamwise, and circumferential direction for rotor and stator domains,
near the blade surface and casing wall more dense grid was selected to maintain the
y+ value of less than 1. The grid quality requirement was met with minimum and
maximumangle beinggreater than20° and less than165°, respectively. The advection
scheme and high resolution turbulence numeric were selected along with the k-ω
shear stress transport (SST) turbulence viscositymodel. The k-ωSSTmodel accounts
for the transport of turbulent shear stress and gives highly accurate predictions of the
onset and the amount of flow separation under adverse pressure gradients. Mesh for
both rotor and stator stage domain were generated as shown in Fig. 4. Four different
cases by varying number of grids in rotor and stator bladeswere considered. Figures 5
and 6 show the plots of performance parameters like correctedmass flow and pressure
ratiowith respect to grid size. It is observed fromFigs. 5 and 6 that the grid-2 onwards
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Fig. 4 Mesh domain for
rotor and stator

Fig. 5 Comparison of
corrected mass flow rate for
various grid configuration
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the variation in parameters are insignificant. Thus, for further analysis grid-3 was
selected with grid size of 3.40 million elements. Table 1 shows the performance
parameters for different grid sizes.
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Table 1 Comparison of all
four grid cases at 100% speed

Cases Grid Size
(Millions)

Corrected mass
flow (kg/s.)

Total pressure
ratio

Grid-1 1.00 6.0251 1.289

Grid-2 1.80 6.3451 1.281

Grid-3 3.40 6.3453 1.280

Grid-4 5.40 6.3454 1.280

2.4 Boundary Condition

The appropriate boundary conditions were applied for the flow domain, at inlet of
rotor stagnation pressure and stagnation temperature. Stage mixing model as an
interface between rotor and stator was selected. Mixing plane calculates the circum-
ferentially averagedflowparameters from the rotor and passes to the inlet of the stator.
Static back pressure was applied at the exit of stator. For blade, hub and casing adia-
batic and no-slip wall boundary condition was specified. The numerical simulation
was performed using multi-block grid with pressure-based implicit solver ANSYS
CFX 19.2 software. Constant speed characteristics at design speedwere generated by
gradually increasing the Static back pressure at the stator outlet. After reaching the
peak efficiency point, the static back pressure was increased in the smaller steps of
1 kPa to capture the near stall point and to obtain a converged solution. The residual
convergence level for all the parameters is specified as 1× 10−6 to get more accurate
solution.

2.5 Solution Methodology

The study involves variation of stagger angle for rotor. In the first phase, the analysis
is performed by keeping the stator stagger angle at 12° which is obtained from the
design and varying the rotor stagger angle from 24° to 36° with the increment of 1° at
the design speed. The optimum rotor stagger angle is selected as 30° obtained from
the analysis which is meeting the design mass flow requirement. The second phase
involves variation of stator stagger angle from 06° to 18° at the increment of 1° by
keeping the rotor stagger angle constant. Figures 7 and 8 show the rotor and stator
stagger angle with respect to axis of the compressor. Figure 9 shows the variation of
rotor stagger angle at the mid span of the blade for 24°, 30°, and 36°, and Fig. 10
shows the variation of stator stagger angle at the mid span of the blade for 06°, 12°,
and 18°.
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Fig. 7 Rotor stagger angle
with respect to axis of the
compressor

Fig. 8 Stator stagger angle
with respect to axis of the
compressor

Fig. 9 Variation of rotor stagger angle

3 Results and Discussion

The simulationwas carried out at design speed, and the constant speed characteristics
were generated for various stagger angle configuration for rotor and stator.

Figure 11 shows the correctedmass flow rate versus total pressure ratio for various
combination of stagger angle configuration ranging from 24° to 36° for rotor blade.
It can be observed that the increase in stagger angle from 24° to 36° the mass flow
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Fig. 10 Variation of stator stagger angle
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Fig. 11 Normalized corrected mass flow rate versus total pressure ratio for rotor

swallowing capacity is reduced with slight drop in pressure ratio. The mass flow is
reduced by 16.5% and peak pressure ratio is reduced by 2.8% when stagger angle is
increased from 24° to 36°. This shows that the mass flow is more sensitive to rotor
stagger angle. The plot also shows the zone of maximum andminimummass flow for
the configuration under consideration. It provides the ready reference for selection
of rotor stagger angle to achieve the design mass flow.
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Fig. 12 Normalized corrected mass flow rate versus efficiency for rotor

Figure 12 shows the corrected mass flow rate versus efficiency for various combi-
nation of stagger angle configuration ranging from 24° to 36° for rotor blade. It
is observed that as the stagger angle is increased from 24° to 36° the efficiency is
increased with drop in mass flow. The mass flow is reduced by 16.5% and peak
efficiency is increased by 6.8 points when stagger angle is increased from 24 to 36°.
The lower mass flow is due to the reduction in blade passage area as the stagger
angle is increased and the increase in efficiency is due to the absence of separation
zone at the rotor outlet. This shows that the rotor efficiency is sensitive to the stagger
angle. The plot also shows the zone of maximum and minimum peak efficiency for
the configuration under consideration. It provides the ready reference for selection
of rotor stagger angle to achieve the design efficiency.

Figure 13 shows the correctedmass flow rate versus total pressure ratio for various
combination of stagger angle configuration ranging from 06° to 18° for stator blade.
It is observed that there is no significant variation of mass flow and pressure ratio
due to variation in stagger angle of stator blades from 06° to 18° and the loss in the
performance parameter is negligible.

Figure 14 shows the corrected mass flow rate versus efficiency for various combi-
nation of stagger angle configuration ranging from 06° to 18° for stator blade. As the
stagger angle is increased from 06° to 18°, the efficiency is decreased with minimal
variation in mass flow. The peak efficiency is decreased by 3.5 points when stagger
angle is increased from 06° to 18°. As the stator stagger angle is increased, the losses
are higher due to flow separation at the pressure side near the trailing edge of stator
which results in lower efficiency.

Figure 15 shows the blade loading plot for rotor at mid span for various stagger
angle configuration. It is observed that increasing stagger angle improves the static
pressure at the expense of degradation in blade performance. Rotor is performing
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Fig. 16 Blade loading for stator

better up to 60% of span when stagger angle is 24° but as stagger angle is increased
to 36° there is a gain of 15% in static pressure at the expense of spanwise degradation
in blade loading.

Figure 16 shows the blade loading plot for stator at mid span for various stagger
angle configuration. It is observed that the effect of stagger angle is not sensitive
on the blade loading parameters of stator. The stator is performing as per design
requirement.

4 Conclusions

A 3D steady state viscous CFD analysis is carried out to investigate the sensitivity
of stagger angle on the aerodynamic performance of a transonic single stage axial
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flow compressor using commercial code ANSYSCFX 19.2 software. The analysis is
carried out for various stagger angle configuration varying from 24° to 36° for rotor
and 06° to 18° for stator. It is observed that as the rotor stagger angle is increased
from 24° to 36°, the mass flow is reduced by 16.5%, peak pressure ratio is reduced
by 2.8% and peak efficiency is increased by 6.8 points. It is interesting to see that
the stator is not sensitive to the stagger angle and the effect is insignificant when
the stator stagger angle is varied from 06° to 18°. The study concludes that the
rotor stagger angle is highly sensitive for controlling the mass flow and efficiency
compare to stator stagger angle. The data generated in this study provides the ready
reference for selection of rotor and stator stagger angle for meeting the requirements
of aerodynamic design parameters such as mass flow and efficiency.
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Numerical Simulations on Performance
of a Hybrid and a Tandem Rotor

Shubhali More, Amit Kumar, and A. M. Pradeep

Abstract In the quest of maximizing the pressure ratio and the efficiency of the gas
turbine engine, designing a compressor that can generate the required pressure ratio
with aminimumnumber of stages is one of the challenges. A single blade, if designed
with a higher diffusion factor, has an inherent problem of flow separation. Tandem or
slotted bladeswith the help of nozzle-gap phenomenon have shown promising results
in terms of higher pressure ratio and efficiency, but it has mechanical complexity and
lower stall margin. The hybrid rotor called part-span tandem has been designed to get
the benefits of both a single rotor as well as tandem rotor blades. Designmethodology
as well as parallel comparison of results of a low speed hybrid rotor, tandem rotor,
and a single rotor is included in the paper. CFD results such as pressure distribution
at different span locations, total pressure rise, static pressure rise, contours of Mach
number, entropy, the behavior of the tip leakage flow, and performance curve are
included in this paper. Full span tandem rotor has higher pressure rise, and the hybrid
rotor has a better stall characteristic.

Nomenclatures

Cp Static pressure coefficient = P − Pin/0.5ρU 2
tip

ṁ Mass flow rate (kg/s)
P Static pressure (Pa)
P0 Total pressure (Pa)
t/s Tandem percentage pitch
U Tangential speed of rotor (m/s)
�X1/�X2 Tandem overlap in the axial direction
Z/H Span percentage
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Greek Symbols

ϕ Flow coefficient = Ca/Um

k−ε K-Epsilon turbulence model
ρ Density (kg/m3)
ω Total pressure loss coefficient = (P0_rel_LE−P0_rel_TE)

0.5∗ρ∗U 2
tip

ψ Stagnation total pressure rise coefficient = (P0 − P0in)/0.5ρU 2
m

Subscript

ex Exit location
in Inlet location
m Mean section
rel Relative frame of reference
x Variable location
tip Tip section

Abbreviations

AB Aft blade
AO Axial overlap
CDA Control diffusion airfoil
DCA Double circular airfoil
DF Diffusion factor
DR Degree of reaction
FB Forward blade
LE Leading edge
PP Percentage pitch
PS Pressure side
SS Suction side
SST Shear stress turbulence model
TE Trailing edge
TLV Tip leakage vortex
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1 Introduction

A gas turbine designer’s aim is for higher specific thrust and lower fuel consumption.
Compressors occupy a larger section in the gas turbine engine. A compressor blade
with higher diffusion capability can significantly contribute to lowering the engine
weight and therefore making it more compact. However, the maximum diffusion
factor and flow turning angle has a limit because of the adverse pressure gradient
and flow separation.

Due to the high turning angle of a single blade, flow near to the trailing edge
(TE) on the suction side (SS) of the blade leads to separation. In the tandem blade,
a single blade airfoil is divided into two airfoils to form a separate forward blade
(FB) and aft blade (AB) as shown in Fig. 1. A nozzle like a gap is formed between
these two tandem blades. Due to the pressure difference near the gap nozzle, the flow
from the pressure side (PS) of FB passes through the gap nozzle and provides an
extra source of energy to the sluggish flow over the suction surface of the aft blade.
Due to extra momentum transfer, flow separation can be effectively delayed. As
the diffusion factor (DF) limit increases, pressure rises per stage, and blade loading
capacity increases and hence improvement in overall performance characteristics.

But Saha and Roy [1] have noted down tandem is less effective as compared
to baseline in a low diffusion region (camber angle less than 40° region), as the
nozzle gap is less efficient due to available low momentum of the fluid and also flow
complexities at the tip region which increases because of tip leakage vortex (TLV)
phenomenon. In the tandem rotor, the numbers of blades are more compared to a
single rotor blade which increases the total tolerance requirement. The hybrid rotor
is designed to get the benefit of higher pressure rise along with the efficiency of the

Fig. 1 Fundamental of tandem blade
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tandem rotor as well as the better stall margin and design simplicity of the single
rotor. The part-span tandem rotor is a mixed combination of tandem airfoils in high
diffusion region and single airfoils in low diffusion regions and both are stacked
together to form a hybrid rotor blade.

Saha andRoy [1] experimentally analyzed that tandem airfoil bladeCDA (Control
Diffusion Airfoil) 32–21 which has extra 5° camber results in more turning of flow
without separation than tandem airfoil CDA 21–21 and single airfoil blade CDA 43.
Kumar and Pradeep [2] have noted from the numerical investigation that tandem
shows a 3.6% increase in a total pressure rise and a 2.3% increase in efficiency than
a single rotor stage at the design point. Also, it is found that at off-design condition,
tip leakage losses are lower at the tip of AB than the tip of FB at the design condition.
McGlumphy [3] andMcGlumphy et al. [4] done numerical investigation usingRANS
and Baldwin–Lomax turbulence model on tandem airfoil NACA-65 in the low speed
region and analyzed results with the varying AO (Axial Overlap) and PP (percentage
pitch) parameter. Noted that optimum choice for the design of tandem considering
aerodynamic parameters and mechanical limitations into account was tandem with
0% AO and 85% PP. Kumar and Pradeep [5] performed high fidelity optimization
numerical study and concluded that if there is significant variation in stagger and
camber, then the optimized value of AO and PP at one section may or may not be
optimum at other sections. Guochuan et al. [6] tested experimentally the different
Double Circular Arc (DCA) profile type tandem airfoil with camber, stagger, AO,
and PP as a design variable and reported for optimum results. The values of AO
and PP combination differ based on the application of the blade. It is also noted
that the blade chord ratio in the range of 0.6–1.0 will give optimized results. Falla’s
[7] computational study using RANS and k−ω turbulence model on a NACA-65
tandem airfoil reported that low AO and high PP gave suitable results for tandem
configuration. McGlumphy [3], McGlumphy et al. [4], Roy, and Saha [8], Bammert,
and Beelte [9] and Roy et al. [10] had primarily focused their investigations on the
tandem stator or tandem cascade and have found that compared to a single blade, the
tandem blade has a higher diffusion capability. In some limited literature, Hasegawa
[11], Bammert, and Beelte [9] investigated the tandem rotor for a stage.

Roy et al. [10] has noted down the limitation of the tandem blade and presented the
concept of a hybrid blade. It is also noted that the performance of the tandem blade
depends more on the tangential gap than the axial gap. Results are superior to single
airfoil if the gap is optimized. Yoon et al. [12] used RANS with SST k−ω turbulence
model and demonstrated that for a given flow rate but with the slot, a minor change
in the efficiency and total pressure ratio can be achieved. It also concluded that to
enhance the stall margin slot is a better option than increasing tip clearance.

2 Experimental Setup

Experiments are carried out on the compressor test rig schematic of which is shown
in Fig. 2, in the turbo-machinery laboratory of the IIT, Bombay. The hub and a tip



Numerical Simulations on Performance of a Hybrid … 19

Fig. 2 Schematic of a single-stage compressor test rig

diameter of the test rig are 250 mm and 500mm, respectively. It is specially designed
for low speed applications. Mass flow variation at the outlet is achieved with the help
of an automated throttle mechanism. The positions of total pressure and Kiel probes
are depicted in Fig. 3. Pitot static rakes have been placed at 1.5C ahead of the leading
edge (LE) of the rotor, while 4 Kiel pressure rakes are circumferentially placed at
0.5C downstream of TE of the stator. Based on experimental data, a performance
map can be plotted.

The baseline stage comprised 19 rotor blades and 21 stator blades. A constant tip
clearance of 1mm ismaintained for rotor blades. Owing to the low speed application,
the C4 type of airfoil is used for both rotor and stator blades. The design RPM of the
rotor blade is 2700, whereas the design mass flow rate is 6 kg/s. The aspect ratio of
the designed blade is 1.5. The design parameters of the baseline stage are listed in
Tables 1 and 2.

Fig. 3 Schematic of probe
position

Table 1 Single rotor design
specification

Rotor Tip Mean Hub

DF 0.5 0.54 0.47

DR 0.78 0.70 0.50

Camber 23° 35° 60°
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Table 2 Single stator design
specification

Rotor Tip Mean Hub

DF 0.53 0.48 0.45

Camber 50.0° 50.0° 52.0°

3 CFD Validation

For the validation purpose, the experimental data are compared with the CFD results
of the baseline stage. A steady RANS simulation is carried out with two different
turbulencemodels, namely Shear Stress Turbulence (SST) andK-Epsilon (k−ε). The
total pressure coefficient (Ψ ) is plotted with the flow coefficient (ϕ) and depicted
in Fig. 4. SST model demonstrates better matching with the experimental data than
the k−ε model. At the design point, the maximum deviation in the prediction of the
SST model from experimental data is 1.3%. k−ε model largely under predict the
total pressure value at a higher mass flow rate. At a lower mass flow rate, a slight
over-prediction is observed for the k−ε model. At the design point, the deviation
between the k−ε model than the experimental value is 7.5%. Hence, further CFD
analysis is carried out with the SST turbulence model.

The paper compares the performance of the single rotor, tandem rotor, and hybrid
rotor. All three rotors are designed for equal pressure rise. The total pressure distribu-
tion along the blade span is kept the same for all three blades. Design specifications
of the single rotor given in Table 3. Works of the literature suggest a higher PP and
lower AO tandem configuration as an optimum design configuration. Kumar and

Fig. 4 Performance map of
baseline stage

Table 3 Design details of the
single rotor

Rotor Tip Mean Hub

DF 0.63 0.62 0.48

Camber 33.0° 48.0° 66.0°

Stagger 49.0° 33.0° 10.0°
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Table 4 Design specifications of the forward and aft blade of tandem

Rotor Forward blade Aft blade

Tip Mean Hub Tip Mean Hub

DF 0.44 0.46 0.44 0.52 0.49 0.31

Camber 16.5° 20.6° 30.9° 26.1° 35.3° 42.6°

Stagger 57.5° 46.4° 28.1° 45.1° 26.6° 0.6°

Pradeep [5] selected a tandem rotor, with 5% AO and 85% PP, for their CFD anal-
ysis. The same tandem rotor is taken as a reference for the design of a hybrid rotor.
The design details of the tandem forward and the aft rotor are listed in Table 4.

The single rotor blade serves as a baseline for CAD model of the hybrid rotor
blade. At mid-span, a nozzle type of slot is made till a mid-section of the blade.
While doing so, a single airfoil is split into two airfoils. A constant nozzle shape is
maintained till mid-section airfoil. To facilitate the smooth flow in this region, the
LE portion of AB has been slightly modified. From hub to mid-span, the blade has
two airfoils, while frommid-span to tip, the blade has a single airfoil. Figure 5 shows
two airfoils and the gap nozzle of the hybrid blade. Because of stagger angle, AO
changes from hub to tip but gap shape and length of the nozzle are constants till
mid-span. Table 5 contains design parameters used for the hybrid blade. The reader
should understand the difference between a tandem rotor blade and a hybrid rotor. In
the tandem rotor, both forward and aft rotor blade have designed separately but they
are arranged in a manner that a nozzle type shape is formed in between. The exit
angle of the FB serves as an inlet angle for the AB. On the contrary, the geometry
of the hybrid blade is obtained by making a nozzle type slot in a single rotor design.
Unlike the tandem rotor, the radius of the trailing edge of the forward airfoil and the
leading edge of the aft airfoil are not pre-defined.

In-build Design Modular and Mesh of ANSYS WORKBENCH used to prepare
unstructured mesh. A steady RANS (Reynolds-Averaged Navier–Stokes) equation
with the SST turbulence model is used for analysis, and the numerical investigation

Fig. 5 Nozzle gap of hybrid
blade

Table 5 Geometric
parameters of hybrid blade

Aspect ratio 1.5

Axial overlap at mid (%) 2.80

Axial overlap at hub (%) 4.37
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Fig. 6 Computational
domain of hybrid rotor

is done with the help of ANSYS CFX solver. Figure 6 shows the CFD domain used
for the numerical study. Inlet is at upstream of rotor LE by 1.5 times of airfoil chord,
and outlet is at downstream of rotor TE by a distance of 2.5 times of chord. Ambient
pressure at inlet and mass flow rate at the outlet are implemented as a boundary
condition of the domain. After grid independence study, 2.2 million, 1.8 million, and
2.1 million mesh elements were selected for performance analysis of single, tandem,
and hybrid blades, respectively, with considering wall y + and quality of the mesh.

4 Results and Discussion

CFD results were extracted and analyzed at the design point φ = 0.64, and off-
design/near stall condition, φ = 0.61. Contours of Mach number with streamlines
are extracted at the three different span locations (Z/H) (10, 50, and 90%) for the
single rotor, tandem rotor, and the hybrid rotor. Figures 7 and 8 shows the Mach
number contours of the single rotor under design and off-design condition. Near
the design point, the low velocity zone is visible near the trailing edge portion of
the single rotor. However, at a 50% span, streamlines indicate reverse flow near the
trailing edge of the rotor suction surface. At other span locations, flow is attached to
the blade surface and flow reversal is not seen. Under the off-design condition, the

Fig. 7 Mach contours of single rotor at φ = 0.64
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Fig. 8 Mach contours of single rotor at φ = 0.61

performance of the single rotor further deteriorates and a low velocity zone enlarges
further. On the contrary, the tandem rotor exhibits improved performance under
design and off-design conditions (Figs. 9 and 10). Nozzle gap plays an important
role in the performance of the tandem rotor. Momentum transfer through the gap
is less effective near to the hub region as compared to the tip region. The lower
momentum toward the hub region is mainly attributed to two factors. Firstly, the
tandem rotor is designed with a low hub to tip ratio, and less energy available toward
the lower span adversely affects the performance of the tandem rotor. Secondly,
the pressure difference in the vicinity of the gap nozzle acts as a driving force the
momentum transfer through the gap nozzle. As the pressure gradient is significantly
higher toward the tip region, improved performance of the tandem rotor is observed
under design and off-design condition. With less flow velocity and higher incidence,

Fig. 9 Mach contours of tandem rotor at φ = 0.64

Fig. 10 Mach contours of tandem rotor at φ = 0.61
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Fig. 11 Mach contours of hybrid rotor at φ = 0.64

Fig. 12 Mach contours of hybrid rotor at φ = 0.61

the effectiveness of the gap decreases under the off-design condition. At all spans,
due to effective and optimum nozzle effect, tandem shows a lesser low velocity zone
on SS of blade surface near to TE as compared to a single rotor (Figs. 11 and 12).
The flow separation, which was visible in the case of a single rotor, is effectively
mitigated with the help of higher momentum fluid. Mach number contours of the
hybrid rotor are shown by Figs. 11 and 12. Similar to the tandem rotor case, a nozzle
type shape forms in case of hybrid rotor at a lower span. The shape and size of
the nozzle of hybrid rotor is different from that of the tandem rotor. At 10% span
location, streamlines are attached to the AB surface under design and off-design
condition. Similar to earlier cases, low velocity zones are visible near the trailing
edge of the rotor blade. In the case of the hybrid rotor, aft section airfoil is too close
to the pressure surface of the forward airfoil, which alters the pressure distribution
pattern in that vicinity. At 50% span location, hybrid rotor shows a relatively enlarged
portion of low velocity fluid. At mid-span, a transformation from tandem airfoil to
a single airfoil takes place. Therefore, additional losses occur at the interface for
the hybrid rotor. At the off-design conditions, the low velocity region on the blade
surface has slightly moved further upstream and enlarged. The effect of TLV can be
seen at a 90% span location, where a large low velocity zone is visible in the blade
passage. In the case of a hybrid rotor, redesigning the nozzle gap for optimum AO
can enhance the momentum transfer.

The static pressure coefficient (Cp) at various spanwise locations of the blade is
shown in Figs. 13 and 14 for design and off-design condition, respectively. Blade
loading increases from the hub toward the tip, and it is as per the design of single
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Fig. 13 Pressure coefficient (Cp) distribution at design condition (I) 10% span (II) 50% span (III)
90% span

Fig. 14 Pressure coefficient (Cp) distribution at off-design condition (I) 10% span (II) 50% span
(III) 90% span

and tandem rotors. Blade loading is nearly the same for all the cases at 10% span
location. As the hybrid rotor is a modification of a single rotor, thus both hybrid
rotor and single rotor demonstrates approximately equal blade loading, except at
lower spans, where a small difference in Cp can be seen due to LE curvature of AB.
Quick acceleration over aft airfoil results in a drop in Cp on SS at ~0.62 X/C. In the
case of the tandem rotor, momentum transferred through gap nozzle increases the
acceleration over SS of AB, which is reflected as higher negative Cp and improved
blade loading. Accelerated flow over AB is due to the shape of AB and momentum
transfer from the gap nozzle. The effect of gap nozzle in the tandem case is seen
more clearly at 50 and 90% of the span.

As per the design, the tip section is designed for higher pressure rise. However,
with the help of the nozzle-gap effect, a continuous diffusion is achieved near the tip
section in the case of the tandem rotor. Clearly, the blade section is designed with a
higher diffusion factor, the tandem rotor demonstrates its superiority over the single
rotor. The position of AB increases the loading on the PS of FB. As TE of FB comes
under the stagnation portion of AB, it increases pressure over PS of FB. The single
rotor has a flatter distribution of Cp on SS, which shows less diffusivity of the blade.
As a design and off-design points are close enough, there is no much variation in
the nature of plots. Relatively, the tandem has higher diffusion at 50 and 90% span
up to TE of the rotor. Due to the nozzle gap, higher turning capability developed in
tandem, and hence, higher static pressure rise achieved.

A significant portion of losses occurs in the turbo-machinery are associated with
TLV. Hence, it is important to analyze the behavior of TLV of new designs. The
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formation and propagation of TLV inside the blade passage are shown with the help
of entropy contours, which are drawn at different chordwise planes. Figures 15, 16,
and 17 illustrate TLV of the single rotor (Fig. 15), tandem rotor (Fig. 16), and hybrid

Fig. 15 Entropy contours of single rotor a design, b off-design condition

Fig. 16 Entropy contours of tandem rotor a design, b off-design condition

Fig. 17 Entropy contours of hybrid rotor a design, b off-design condition
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rotor (Fig. 17) rotors, respectively, under design and off-design condition. Leakage
flow, due to pressure difference between PS and SS, interacts with the main flow and
form TLV. Strength of vortex increases as vortex moving toward the mid chord. This
vortex migrates toward the PS side of the adjacent blade. Near to TE, TLV stretches
and spreads across the passage. For a single rotor, the core of TLV is visible at 14%C.
In the case of tandem rotor, two separate TLV can be observed, each associated with
FB and AB. The strength of AB TLV is substantially lower than the strength of FB
TLV. In tandem, the second TLV starts from AB and interacts with the wakes of
FB as well as with the TLV of FB. TLV1 and TLV2 have a different orientation. It
appears that TLV2 is more aligned in an axial direction than TLV1. The intensity of
TLV1 and TLV2 is lower than the TLV of the single rotor. In the case of the tandem
rotor, blade loading is split; hence, two relatively smaller vortices can be seen.

Interestingly, the strength of TLV of the hybrid blade is lower than the strength of
single rotor TLV. The entropy region of TLV increases under the off-design condition
for all cases except TLV2, which shows a decrement due to reduced tip loading. Stall
initiates in the tip region in all rotor cases is due to theTLVeffect.Under the off-design
condition, entropy generation is highest for the single rotor. In the case of a single
rotor and hybrid rotor, scrapping vortex of intensity is visible. The boundary layer of
casing rolled up because of the rotating tip and forms scraping vortex which creates
high entropy region near to blade SS. For the hybrid rotor, another noticeable entropy
zone is visible at or around mid-span blade. However, its strength is substantially
lower than the TLV. Further, the strength of TLV and scraping vortex is more at
off-design compared to the design point due to higher loading at the tip.

Figures 18, 19, and 20 show contours of Mach number at 98% span of the single
rotor, tandem, and hybrid rotor at design and off-design conditions. Low Mach
number region indicates blockage created due to TLV. The blockage for the single
rotor is considerably higher than the blockage created in other cases. At 98% span,
60% of the blade passage is covered with low velocity fluid. As the strength of TLV
increases under off-design condition, blockages region enlarges further and 90% of
the blade passage is blocked due to TLV. In the tandem configuration, blockage due
to TLV1 and TLV2 merge and form a larger blockage region. It is noteworthy that

Fig. 18 Mach number contour at 98% span location of single rotor at a design, b off-design point
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Fig. 19 Mach number contour at 98% span location of tandem rotor at a design, b off-design point

Fig. 20 Mach number contour at 98% span location of part-span tandem rotor at a design, b
off-design point

the flow through gap nozzle reduces the blockage region in the case of the tandem
rotor. Scrapping vortex also acts as a source of blockage for the single and hybrid
rotor; however, its effect is confined near the trailing edge only.

Static pressure variation from inlet to an outlet under design and off-design condi-
tion is plotted in Fig. 21. At LE of the blade due to curvature of the blade, flow
accelerates so there is a drop in static pressure at nearly 0.31 streamwise location.
Along the blade surface of the rotor, there is a smooth increase in pressure. At 0.34
locations, there is small crust in the tandem case because of LE of AB. There is no
large drop in static pressure at LE of AB because of the overlapping region. Under
both design and off-design conditions, the tandem rotor shows a higher static pres-
sure rise than the single rotor and hybrid rotor case. The static pressure rise increases
at a lower mass flow rate. It is true for all cases. As mass flow rate decreases, blade
loading increases due to the higher incidence. The hybrid tandem blade does not
show any crust like a tandem rotor. The static pressure rise for hybrid rotor is higher
than the single rotor.

Figure 22 shows the surface streamlines over SS of the blades under design condi-
tion. Near the hub region, 60% of the blade surface is occupied by radial lines for
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Fig. 21 Comparison of
static pressure variation
between tandem and hybrid
blade

Fig. 22 Skin friction lines at design point over SS a single rotor, b tandem, c hybrid rotor

the single rotor case. At a higher span, flow on SS of single rotor adheres up to 75%
of the chord; thereafter, strong radial flow is visible. There are no major changes
in surface streamlines at off-design condition (Fig. 23) as these two conditions are
close to each other and stall start downstream of the rotor causes no major effect on
surface streamlines. In the tandem rotor case, FB’s SS is free from any flow reversal.
However, small flow separation is visible near the trailing edge portion of AB’s SS
under design and off-design condition. In case of hybrid rotor, surface streamlines
over AB’s SS can be interpreted in two distinct regions. The behavior of the surface
streamlines up to 50% span can be closely related to the tandem rotor case. Near the
mid-span, surface streamlines indicate a formation of strong separation vortex in the
case of a hybrid rotor. As explained in the earlier section, near the mid-section, the
transformation from two airfoils to single airfoil takes place. At this critical junc-
tion, due to the additional boundary layer and inadequate momentum flow, the flow
separates from the blade surface at 0.7 chord.

The strength of this vortex increases under the off-design condition.
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Fig. 23 Skin friction lines at off-design point over SS a single rotor, b tandem, c hybrid

Figure 24 shows the spanwise variation of the total pressure loss coefficient (ω).
Due to strong TLV, all cases show higher losses in the tip region (Fig. 24). Moving
toward the off-design condition from a design point, losses occur due to TLV further
increase. As expected from the earlier discussion, the single rotor experiences a
higher loss due to TLV than the tandem rotor and hybrid rotor. After 85% blade
span, there is a sharp jump in the loss coefficient for the single rotor. It is important
to note that despite having two separate TLV, losses occur due to TLV is much lower
in the case of tandem rotor than other cases. It appears that the momentum through
gap nozzle promotes the better mixing of TLV with the main flow and subsequently
a lower tip leakage loss. The losses of the hybrid blade are higher than the tandem
rotor but lower than the single rotor. At a 5% blade span, the tandem rotor and hybrid
rotor see a small jump in loss coefficient presumably due to hub corner separation.

Fig. 24 Total pressure loss
coefficient across rotor blade
along span
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Fig. 25 Stagnation pressure
rise coefficient versus flow
coefficient

Fig. 26 Isentropic efficiency
versus flow coefficient

From a 10% span to an 85% blade span, the loss coefficient is fairly constant and
approximately equal for all cases.

Figures 25 and 26 show the performance characteristics of a single rotor, tandem,
and hybrid blades. The total pressure rise increases gradually from a higher mass
flow rate toward a lower mass flow rate. Near the stall point, the stagnation pressure
coefficient drops for the tandem rotor, whereas for other cases experience an abrupt
stall. The tandem rotor shows a higher pressure rise as compared to other two cases
for the entire range of operation. Under design condition, the tandem rotor has a
5.1% higher total pressure rise than hybrid and a 6.5% higher pressure rise than the
single rotor case. This trend is fairly maintained for the entire range of operation.
The stall margin for the hybrid rotor is 8.3% while the stall margin for a single rotor
and tandem rotor is 4% and 7.5%, respectively. At higher mass, flow rate tandem
and single rotors have higher efficiency than hybrid configuration. However, near
the stall point, tandem shows a large drop in efficiency. The tandem rotor is able to
achieve a higher pressure rise without having any efficiency penalty.
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5 Conclusions

The paper discusses the CFD analysis of the single rotor, tandem rotor, and part-
span tandem (hybrid) rotor blade. A parallel comparison has been drawn to highlight
the benefit and drawbacks of each case. Various parameters like TLV, static pres-
sure variation, Mach number contours, streamlines, and losses have been studied to
understand the flow physics with proper reasoning. The error range of the predictions
made in the study is in an acceptable range and supported by proper validation and
strong theory. The conclusions drawn from the results of low speed analysis are as
follows:

• The tandem rotor demonstrates a higher pressure rise as compared to other both
cases for the entire range of operation. Under design condition, the tandem rotor
has a 5.1% higher total pressure rise than hybrid rotor and a 6.5% higher pressure
rise than the single rotor case.

• The stall margin for the hybrid rotor is 8.3% while the stall margin for a single
rotor and tandem rotor is 4% and 7.5%, respectively.

• The losses associated with TLV are substantially higher for the single rotor case.
The entropy region increases under the off-design condition.

• Despite having two separate TLV, losses occur due to TLV is much lower in case
of the tandem rotor than other cases

• In the tandem rotor, the gap nozzle imparts energy to flow on SS of AB. However,
near to the hub, the gap nozzle is not working efficiently due to the lowmomentum
of flow and boundary layer effect. The effectiveness of the gap nozzle increases
toward the higher span.

• In the case of the hybrid rotor, the nozzle gap is less efficient at the interface zone
as compared to the lower spans nozzle gap.

• Blade loading increases from hub to tip. The tandem rotor demonstrates a higher
diffusion capability than the other rotors, particularly at a higher span.
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Abstract The present computational study focusses on the flow physics analysis
of an aero-derivative inter-compressor duct with struts along with the low-pressure
(LP) compressor for a generic small turbofan engine. The transition duct connects the
transonic fan to LP compressor. For numerical analysis, four inflows under consid-
eration are Inflow-A (uniform inflow), Inflow-B (fan exit condition with uniform
flow at fan inlet), Inflow-C (fan exit condition with radial hub distortion at fan inlet)
and Inflow-D (fan exit condition with circumferential distortion at fan inlet). A pair
of streamwise counter-rotating pair of vortices forms at the duct-struts-hub corner
region for Inflow-A. But, for all other inflows, the vortex formation is deflected on the
leeward side of the strut owing to the tangential component generated by the upstream
stage. Besides, the exit conditions of the duct are imposed on the LP compressor to
estimate its performance and the phenomena that lead to stall. For each inflow, the
flow separation at the tip side of the stator leads to compressor stall. In general, the
paper briefly elucidates how different inflows ingested by the transonic fan affect the
duct and subsequently the LP compressor in a gas-turbine engine.
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Nomenclature

A Cross-sectional area (m2)
Cp Static pressure rise coefficient (–)
Cax Strut axial chord length (m)
hin Duct inlet height (m)
L Length of the duct (m)
LE Leading edge
Mrel Relative Mach number (–)
P Static pressure (Pa)
P0 Total pressure (Pa)
R Radius (m)
RANS Reynolds averaged Navier Stokes
TE Trailing edge
U tip Rotor peripheral speed at tip (m/s)
Vz Axial velocity (m/s)
Ys Total pressure loss coefficient (–)
� Loading coefficient (–)
φ Flow coefficient (–)

Duct and Compressor Stations

T I Duct inlet plane
TE Duct exit plane
RLE Rotor LE plane
RTE Rotor TE plane
SLE Stator LE plane
STE Stator TE plane

1 Introduction

The current era of gas-turbine technology aims in developing and implementing
turbofan engines for commercial aircraft, with a focus on the improvement in effi-
ciency, the reduction in the fuel burnt, and the emission the engine emits. In view
of the radii difference that exists between the transonic fan and core compressor, the
inter-compressor duct which connects them takes the form of an S-shape since the
flow at the fan outlet which is axial has to undergo a radius change and subsequently
has to be directed to the core compressor which has an axial inlet.

Despite having a simple shape, the aerodynamic perspective of the duct is entirely
complex on account of the pressure gradient it generates at the two bends as described
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in the findings of Duenas et al. [2]. At the first bend, the casing endwall faces a strong
adverse pressure gradient followed by a favourable pressure gradient and then an
adverse pressure gradient. The converse trend is observed for the hub endwall.

Often non-turning struts are employed in an inter-compressor duct to provide
structural stability and to allow coolant oils to pass. The strut-hub corner region is
of the utmost importance when designing a compressor transition duct. Under the
combined action of both streamwise and radial pressure gradient, a pair of streamwise
counter-rotating vortices form at the strut-hub corner region which has a significant
impact on the drop in total pressure as observed by Karakasis et al. [5]. Moreover,
this reduced total pressure flow when ingested by the core compressor has a negative
impact on their performance in terms of pressure rise and efficiency. A two-decade
back study by Sonoda et al. [9, 10] carried out both experimental and numerical
investigation on the influence of downstream passage on the development of flow in
an inter-compressor duct. After that, the authors further investigated the impact of
boundary layer thickness on the duct flow field. They observed that a curved passage
resulted in a significant drop in total pressure compared to a straight passage, with
the drop being amplified in the case of a thickened boundary layer.

Further, such regions of enhanced total pressure loss act as inlet distortion to
the downstream core compressor components and affect their performance. Bandy-
opadhyay and Ahmed [1] investigated the effects of curvatures on boundary layer
stability experimentally. Their study led to the conclusion that a concave surface
destabilizes the boundary layer; whereas, a convex surface stabilizes the boundary
layer. In the case of an inter-compressor duct, the concave surface is at the first bend
of the casing layer and the second bend of the hub layer. A recent work by Verma
et al. [13] carried out an extensive study on the performance of an inter-compressor
duct under the influence of different inflows, namely uniform, radial tip distortion
and radial hub distortion for a low-bypass ratio turbofan engine. They observed that
in the presence of distortion, the fan as well as the inter-compressor duct are signifi-
cantly affected, with the duct being drastically affected in the presence of radial hub
distortion. A similar finding is identified from the work of Walker et al. [14]. Hence,
the primary aim of an inter-compressor duct is to transit the flow from one component
to other with the minimum drop in total pressure. The duct under consideration for
the present study consists of two thick and two thin non-turning struts followed by a
low-pressure core compressor geometry which operates in the transonic regime.

In general, the paper addresses the following questions:

1. How does the inter-compressor duct behave under the influence of uniform and
upstream stage representative condition?

2. What is the response of an LP compressor to different inflow generated by the
duct and the phenomena that lead to the onset of stall?
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2 Geometric Description

The geometry under consideration consists of an inter-compressor duct and an LP
compressor borrowed from an existing industry relevant small turbofan engine. The
compressor transition duct includes two thick struts and two thin struts with a t/c ratio
of 0.234 and 0.0516, respectively. Other non-dimensional geometrical value of the
duct is�R/L = 0.563, hin/L = 0.265, Rin/L = 1.294 and Aout/Ain = 0.319. Moreover,
the LP compressor consists of 21 blades for the rotor domain and 24 blades for the
stator domain and operates in the transonic regime with a design loading coefficient
(ψ) of 1.27 and flow coefficient (φ) of 1.08. Therefore, owing to the periodicity,
to carry out the numerical investigation, a 180° passage is taken for the duct-struts
domain, and a single passage for the LP compressor domain comprising one rotor
blade and one stator blade.

2.1 Solver Description and Grid Details

The simulations for the current study are carried out using the commercial CFD code
NUMECA FINE/Turbo v12.1[7, 8]. For the entire work, steady RANS simulations
are employed which make use of the mixing plane approach at the interface of the
rotor–stator domainwhereby, the flow parameters are averaged in the circumferential
direction and are passed to the successive domain. A drawback of this method is
that the pitchwise non-uniformities are mixed out. Further, the turbulence closure is
achieved using the two-equation k–ω SST turbulence model. This model is used on
account of its ability to capture flow at regions of adverse pressure gradient and from
validation. The solver EURANUS is based on a cell centred-finite volume approach.
Second-order central differencing scheme is used to discretize the spatial flux, and
the temporal flux is discretized using the fourth-order Range-Kutta method. To speed
up the convergence, multi-grid approach is utilized with 800 number of iterations
specified for the coarse and medium grid, so that the fluctuations in the residuals are
nullified. Consecutively, for the fine grid, the simulations are run for a more number
of iterations until a converged solution is obtained. Besides, the numerical stall is
determined to be the case beyond which a converged solution is no longer possible.

The hybrid O4H topology is used to mesh the duct as well as the LP compressor
which employs a combination ofH-topology on the upstream, downstream and pitch-
wise passage direction and an O-topology around the blade boundary. Following the
grid independence study, the inter-compressor duct consists of 133× 195× 97 grid
points in the streamwise, pitchwise and radial direction. Moreover, 37 grid points
are placed around the strut boundary to capture the strut-hub corner separation accu-
rately. On the other hand, the rotor of the LP compressor consists of 85 × 75 × 57
grid points in the streamwise, pitchwise and radial direction with 17 grid points in
the rotor tip clearance. The stator of the LP compressor consists of 81 × 75 × 49
grid points in the streamwise, pitchwise and streamwise direction. Care is taken to
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ensure that the y+ along the endwalls is below 1. Further details of the software can
be found in the Numeca FINE/Turbo user manual and theoretical manual (2016).

2.2 Solver Validation

The solver EURANUS of Numeca FINE/Turbo is validated with the standard test
case of Rotor-67, a transonic fan rotor. The low-aspect-ratio rotor delivers a pressure
ratio of 1.63 at a correctedmassflowof 33.25kg/s. Further, the rotor rotates at a design
speed of 16,043 rpm yielding a relative Mach number of 1.38 at the tip. The rotor
consists of 22 bladeswith a hub to tip ratio of 0.43. For the present validation, only the
rotor of the stage-67 is taken, and the data for validation is obtained from the technical
report published by NASA authored by Strazisar et al. [11]. The radial profiles of the
total pressure ratio and total temperature ratio at peak efficiency point are compared
with the experimental result. From the plots, both SA (Spalart Allmaras) and SST
(Shear Stress Transport) turbulence model match well with the experimental results
with a variation of less than 5%. Moreover, the SST turbulence model is taken for
further analysis on account of the ability of the turbulence model to capture flows in
regions of an adverse pressure gradient.

2.3 Method of Data Imposition

2.3.1 Method of Data Imposition for Duct-Struts Domain

For Inflow-A, a uniformflowvalue of total pressure, total temperature and normalized
axial velocity vector perpendicular to the inlet domain are specified at domain inlet
marked in Fig. 1. The domain inlet is the extended portion of the duct (1.25 times the
strut Cax) to allow the flow to develop which is a common practice followed in CFD
and is described in detail by Vahdati et al. [12]. On the other hand, all other inflows
are specified at location T I. In the case of Inflow-B and Inflow-C, 1D mass averaged

Fig. 1 Schematic representation of a duct meridional section and b LP compressor meridional
section with the stations labelled
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Fig. 2 Radial profiles validation of Rotor67 at peak efficiency point. a Total pressure ratio and b
total temperature ratio

profiles of total pressure, total temperature and normalized velocity vectors having
spanwise non-uniformity are extracted from the exit of the upstream stage. Further,
the extracted quantities are imposed at the duct inlet (location T I). A slight difference
exists in the case of Inflow-D, whereby surface data having flow non-uniformity in
both spanwise and pitchwise direction is used, and the method of imposition is same
as in the case of Inflow-B and Inflow-C. For this case, a 360° duct-struts domain is
used with twice the grid count (Fig. 2).

2.3.2 Method of Data Imposition for LP Compressor Domain

In the case of LP compressor, 1D mass averaged profiles of total pressure, total
temperature and normalized velocity vectors having spanwise non-uniformity are
extracted at location TE of the inter-compressor duct and are imposed at the inlet
of the LP compressor. For the case of Inflow-D, surface data is not used due to the
requirement of high grid count for the LP compressor as the full 360° annulus is
to be used for steady RANS simulation to generate the performance map. Hence to
overcome this, 1D mass averaged radial profiles are used.

3 Results and Discussions

Two primary quantities to describe the performance are static pressure rise coefficient
(Cp) and total pressure loss coefficient (Y s) and are mathematically expressed as:

Cp = PTI − PTE
P0,TI − PTI

(1)
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Ys = P0,TI − P0,TE
P0,TI − PTI

(2)

3.1 Inter-compressor Duct Response Under Uniform Flow
and Upstream Stage Representative Condition

The flow physics happening in the duct-struts case with uniform flow condition is
briefly elucidated. Along with the duct domain, four total pressure isolines sections
are shown in Fig. 3 with the respective location of each sectionmentioned. At themid
chord of the strut near the hub, a pair of counter-rotating vortices starts to develop
(two vortices are formed on account of angular momentum conservation) under the
combined action of the streamwise and radial pressure gradient. Strut mid chord is
located at the second bend of the S-duct where adverse pressure gradient acts along
with the hub. Further downstream, at the trailing edge of the struts, the vortices near
completion and the complete counter-rotating vortices can be observed at the duct
exit section. The core of a vortex is a low-pressure region.

Moreover, vortex moves from a region of low pressure to high pressure and pump
boundary layer fluid into the free stream, thus raising the mixing loss. Also, as the
vortices migrate downstream, their intensity decreases which are evident from the
last two cut sections. Furthermore, after the second bend, adverse pressure gradient
acts along the casing end wall and results in the growth of the casing boundary layer.

Fig. 3 Normalized total pressure isolines along duct streamwise direction with the location of the
sectional plane taken from struts TE to the exit of extended portion for Inflow-A representing the
formation of counter-rotating pair of vortices and their radial migration
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Since, due to the effect of the radial pressure gradient (acting from the casing endwall
to hub end wall), the fluid streamlines attached to the casing layer tend to separate.
But the casing boundary layer separation is suppressed due to the radial migration
of contra-rotating streamwise vortices. A similar observation is found in work by
Karakasis et al. [5]. For rest of the inflows, the hub corner vortex is deflected on
the leeward side of the strut given the role played by the tangential component of
velocity generated by the upstream stage and the flow-field development is the same.

Total pressure loss coefficient at location TE depicted in Fig. 4 for Inflow-A,
and Inflow-C clearly shows the difference in the predicted loss for the two inflows.
Inflow-C is predicted to deliver a higher loss compared to Inflow-A. Moreover, the
vortex formation is not symmetric for Inflow-C and is deflected on the leeward side
of the strut owing to the tangential component generated by the upstream fan. On the
other hand, the vortex formation for Inflow-A is symmetric. As stated earlier, Inflow-
A is with uniform flow at duct inlet, and Inflow-C is with radial hub distortion at
transonic fan inlet. Distortion in any form is undesirable to the gas-turbine engine,
and it significantly affects the performance of the inter-compressor duct on account
of the shed blade wakes and thick boundary layer pooling into the duct, which is per
the findings of Sonoda et al. [9, 10] Hu et al. [4] and Verma et al. [13]. Moreover,
the structure of the secondary flow vortices depends on the intensity of the upstream
wakes, as observed by Norris and Dominy [6]. In the case of Inflow-A, a pair of
streamwise counter-rotating pair of vortices develop on both the thick and thin struts,
respectively. In contrast for all other inflows, the vortex formation is deflected on the
leeward side of the struts. Notably, for all other inflows, the vortex formation is more
pronounced for the thin strut, which is because of the inability of the strut to guide
the flow incident on the LE at an angle.

Figure 5 depicts the variation in static pressure along the duct endwalls. Along the
hub end wall at the first bend, the flow experiences a favourable pressure gradient,
and as a result, the magnitude of Cp becomes negative and drops to a minimum
value of −0.325. After that, the Cp is observed to increase and reaches a maximum
of 0.344 due to the presence of long adverse pressure gradient after the first bend.

Fig. 4 Total pressure loss coefficient contour for a Inflow-A and b Inflow-C at location TE. Symbol
‘x’ represents the vortex formation on the thick struts, and symbol ‘o’ represents the vortex formation
on the thin struts
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Fig. 5 Static pressure distribution along duct end walls

Further, the Cp decreases along the aft part of the duct and reaches a stable value.
The reverse trend is observed in the case of the casing end wall where the value of
Cp peak at 0.318. Thereafter, under the role of long favourable pressure gradient, Cp

is observed to decrease to a minimum value of −0.875 and later reaches a constant
value.

In the case of compressor-transition duct, the concave surface is at the first bend
of casing endwall and second bend of hub endwall. Furthermore, from the Cp distri-
bution along endwalls, a positive value of Cp denotes adverse pressure gradient;
whereas, a negative value of Cp denotes favourable pressure gradient. Notably, at
the aft portion of the duct, the Cp of both hub and casing endwall coincide which
elucidates that static pressure distribution is constant along a straight channel and a
drop in Cp denotes that flow is expanding at the aft portion of the duct to conserve
the mass flow. Gao et al. [3] made a similar conclusion from their work.

Mass averaged radial profiles of total pressure loss coefficient at the exit of the
inter-compressor duct (Fig. 6) depict a tremendous increase for Inflow-C. Inflow-C is
the case with radial hub distortion at the upstream stage inlet. A flow with distortion
reduces the momentum and consecutively thickens the boundary layer. The same
happens here as well for Inflow-C, the thicker boundary layer flow along with the
wakes shed by upstream stage further undergoes a reduction in momentum owing to
the diffusion process at the struts-hub corner region. This momentum reduction leads
to more pronounced vortex formation, which causes a drastic drop in total pressure,
and hence an increase in the total pressure loss coefficient.

On the other hand, for Inflow-D, the effects of distortion are present on the tip
region of the upstream stage, and hence, the penalty of distortion is taken by the
bypass duct. Because of this, the loss profile for Inflow-D falls between Inflow-B
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Fig. 6 Total pressure loss coefficient variation for different inflows (sectional plane taken at location
TE)

Table 1 Mass averaged total
pressure loss coefficient for
different inflows

Inflow-type Y s

Inflow-A 0.0351

Inflow-B 0.0356

Inflow-C 0.0436

Inflow-D 0.0512

and Inflow-C.Notably, the total pressure loss coefficient is theminimum for Inflow-A
due to the uniformity in the flow imposed at the inflow boundary of the duct.

Table 1 represents the mass averaged Y s calculated at the exit of the inter-
compressor duct. Here Inflow-D corresponds to a higher value of Y s, which contra-
dicts with the explanation stated above. The point to be noted here is that, for Inflow-
D, surface data having flow non-uniformity both in the spanwise and pitchwise
direction is imposed. On the other hand, for Inflow-B and Inflow-C, 1D mass aver-
aged radial profiles are imposed. Through using 1D mass averaged profiles, the
losses are under-predicted as described by Karakasis et al. [5]. Despite the disad-
vantage the profiles offer, it can be used in a single passage domain, thereby saving
the computational time. However, for surface data imposition a full passage is to
be employed, which increases the grid requirement and the computational cost per
simulation. Further, how different inflows affect the downstream LP compressor is
briefly explained in the following subsection.
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Fig. 7 Performance map of the LP compressor

3.2 Response of LP Compressor Under the Influence
of Inter-compressor Duct

The two parameters of interest describing the LP compressor are loading coefficient
(ψ) and flow coefficient (φ) and are mathematically represented as:

ψ = P0,RLE − P0,RTE
ρU 2

tip

(3)

φ = Vz

Utip
(4)

Figure 7 represents the performance map of the LP compressor. A significant
drop in the performance of the LP compressor is observed under Inflow-C in terms
of acquired pressure rise, isentropic efficiency and inducted mass flow. From the
performance map, it is evident how a momentum deficit flow is deleterious to the
compressor performance. The root flow from the transonic fan in a turbofan engine
is of utmost importance as the presence of distortion can downgrade the performance
of core compressor components as observed by Walker et al. [14]. The response of
compressor under different inflows is explained in detail and the nature of imposed
total pressure profile is represented in Fig. 8.
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Fig. 8 Normalized total pressure radial profile imposed at the inlet of the LP compressor for
different inflows

3.2.1 Inflow-A

Choke and peak efficiency point: The flow at 5% span is accompanied by the forma-
tion of wakes for both the rotor and stator domain. At the stator domain on account
of the shock impinging the stator blades, the momentum of the flow after the shock
is immediately reduced. This reduction in the flow momentum along with the diffu-
sion process leads to pronounced wake formation. The wake formation at the TE of
the rotor and stator blades continues to higher span, and at higher span due to the
sudden increase in flow angle, a region of flow reversal is encountered by the stator.
However, the separation is not as significant as observed in the near stall point. On
the other hand, at peak efficiency, the flow field is similar to Inflow-B.

Near stall point: For Inflow-A, the input total pressure profile to the LP compressor
is smooth on account of the uniformflowat the duct inlet.At 10%span, at the diffusive
part of the rotor and stator blades, the flow is incapable of overcoming the streamwise
pressure gradient. As a result, a small separation bubble formation takes place at TE
of rotor and stator domain. But as the flow advances towards higher span, there is an
increase in the low-momentum region, but the flow is completely attached. Notably,
at 55% span, a small separation region starts to form at the diffusive part of the stator
blade due to the streamwise pressure gradient. With the advancement of flow to a
higher span, the flow impinges the blade at a high angle of incidence, and thus, the
entire flow separates along the stator chord.
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3.2.2 Inflow-B

Choke and peak efficiency point: The presence of strong shock causes a considerable
reduction in the momentum of flow for both the rotor and stator domain, as seen in
Fig. 13. This reduction in the momentum of the flow due to the presence of shock is
the key reason for the wake generation process in addition to the streamwise pressure
gradient. At 95% span, the wake formation on the rotor domain dwindles followed
by a trailing edge separation on the stator blades. An important point to follow is that
in the choke regime at every span location, there is shock-induced separation on the
suction surface of the stator blade. But the flow is completely attached in the rotor
domain despite the presence of shock.

On the other hand, at the peak efficiency point, the flow is similar to the choke
condition. Besides the absence of shock in the stator domain is amassive benefit to the
pressure rise and improvement in the efficiency of the stator domain. There is wake
formation on both the rotor and stator blades but is not as significant when compared
to the choke operating point. Figure 10 depicts the normalized axial velocity contour
at station STE. It is evident from the figure that the flow is completely attached
at the peak efficiency point, and at this operating point, the flow angle incident on
the rotor blade is nearly constant (figure not shown). But, as the flow approaches the
stator domain, we see a considerable change in the flow angle. Due to this substantial
change of flow angle, the flow in the suction surface of the stator blades is prone to
a region of flow reversal. At peak efficiency point, the LP compressor is prone to
stator suction surface separation (Fig. 9) under Inflow-A and Inflow-B, and the key
culprit is the increase in absolute flow angle, shown in Fig. 12.

Near stall point: The scenario is entirely different for the near stall operating point.
Even for this operating point, the flow angle incident on the rotor blade almost follows

Fig. 9 Blade to blade relative Mach number contour at 95% span depicting the separation region
along the suction surface of the stator blades at peak efficiency point for Inflow-B
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Fig. 10 Normalized axial velocity contour at section STE for a peak efficiency point and b near
stall operating point (comparison made for Inflow-B)

Fig. 11 Normalized axial velocity contour at 95% span for a peak efficiency point and b near stall
point representing the separated velocity vectors along the stator suction surface (the comparison
is made for Inflow-C)

a constant trend with a minor deviation observed near the hub (figure not shown).
Although, under this uniformity of flow angle, at the exit of the rotor, the flow angle
changes considerably (Fig. 12). Since at near stall regime, the streamwise pressure
gradient is significant and in addition, due to the diffusion process the flowundergoes,
a more pronounced wake formation occurs on both the rotor and stator blades. As
observed for Inflow-A, a region of flow reversal starts to develop at 55% span owing
to the significant adverse pressure gradient acting in the streamwise direction. This
region of flow reversal is followed by flow at a high incidence towards higher span.
At high-flow incidence, the stator blades are unable to guide the flow properly, and
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Fig. 12 Absolute flow angle variation at location SLE at a peak efficiency point and b near stall
point

Fig. 13 Blade to blade relative Mach number contour at 5% span depicting the wake formation
on the suction surface of both the rotor and stator blades at choke operating point (observed for all
inflows)

due to the lack of guidance, the flow eventually separates along the entire stator
suction surface region. Figure 10 shows the normalized axial velocity contour at
peak efficiency point and the near stall point showing the region of flow reversal at
near stall point. The region of flow reversal is significant, and it covers the entire stator
tip region. Further, the maximum gain in total pressure is for Inflow-B as depicted
in Fig. 15.

3.2.3 Inflow-C

Choke and peak efficiency point: The choke and peak efficiency point is accompanied
by the formation of low-momentum region on the aft portion of the rotor suction
surface owing to the process of diffusion at 5%. Following that, due to the formation
of shock on the stator domain at the choke point, there is a considerable build-up of a
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Fig. 14 Normalized axial velocity contour at section STE for a Inflow-A, b Inflow-B, c Inflow-C
and d Inflow-D representing the secondary flow region at the tip region of the stator. The comparison
is made at near stall operating point

low-momentum region. But the presence of shock is absent for the stator domain at
peak efficiency point. Moreover, at 50% span for choke regime, there is a separation
bubble formation on the suction surface of the rotor blade and extends up to the tip.
Further, a low-momentum region develops on the pressure surface of the stator blade.
On the other hand, the low-momentum region is absent in the case of peak efficiency
point as the flow advances to a higher span.

Near stall point: Same as in the case of choke and peak efficiency point, there is a
low-momentum region development on the suction surface of the rotor blade at 5%.
This low-momentum region increases in size as the flow progresses towards higher
span. Eventually, it leads to the formation of a recirculation region along the rotor
blade suction surface, and a fully evident separation bubble is observed on the aft
portion of the rotor suction surface at 50% span. Despite having separated flow on the
rotor blades, up to 50% span the flow along the stator blades is completely attached.
After 50% span, the separation region along the rotor blades starts to dwindle, but at
the same time, along the aft portion of the stator blade, an area of separation begins
to form around 70% span. The reason for separation is attributed to the considerable
streamwise pressure at the near stall point. This flow separation is followed by high
flow incidence from 80% span. At the tip, due to the combined contribution of high
flow incidence and streamwise pressure gradient, the flow along the stator suction
surface is completely separated, as shown in Fig. 11. Moreover, from Fig. 14, it
is evident that the region of extension of separated flow is minimum for Inflow-C
compared to all other inflows (Fig. 13).

3.2.4 Inflow-D

Choke and peak efficiency point: Under influence of Inflow-D, the flow field is the
same as other inflows with the presence of shock reducing the momentum of the
flow, and thereby, leading to more pronounced wake formation. The flow field at
peak efficiency point is similar to the choke operating point with the absence of
shock benefitting the pressure rise across the stator domain.
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Fig. 15 Mass averaged radial profiles of normalized total pressure taken at location STE at near
stall operating point

Near stall point: The near stall point operation of theLP compressor under Inflow-D is
similar to other inflows. But as seen in Fig. 14, the separation region starts to develop
at 55% span same as in the case of Inflow-A and Inflow-B with the circumferential
extent being on the higher side compared to Inflow-A and Inflow-B.

In general, the flow field exhibited by the compressor for Inflow-A, Inflow-B
and Inflow-D shows a similar trend. But a difference in flow field is observed for
Inflow-C. As noted from the performance map, the presence of distortion reduces the
performance of the compressor stage deliberately and in turn, affects the gas-turbine
engine as a whole. Besides, if the distortion is present at the tip region of the fan,
then the penalty of distortion is encountered by the by-pass duct. The compressor and
duct perform significantly better in the tip distortion case compared to hub distortion.
The highest performance exhibited by the compressor is for Inflow-B and the worst
performance under the influence of Inflow-C.

Thus, to conclude, the presence of uniformity in the flow is beneficial to the core
compressor components. In contrast, the presence of distortion in the root flow of
the fan is deleterious and Fig. 15, representing the normalized total pressure radial
profiles validates the above statements (Fig. 16).

4 Conclusions

The effects of clean and distorted inflows on the flow field of an inter-compressor
duct followed by an LP compressor are investigated numerically. Present work
summarizes the following conclusions:
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Fig. 16 Mach number contours and velocity vectors at 95% span representing the stagnation
streamlines in red colour for a choke point, b peak efficiency point and c near stall operating
point

• In the absence of swirl, a pair of streamwise counter-rotating pair of vortices
develop on the strut-hub corner region. The pair of vortices migrate radially
upwards and thickens the casing boundary layer and further, preventing the
boundary layer from separating.
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• Under upstream stage influence, the vortices are deflected on the leeward side of
the strut on account of swirl. Moreover, the structure of vortices depends on the
intensity of wakes emanating from the upstream stage.

• Inflow-C deteriorates the duct performance causing an increase in total pressure
drop and a decrease in static pressure recovery.

• Despite the presence of distortion, the duct performs considerably better in the
case of Inflow-D compared with Inflow-C, since the penalty of distortion is taken
the bypass duct.

• For the LP compressor as well, Inflow-C deleteriously affects the compressor
performance in terms of pressure rise and efficiency since the distortion from the
duct is convected to the compressor stage.

• The compressor operates tremendously better for Inflow-B. On the other hand,
the highest efficiency achieved by the compressor is in for the case of Inflow-A
owing to the uniformity in the flow.

• The onset of stall is accompanied by the formation of large flow separation on the
suction surface of the stator blade at the tip owing to the combined action of high
flow incidence and streamwise adverse pressure gradient for each inflow.

• In general, the presence of distortion on the fan root flow harms the performance
of core compressor components compared to distortion present at the tip section
of the fan.
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Effects of Radial Distortion
on Low-Speed Tandem Stage Axial
Compressor

Hitesh T. Chhugani, Amit Kumar, and A. M. Pradeep

Abstract Aero-engine compressor designers have a challenging task of developing
compressors that have a higher-pressure ratio and better efficiency with a lower
number of stages. Such designs would require blades with high diffusion factor and
hence the inherent risk of flow separation. Tandem blade is an interesting concept,
which possibly addresses this problem. In tandem blading, the forward blade and
the aft blades are arranged in such a manner that a converging nozzle flow path is
created between the two blades. The flow accelerates through this nozzle, energizes
the suction surface flow, and thereby prevents the early onset of flow separation. This
paper presents the steady computational analysis of a tandem rotor stage and baseline
stage in low-speed axial flow compressor at design and off-design condition using
ANSYS CFX. The study is further extended to analyze the effect of radial distortion
on the performance of tandem rotor and the single rotor.

Nomenclature

AA Aft airfoil
AB Aft blade
AO Axial overlap
Ca Axial velocity
CFA Chord of the forward airfoil
CFB Chord of the forward blade
DR Degree of reaction
DF Diffusion factor
FA Forward airfoil
FB Forward blade
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D Lieblein diffusion factor
PP Percentage pitch
PS Pressure surface [Pa]
PST Static pressure [Pa]
SS Suction surface
TLV Tip leakage vortex
Umid Tangential speed at rotor mean section
P0 Total pressure [Pa]
R/H Span percentage
Q Q-Criterion
S Shear strain rate
Cp Static Pressure rise Coefficient = PST−PST_ Inlet

PO_ INLET−PST_ INLET

Greek Symbols

α2 Absolute air angle at the exit of conventional rotor
�AA Aft airfoil Camber
K Airfoil blade angle relative to axial coordinate
� Camber angle
ρ Density
φ Flow coefficient = Ca

Umid

�FA Forward airfoil Camber
η Isentropic Efficiency
�OV Overall Camber
� Stagnation Pressure Loss coefficient = PO_ LE−PO_ TE

1
2 ∗ρ∗U 2

mid

ω Total pressure loss coefficient = PO_ LE−PO_ TE
PO_ INLET−PST_ INLET

Subscripts

11 Forward airfoil/blade at inlet
12 Forward airfoil/blade at exit
21 Aft airfoil/blade at inlet
22 Aft airfoil/blade at exit

1 Introduction

The compressor is a major part of an aeroengine, which acquire large portion, and
it largely affects the performance of an aero engine. Future demands of smaller,
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lighter, and more efficient aeroengines can be achieved by evolving compressors
design. This can be done by designing a stage that can achieve a higher-pressure rise
without affecting the overall efficiency. In the compressor, flow separation restricts
the upper limit of pressure rise per stage. Several studies in the past were focused
on controlling the boundary layer to achieve a higher total pressure ratio per stage.
Such studies include slotted blades, boundary layer suction, and boundary layer
blowing and tandem blading. However, very few of those have been implemented by
industries in the compressor rotor owing to the nature of the operation andmechanical
difficulties involved.

Such studies include slotted blades, boundary layer suction, and boundary layer
blowing and tandem blading. However, very few of those have been implemented by
industries in the compressor rotor owing to the nature of the operation andmechanical
difficulties involved. In recent years, researchers have drawn lot of interest in Tandem
blading. Tandem blade is a set of two blades, one is forward blade and second is an
aft blade. Figure 1 shows the schematic configuration of Tandem Blade.

There are two important defined parameters, which fix the position of the aft
blade with respect to the forward blade. Firstly, axial overlap (AO) determines the
axial position of the aft blade, with positive overlap; aft blade will come closer to the
forward blade.While the tangential position of the aft blade can be altered by varying
the percentage pitch (PP), the axial overlap and the percentage pitch are defined as
follows:

AO = �L

L
(1)

Fig. 1 Schematic of tandem blade
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PP = s
t

(2)

This forward blade and aft blade are positioned in such a way that it forms a gap
between them, which act as a nozzle for the flow coming from pressure surface of
the forward blade. This region between FB and AB is termed as a gap nozzle. As
flow passes through this region, it gets accelerated and thus it provides additional
momentum to flow that prevents flow separation over the suction surface of the aft
blade. Hence, thismechanism allows the compressor designer to design a compressor
blade with higher flow turning angle, thus achieving higher-pressure rise per stage is
possible by using tandem balding configuration. The exit angle of the forward blade
is considered as inlet angle for the aft blade while designing the tandem rotor. FB is
supposed to operate as a conventional rotor; however, flow over AB is well controlled
by FB in design and off-design condition. Many researchers have conducted their
experimental and computational investigation in past also.

Roy and Saha [1] carried out low-speed studies to find the diffusion capability of
the tandem cascade (CDA 21–21) and compared it deflection capability with CDA
43 (single airfoil) with CDA 21–21 (tandem). Experimental studies over CDA 43 and
CDA 21–21 (single and tandem cascade) showed that CDA 21–21 (tandem cascade)
can have higher deflection capability but their operating range is very less. Falla
[2] computational study on a tandem airfoil with NACA-65, reported that a tandem
configuration with low AO and high PP is suitable for tandem configuration. Various
key points were emerged out of the work conducted on 2D-Tandem Airfoils. PP
and AO play have a first order effect on the performance of tandem airfoil. Higher
PP and lower AO were able to achieve the best performance. Loading distribution
between forward and aft blade affect the performance of tandem airfoil. McGlumphy
et al. [3, 4] did a computational analysis in a subsonic region of NASA 65 tandem
airfoil. Performance analysis was done for different combination, i.e., by changing
Axial Overlap and Percentage Pitch. Along with that, the effect of blade loading
split between AB and FB on overall performance was studied, for different PP and
AO. Based on aerodynamic parameters and the mechanical limitations, the optimum
design of Tandem blade was chosen with 85% PP and 0 AO. Hasegawa et al. [5]
carried out a test on single stage transonic compressor in which tandem rotor and
single blade stator were used along with outlet guide vanes, effectively making stator
as the tandem blade. Linnemann [6] conducted a series of test at low speed on blower
which has both tandem stator and rotor. To determine optimum configuration, the
position of the tandembladewas varied. The conclusion fromvarious test came out as
tandem airfoil with 0AO and 80%PP can givemaximum pressure rise andmaximum
efficiency for both rotor and stator. Brent and Clemmons [7] carried out experiments
over two different tandem rotors and single blade rotor. The two tandem rotors used
were having different load split of 50–50 and 20–80 on forward and aft blade. In
the case of 20–80 load split, more losses were observed in comparison with 50–50
load split. Bammert and Staude [8] carried out experimentation and tested tandem
rotor in a 5-stage compressor. Out of 5 stages, middle 3 stages consist of a tandem
rotor. Similarly, the low operating range was observed and also was able to achieve
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higher loading because of tandem rotors. GE J-79 compressor and an advanced single
stage LP compressor built by Honeywell (2005) are some examples of commercial
turbomachinerywhere tandem blades are employed as stators.Weber and Steinert [9]
carried out CFD and experimental investigation on a transonic tandem compressor
cascade which was designed for high flow turning. The total pressure loss coefficient
reported was 0.15.

The compressor is designed with the assumption of clean inlet flow. The inlet flow
condition can severally affect the performance of the aircraft compressor. In actual
scenario, the flow at engine inlet is generally distorted. The extent of distortion
depends on engines application and its size. Engine encounters non-uniformity in
the inlet flowduringmaneuvers, ingestion of foreign objects, and crosswinds. Similar
to the tandem case, results of the lower operating range are observed in aero engine
with the non-uniform flow at inlet. There are various experimental and computa-
tional work which have analyzed flow physics in the conventional compressor under
distorted inflow conditions. Lee et al. [10, 11] observes considerable loss in overall
performance and stability of the engine together along with that increase Specific
Fuel Consumption and drop in engine thrust was observed. Numerical investigation
of inlet distortion due to crosswind effects for high bypass ratio turbofan engine
was done by Liu et al. [12]. In experimental and computational studies, special
screens are used to replicate the different inflow distortion conditions. These screens
are mounted upstream of the compressor. In the future’s engine concept like BLI
engines (2014), the boundary layer developed over fuselage is ingested into the
intake of engines. Therefore, from a future perspective, it is important to under-
stand the effect of distorted inlet flow on the overall performance of a compressor
with highly loaded tandem blades. This knowledge can be helpful in designing a
compressor with tandem blades. Researches carried out were more related to tandem
stator and cascade which concluded higher diffusion factor for tandem cases. Kumar
and Pradeep [13] study the performance and feasibility of the tandem rotor when
used with a single rotor. The better performance was observed in comparison with
a conventional rotor at the design point. The present computational study compares
the performance of a stage with the conventional rotor and with the tandem rotor
under clean and radially distorted inflow condition. The effect of the tandem rotor
and conventional rotor on the single stator is also analyzed. The paper also analyzes
the effect of the tandem blade on tip leakage flow and how the tip leakage is affected
under radially distorted inflow condition. The main goal of this study is to under-
stand the effect of the radial hub and tip distortion on tandem blade rotor stage. The
study can be useful in the future to for the optimization of the tandem blade rotor
stage. If the tandem blades are used in commercial turbomachinery, we will have a
comparatively smaller size engine as it will bring down the number of compressor
stages.
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2 CFD Validation

The validation of computational results is done with experimental results of baseline
stage. Experimental results on baseline stage are referred from Kumar and Pradeep
[13]. Table 1 show blade design parameters of the baseline stage. ANSYS CFX is
used for steady RANS computational analysis. The domain length of the inlet is 1.5
chord upstream of rotor trailing edge while the domain length of outlet is 2.5 chord
downstream of stator trailing edge. The structured mesh is generated using ANSYS
Turbogrid through Automatic Topology and Meshing (ATM) method. Mesh gener-
ated around the rotor and stator blade is O-Grid while the mesh generated in the
passage is H-Grid with the width factor of 0.5. For Near wall, design specification
in case of both baseline rotor and stator y+ method is used. In the case of the rotor,
the constant tip gap of 1 mm is maintained. Before validating the results with experi-
mental data, the grid-independent study is performed to determine grid-independent
mesh. The parameters used to see grid independency is isentropic efficiency. The
solution is called grid-independent when a change in isentropic efficiency is ±0.5 to
1%.

Figure 2a shows the grid independence study of baseline stage with the help of
isentropic efficiency. In the case of baseline rotor stage, grid independency solution
is obtained for the number of elements equal to 1.5 million. ANSYS-CFX Pre is
used to apply boundary conditions and turbulence model and set the convergence
criteria. The turbulence model used for computational analysis is SST K-ω. This
model is preferred for analysis, as its results match well with experimental results.
Turbulence intensity selected for simulation is 5%. The total pressure of 101325 Pa
and total temperature of 300 K are defined as the inlet boundary condition. The
mass flow rate is used as an outlet boundary condition. The RPM of the rotor is
set to 2700. Convergence criteria is set to be achieved when RMS residual is below
10−6. Isentropic efficiency and mass imbalance are two other monitors to check the
convergence of the solution.

Figure 2b shows the comparison of experimental results and computational results
of the baseline stage. CFD results show good agreement with the experimental data.

Table 1 a Design parameters
of the single rotor (2019) b
design parameters of the
stator of the baseline stage
(2019)

a

Baseline rotor Tip Mean Hub

DF 0.50 0.54 0.47

DR 0.78 0.70 0.50

Camber angle (°) 23.0 35.0 60.0

b

Baseline stator Tip Mean Hub

DF 0.53 0.48 0.45

Camber angle (°) 50.0 50.0 52.0
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Fig. 2 a Grid independence of baseline stage b experimental validation of CFD result of baseline
stage

With CFD validation, further computational analysis of the tandem stage is carried
out under different inflow conditions.

3 Design of Tandem Rotor Stage

The combination of tandem rotor and the single stator is referred as a tandem stage
in this paper (Table 2), whereas the baseline stage is consisting of a single rotor
and single stator (Table 1). In the design of a tandem rotor, a higher-pressure rise is
attempted by increasing the flow turning angle. Both the tandem rotor and the single
rotor are designed with 2700 RPM. The designed mass flow rate for both the stages,
i.e., baseline stage (single rotor and single stator) and tandem stage is 6 kg/s. Based

Table 2 a Design specifications of the tandem rotor (2019) b design parameters of the stator of
the baseline stage (2019)

a

Tandem rotor Forward blade Aft blade

Tip Mean Hub Tip Mean Hub

DF 0.44 0.46 0.44 0.52 0.49 0.31

Camber angle 16.5° 20.6° 30.9° 26.1° 35.3° 42.6°

Stagger 57.5° 46.4° 28.1° 45.1° 26.6° 0.86°

b

Baseline Stator Tip Mean Hub

DF 0.53 0.48 0.45

Camber Angle 50.0° 50.0° 52.0°
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on the past literatures, a higher PP and low AO (5AO and 85PP) is selected for the
computational analysis. The blade loading is equally split between the forward and
the aft rotor. Owing to the low-speed application, C4 blade profile is used for the
designing of rotor and stator in both stages. The chord length of the baseline stage
rotor is equal to sum of chord length of AB and FB. A total number of 19 forward
rotor blades and 19 aft rotor blades are used in tandem stage design, whereas 19
single rotor blades are used in the baseline stage. In both stages, 21 numbers of
single stator blades are used.

ANSYSCFX is used for steadyRANScomputational analysis. The domain length
of inlet is 1.5 chord upstreamof rotor trailing edge,while the outlet is positioned at 2.5
chord downstream of stator trailing edge. As ATM failed to generate good quality of
mesh in case of the tandem rotor, traditional control point method is used to generate
themesh in the tandem rotor domain. The overall skewness of 18° achieved in tandem
rotor domain. H-Grid is formed in Inlet and outlet domain, while O-grid is formed
around blade surface. The width factor in case of a stator with the tandem rotor is
set to 0.5. For Near wall, design specification in case of both tandem rotor and stator
y+ method is used.

Figure 3 shows the grid independence of the tandem rotor stage. The isentropic
efficiency is almost constant after 2.82 million nodes; therefore, 2.82 million nodes
are finalized for the computational analysis. The boundary condition, turbulence
model, turbulence intensity, and convergence criteria in tandem rotor stage are similar
as of baseline stage. In the case of the tandem rotor, constant tip gap of 1 mm is
maintained.

Fig. 3 Grid independence of tandem rotor stage
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4 Results and Discussion

The computational results for tandem rotor stage and baseline stage are analyzed at
design and off-design condition for different inflow condition. Figure 4 shows the
total pressure profile of clean flow, radially hub distorted and radially tip distorted
flow at inlet. The radial distortion flow is created using the distortion screen, which
is positioned 400 mm upstream of the rotor leading edge. The boundary layer profile
of radial hub distortion and radial tip distortion are extracted with the help of the
7-hole probe, which is traversed at 1.5 chord upstream of rotor LE.

4.1 Clean Flow

(1) Mach contour, embedded with streamline, are plotted at a different percentage
of blade span, i.e., 10, 50, and 90% for tandem rotor stage and baseline stage at.
Figures 5a and 6a show theMach contours for tandem rotor stage at designmass
flow rate, i.e., ϕ = 0.64 and off-design condition, i.e., ϕ = 0.534. Similarly,
Fig. 5a, b show the Mach contours at the different percent of blade span for
baseline stage under design (ϕ = 0.64) and off-design condition (ϕ = 0.534).
In Fig. 6a, at 10% span, small flow reversal is observed near the trailing edge
of the aft blade at design mass flow rate.

Fig. 4 Total pressure profile at inlet
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Fig. 5 a Mach contour of tandem rotor stage at ϕ = 0.64 under clean inlet flow condition bMach
contour of baseline stage at ϕ = 0.64 under clean inlet flow condition

Fig. 6 aMach contour of tandem rotor stage at ϕ = 0.534 under clean inlet flow condition bMach
contour of baseline stage at ϕ = 0.534 under clean inlet flow condition
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At higher span, as the effectiveness of the tandem blading increases, flow sepa-
ration gets attenuated and both tandem rotor blades operate more efficiently (50 and
90% span in Fig. 5a). The Mach number increases from hub to tip region in both
baseline and Tandem stage. At 10% span of tandem stage, flow separation region
over aft blade SS enlarges further (Fig. 5b). In the comparison of the tandem rotor,
baseline rotor is free from flow reversal under design point; however, lower blade
Sect. (10 and 50% span in Fig. 6b) shows a significant deviation in streamlines under
off-design condition. The stator of the tandem stage is designed with higher flow
turning angle, lower energy with higher incidence lead to huge flow reversal over
stator blade suction surface at lower span (Fig. 6a). Similar nature of flow is also
visible over the stator of the baseline stage, where 90% of the blade portion is covered
with the reverse flow (Fig. 6b).

Losses occur in the tip region accounts for the one-third of overall losses in
turbomachinery. Therefore, it is imperative to analyze the new design for tip leakage
losses. The tip leakage behavior is compared under the design and the off-design
condition. When the tip leakage flow meet with the mainstream flow in a passage
between the rotor blades, it rolls up into Tip leakage vortex (TLV) near the suction
side of the blade. TLV is presented with the help of Q-Criterion, which represents
the local balance between the magnitude of vorticity (
) and shear strain rate (S) in
Fig. 7a, b. In case of a tandem rotor (Fig. 7a), two strong TLV are observed one from
FB and another from AB. The trajectory of TLV depends upon the axial momentum
of the mainstream flow and tangential momentum of Tip leakage flow. In case of the
tandem blade, the loading is divided among the FB and AB; therefore, the strength
of each TLV is weaker than TLV from baseline rotor blade. Strength of the TLV of
the forward blade is significantly higher than TLV of the aft blade. Further, The TLV
from AB interacts with the flow coming from the nozzle gap. Tip leakage vortex
of the aft blade is appeared to be more aligned axially after the interaction with

Fig. 7 Q-Criterion plot for a baseline rotor b tandem rotor at ϕ = 0.64 under clean inlet flow
condition



66 H. T. Chhugani et al.

gap-nozzle flow. Under design condition, the streamlines from FB-TLV are directed
toward the LE of adjacent AB. While in case of baseline rotor blade, it is directed
toward TE of the adjacent blade. As the PP of the tandem blade is higher, i.e., 85%,
therefore, wake from FB interacts with the AB-TLV and decelerate the AB-TLV in
that region.

To further signify the blockage created due to TLV, Mach number contours are
drawn at 95 and 98% blade span and shown in Fig. 8a, b. Blockage at 98% span is
substantially higher than the blockage at 95% span, as strength of TLV is higher near
the tip. In case of the tandem rotor, owing to stronger tip leakage vortex, significantly
higher flow blockage is observed near 98% span. FB-TLV and AB-TLV merges
downstream and forms a large flow blockage in this region. The blockage region in
the single rotor is lower than the tandem rotor blockage. However, other than TLV,
a scrapping vortex is visible near the trailing edge of the single blade; however, the
strength of the scrapping vortex is considerably lower than TLV. Unlike the tandem
rotor, TLVand scrapping vortexmoves separatelywithout any evidence of immediate
mixing.

Under the off-design condition, Q-Criterion is plotted near tip region at near stall
condition for baseline and tandem rotor in Fig. 9a, b, respectively. At near stall
condition, the tip leakage vortex enlarges in comparison with TLV at the design
condition. Near the stall condition, the momentum of mainstream flow is lower.
Therefore, the tangential momentum dominates over the axial momentum of the
flow. For the baseline rotor, TLV is directed toward the mid-chord of the baseline
rotor blade. On the contrary, TLV was directed toward trailing edge under design
condition. Similarly, in case of a tandem rotor blade, FB-TLV is affecting the TE
of the FB of the adjacent tandem blade near stall condition. The AB-TLV makes a
higher angle with the axial flow direction. The strength of AB-TLV decreases due to
reduced tip loading near the stall point.

Fig. 8 Mach contour at 95 and 98% span of a tandem rotor blade span b baseline rotor blade at ϕ
= 0.64
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Fig. 9 Q-Criterion plot for a baseline rotor b tandem rotor at ϕ = 0.534 under clean inlet flow
condition

Figure 10a, b show the Mach contour plot at 98 and 95% of baseline and tandem
rotor blade span, respectively, at near stall condition. For both rotors, the blockage
region increases significantly near the stall point. Further, for the baseline rotor, the
trajectory of TLVchanges and it is directed toward themid-chord section of the blade,
which is different fromwhat was observed under design point. The flow blockage due
to scrapping vortex is increased near stall condition. Near stall condition, the scrap-
ping vortex is observed at lower chord length in comparison with what is observed at
the design condition. Due to higher tangential momentum of scrapping vortex, TLV
and scrapping vortex interacts and forms a bigger blockage region.

Similarly, in case of a tandem rotor blade, the flow blockage due to TLV increases
at near stall condition (Fig. 10a) in comparison with design condition. Even at 95%
of blade span, significant blockage region is observed. At near stall condition, a small

Fig. 10 Mach contour at 95 and 98% of a tandem rotor b baseline rotor blade span at ϕ = 0.534
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Fig. 11 a Total pressure across the blade span at ϕ = 0.64 b isentropic efficiency and total pressure
rise coefficient versus flow coefficient (ϕ) under clean inlet flow condition

amount of flow blockage is also observed near trailing edge of FB, which is due to
FB wake. At 98% span, blockage region further enlarges. Other than FB-TLV and
AB-TLV, wake emanating from FB and AB also contributes to the blockage region.
All vortices combine and make a larger flow blockage region near tip in comparison
with baseline rotor.

Figure 11a shows the spanwise profile of total pressure at the exit of a stator
for the tandem rotor stage and baseline stage under design condition. It is observed
that throughout the blade span pressure rise is higher in case of tandem rotor stage.
Design of tandem rotor is such that the pressure rise is higher near tip compare to
the hub region.

Figure 11b shows the comparison of isentropic efficiency for tandem rotor stage
and baseline stage. At a higher mass flow rate, the adiabatic efficiency of the tandem
stage is marginally higher than the baseline stage. However, at the lower mass flow
rate, a significant drop in adiabatic efficiency of the tandem rotor is observed. The
large drop in efficiency for the tandem stage is largely attributed to huge flow sepa-
ration over the stator suction surface. Other than this, losses associated with TLV
are significantly increased near the stall point, which results in a further drop in
adiabatic efficiency. Figure 19 compares the performance map of the baseline stage
and a tandem stage. At the design mass flow rate, the tandem stage demonstrates an
increment of around 26.58% in total pressure than the baseline stage. The drop in a
stall range is observed for the tandem rotor stage. The tandem rotor stage has a stall
margin of 20%, which is 13% lower than the stall margin of the baseline stage.
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4.2 Radial Hub Distortion

The performance of the tandem stage and the single stage under radial hub distortion
is compared in this section of the paper. Mach contour is plotted at 10, 50, and 90%
of blade span for baseline and tandem rotor stage at design condition, i.e., ϕ = 0.64.
At 10% of blade span, the flow coming from nozzle gap detached from around mid-
chord of the SS of AB. This is mainly because of distorted flow near the hub region
and lower effectiveness of the nozzle gap. The flow looks like what was observed
under clean flow inlet condition at near stall condition. Due to cumulative effect of
higher flow turning angle, higher incidence, a low hub to tip ratio, and considerable
boundary layer growth at lower span, huge flow separation is observed over stator
suction surface even at design mass flow rate.

In the case of the baseline rotor (Fig. 12b), flow shows a significant deviation of
around 75% of the blade chord. Like the previous case of the tandem stage, 90%
stator suction surface is covered with the reverse flow. However, the vortex core is
shifted toward the trailing edge of the stator in the baseline stage. At higher span,
tandem stage exhibits the improved performance. Improved performance at higher
span is mainly attributed to a reduction in inlet distortion level, increase in nozzle
gap effectiveness, and lower camber angle of the blade. At 50% span, small flow
separation is visible at the trailing edge of the stator suction surface of the tandem
stage (Fig. 12a). On the contrary, at higher span, flow adhere to the blade profile in
the case of the baseline stage.

Fig. 12 Mach contour of a tandem rotor stage b baseline rotor stage at ϕ = 0.64 under radial hub
distorted inlet flow condition
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Figure 13a, b shows the Q-Criterion plot near tip region of baseline rotor and
tandem rotor, respectively, at design condition, i.e., at ϕ = 0.64. In the case of hub
distortion, the mass flow rate near the tip region is higher in comparison with clean
inlet flow condition. The AB seems so more loaded near the tip region under hub
distortion case. Therefore, the intensity ofAB-TLV is slightly higher in hub distortion
case. Interestingly, FB in the tandem rotor and baseline rotor appears to be slightly
less loaded in hub distortion case.

Thus, TLV fromFB in the tandem rotor and baseline rotor is slightlyweaker in hub
distortion case. Due to the higher mass flow rate near the tip region, TLV is slightly
more oriented in the axial direction in comparison with what is seen in clean flow.
AB-TLV is also more directed in a streamwise direction in comparison with what
is observed in clean flow. The blockage region due to TLV is further signified with
the help of Mach number contours at 95 and 98% span is shown in Fig. 14a, b. Due
to higher mass flow toward the tip region, the flow blockage is observed somewhat
lower in case of hub distortion case in comparison with clean inlet flow condition.

Figure 15a shows the total pressure along the blade span of baseline stage and
tandem rotor stage at ϕ = 0.64. The total pressure rise for the tandem stage is highly
distorted. Interestingly, at blade section lower than the mid-span, the baseline stage
demonstrates marginally higher total pressure rise than the tandem rotor. Thereafter,
the tandem stage has a significantly higher total pressure rise than the baseline stage.

Figure 15b shows the comparison of isentropic efficiency for tandem rotor stage
and baseline stage. At the design point, the baseline stage has around 4% higher
isentropic than the tandem rotor stage. Figure 15b shows the performance map of
the baseline stage and a tandem stage. At the design mass flow rate, the tandem stage
demonstrates an increment of around 31.89% in total pressure than the baseline stage.
In comparison with a clean flow drop of around 6.5% is observed in the tandem rotor
stage under radial hub distortion condition. Both stages experience a drop in stall

Fig. 13 Q-Criterion plot for a baseline rotor b tandem rotor at ϕ = 0.64 under radial hub distorted
inlet flow condition
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Fig. 14 Mach contour at 98 and 95% of blade span for a baseline rotor b tandem rotor at ϕ = 0.64
under radial hub distorted inlet flow condition

Fig. 15 a Spanwise total pressure profile at stator exit of baseline and tandem rotor stage at ϕ =
0.64 under radial hub distorted inlet flow condition b isentropic efficiency and total pressure rise
coefficient versus flow coefficient (ϕ) under radial hub distortion inlet flow condition

margin under hub distorted flow. In comparison with the baseline stage, the tandem
stage has 4% lower stall margin under hub distorted flow.

4.3 Radial Tip Distortion

The tip distorted profile used at the inlet of the computational domain is shown in
Fig. 5. Mach contour is plotted at 10, 50, and 90% of blade span for baseline and
tandem rotor stage at design condition in Fig. 16a, b. In case of a tip distortion, Mach
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Fig. 16 Mach contour of a tandem stage b baseline stage at ϕ = 0.64 under radial tip distortion
inlet flow condition

number at 10% of blade span is slightly higher than what is observed in case of clean
flow. In Tandem rotor (Fig. 16a), low Mach number region is observed at 90% of
span, mainly due to the reduced axial velocity near the tip region. In both baseline
and Tandem rotor stage, the flow streamlines at 10, 50, and 90% of blade span look
similar to what is observed in case of clean of flow.

Like previous cases, TLV under tip distortion is illustrated using Q-Criterion plot
and streamlines in Fig. 17. As the flow is distorted near the tip region, a higher
incidence results in a higher tip loading and consequently a stronger the tip leakage
vortex. Due to the lower axial momentum of flow near the tip region, TLV has higher
tangential momentum and TLVmakes a higher angle to the axial flow direction. The
flow physics near the tip region in both baseline and tandem rotor appear similar to
what was observed under clean inlet flow condition near stall point. The streamlines
show that in case of the baseline rotor, the TLV is directed toward the mid-chord of
the adjacent blade. In case of the tandem rotor, the TLV from FB is directed toward
the LE of AB of an adjacent tandem rotor blade. Similarly, as it is observed before,
AB-TLV is weaker in comparison with the FB-TLV. In comparison with the baseline
rotor, both TLV combines and results in a higher loss near the tip region.

Figure 18 show the Mach contour near the tip region at the design condition. At
98% of baseline rotor blade span, the TLV and scrapping vortex interact and create
a large flow blockage region. This effect reduces at 95% of span. For the tandem
rotor, a large area of flow blockage observed under tip distortion, even at design mass
flow rate. There is an interaction of FB-TLV, AB-TLV, and wake from the FB lead
to large flow blockage in comparison with what is observed in the case of baseline
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Fig. 17 Q-Criterion plot for a baseline rotor b tandem rotor at ϕ = 0.64 under radial tip distortion
inlet flow condition

Fig. 18 Mach contour at 98 and 95% of a baseline rotor b tandem rotor at ϕ = 0.64 under radial
tip distortion inlet flow condition

rotor. This large area of flow blockage near the tip region leads to the sudden stall of
the tandem rotor stage. A significant blockage can be even seen at 95% of the blade
span.

Due to the lower axial momentum of flow near the tip region, TLV has higher
tangential momentum and TLV makes a higher angle to the axial flow direction.
The flow physics near the tip region in both baseline and tandem rotor appear like
what was observed under clean inlet flow condition near stall point. The streamlines
show that in case of the baseline rotor, the TLV is directed toward the mid-chord of
the adjacent blade. In case of the tandem rotor, the TLV from FB is directed toward
the LE of AB of an adjacent tandem rotor blade. Similarly, as it is observed before,
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Fig. 19 a Spanwise total pressure profile at stator TE of tandem rotor stage and baseline stage at
ϕ = 0.64 under radial tip distortion inlet flow condition b isentropic efficiency and total pressure
rise coefficient (�) versus flow coefficient (ϕ) under radial tip distortion inlet flow condition

AB-TLV is weaker in comparison with the FB-TLV. In comparison with the baseline
rotor, both TLV combines and results in a higher loss near the tip region.

Figure 19a shows the total pressure profile at the exit of stator near the design point.
Tandem rotor demonstrates higher-pressure rise throughout the span the baseline
stage. Effect of the distorted tip region can be seen in the total pressure profile. After
75% of the blade span, the total pressure drops gradually toward the tip region. The
difference in total pressure seems to be more significant at higher span.

Fig. 19b shows the comparison of isentropic efficiency for tandem rotor stage
and baseline stage. At the design point, the baseline stage seems to have around
1.5% higher isentropic efficiency than tandem rotor stage. Figure 19b shows the
performance map of the baseline stage and a tandem stage. At design condition,
tandem rotor yields 22.12% higher-pressure rise in comparison with the baseline
case under tip distortion. Tandem stage stall even before it reaches its design mass
flow rate. The early stall under the tip distortion is attributed to higher incidence near
the tip region and highly loaded tip design. A relax tip design could improve the
stall margin of the tandem stage. The baseline stage has 10% higher stall margin in
comparison of the tandem stage.

4.4 Tandem Rotor Stage

Figure 20a shows the spanwise variation of total pressure for the tandem stage under
different inflow condition. The total pressure rise under clean flow is higher than the
other cases. Pressure rise appears to be more affected under the hub distortion, where
the highly distorted profile can be seen realized. The drop in total pressure can be
noticed after 75% span under the tip distorted case.
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Fig. 20 a Spanwise total pressure profile at stator TE of tandem rotor stage at ϕ = 0.64 b isentropic
efficiency for tandem rotor stage

Figure 20b compares the isentropic efficiency of Tandem rotor stage under clean,
radially hub distorted and radially tip distorted inflow conditions. After ϕ = 0.67,
efficiency drops significantly under the hub distortion case. Around 10% of the drop
in isentropic efficiency is observed in the case of radially hub distortion in comparison
with clean inlet flow condition at ϕ = 0.64.

Figure 21 shows the performance map of Tandem rotor stage under clean flow,
radially hub distorted flow and radially tip distorted flow. Tandem stage experiences
a drop in total pressure and stall margin under radial distortion. In the case of radially
hub distortion, maximum losses are observed at a different mass flow rate. At the

Fig. 21 Total pressure rise
coefficient versus flow
coefficient (ϕ) for tandem
rotor
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design mass flow rate, the tandem stage exhibits a drop of 6.55% in total pressure rise
under radial hub distortion. In the case of radially tip distorted inflow, the stall range
is largely affected. Tandem stage sees a drop off around 3% in the stall margin under
hub distorted inflow. In the case of radial tip distortion, a sudden stall is observed.

5 Conclusion

The paper analyzes the effect of radial hub distorted and radial tip distorted inflow
condition on the performance of tandem rotor stage in comparison with clean inlet
flow condition. The paper also compares the performance of tandem rotor stage with
baseline stage for different inlet flow condition. Various key findings from the present
study are

1. At design point, tandem stage achieved higher total pressure rise and higher
efficiency in comparison with the baseline stage at different inflow conditions.
In comparison with single blade, higher diffusion factor can be achieved with
the help of tandem blade.

2. In comparison with tandem stage, better stall margin is observed for the base-
line stage. Performance of both stages drop substantially under radial distorted
inflow.

3. Due to the low hub to tip design and higher flow turning, tandem stage experi-
ences a substantial drop in a total pressure rise and isentropic efficiency under
hub distorted inflow. In case of hub distorted inflow, migration of higher mass
flow toward the tip region results in drop of the stall margin in comparison with
the clean flow.

4. The stall margin of Tandem rotor stage under a clean flow inlet condition is 20%.
In comparison with baseline stage drop of around 13% is observed in the stall
margin of the Tandem rotor stage under clean inlet flow condition. Tandem rotor
stage stall margin drops by 3% in case of radial hub distorted inflow condition
in comparison with clean inlet flow condition. Both stages experience a drop
in stall margin under tip distorted inflow. However, the effect of tip distorted
region is more pronounced on the tandem rotor, where stall margin drops to 2%
under tip distortion. A sudden stall is observed under tip distortion, which is
attributed to the highly loaded tip design of the tandem rotor.

5. In case of the tandem rotor, strong tip leakage vortices from both forward and
aft blade create a large blockage region. Further, wakes emanating from the
forward and the aft blade mix with the tip leakage flow and result in a large flow
blockage area under radial tip distortion, which leads to sudden stall.

6. The tandem blade needs to be designed with lower blade loading near the tip
region. The strength of TLV can be further reduced by reducing the tip gap size.
This will improve the performance of tandem blade near tip region, which will
further help in improvising the stall margin.
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Design and Analysis of Outlet Air
Collector Duct for Axial Compressor Test
Rig

Kirubakaran Purushothaman, N. R. Naveen Kumar, P. K. A. Geetha,
C. Kishore Kumar, and Ajay Pratap

Abstract Compressor test rigs are commonly used for evaluating the performance
of axial and centrifugal compressors at different operating conditions. Axial flow
compressors are tested in rigs by driving the test compressor and throttling the exhaust
flow, thus creating a higher back pressure or loading to the compressor. Collector
box is an important unit which collects the exhaust air from compressor outlet and
directs the flow to throttling valves present at downstream location. It plays a major
role in compressor testing by providing intended aerodynamic loading at the exit
of compressor. This paper discusses in detail about the design of collector box for
a given compressor configuration and the influence of various geometrical param-
eters on compressor loading. A baseline collector box configuration was studied
and compared with other similar configurations. Static pressure distortion and total
pressure loss coefficient were considered as major design parameters. 3D RANS
analysis was carried out to estimate the performance of collector box. Further, the
effect of collector box length, outlet configuration, and outlet duct area on collector
box performance is studied. Greitzer ‘B’ parameter is evaluated for all cases to esti-
mate the dynamic instability effects of flow inside the ducting system. Finally, a new
configuration with variable outlet duct volume was designed which gave better static
pressure uniformity at the compressor exit.

Keywords Collector box · Axial flow compressor · Compressor testing · Static
pressure distortion · Greitzer ‘B’ parameter
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Nomenclature

m Mass flow rate
Po Total pressure
P Static pressure
λ Total pressure loss coefficient
SPD Static pressure distortion
B Grietzer ‘B’ parameter
ω Helmholtz frequency
L Compressor duct length
D Collector box outer annulus diameter
A Compressor duct cross section area
V Plenum volume
CB Collector box
So Total outlet area of CB
S Area of individual CB outlet

Subscripts

in Inlet plane of collector box
out Outlet plane of collector box
r Reference plane (located 40mm from inlet)
r min Minimum point in reference plane

1 Introduction

Aerodynamic performance of a gas turbine compressor is evaluated in a compressor
test rig facility. Major subsystems if test rig include (i) inlet air flow system, (ii)
outlet air flow system, (iii) power driving system, and (iv) lubrication system. The
compressor test rig layout shown in Fig. 1. Collector box is an important component
of outlet air flow system and is placed at the exit of the compressor. Primary function
of collector box is to pass the air from test compressor to outlet ducting system. The
main function of collector box is to achieve high-static pressure uniformity around
the annulus at exit of compressor and let compressor exit flow to pass uniformly with
minimum pressure loss whilst changing the direction of flow from axial to radial
direction. Test compressor should be loaded with uniform exit back pressure to eval-
uate the performance. Non-uniformity of exit back pressure will lead to imbalance
in compressor loading. Hence, it is imperative to have an efficient collector box with
appropriate size and shape to provide maximum flow uncertainty for proper and
effective testing of compressor in test rig.
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Fig. 1 Compressor test facility layout

This study focusses at design improvement of existing air collector box to achieve
high-static pressure uniformity at compressor outlet with minimum pressure loss. 3D
RANS analysis was carried out initially to evaluate the static pressure distortion and
total pressure loss at the compressor exit. Further, design improvement was done by
varying the length of collector box, increasing the outlet area, increasing the number
of outlets, and shape of the collector box.

The stability of the system depends on primarily on the volume ratio of exhaust
ducting system and compressor flow path. A non-dimensional parameter called ‘B’
parameter was formulated by Greitzer [1] to determine the stability of the test rig
system. It depends on duct, plenum volume, blade rotational speed, and operating
temperature. Premature stall and surge shall be avoided bymaintaining the ‘B’ param-
eter below a value of 0.7. ‘B’ parameter was evaluated for all the cases, and the
instability criteria were calculated for all designs. Moses and Kazberovich studied
the effect of size and number of outlet pipes on design of collectors for testing axial
flow compressors [2]. Yasutoshi et al. examined pressure recovery in axisymmetric,
annular curved diffusers [3]. Lu Xingsu et al. performed aerodynamic design and
experimental studies on marine gas turbine exhaust volutes [4]. AM Pradeep et al.
studied gas turbine exhaust diffuser performance and its enhancement by shapemodi-
fications [5]. Sultanian et al. carried out experimental and CFD investigation in gas
turbine exhaust system [7]. Brian C. Bernier et al. studied the impact of a collector
box on the pressure recovery of an exhaust diffuser system [8].
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Further, a variable outlet duct volume configuration was designed around the
circumference of the collector box which provided much higher flow uniformity and
low-static pressure distortion at compressor exit.

2 Design Requirement

Primary requirements of collector box design are to improve the static pressure
uniformity at test compressor exit with minimum total pressure loss. Two important
parameters considered for design are static pressure distortion (SPD) and total pres-
sure loss coefficient (λ). Sectional view and 3D view of baseline collector box design
are shown in Figs. 2 and 3, respectively. Volume ratio of compressor duct and exit
plenum of collector box plays an important role in determining the stability limit of
the test compressor. Greitzer ‘B’ parameter was fixed less than 0.7 for all the design
cases.

Themain designparameters considered for the analysis are themassflow rate, total
pressure loss coefficient, and static pressure distortion coefficient (SPD). Reduction
in total pressure loss was intended mainly to ensure the sensitivity of throttle valves
present at the outlet ducting system. Analysis has been carried out to determine the
design parameters like total pressure loss coefficient and SPD. The corrected mass

Fig. 2 Sectional view of baseline collector box configuration
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Fig. 3 3D view of collector box

flow rate for collector box was calculated to be 28 kg/s.

λ = (
Po,in − Po,out

)
/(Po − P)r (1)

SPD = (P − Pmin)r/(Po − P)r (2)

B = U/2ωL (3)

ω = a
√
A/LV (4)

3 Collector Box Confıguratıon

Compressor test rig layout and other subsystems are shown in Fig. 1. The exhaust
flow is throttled using butterfly valves to evaluate the performance of compressor.
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The compressor is driven by a power plant and free power turbine (not shown in
the layout). Compressor characteristics are generated by throttling the exhaust valves
and increasing the loading on test compressor. The collector box outlet is connected
to three ducts of different diameters which contains throttling valves of different
sizes to evaluate the performance precisely.

4 Computational Domain

Steady-state numerical investigation was performed using 3D RANS solver. A full
scale 180° sector collector box was modelled with 1.26 × 106 tetrahedral elements.

Prism elements were used to capture the near wall flow regions. Minimum cell
thickness near wall boundary was maintained at y+ of 4. Turbulence model with
k−ω shear stress transport was used for the analysis. CFD solutions for these config-
urations were obtained for peak speed test values. Convergence criteria up to 1 ×
10–6 residual target were maintained for RMS values during steady-state analysis.
Maximum imbalance in mass flow rate at in inlet and outlet was fixed at 0.5%
for convergence criteria. Computational grid for baseline configuration is shown in
Fig. 4.

The reference plane for static pressure measurement is taken at a distance of
40 mm from the inlet plane. The boundary conditions specified at inlet were total
pressure and total temperature. The exit static pressure was varied to achieve the
target corrected mass flow rate of 28 kg/s.

Fig. 4 Computational grid for baseline collector box configuration
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Table 1 Performance of
baseline CB configuration

Boundary condition

Po in 101.325 kPa

To in 288.2 K

Pout 68 kPa

Results

m 28 kg/s

λ 1.156

SPD 0.109

5 Performance of Baseline Collector Box

Analysiswasfirst carried outwith the existing configuration, and essential parameters
like mass flow, SPD, and total pressure loss coefficient were calculated. The existing
baseline collector box (configuration 1) thus analysed indicates that it requires
improvement in SPD characteristics as it is much higher than the recommended
value of 0.05 (Table 1). The total pressure loss coefficient of CB also found to be on
the higher side for the target mass flow of 28 kg. Flow velocity contour of baseline
configuration is shown in Fig. 5.

Based on the performance of baseline configuration, two more design iterations
were carried out to reduce the SPD and pressure loss coefficient. Modified designs
of collector box are shown in Figs. 6 and 7.

Analysis was repeated for both the modified designs, and performance was
compared with the baseline design. Configuration 3 design was showing total pres-
sure loss reduction. As the flow path was smoothened in configurations 2 and 3,
compared to baseline configuration, the total pressure loss was reduced significantly.

Further, parametric study was carried out by varying the length and outlet area of
CB.

6 Effect of Length Variation

In the next design iteration, analysis was carried out for varying length. Length of the
CB was increased from 760 mm to a maximum of 1500 mm. It has been observed
that increasing length has got substantial positive influence on SPD, and remarkable
improvement was observed for all the configurations. The variation of SPD with
length is plotted in Fig. 8. It can be seen that improvement of SPD with the increase
in length is more prominent up to the length of 1200 mm length and beyond that
value increasing length does not have much influence on SPD, as shown in Fig. 8.
The non-uniformity in the flow gets decreased with increase in the duct length, and
flow velocity increases only near the vicinity of the collector box outlet.
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Fig. 5 Velocity contour of baseline CB configuration

Fig. 6 Sectional view of collector box configuration no. 2
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Fig. 7 Sectional view of collector box configuration no. 3

Fig. 8 Variation of SPD
with length
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Total pressure loss coefficient tends to remain constant with increase in length for
all the three configurations as can be seen from the plot shown in Fig. 9.

Static pressure contour along the length of the collector box for two different
lengths is shown in Figs. 10 and 11. As shown in the figures, with increasing length,
the static pressure non-uniformity decreases towards the compressor exit. Hence,
uniform back pressure shall be maintained and equal aerodynamic loading around
the annulus can be provided at the exit of compressor. By this way, compressor
characteristics shall be generated during testing in an appropriate way with uniform
exit conditions. In both the figures, low-static pressure at the top is due to the reason
that outlet is present at the top of the collector box, which leads to high-flow velocity
at the top portion of CB.
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Fig. 9 Variation of total
pressure loss coefficient with
length
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Fig. 10 Static pressure contour along CB length for baseline configuration (760 mm length)

7 Effect of Outlet Size and Configuration

Further, studies were carried out to find the effect of outlet area and orientation of
outlet area on the SPD and mass flow. In first case, the total outlet area was fixed
same, but the number of outlets were increased from 1 to 4. In the next case, the total
outlet area was a multiple of number of outlets. The schemes with various outlet
orientations and its area are shown in Figs. 12 and 13, and the respective results are
shown in Tables 2 and 3.

In this analysis, the corrected mass flow was kept constant at 28 kg/s, and the
length of CB was kept fixed at 900 mm length. A remarkable improvement in SPD
was observed. The pressure loss coefficient λ also found to decrease with increased
number of outlet.
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Collector 
box exit 

Compressor 
exit 

Fig. 11 Static pressure contour along CB length for increased length (1500 mm length)

Fig. 12 Multiple CB outlet with constant total area

Fig. 13 Multiple CB outlet with increasing total area

Table 2 Results of multiple CB outlet with constant total area

No. of outlets 1 2 3 4

λ 0.924 0.998 1.013 0.82

SPD 0.162 0.073 0.076 0.075
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Table 3 Results of multiple CB outlet with increasing total area

No. of outlets 1 2 3 4

λ 0.924 0.656 0.553 0.472

SPD 0.162 0.082 0.073 0.074

Fig. 14 Variation of SPD
with mass flow rate
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With multiple outlets, the outlet flow is more uniform at the exit and provided low
SPD at the compressor exit. In the initial case, where total outlet area was kept same,
SPD was reduced to a minimum of 0.075, but total pressure loss was more due to
high-exit velocity comparatively.

8 Effect of Mass Flow Variation

Finally, study was carried out for all three configurations for various mass flow by
varying the exit back pressure of the collector box when the inlet pressure was kept
fixed at sea level static (SLS) condition. Again, the length of the CB was fixed for a
length of 900 mm. The SPD versus mass flow and pressure loss coefficient λ versus
mass flow are shown in Figs. 14 and 15, respectively. The variations of SPD and λ

with mass flow were not were not remarkable.

9 Variable Outlet Duct Configuration

Further trials were carried out on CB rear profile modification. Since the flow was
having higher velocity near the outlet, low-static pressurewas observed at one portion
of the compressor exit. This lead to high-SPD value at compressor exit and resulted
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Fig. 15 Variation of total
pressure loss coefficient with
mass flow
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Fig. 16 Baseline and variable outlet duct collector box configuration

in non-uniform loading. Hence, an attempt was made to vary the outlet area of the
CB such that static pressure uniformity is preserved at the compressor exit.

The baseline and variable outlet duct volume configuration of collector box are
shown in Fig. 16. With such a configuration, the duct volume was increased near the
outlet leading to low-velocity and high-static pressure when compared with baseline
configuration. This resulted in less SPDnear the compressor exit, thus providingmore
uniform loading to the compressor. The static pressure contour near compressor exit
for baseline and variable outlet duct volume configuration are shown in Fig. 17. SPD
and total pressure loss coefficients are shown in Table 4 for both the cases.

10 Volute Shaped Duct Configuration

In the final trials, collector box was designed similar to a centrifugal compressor
volute. The collector box cross section area was adjusted to vary linearly in the
circumferential direction as shown in Fig. 18. This resulted in best performance
achieving target value less than 5% static pressure distortion at compressor outlet
region. In this configuration, the duct volume was subjected to increase from bottom
to top region leading to low-velocity and high-static pressure in top region when
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Fig. 17 Static pressure contour near compressor exit for baseline and variable outlet duct collector
box configuration

Table 4 Results of variable
CB exit area configuration

Configuration λ SPD

Case A 0.943 0.072

Case B 0.738 0.056
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Fig. 18 Circumferential variation of duct cross section area (non-dimensional)

compared with baseline configuration. Due to increased area in the top portion, the
velocity of fluid leaving the outlet is decreased resulting in more uniformity in static
pressure around the annulus. This resulted in less SPD near the compressor exit,
thus providing more uniform loading to the compressor. The volute shaped collector
box models are shown in Fig. 19. The static pressure distribution in the aerodynamic
interface plane is shown in Fig. 20 and static pressure distortion value is mentioned
in Table 5.
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Fig. 19 Volute shaped collector box model

Fig. 20 Static pressure
distribution at compressor
outlet

Table 5 Results of volute
shaped CB duct configuration

Configuration λ SPD

Volute shaped duct 0.608 0.0415

11 Greitzer B Parameter

Greitzer B parameter is used to examine the stability of the system in a one-
dimensional approach [1]. The test system mainly consists of compressor duct, to
give inertia to the flow, a plenum to give storage to the compressed gas and a throttling
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Fig. 21 Comparison of
measured and predicted
boundary between rotating
stall and surge for a 3-stage
low-speed compressor
showing overriding
dependence on B parameter
[1]

device. The collector box volume and the downstream volume till throttling valves
are considered as the plenum for calculation of B parameter. This non-dimensional
parameter is generally used for determining the stability of the system. Maximum
value ofB parameter to bemaintained is 0.7 to ensure stability of the system (Fig. 21).

B parameter was calculation for baseline collector box design is shown below.

B = U

2a

√
Vcollector

Vcompr duct

B = 320ms−1

2 ∗ 405ms−1

√
1318 e − 3m3

217 e − 3m3

= 0.268 ∗ √
6.1

= 0.66

12 Conclusions

A detailed CFD analysis of baseline CB and two different configurations of CB has
been carried out. Due to high SPDand total pressure loss coefficient, parametric study
was carried out inCB configurations to evaluate the influence of geometry parameters
on performance. Further, the study was extended to evaluate the performance on
variable outlet duct and volute shaped collector box.

• With increasing length of CB, static pressure distortion near compressor exit was
decreasing with almost constant total pressure loss coefficient.
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• Baseline configuration with 0.51 L/D ratio was resulting in 0.162 SPD and for
increased length configuration of 0.75 L/D ratio, SPD was decreased to 0.07.

• Additional outletswith increased/fixed total outlet area substantially decreaseSPD
and total pressure loss coefficient. For all configurations, Greitzer ‘B’ parameter
was maintained less than 0.7.

• In the variable outlet duct configuration, duct was designed to improve the flow
uniformity at the exit of compressor. For 0.75 L/D ratio and variable outlet duct
configuration, 0.056 SPD was achieved.

• Finally in the volute type collector duct configuration, best performance was
achieved with 0.041 SPD and 0.61 total pressure loss coefficient. This was
achieved by reducing the outlet velocity and improving the static pressure
uniformity at compressor outlet.
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Aerodynamic Design of Axial Flow
Turbine for a Small Gas Turbine Engine

D. Harish, R. D. Bharathan, Sharad Kapil, S. V. Ramana Murthy,
and D. Kishore Prasad

Abstract Small gas turbines havebeenused inmanyunmanned aerial vehicle (UAV)
applications. ForUAV, thedesignof gas turbine engine is drivenby its simplicity, cost-
effectiveness and reliability, and moderate fuel efficiency. This paper describes the
aerodynamic design and salient features of a single-stage axial turbine designed for
powerplant of UAV application. Profile, secondary and tip clearance losses are domi-
nant due to reduced blade heights, Reynolds number, and manufacturing constraints.
The transonic axial turbine is designed with low-aspect ratio and moderate stage
loading. The design point pressure ratio is 2.3, and the target efficiency is 86%.

Nomenclature

C Chord (mm)
Cp Specific heat at constant pressure (J/Kg-K)
R Radius (mm)
S Pitch (mm)
Tmax Maximum thickness of aerofoil (mm)
X Axial distance from leading edge (mm)
�T Total temperature drop across turbine (K)
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k Turbulence kinetic energy
ω Turbulent frequency
η Efficiency

Subscripts

m Mean section
h Hub section
t Tip section

1 Introduction

In last few decades, small gas turbine engine (SGTE) has been increasingly used as
powerplant for UAV application. Specific fuel consumption (SFC) is not of prime
importance for this application as its operational time is limited. The following
requirements are proposed to be met during developmental phase as proposed by
Barbeau [1], Kidd [2], and Rideau [3]:

• Simplicity in design and robustness reduced part count to enhance reliability.
• High specific thrust for compactness.
• Low manufacturing cost.
• Long-term storage and no maintenance.

This paper describes the aerodynamic design of single-stage axial flow turbine
for SGTE. A single-stage turbine is designed for the target efficiency of 86% with a
pressure ratio of 2.3 such that all the above requirements are considered at preliminary
design stage.

The drivers of this design are aerodynamic performance, producibility, low cost,
and high reliability. These are achieved by incorporating manufacturing constraints
at design phase, reducing weight, part count, and using integrated castings as much
as possible. The component shall be designed to guarantee performance requirement.

2 Mean-line Design

The design point is chosen from several operating conditions based on higher rota-
tional speed, turbine entry temperature, and pressure. Turbine stage is designed for
nondimensional parameters shown inTable 1,which is obtained from thermodynamic
cycle of SGTE. Once the spool speed is agreed upon between compressor and turbine
designers, stage loading, flow coefficient, and mean reaction are selected to meet
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Table 1 Turbine stage
thermodynamic quasi
nondimensional parameters

S. No. Parameters Units Values

1 Mass flow function kg
√
K/kPa 0.31

2 Specific work function J/kg-K 186

3 Speed function (rev/min)/
√
K 1172.0

4 Pressure ratio – 2.3

5 Efficiency % 86

the required aerodynamic performance, dimensional, and weight constraints. The
selected parameters are shown in Table 2. Smith [4] proposed correlations between
stage loading, flow coefficient, and efficiency of turbines with 0.5 mean reaction
based on experimental results. These correlations serve as a qualitative tool to esti-
mate the performance of the turbine stage during preliminary design phase. Figure 1
shows the Smith chart plotted based on the correlations indicating the chosen value
of stage loading and flow coefficient.

Mean-line calculation is performed using in-house code based on Horlock [5],
Denton [6] and modified based on Ramana Murthy et al. [7, 8]. Loss models, corre-
lations for choice of chord and stagger and blade spacing as mentioned in Kacker
and Okapuu [9] are incorporated in the in-house code.

Table 2 Turbine stage
overall parameters

S. No. Parameters Values

1 Stage loading 1.43

2 Flow coefficient 0.53

3 Mean section reaction 0.45

Fig. 1 Smith chart
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3 Flowpath Design

Flowpath geometry, mean-line velocity triangle, number of blades are obtained from
mean-line analysis. During this phase, multiple design iterations were carried out by
adjusting the parameters to obtain cylindrical endwalls especially for the rotor which
allow for constant tip clearance to be maintained and allow for easier inspection.
The hub-endwall of the stator is suitably profiled to interface with the upstream
combustor. Figure 2 shows the mean velocity triangle. Low mean reaction might
lead to negative reaction at hub section (where gases may undergo compression
instead of expansion). Hence, mean reaction of 0.45 is chosen.

Profile loss is minimized by choosing an optimal value of S/C and from this, the
number of stators and blades can be determined. Zweifel coefficient is calculated
from the velocity triangle, S/C and found to be in optimal range. The stagger angle is
determined based on the flow angles between inlet and outlet from method proposed
by Kacker and Okapuu [9]. Figure 3 shows the flowpath of the turbine stage.

Fig. 2 Mean-line velocity
triangle

Fig. 3 Turbine stage
flowpath

STATOR
STACKING

AXIS

ROTOR
STACKING
AXIS
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4 Hub-to-Tip Design

In hub-to-tip design, velocity triangles at hub, mean, tip section are obtained. An in-
house streamline curvature code based on Denton [10] that solves steady, inviscid,
axi-symmetric flow and satisfies radial equilibrium is used. Secondary flows domi-
nate the flow at the endwalls of the turbine stage. Yoon et al. [11] studied the effect
of tip clearance leakage flows due to tip reaction. It was suggested that increase in tip
reaction will leads to increase tip clearance losses. Therefore, a spanwise controlled
vortex with parabolic work distribution with maximum work extraction near the
mean and minimum work extraction near the endwalls is adopted. This will help to
minimize the secondary losses as well as tip clearance losses. Other parameters such
as stator exit Mach number and angle, rotor inlet, and exit Mach numbers and angles
as obtained from hub-to-tip analysis are found to be within the limits of industry best
practices.

5 Profile Generation

Aerofoil profiles are generated using eleven parameters method by Pritchard [12].
This method is modified by Ramana Murthy and Kishore Kumar [13] to incorporate
Bezier curves for constructing pressure and suction side curves instead of poly-
nomials. This provides the flexibility to change the Tmax/C while ensuring slope
continuity over the generated profile. Table 3 shows some of the salient parameters
of the profiles that was generated at this stage.

After completion of each section profile generation, in-house 2-D inviscid blade-
to-blade time marching solver formulated by Denton [10] is used to estimate the
surface Mach number over the profiles for both design and off-design conditions.

5.1 Stator

In SGTE, TET is much less compared to that of modern military jet engine. Hence,
simple convective cooling is sufficient for stators. The stators are hollow and forms
flowpath with combustor. The stators are designed using constant S/C ratio at all radii
and stacked at the trailing edge circle center. The exit angle is maintained constant. In
terms of manufacturing constraints, trailing edge (TE) thickness plays an important

Table 3 Salient profile
parameters

S. No. Parameters Stator Rotor

2 S/C 0.69 0.64

3 Tmax/C (%) 18 20

4 h/C 0.85 2.0

5 Rh/Rt 0.65 0.65
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role. Thicker TE is easier to manufacture but it leads to increase the TE losses. TE
thickness is chosen such that it is easy to manufacture and minimizes the losses.
Weiss and Fottner [14] suggested that aft-loading of stator reduces the profile and
secondary losses. Hence, stator was designed for aft-loading by adjusting the Bezier
control points. Three sections for stator are generated at three radial heights. The
profiles are stacked at the trailing edge circle center. Figure 4 shows mean section
profile designed using the method described above, and Fig. 5 shows the surface
Mach number distribution over stator—hub, mean, and tip profiles.

Fig. 4 Stator mean section

Fig. 5 Surface Mach
number distribution over
stator mean section
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5.2 Rotor

Rotor blades are designed for an aspect ratio of two and stacked at the center of
gravity of each section to eliminate bending stress. TE thickness is 20% higher as
that of stator so that stresses at the TE of hub section is lower. Rotor blades metal
temperature is always close to that of relative total temperature. During preliminary
design, based on the estimated metal temperature, it is decided to design a solid
blade without any cooling passage. Rotor blisk design was adopted as it significantly
reduces weight and the number of components compared to conventional blade and
disk design, thereby increasing reliability. TheBezier control points are adjusted such
that the rotor sections are mid-loaded. Three sections for rotor blade were generated
at three radial heights. The profiles are stacked over the centroid of each section to
eliminate the bending stress due to centrifugal loads. Figure 6 shows the mean cross-
section profile of rotor blade. Figure 7 shows the surface Mach number distribution
over rotor—hub, mean, and tip profiles.

Fig. 6 Rotor mean section

Fig. 7 Surface Mach
number over rotor mean
section
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6 CFD Analysis

ANSYS CFX—commercial three-dimensional Navier–Stokes solver is used during
the design phase. Reynolds averaged Navier–Stokes equation is discretized using
finite volume method and solved for a steady state solution. Shear stress transport
model is used formodeling the turbulence. In this k-epsilon, turbulencemodel is used
in far field and k-ω turbulence model is used near the viscous regions, solutions are
merged using blending function. A second order accurate skew upwind differencing
scheme with physical advection correction is employed.

6.1 Grid Generation

The computational grid is generated using ANSYS CFX turbogrid. Automatic
topology and meshing (ATM) method is used for stator and rotor blade. Sufficient
grids are placed at the walls to capture the boundary layers. Grid independence was
carried out. The skewness angle of the generated grid is kept between 35 and 155°,
y plus less than 1, aspect ratio is kept below 100 and expansion ratio is below 1.2.
Tip clearance value is set to be 1% of blade height, and it is modeled separately. The
computational grid is shown in Fig. 8.

6.2 Boundary Condition

In stator domain, constant total pressure and radially varying total temperature based
on the radial pattern factor are imposed at inlet. At inlet, 10% of blade height is used
for eddy length scale and 10% is used for fractional intensity.

Fig. 8 Computational grid of turbine stage
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At rotor domain, static pressure outlet is used.Mixing planemodel is used between
stator and rotor grid at the interface. Rotational periodicity along the axis of rotation
is used at both stator and rotor.

Gas properties such asCp, kinematic viscosity, thermal conductivity are calculated
based on the fuel-to-air ratio and average temperature at inlet and exit plane.

7 Results and Discussion

The designed stage is analyzed using CFX and post-processed using CFX-post.
Multiple CFD iterations were carried out to ensure the stage passed the required
mass flow, and the blade angles were adjusted to minimize incidences and deviation.
Figure 9 shows the blade-to-blade Mach number variation at midspan section. It can
be observed that there is no sudden deceleration or flow separation bubble over the
suction side of stator and rotor at midspan. The acceleration of the flow is smooth
over the suction side on stator. The peak Mach number over the stator is higher
compared to that of rotor because of reaction being 0.45. Iterations in CFD were
carried out to avoid rotor blade leading edge local acceleration.

Figure 10 shows the surface streamline over stator suction side. Interaction of the
secondary flowwith themain flow isminimized as shown in Fig. 10. Figure 11 shows
the streamline in the tip clearance region. The leakage flow over the tip clearance
regions leads to formation of vortex structure which contributes to tip clearance
losses.

The stator exit Mach number varies from 1.2 to 0.9 from hub-to-tip as seen from
Fig. 12, corroborating the stator surface streamline pattern observed in Fig. 10.

Fig. 9 Blade-to-blade Mach number distribution at midspan
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Fig. 10 Streamline over
stator

Fig. 11 Streamline in tip clearance region

Fig. 12 Spanwise variation
of stator outlet Mach number
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Figures 13 and 14 show the rotor outlet relative flow angle and relative Mach
number, respectively. The outlet angle varies within −45° and −55° degrees across
the span, and the outlet relative Mach number varies from 0.7 to 0.95.

Fig. 13 Spanwise variation
of rotor outlet relative flow
angle

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-60-55-50-45-40-35

Fr
ac

tio
n 

of
 S

pa
n

Rotor Outlet Relaitve Flow Angle (Deg)

Fig. 14 Spanwise variation
of rotor outlet relative Mach
number
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Fig. 15 Spanwise pressure
loss coefficient of stator and
rotor
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Figure 15 shows the pressure loss coefficient variation for stator and rotor. For
stator, losses increase near the endwall regions because of secondary flows. For
rotor, secondary and tip leakage flows increase the losses near the endwall. During
the preliminary design phase, parabolic work extraction is used and Fig. 16 shows

Fig. 16 Spanwise
distribution of temperature
drop
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the total temperature drop across stage obtained from CFD results. And it can be
seen that work extraction at the hub and tip are minimum as per design intent.

8 Conclusions

A single-stage transonic turbine is designed by considering all the constraints during
design phase, and it meets the required performance parameters. The stage efficiency
with tip clearance of 1% of blade height is estimated to 89%which is 3% higher than
target efficiency.
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Effect of Hub Clearance on Performance
of Radial Turbine

R. D. Bharathan, P. Manigandan, Sharad Kapil, S. V. Ramana Murty,
and D. Kishore Prasad

Abstract Scalloping of turbine wheel blisk of a radial turbine is done to reduce the
centrifugal stress on the disc portion of the blisk, reduce weight and to decrease turbo
lag in turbochargers. An attempt has been made to model the effect of scalloping
of the turbine wheel on the performance of the radial turbine. The scallops have
been modelled as hub clearances and analyses with various depths of scalloping and
hub clearances have been analyzed using commercial 3D NS solver. The decrease
in efficiency with increased scalloping and hub clearances has been plotted, and the
results have been qualitatively compared with experimental results of similar but
different radial turbines with and without scalloping. The results of the analyses are
found to follow the same trend as those of the experiments.

Keywords Scalloping · Partial hub clearance · Tip clearances · Rotor blisk and
twin scroll volute
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Cp Mean specific heat capacity, J/kg-K
C0 Spouting velocity, m/s
C3 Rotor outlet mean absolute speed, m/s
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N Rotational speed, rpm
Ns Specific speed, radian
PS Pressure Side
R2 Rotor inlet radius, mm
R3h Rotor outlet hub radius, mm
R3s Rotor outlet tip radius, mm
RC Volute corner radius, mm
RMAIN Volute main radius, mm
Rs Volute scroll wall radius, mm
S Blade pitch, mm
SS Suction side
Tin Inlet total temperature, K
Tmax Maximum thickness
U2 Rotor inlet mean blade speed, m/s
V2 Rotor inlet mean relative speed, m/s
V3 Rotor outlet mean relative speed, m/s
W Mass flow rate, kg/s
Wax Axial rotor width, mm
b2 Rotor inlet width, mm
ts Scroll wall thickness, mm
�T Temperature drop across turbine, K
δ Volute section half angle, deg

1 Introduction

The radial turbine of a turbocharger performs the function of extracting power from
the exhaust gases of the internal combustion engine in order to power the centrifugal
compressor through a shaft. For its part, the compressor compresses the air at the
inlet to the engine and so enhances the engine’s volumetric efficiency. A typical
vane-less radial turbine comprises a volute and rotor. The exhaust gases from the
engine are accelerated by the volute and fed to the rotor the required inlet Mach
number and flow angle with the least possible variation of flow properties along the
circumferential direction. The gases in turn expand in the rotor, and thus, power is
extracted.

Euler’s turbine equation states that power extracted by the turbine is as follows:

Power = W (U2 ∗ C2swirl −U3 ∗ C3swirl) (1)

Power extraction in a radial turbinewheel happens both through reduction in blade
speed through reduction in radius from inlet to outlet and through a reduction in swirl
velocity. The part of the turbine wheel that has the highest radius is its inlet. Most
turbocharger turbine wheels are produced as integral blisks through casting route.
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Fig. 1 Turbine wheel
without scalloping

As the temperature of exhaust gases from the engine is high, they are made of nickel-
based superalloys to withstand the high temperature and to meet the life requirement.
Therefore, they are typically heavier than the centrifugal impeller and shaft. Excess
weight in the inlet hub location which forms the hub endwall of the turbine wheel
can lead to high centrifugal stresses on its solid disc portion; see Fig. 1. It can also
increase the moment of inertia of the wheel which can lead to a slow response to
accelerations and decelerations of the engine, also known as turbo lag; see [1].

In order to reduce the centrifugal stresses in the disc portion of the turbine wheel
and to reduce turbo lag, the hub endwalls at the inlet between turbine blades are
scooped out by introducing scallops between them as shown in Fig. 2. The stationary
heat shield which protects the bearing housing and shaft from the hot turbine gases
also performs the function of an endwall separated from the turbine wheel by an
axial clearance which shall henceforth be called hub clearance as shown in Fig. 3.

The scalloping of the turbine wheel is accompanied by reduction in efficiency of
the radial turbine because, similar to what happens in the tip clearance region, the
introduction of a hub clearance provides a short cut for the gases to flow across the
clearance from pressure side to suction side which leads to vortices which increase
the losses in the stage which translated to a reduction in turbine efficiency. If maps of
the radial turbine generated through analysis do not cater to the effect of scalloping,
they may lead to overestimation of the performance of the turbine and erroneous
matching of radial turbine with centrifugal compressor. Therefore, it is important to
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Fig. 2 Scalloped turbine
wheel
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qualitatively and quantitatively understand the effect of scalloping and hub clearance
on the aerodynamic performance of a radial turbine.

2 Description of Radial Turbine Stage

The design of the radial turbine under study was explained in [2]. The methodology
for mean-line design of the radial turbine volute and wheel is provided in [3–5].
A vane-less design is favored because of the reduction in part count and weight as
well as increase in reliability. To harness the effect of pulsation from the engine
cylinders which fire in sequence, a twin scroll volute was designed as discussed in
[1]. Appropriate cut-water angle was chosen based on producibility and aerodynamic
consideration; see [6]. Table 1 gives the non-dimensional design parameters:

A previously designed and tested rotor wheel is analyzed using an analysis code
developed based on [7]. Figure 4 shows the flow path of the turbine wheel, and Table
2 lists the salient non-dimensional turbine wheel parameters. The velocity triangles
of the mean streamline of the turbine wheel are shown in Fig. 5.

Table 1 Turbine
non-dimensional design
parameters [2]

Parameter Value

Specific speed, Ns 0.8 radians

Flow function, W
√
T in/P 63.09 kg

√
K/s MPa

Specific work output (Cp�T /T in) 216.8 J/kg-K

Total-to-static pressure ratio 3.28

Total-to-static efficiency 73%

Fig. 4 Turbine wheel flow
path [2]

11 Nos.
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Table 2 Turbine wheel
design parameters [2]

Parameter Value

R3h/R3s 0.38

R3s/R2 0.75

b2/R2 0.276

U2/C0 0.70

V3/V2 1.9

C3/U2 0.5

Fig. 5 Mean velocity
triangle 0.72

0.36
0.71

0.49

73°
54°

1° 46°

3 Modelling and Grid Generation

The computational grid is generated using ICEM-CFD software [9]. The grids are
unstructured tetrahedrals. Care is taken to ensure that sudden changes in geometry
andfloware captured by locally introducingfiner grids.After grid sensitivity analysis,
the size of the volute grid is fixed at 2 million. The 3D computational grid used in
the analysis for the volute is shown in Fig. 6.

The rotor domain is modelled such that it includes both the hub clearance and tip
clearance regions. Whereas the tip clearance is contiguous from the inlet of the rotor
to the exit, the hub clearance is partial. This calls for the hub region from the inlet
to the end of scalloping to be modelled as a stationary wall with a clearance from
the rotor blade and the heat shield wall. The region from the end of scalloping to the
outlet is modelled as a rotating wall along with the rotor blades themselves. Due to
such complexity, it is not possible for the grid generation process to be carried out
in a template-based software such as ANSYS turbogrid.

Therefore, the modelling of the fluid domain a single rotor blade domain with
partial hub clearance and full tip clearance is carried out in UG NX 10.0 software
as shown in Fig. 7. The modelled geometry is exported to ICEM-CFD software, and
grid is generated. The grids are blade-centered multi-block, structural hexahedrals.
The grid topology is a combination of O, C and H topologies. The grids are made
finer at the regions where high gradients are expected in the flow field.

The grid size for each rotor is fixed after the grid sensitivity analysis at 0.5million.
Figure 8 shows the grid independence plot for the rotor plotted against mass flow rate.
Sufficient grid points are placed close to the aerofoil surfaces to resolve the boundary
layer. The y+ values for the finalized grid are less than 12. The achieved skew angles
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Fig. 6 3D computational
grid of volute
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Fig. 8 Rotor grid
independence plot
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for the grids are between 30 and 150 degrees, the aspect ratios are less than 100, and
expansion ratios are less than 1.2. The outlet domain of the grid is placed one chord
downstream of the exit plane for the rotor grid. Multiple rotor meshes are generated
to study five different depths of scalloping and three different hub clearances.

4 Computational Methodology

The analysis is carried out for the radial turbine by using the commercial 3D NS
solver ANSYS CFX-19 [10] on an IBM DX 360 parallel computing system. The
three-dimensional, multi-block, parallel flow solver CFX-19 developed by ANSYS
is used for this analysis.

The Reynolds averaged Navier–Stokes equations are solved in the solution proce-
dure. The governing equations are discretized using finite volume method. The solu-
tion algorithm is based on an implicit scheme coupled with multi-grid acceleration
techniques. The effects of turbulence aremodelledwith two equations k-ω turbulence
model with shear stress transport model. The significant advantage of this model is to
predict improved wall shear stress in adverse pressure gradient flows and robustness
for complex flows.

The boundary conditions are inlet total pressure, inlet total temperature, inlet
flow angle and exit static pressure. The walls are assumed adiabatic. The blisk walls
including the surface of the blade and the hub region from the end of scalloping to the
outlet are treated as rotating walls. The tip clearance wall formed by the volute exit
and the partial hub clearance wall created by the heat shield are treated as stationary
walls. The clearance wall which bridges the hub clearance wall with the blisk wall
separates the blade domain from the other side of the heat shield which is a closed
chamber. Therefore, this is modelled as an opening across which the net mass flow
is zero as shown in Fig. 7.

In order to capture the non-uniformity of the exit flow from the volute (especially
at the tongue region), all the blades are modelled. Frozen rotor analysis is carried out
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Fig. 9 Typical convergence history

for this purpose. The convergence criterion is set for the maximum residuals below
1E-4. The typical convergence history for the analysis is shown in Fig. 9.

5 Results and Discussion

3D NS analyses are carried out for various depths of scalloping and hub clearances
with the finalized volute. The effect of the scalloping and hub clearance on the
aerodynamic performance of the radial turbine stage is studied through the non-
dimensional performance parameters of the turbine like mass flow function and
efficiency.

All analyses are converged to same pressure ratio at the same non-dimensional
turbine rotor speed function to enable comparison of the overall turbine stage
parameters. The variation of efficiency with depth of scalloping is shown in Fig. 10.

Change in efficiency with increase in scalloping has been plotted against scal-
loping depth non-dimensionalized with hub meridional length. It can be observed
that the drop in efficiency follows a nearly linear trend with increase in scalloping
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Fig. 10 Variation of
efficiency with scalloping
depth
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depth. It is also seen that for an increase in depth of 25%, the efficiency reduces by
about 1.75 percentage points.

As the depth of scalloping increases, the proportion of flow which cross-flows
through the hub clearance region thereby not fully participating in the work produc-
tion proportionally increases. This wasted flow can be visualized in the form of
streamlines that are observed in the hub clearance region representing the cross-flow
in Fig. 11. In a non-scalloped turbine wheel, this flow would be completely absent
and the entire flow (minus the tip clearance flow) would pass through the turbine
channel and contribute to work.

To observe the effect that such scalloping has in turbine work extraction, it is
required to analyse the blade loading of the rotor blade near the hub. Figure 12

Hub Clearance 
Cross-flows

Fig. 11 Cross-flows in hub clearance region
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Fig. 12 Rotor blade loading
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shows a comparison of blade loading of turbine blade at the hub location between a
fully scalloped blade and a blade with no scalloping. The area enclosed by the blade
loading curve is a measure of the work extracted by the turbine blade at this section.

As stated earlier, all analyses are converged for the same pressure ratio. It can be
observed that the area enclosed by the curve is distinctly lesser in the case of the
fully scalloped turbine blade as compared to the blade with no scalloping. Especially
near the leading edge where the scalloping is done, this difference is marked. This
translates to a reduction in power generated by the turbine which, for the same
pressure ratio, translates to a reduction in stage efficiency as shown in Fig. 10.

To understand the effect of hub clearance on the performance of the radial turbine,
analyses were carried out by varying the hub clearance values for a fixed depth of
scalloping. Figure 13 shows the plot of hub clearance non-dimensionalized with
inlet blade height versus change in efficiency. As expected, the efficiency decreases
monotonically with increased hub clearance. It can be observed that the decrease in
efficiency can be as high as 2.25% points in case of 8% hub clearance.

Fig. 13 Variation of
efficiency with hub clearance
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In the experimental investigation of the effect of various geometrical features of a
radial turbine wheel on its performance, [8] observed that scalloping can contribute
to a decrease in efficiency of 2 to 4 percentage points. This is in qualitative agreement
with the numerical analyses that have been carried out as explained in this paper.

6 Conclusions

The effect of scalloping and hub clearance on the aerodynamic performance of a
typical radial turbine stage of a turbocharger is studied using 3DNS analysis. Various
depths of scalloping and hub clearances are modelled and meshed and analyzed
using commercial software. It is observed that efficiency monotonically decreases
with increase in both depth of scalloping and hub clearance. If the turbine wheel is
scalloped to 25% of its meridional length, a drop in efficiency of 1.75 percentage
points is observed. If the hub clearance is increased to 8% of inlet blade height, a drop
in efficiency of 2.25% is observed. Thus, both of these parameters have considerable
effect on the performance of the radial turbine and by extension, the turbocharger. The
findings of this paper will help the designer to arrive at an optimal design which can
take into account conflicting requirements such as aerodynamic efficiency, weight
and inertia.
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Effect of Various Periodic Surface
Concepts for Numerical Investigation
of Flow Field Through Variable Area LP
Turbine Nozzle

Hardikkumar Bhavsar and Chetankumar Mistry

Abstract The gas turbine engine performance can be improved in off-design condi-
tion by using variable area nozzle turbine (VANT) concept as mass flow rate varies in
off-design conditions. In order to analyze the flow field through VANT, second-stage
LPT nozzle geometry was selected from EEE proposed by Pratt and Whitney, and
its endwalls were modified. In the present study, meshing of the nozzle domain was
done in ICEM CFD® due to the limitation of TurboGrid® which is discussed. For
the numerical analysis, two-passage and one-passage fluid models were analyzed. It
was found from two-passage analysis that due to the 3D geometry of the vane at LE,
incidence effect was not properly captured. Hence, flow physics is not identical in
two passages. Further, one-passage numerical analysis with and without varying the
periodic surfaces at −5°, 0°, and + 5° vane setting angle is performed. The results
were analyzed in terms of static pressure field in the part clearances and total pres-
sure loss coefficient. It is found that mass flow averaged total pressure loss coefficient
changes within 3% range with change of different periodic surface concepts.

Nomenclature

Cax Axial chord
Cpt Total pressure loss coefficient = p0,in−p0

p0,in−pin

Cps Static pressure coefficient = p−pin
p0,in−pin

p Static pressure
pin Mass flow averaged inlet static pressure
p0 Total pressure
p0,in Mass flow averaged inlet total pressure
EEE Energy-efficient engine
LE Leading edge
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LPT Low-pressure turbine
LV Leakage vortex
PS Pressure surface
PSHSV Pressure side horseshoe vortex
PV Passage vortex
SS Suction surface
SSHSV Suction side horseshoe vortex
TE Trailing edge
VANT Variable area nozzle turbine

1 Introduction

The gas turbine engine is composed of several components. The performance of these
components is dependent on the 3D, complex flow passing through their passage. In
order to improve the performance of the components, flow physics of each compo-
nents needs to be understood. This can be done by performingmeasurement of several
parameters on the actual engine components. However, this task is very difficult as
well as expensive. Also, in order to develop testing facility, it is a prior requirement
to decide which parameters are required to measure and at which location. This can
be understood by performing detail computational study on the selected component.

It is known that gas turbine engines are being used in several applications. Also,
demand of shaft/thrust power of the gas turbine engine changes with time and oper-
ating conditions. Hence, for a quite vast period of life, engine needs to perform
in the off-design condition where its mass flow requirement changes. This affects
the performance of the engine. In order to operate engine near its design condi-
tions, component flow area is required to change with change in mass flow rate.
Variable area nozzle turbine (VANT) concept actively controls the performance of
the gas turbine engine with change in power demand suggested by Roy-Aikins [1].
Karstensen and Wiggins [2] described the successful use of variable power turbine
nozzle in various applications. Moffit et al. [3] investigated the VANT concept in
single-stage turbine by varying the stator area from 70 to 130%. They found that
turbine efficiency reduces at a given pressure ratio as vane setting angle was changed
from design angle. Razinsky and Kuziak [4] used variable nozzle power turbine
concept in GT 225 for various operating point including braking position. They
observed improvement in specific fuel consumption at part-load condition as turbine
inlet temperature can be kept higher. However, for mechanical movement of the
vanes, part clearances are required to be accommodated near hub as well as tip
endwalls and vane ends. These part clearances near both ends are responsible for
occurrence of leakage flow due to the pressure gradient from PS to SS of the vane.
Further, part of the leakage flow passing near the vane end surfaces has rotationality,
which forms the leakage vortex within the nozzle passage. This leakage vortex mixes
with the primary flow and passage vortex and increases the losses at the exit of the
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nozzle. Razinsky and Kuziak [4] also observed increase in the efficiency of 0.7–4.0%
when they sealed the vane ends.

Various researchers have performed study to analyze the leakage flow through
turbine tip clearances. They have also concluded that 30% losses in the turbine
passage are due to tip leakage flow. Hence, several studies have also been performed
to mitigate or minimize the tip leakage flow by various methods. However, prior
to apply some technique to inhibit the leakage flow, leakage flow field needs to be
analyzed. For the VANT concept, as part clearances are required near hub and tip
of the vane, leakage flow field needs to be analyzed at both the locations. Hence,
present study aims to numerically investigate the leakage flow field near hub as
well as tip clearance for the VANT concept. In the present study, second-stage 3D
vane of the LPT from EEE proposed by Prat and Whitney was selected. Details of
which are given by Leach et al. [5]. The details about turbine stage and cascade
are shown in Table 1. The effect of free stream turbulence and incidence angle on
the selected original geometry was performed and reported by Bhavsar and Mistry
[6]. Further, for the VANT, vane pivot is present in the either part clearances which
also influences the flow within the part clearances. The modification of the hub and
casing endwalls for VANT concept was done and reported by Bhavsar and Mistry
[7]. In the ANSYS TurboGrid®, it was not possible to define the vane with the pivot
in either clearances for the domain discretization to numerically solve the flow field.
Hence, fluid flow domain needs to be defined with periodic surfaces in the ICEM
CFD® consisting of one or two passages. So far, various CFD studies for linear as
well as annular cascade are reported, which mainly focus on the effect of change of
incidence angles. In this study, as the vane is turned for the VANT concept, effect of
periodic surface needs to be analyzed. Tallman and Lakshminarayana [8] used two
passages for their numerical investigation on linear cascade using numerical method
given by Basson and Lakshminarayana [9]. They defined one full blade, the periodic
surface adjacent to PS of the central blade was formed as SS, and the periodic surface
adjacent to SS of the central blade was formed as PS up to tip clearance region. In
the tip clearance region, they define the periodic surface as mean camber line on both
sides of the main blade.

Hence, in the present study, fluid domain with two passages (case—a) and one
passage (cases b and c) was selected for the numerical analysis. Further, in case—
b, periodic surfaces of fluid domain were kept constant as vane settling angle was

Table 1 Cascade and turbine parameters

Hub Quarter hub Mean Quarter tip Tip

Inlet metal angle 32.7º 37.2º 41.7º 47.7º 52.2º

Exit metal angle 27.7º 21.5º 21º 20.5º 19.8º

Axial chord 4.907 cm

Aspect ratio 2.65

Flow coefficient 0.76

Mean reaction 0.45
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changed. The case—b was not able to accommodate the variation of vane setting
angle beyond ± 7°. Whereas in case—c, periodic surfaces were also varied with
vane setting angle, and hence, it enables to investigate variation in vane setting angle
beyond ± 7°.

2 Numerical Setup

This section discusses the construction of fluid flow model for three cases. It is
followed by multiblock domain discretization in ICEM CFD® and is discussed with
their limitations. The boundary conditions are discussed at the end of this section.

2.1 Fluid Flow Model

The fluid flow model with two passages is shown in Fig. 1a and denoted as case—a
throughout the text. In this model, one 3D vane was placed and adjacent vanes were
modeled as SS and PS at an angular pitch distance away from central vane. Hence,
this model was able to capture the effect of vane turning for wide range of different
setting angles. However, the fluid model of case—a has certain limitations in terms
of domain discretization and effect of incidence angle as 3D vane in the annular
passage was being analyzed here. This is discussed in the subsequent sections. The
fluid model with one passage was analyzed having periodic surfaces at half angular
pitch distance from the vane with two different cases, i.e., b and c.

In the case—b, the periodic surface was constructed using mean camber line and
was kept for design vane setting angle as shown in Fig. 1b. Hence, this methodology
imposes limit to perform numerical analysis on the vane setting angle beyond ± 7°.
Further, in the case—c, periodic surface was constructed from mean camber line,
and it was also changed with vane setting angle as shown in Fig. 1c.

2.2 Domain Discretization

In the present study, as mentioned earlier, part clearance flow field through VANT is
numerically analyzed. Also, for VANT, pivot is an essential part which influences the
part clearance flow field. Hence, multiblock domain discretization was done in the
ICEMCFD®.H-type topologywas usedwithin the passage, andO-type topologywas
used near LE, TE, and around the pivot. From the grid sensitivity test performed in
the previous study, a total of 40 elements were selected to be kept in the part clearance
for all the cases. However, based on the change of geometry, minor re-distribution
of the grid elements was done in various directions in each case. Overall comparison
of number of elements is given in below Table 2. It is observed that case—a with
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(a) For two passages (case – a)

(b) For single passage (case – b) (c) For single passage (case – c)

Fig. 1 Fluid domain definition for various cases

Table 2 Overall element
count

Case—a Case—b Case—c

Elements (millions) 6.88 3.2 4.3

two passages required 60% more elements than case—c. Hence, it demands more
computational power and/or time. The discrepancy in the number of elements from
case—b to case—c was due to the increase of spanwise number of grid elements.
However, it is required to be noted that in the part clearances, all cases have same
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number of elements. Further, limitation to analyze wide VANT setting angle range
was limited as discussed in the previous sub-section for case—b.

2.3 Boundary Condition

The steady-state RANS equations were solved in commercially available software
ANSYSCFX®. For the turbulence closure, two-equation shear stress transport (SST)
model was selected. The experimental investigations are planned at IIT Kharagpur
using sector annular cascade tunnel based on the present numerical study. Hence,
boundary conditionswere selected based on the real experimental condition. The inlet
velocity of 50 m/s was given with the flow component based on the vane metal angle.
The outlet static pressure was given as the atmospheric pressure, i.e., 101,325 Pa. All
the walls, i.e., hub and casing endwall, vane surface, and pivot surfaces were given as
adiabatic no-slip condition. The periodic surfaces were given as rotational periodic.
Further, the RMS convergence criteria were kept as 10–6, and pressure ratio across
the passage was also monitored.

3 Results and Discussion

In this section, numerical results are analyzed for the various cases initially. The
limitation of case—a to not properly capture the incidence effect in different passage
is discussed first. The results of case—b are thoroughly discussed by Bhavsar and
Mistry [7]. However, as mentioned earlier, using case—b analysis of ± 10° setting
angle change was not able to perform. Hence, detailed flow field for −10° to + 10°
setting angle change is discussed using geometry made by case—c.

3.1 Case—a

The flow field through two-passage case for design setting angle is shown in Fig. 2a
and b using total pressure loss coefficient, Cpt near casing, and hub endwall, respec-
tively. The Cpt contour at 0, 50, and 100% Cax location from LE of the vane is
shown. In Fig. 2a, total pressure loss due to the formation of the horseshoe vortex is
observed near the casing endwall. However, it can be observed that the formation of
the horseshoe vortex in both the passages is not identical.

This is denoted by A1 and A2 in the streamwise plane of Fig. 2a at LE of the vane.
Further, the formation of the leakage vortex is also differed in streamwise plane
shown at 50% Cax distance downstream of the LE. It is observed that the leakage
vortex in the region denoted by B1 is extended tangentially away from the suction
side compared to leakage vortex denoted by B2. However, core of the leakage vortex
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(a) near casing endwall

(b) near hub endwall

Fig. 2 Streamwise Cpt contour

remains near the SS as shown by B1. The significant effect of this can be observed in
the plane located at TE of the vane. It is observed that the core of the total pressure
loss region is elongated in the tangential direction as shown by C1. However, as
leakage vortex (dented by B2) was away from the SS at 50% Cax location, total
pressure loss region in the plane at TE is shifted away from the SS (denoted by C2).

Figure 2b shows the Cpt contour at similarly located plane near hub endwall. The
plane located at LE of the vane does not show much discrepancy. The formation of
leakage vortex differs minutely from each other at 50% Cax location downstream of
vane LE. The plane located at TE of the vane shows higher total pressure loss in the
core shown by E2 compared to E1.
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As the two passages are numerically analyzed, ideally contours should be identical
in both the passages. However, the present numerical analysis is not able to capture
ideal behavior. This can better be illustrated by observing the velocity distribution
at different spanwise locations. It gives the effect of differences in flow incidence
at the LE of central vane and partially modeled adjacent vanes. The Mach number
contours at 25, 50, and 75% spanwise locations are shown in Fig. 3a–c, respectively.

(a) at 25% span (b) at 50% span

(c) at 75% span

Fig. 3 Mach number contour at different spanwise locations
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The enlarged view of LE of adjacent vane PS is denoted by A1, LE of central vane
is denoted by A2, and LE of adjacent vane SS is denoted by A3 in all the figures.

Figure 3a shows the Mach number contour (upper part) and loading distribution
(below part) at 25% span location. The discrepancy in the Mach number distribution
at LE of central vane and adjacent vanes is clearly visible. From region denoted by
A1, it is observed that on the PS of adjacent vane, flow accelerates just downstream
of the LE and it again decelerates around 15% Cax location from LE. However,
A2 region shows that flow gradually accelerates downstream of LE on the PS of the
central vane. Further, on the SS of central vane (region denoted byA2), minute region
of acceleration is observed which is followed by deceleration, and around 15% Cax

location downstream of LE acceleration on the SS is observed. However, this kind
of behavior is not observed on the SS of adjacent vane shown by region A3. Also,
acceleration of the flow on the SS of central vane is observed earlier than on the SS
of the adjacent vane. This change of flow incidence at the LE of central and adjacent
vane affects the flow physics within the passage. However, these effects are clearly
observed on the SS of the vane which are denoted by B1 and B2 near the throat and
C1 and C2 near TE of the vane. This can also be seen from the pressure distribution
shown in the below part of Fig. 3a.

Figure 3b shows the Mach number distribution at 50% span location. From A1
and A2 regions, it can be observed that on the PS, downstream of the LE, slightly
larger extent of flow deceleration region is observed on the central vane compared
to adjacent vane. This can also be seen in loading distribution shown in below part
of the figure. This is seen by reduction of pressure value in the loading distribution.
Further, on SS, downstream of the LE, larger extent of flow acceleration region is
observed on the central vane compared to adjacent vane shown in A3. Due to this
minor discrepancy in the incidence angle on the central and adjacent vanes, early
acceleration at B1 is observed compared to B2. Similarly, higher Mach number in
C1 region is seen compared to C2. Also, near TE, acceleration of larger portion of
flow in the tangential direction is observed, which is denoted byD1 compared toD2.

Figure 3c shows the Mach number distribution at 75% span location. Here,
discrepancies observed are: near LE, on PS of adjacent blade and central blade; early
acceleration in B2 region compared to B1 region; and larger extent of acceleration
in C2 region compared to C1 region.

Hence, from the above observed phenomenon, it can be concluded that numerical
analysis of required vane turning angle for the VANT concept can be accommodated.
Further, simulation of two passages requires 60% more grid elements compared to
single passage as mentioned earlier. The increase in the number of grid elements
increases the computational cost. However, the numerical results show that the
flow field in both the passages is not identical. Hence, in the present study, further
investigations of flow field are done using one-passage method.
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3.2 Comparison of Case—B and Case—C

The comparison of numerical results obtained for case—b and case—c is discussed
using Mach number contours. Due to the geometrical constraint of case—b, the
comparison for −5°, 0°, and + 5° vane turning angle is shown by Mach number
contour at 50% span location in Fig. 4.

It should be noted that actual domainwasmade for one passage only. However, for
better visualization, two passages are shown using instant transform tool of ANSYS
CFD Post®. For all vane turning angles, it can be observed that most of the flow
features are captured quite similar in both the cases. However, minor discrepancy
is observed between cases b and c near LE and in the wake region for −5° vane

(a) +5° Vane turning angle (b) +0° Vane turning angle

(c) -5°Vane turning angle

Fig. 4 Comparison of Mach number contour at 50% span for case—b and case—c
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turning angle. It should be noted that both the cases were discretized and simulated
individually. Hence, computational error of the numerical solutionmight lead to such
small discrepancies in the Mach number contours. Further, it is seen that as the vane
setting angle is changed from+ 5° to−5°, the throat area reduces and Mach number
increases.

The static pressure coefficient—Cps comparison between case—b and case—c
in the hub as well as tip side part clearances are shown with velocity vectors in
Figs. 5 and 6, respectively. Figure 5a–c shows the Cps contour for + 5°, 0°, and −
5° setting angles. As the vane setting angle is changed from + 5° to −5°, the throat
area reduces. Hence, flow velocity increases within the passage and static pressure
reduces. Also, the throat area shifts from 73% Cax to 84% Cax location downstream
of the LE as vane setting angle changed from+ 5° to−5°. The leakage flow through
the hub side part clearance occurs due to the presence of pressure gradient from
PS to SS. The maximum pressure gradient for the leakage flow to be occurred is
observed near PS of the vane in both hub as well as tip side part clearances. The flow
gets deflected due to the presence of the circular pivot in the part clearance. Hence,
flow recirculation region is observed toward the SS from the pivot. This region is
denoted by the ‘RC’ in all the figures. The recirculation region reduces in extent
as vane setting angle is changed from + 5° to −5°. Further, the presence of pivot
puts discontinuity in the favorable pressure gradient near PS. The favorable pressure
gradient region in the upstream of the pivot is denoted by A1 and in the downstream
of the pivot is denoted by A2. There is a greater effect of vane turning angle observed
on the region A2 compared to A1. As the vane turning angle is changed from+ 5° to
−5°, the magnitude and extent of favorable pressure gradient increase significantly
in the downstream direction of the pivot location, i.e., region A2.

The Cps distribution for the case—b and case—c is compared in Fig. 5a for
+ 5° vane turning angle. The discrepancy in the value of Cps is observed mainly
from the RC region to the throat region. This discrepancy reduces for the 0° vane
setting angle case shown in Fig. 5b and vanishes for the−5° vane setting angle case
which is shown in Fig. 5c. The difference of Cps distribution in the tip side part
clearances is observed between case—b and case—c for all the vane turning angles
as shown in Fig. 6. This difference is clearly seen in the favorable pressure gradient
region upstream of the pivot denoted by region A1 as well as between the RC and
throat location. The difference of Cps distribution near throat region reduces as vane
turning angle is changed toward −5°. Further, very minor difference in the region
A2 is observed for all the cases.

3.3 Exit Flow Field Comparison

The total pressure loss coefficient, i.e., Cpt, at the exit of the cascade is shown
for cases—a, b, and c at + 5° vane turning angle using contour plot in Fig. 7a–
c, respectively. Due to the provision of part clearances near hub and casing endwalls,
leakage flow occurs and part of it forms the leakage vortex. This leakage vortex
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(a) +5° vane turning angle

(b) 0° vane turning angle

(c) -5° vane turning angle

Fig. 5 Static pressure coefficient and velocity vector in hub side part clearance
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(a) +5° vane turning angle

(b) 0° vane turning angle

(c) -5° vane turning angle

Fig. 6 Static pressure coefficient and velocity vector in tip side part clearance
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(d) Pitch-wise mass flow averaged Cpt
distribution along the span
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Fig. 7 Cpt comparison at the exit of the cascade for + 5° vane turning angle

merges with the passage vortex, and hence, two loss regions are seen near each
endwalls. These are denoted by A1 and B1 near casing and hub endwall, respectively.
It is evident that for case—a, due to the non-identical prediction of incidence angle
and flow field in two different passages, total pressure loss region associated with
hub and tip leakage vortex differs in size. This is denoted by A1 and A1’, A2 and A2’,
and B1 and B1’.

It can be observed that case—b predicts the larger extent of loss core in the
region A1. Also, near the casing endwall, larger spanwise extent of the loss region is
observed for case—b, i.e., from casing endwall to 84% of span compared to case—c,
i.e., up to 86% of span. However, case—c predicts the larger extent of the loss region
in the tangential direction, which is denoted by A2. This can be observed by higher
pitch-wise mass flow averaged Cpt value in Fig. 7d, from 92% of span to 97% of
span for case—c. Further, almost similar pitch-wise mass flow averaged Cpt peak
value is predicted at 97 and 98% of the span for case—c and case—b, respectively,
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(shown in Fig. 7d) whereas case—a predicts 13% higher peak value of Cpt. Similar
to casing endwall region, extent of the core loss region near hub endwall denoted by
B1 reduces for case—c. The spanwise extent of the loss region is up to 16% of span
for case—b compared to 14% of span for case—c, and for case—a, it is near 12% of
span. However, extended loss region in the tangential direction is seen for case—c
which is denoted by B2. Further, peak in pitch-wise mass flow averaged Cpt value is
observed for case—a at 2% span.

Figure 8a–c shows theCpt contour for cases—a, b, and c, respectively, for 0° vane
turning angle. Here also, core of the loss region is not seen as identical for case—a
(A1 and A1’, A2 and A2’). Near the casing endwall, larger extent of the core loss
region denoted by A1 is observed for case—b compared to cases—a and c. Further,
the loss region from casing endwall is extended up to 82.5% of span for case—b
compared to 85% of span for case—a and 86.5% of span for case—c.

(d) Pitch-wise mass flow averaged Cpt
distribution along the span
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Fig. 8 Cpt comparison at the exit of the cascade for 0° vane turning angle
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Also, cases—a and c predict the larger extent of loss region in the tangential
direction denoted by A2 and A2’ compared to case—b. Hence, higher pitch-wise
mass flow averaged Cpt value is seen in Fig. 8d from 92% of span to peak at 97% of
span for case—c and peak at 98% of span for case—b. The peak Cpt value increased
by 8.5% near casing endwall for case—c. Further, case—a predicts even higher peak
Cpt value by 10% at 98% span. Near the hub endwall, extent of the core loss region
denoted by B1 reduces for case—c compared to case—b. The spanwise extent of
loss region is observed up to 15% of span for case—b and 13% of span for case—c.
However, for case—c, due to the larger extent of loss region denoted by B2 increases
the pitch-wise mass flow averaged Cpt value from hub endwall to 7% of span. The
peakCpt value increases by 17% for case—ccompared to case—b.Here also, case—a
predicts 25% higher peak Cpt near hub endwall.

Figure 9a–c shows the Cpt contour at the exit of the cascade for cases—a, b, and
c at −5° vane turning angle, respectively. Figure 9d shows the pitch-wise mass flow
averaged Cpt distribution for both the cases along the span at the exit of the cascade.

(d) Pitch-wise mass flow averaged Cpt
distribution along the span
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Fig. 9 Cpt comparison at the exit of the cascade for −5° vane turning angle
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It is seen that core loss region near casing endwall denoted by A1 starts by 0.7°
away from the SS for case—b compared to 1.8° away from SS for cases—a and c.
Further, in the tangential direction, it occupies 2.2° for case—b compared to 1.5˚
and 1.4° for cases—a and c, respectively. The loss region lies from casing endwall
to 84% of span for case—b compared to 88.5% of span for cases—a and c. The
pitch-wise mass flow averaged Cpt increases from 75% span for case—b, and 17%
higher peak value is predicted at 98% of span for case—b. The case—a predicts 5%
higher peak Cpt value at 98% span. The extent of the loss region near hub is denoted
by B1 reduces for cases—a and c insignificantly. However, peak value of mass flow
averaged Cpt increases by 8% for case—a and by 15% for case—b compared to
case—c.

The effect of change of periodic surfaces on the exit velocity flow angle is shown
in Fig. 10a–c for+ 5˚, 0˚, and−5˚ vane turning angle, respectively. The exit velocity
flow angle changes linearly with change in vane turning angle, i.e., at + 5˚ vane
turning angle, it is around 30˚, at 0˚ vane turning angle, it is 25˚, and at −5˚, it is
20˚. However, at particular vane turning angle, pitch-wise mass flow averaged exit
velocity flow angle shows discrepancy from 78% span to 95%.

In order to quantify overall total pressure loss, mass flow averaged total pressure
loss coefficient is obtained at the exit of the cascade for various vane turning angle in
cases—a, b, and c. The obtained values are shown in Fig. 11. As already seen from
the total pressure loss contour and its pitch-wise mass flow averaged distribution
along the span, for −5° vane turning angle, highest total pressure loss is observed.
The mass flow averaged total pressure loss reduces to minimum at+ 5° vane turning
angle due to reduction of mixing and viscous dissipation as kinetic energy reduces
for the opening position. The case—a predicts higher losses for all vane turning
angles. Also, it can be noted that the difference in the mass flow averaged Cpt values
for various vane turning angles in cases—a, b, and c is not more than 3%. However,
method used in case—c gives wide range of VANT to be analyzedwith lesser number
of grid points.

4 Conclusion

The present study focuses on the numerical investigation of part clearance flow field
near hub as well as casing endwall for the VANT concept. In order to numerically
investigate the VANT concept, three different methods were used for the modeling
of periodic surface. Based on the results, certain conclusions are made which are
shown below:

1. Case—a was modeled with two passages that can accommodate wide range of
vane turning angle for the VANT concept. This method includes one central
vane and either side adjacent vanes were partially modeled with PS/SS. As the
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Fig. 10 Exit velocity flow
angle distribution

(a) +5˚ vane turning angle

(b) 0˚ vane turning angle

(c) -5˚ vane turning angle
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adjacent vanes were partially modeled, due to the 3D geometry of the vane, inci-
dence angle was not captured identically in both the passages. Also, it required
60% more grid elements which increases the computation cost.

2. Case—bwas modeled with one vane and constant periodic surfaces of designed
setting angle at half angular pitch distance on either side of the vane. However,
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Fig. 11 Mass flow averaged
Cpt
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using this concept was not able to accommodate wide range of vane setting
angle.

3. In the case—c periodic surfaces were modified as per change of vane setting
angle. Hence, this method accommodates wide range of vane setting angle for
the VANT concept.

4. From the comparison Mach number contour plot at 50% span location for
case—b and case—c, it was observed that due to unavoidable computational
errors, minor discrepancies were observed. Also, as the static pressure coeffi-
cient contours were compared in the tip side part clearance, discrepancies in the
upstream part of the pivot were observed. This discrepancy reduces as the vane
turning angle was changed toward −5°.

5. From theCpt distribution at the exit of the cascade, it is seen that case—bpredicts
higher loss in the core of the loss region. Also, it predicts larger extent of the
loss region in the spanwise direction, whereas case—c predicts larger extent in
the tangential direction.

6. The difference in the overall mass flow averaged total pressure loss coefficient
value at the exit of the cascade within 3% for± 5° vane turning angles between
cases—a, b, and c. This difference is 0.54% for 0° vane setting angle when
periodic surfaces remain almost similar in both the cases between case—b and
case—c. This difference increases between cases—a and c for 0˚ vane turning
angle to 2%. This might be due to incorrect prediction of incidence angle in two
passages and unavoidable numerical errors.
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Numerical Investigation of Aerodynamic
Performance Parameters in Linear Blade
Cascade for High-pressure Turbine

Nitish Kulkarni, D. Harish, R. D. Bharathan, Sharad Kapil,
S. V. Ramana Murthy, R. Senthil Kumaran, and D. Kishore Prasad

Abstract The function of the turbine aerofoil is to turn the flow to a certain angle
and provide smooth flow acceleration to a certainMach number with minimum pres-
sure loss. The flow field in the blade passage is complex, unsteady, transonic, and
three dimensional. So, to aerodynamic designer, it is necessary to evaluate the profile
losses and other aerodynamic performance parameters to improve the efficiency of
the turbine stage. In the present study, CFD simulation has been carried out for the
high-pressure turbine nozzle guide vane (NGV) profiles for design and off-design
conditions. Parameters such as profile loss coefficient, surface Mach number distri-
bution, and flow deflections are investigated. The results obtained from numerical
analysis are compared with experimental data from transonic cascade tunnel.
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Nomenclature

C Blade Chord
Cax Axial chord
h Blade height
HP High Pressure
I Incidence angle
k Turbulence kinetic energy
M2 Outlet Mach number
M is Surface Mach number
NGV Nozzle Guide Vane
P01 Inlet Total Pressure
P02 Outlet Total Pressure
Ps Outlet static Pressure
s Pitch
SST Shear Stress Transport
X Axial distance from leading edge
Yp Pressure loss coefficient
γ Specific heat ratio

1 Introduction

Gas turbine engines used in advanced fighters need high thrust to weight ratio and
low-specific fuel consumption to meet high maneuverability, long range, and low-
life cycle cost requirements. To meet high thrust to weight ratio and low-specific
fuel consumption, aerogas turbine engines demand high-turbine entry temperature
and compressor pressure ratio. A highly efficient turbine is required to maximize the
work that can be extracted for a given pressure ratio. The flow in the turbine is highly
complex, unsteady, transonic, and three dimensional. The reduction in efficiency is
due to a variety of losses such as profile losses, secondary losses, tip clearance losses,
and cooling losses. Hence, understanding the contribution from each of these losses
is of prime importance.

During preliminary design, correlations are extensively used to predict the losses
in the sections. Ainley and Mathieson [1] proposed correlations to calculate the
pressure losses and deviation angle. The authors assumed that pressure loss correla-
tions are independent of Mach numbers, and exit angle is independent of incidence
angle. Dunham and Came [2] suggestedMach number and Reynolds number correc-
tion factors to earlier proposed correlations by Ainley and Matheson [1]. Kacker and
Okapuu [3] furthermodified these correlations to improve the loss prediction. Denton
[4] carried out a detailed study on losses in turbomachines and derived the correla-
tion for increase in entropy due to losses. Mee et al. [5] experimentally investigated
losses of transonic turbine blade cascade and provided the effect of Mach no. on
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Table 1 NGV mean section
parameters

Parameters Values

h/C 2.9

S/C 0.73

Design Mach no. 0.98

Outlet angle 71.25°

boundary layer losses and also gave the effect of shock loss and mixing loss. At the
midspan of the blade, the aerodynamic performance of a transonic turbine cascade
for different exit Mach no. and for different incidence angles was studied by Jouini
et al. [6]. Andrey Granovskiy et al. [7] examined both experimentally and numeri-
cally the influence of unguided turning angle and trailing edge shape on profile loss of
transonic turbine blades. Over the last 70 years, these correlations have been updated
based on the rig test data that are available to the authors. These studies suggest that
the losses in high- and low-pressure turbine aerofoil are influenced by flow turning
angle, blade loading, number of aerofoils, and inlet boundary layer profile.

In this study, numerical investigation is carried out to estimate the pressure loss
coefficient and aerodynamic parameters like surface Mach number distribution, exit
flow deflection for midspan section of the HP turbine NGV for different outlet
Mach numbers. These parameters are estimated for −10, 0, and 10° incidences.
Also computational results are compared with the experimental results obtained for
the same profile in transonic cascade tunnel (TCT).

2 Methodology

2.1 Modeling

The fluid domain has modeled in CAD software and same geometrical dimensions
maintained as per aerofoils tested in TCT, National Aerospace Laboratories (NAL).
The geometrical features for the NGV are given in Table 1.

The fluid domain consists of two NGVs which are placed at 1 pitch distance to
define proper boundary condition and for ensuring adequate flow development, inlet
and outlet are extended one axial chord from leading and trailing edge, respectively.

2.2 Grid Generation

The computational grid is generated using ICEM-CFD 16.0 software. The grid is
passage centered, multiblock, structured, and hexahedral. The grids are made finer
at the regions where high gradients are expected in the flow field. Grid independence
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analysis is carried out, and the variation of profile loss with grid size is shown in
Fig. 1. At 1.5 million grids, the solution becomes grid independent. Therefore, it is
finalized for the NGV domain.

Sufficient grid points are placed near the aerofoil to resolve the boundary layer.
The skewness achieved for the grid is between 25 and 150°, and y+ value for finalized
NGV grid is maintained below 1. The aspect ratio is less than 100, and expansion
ratio is less than 1.2. The passage centered grid for NGV is as shown in Fig. 2.

Fig. 1 Grid independency study for NGV fluid domain

Linear Periodic Boundary

Fig. 2 Computational domain for NGV
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2.3 CFD Solver and Boundary Condition

Ansys CFX-16.0 solver is used to solve the Navier-Stokes equation. CFX solver is
based on finite volume approach and is capable of solving complexmultidimensional
fluid flow problems. The turbulence effect is modeled by using k−ω SST turbulence
model. The advantage of two equation k−ω SST turbulence model is that it predicts
highly accurate flow separation at adverse pressure gradient conditions.

The boundary conditions are inlet total pressure, inlet total temperature, and outlet
average static pressure. The top and bottom surfaces are symmetrically placed at
one pitch distance and provided with translational periodicity to obtain similar flow
condition as linear cascade test. The walls are assumed to be adiabatic and no slip
walls.

2.4 Linear Cascade Testing

Linear cascade testing is the simplified experimental method for evaluating aerody-
namic performance of turbo machinery aerofoils where Coriolis forces and curvi-
linear effects are ignored. Three dimensional flows can be simplified to two dimen-
sional flows by eliminating the radial component of velocity using linear cascade.
A linear cascade is an array of aerofoils stacked at uniform pitch and stagger
representing a section of turbo machinery blade rows.

The present study is carried out in TCT, NAL, Bangalore. TCT is a quasi- contin-
uous blow down tunnel. The size of test section is 153× 500 mm. The height of the
test section is adjustable from 500 to 200 mm.

The schematic view of the mean cascade assembly in the transonic cascade tunnel
is shown in Fig. 3. Flow velocity in the test section can be varied by controlling the

Fig. 3 Schematic view of
NGV mean cascade in TCT
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pressure in the settling chamberwith thehelpof an automatic pressure regulator valve.
Inlet total pressure and total temperature are measured in a settling chamber using
a pitot tube and thermocouples, respectively. Inlet static pressure and outlet static
pressure are measured from test section side wall tappings. A five-hole wedge probe
is mounted downstream of the blade trailing edge at the expected outlet flow angle
to measure the wake flows. One aerofoil is instrumented along the suction side for
surface static pressure measurements, while another aerofoil is instrumented on the
pressure side. Scanivalve system and electronic pressure scanners are used for blade
surface pressure measurement. The pressures were measured with an accuracy of
±172 N/m2, and the flow angle was measured with an accuracy of±0.2°. Maximum
uncertainty in the Mach number was ±0.02.

3 Results and Discussion

In this section, the effect of incidence angle and exit Mach no. on the NGV cascade
has been numerically predicted and compared with the experimental data.

There are many different loss coefficient definitions to study the turbine losses,
but the pressure loss coefficient is most commonly used in cascade studies, because
it is easy to calculate from cascade test data. The stagnation pressure loss coefficient
for turbine is defined as

Yp = (P01 − P02)

(P02 − Ps)
(1)

Figure 4 shows the variation of pressure loss coefficient for mean section of the
cascade with the exit Mach no. ranging from 0.6 to 1.1 and for incidence angles
−10, 0, and 10°. The pressure loss coefficient at midspan of the NGV is calculated
using Eq. (1) by obtaining area-averaged total and static pressures at cascade exit.
The results obtained from CFD investigation have been compared with experimental
data, and the experimental results closely match the numerical results for subsonic
exit Mach number 0.6–0.9.

There is steep rise in pressure loss in the transonic outlet Mach no. regime due to
formation and strengthening of the shock wave, but surprisingly, the loss coefficient
observed from computational studies is lower compared to experimental results for
Mach no. 1.0 and 1.1. There is no variation observed in pressure loss coefficient
for different incidence angles between Mach no. 1.0 and 1.1. This shows that shock
losses dominate over the incidence losses in this regime.

The blade to blade Mach number distribution for mean section of the NGV at the
exit Mach number 1.0 is shown in Fig. 5. From the contour plot, it is clearly observed
that there is no flow separation in the flow passage. Also, wake and shock formation
downstream of the blade passage is captured in this contour plot.

The surface Mach number plot shown in Figs. 6 and 7 is obtained using surface
static pressuremeasurement aswell as upstream total pressuremeasurement as shown
in Eq. (2).
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Fig. 4 Variation in pressure loss coefficient for different outlet Mach number

Fig. 5 Mach number
contour for the NGV M2 =
1.0
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Fig. 6 Surface Mach
number distribution of NGV
for M2 = 0.6

Fig. 7 Surface Mach
number distribution of NGV
for M2 = 0.9
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Figures 6, 7, and 8 show the surface Mach number plot for exit Mach number of
0.6, 0.9, 1.0 and different incidence−10°, 0°, 10°. It can be observed that the drop in
local Mach number passed the throat point on the suction side becomes increasingly
sharpwith increase in exitMach number. At around 0.6Mach number, the slight drop
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Fig. 8 Surface Mach
number distribution of NGV
for M2 = 1.0

in local Mach number at the throat is due to flow not being guided by the neighboring
aerofoil. At aroundMach number 1.0, a shock is observed (see Fig. 5) near the throat
region which results in a sharp decrease in local Mach number. The surface Mach
number is calculated for mean section of the NGV cascade using Eq. (2). There is
good match found between computational and experimental results. It can be seen
that CFD captures the initial acceleration and the peak Mach number on the suction
side of the aerofoil with reasonable accuracy for the Mach number range of 0.6–0.9.
In Fig. 7, at around 60% of axial chord, the surface Mach number reaches 1.

The effect of incidence on the surface Mach no. distribution can be seen from
Figs. 6, 7, and 8, near the leading edge of the NGV. And its effect on the surface
Mach number reduces toward the throat section. For the aerofoil used in this study,
the inlet blade angle is 0°. The incidence of +10° shifts the stagnation point move
toward the pressure side of the aerofoil. As a result, the flow has to cover more
distance over the leading edge circle and experiences strong acceleration. Because
of this, the surfaceMach number over the pressure side is less compared to incidence
of 0°.

The inability of theNGV to turn the flow to the required outlet angle is ameasure of
the losses in the NGV. Figure 9 shows the outlet flow angle variation for exit Mach
number of 0.6–1.1 and different incidences of −10°, 0°, 10°, and it is observed
that there is a good agreement between CFD and experimental results. The NGV
profile was designed for 71.25°. The CFD and experimental results closely match
the design blade angle for exit Mach number below 0.9. Kibsey [8] experimentally
and computationally investigated the effect of exit Mach number on outlet flow
deflection for different linear blade cascades and stated that outlet flow deflection
reduces with increase in exit Mach number beyond the sonic region. Similarly, in
present study, outlet flow angle remains more or less constant for the range of exit
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Fig. 9 Outlet flow angle
variation along the outlet
Mach number

Mach no. 0.6–0.9 but it reduces continuously beyond the sonic condition due to
formation of shock.

The flow deflection also is shown with respect to different incidence angle in
Fig. 9. Very minor variation is observed for different incidences.

4 Conclusions

Computational analysis for NGV cascade has been carried out in commercial CFD
software and compared with cascade test results. There is good agreement found
between CFD and experimental results for pressure loss coefficient, surface Mach
no. distribution, and deviation angle for different incidence angles.

The loss coefficient is lower at subsonic regime but increases steeply in supersonic
regime. This is due to formation of shocks which can be observed fromMach number
contour plots.

The surface Mach number distribution predicted from numerical analysis shows
good match with experimental results. It is observed that the surface Mach number
locally exceeds 1 on the suction side in the throat region (minimum area) for exit
Mach number of 0.9. CFD captures the shock patterns downstream of the throat.

The deviation angle fairly remains constant at low Mach numbers but it reduces
for exit Mach number higher than 0.9.
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Aerodynamic Design of a Axial Turbine
Stage for a Small Gas Turbine Engine

S. N. Agnimitra Sunkara, Prathapanayaka Rajeevalochanam,
and N. Vinod Kumar

Abstract Compact high speed turbomachines are complicated in aerodynamic
design, mechanical construction, and fabrication. Design choices made during the
aerodynamic design are strongly coupled to the mechanical integrity due to high
rotational speeds and thermal gradients. In the present paper, aerodynamic design
of a turbine with a low pressure ratio of 2:1 is presented. The turbine designed is a
compact single stage machine, intended to be used in a 1 kN thrust small gas turbine
engine. For the present work, the flow path is a constant hub and shroud radius rotor
design, with a hub-tip ratio of 0.72. Overall guidelines used for parameter selection
in velocity triangles, mean-line design and blade geometry are discussed. The turbine
is designed for a mean section reaction of about 25%. Performance evaluation and
flowfield analysis for the turbine geometries are carried out using a three-dimensional
RANS solver. Performance characteristics of the turbine are generated for a range of
pressure ratio at design speed. The intended efficiency of the turbine stage at design
point is 88%. Challenges during the design process to obtain blade geometries with
wide blade passage throat are put forth. The choices made in aerodynamic design
which affect the ease ofmachining of the stator and rotor components are also brought
out.

Nomenclature

C Velocity
Cp Specific heat at constant pressure
CFD Computational fluid dynamics
P Pressure [kPa]
M Mass flow rate [kg/s]
MFF Mass flow function (M

√
T 01)/(P01) [(kg/s)

√
K/kPa]

N Rotational speed [rpm]
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RANS Reynolds averaged Navier–Stokes
SF Speed function = N /

√
(γT 01) [rpm/

√
K]

SST Shear stress transport
SWF Specific work function = (Cp�T 0)/T 01 [kJ/kg K]
T Temperature [K]
Tmax Maximum blade thickness [mm]
U Blade speed
y+ Non-dimensionalized wall cell width

Subscripts

a Axial component
m Related to mean radius
0 Stagnation quantity
1 Turbine inlet station

Greek

η Efficiency = �T 0/(T 01 (1 − (1/π )(γ −1)/γ )
π Turbine total pressure ratio
ϕ Flow coefficient = Ca/Um

ψ Stage loading coefficient = (Cp�T 0)/(Um)2

� Turbine stage reaction (pressure based)
ξ Pressure loss coefficient = �P0/(P0 – P)exit

1 Introduction

Small gas turbines are a promising source of energy in power generation and UAVs.
There is an ever increasing need for efficient power plants at all scales. Small gas
turbines have been used as turbojets in both civilian and strategic applications [1–3].
They also have found their place in portable and micro-power generation units [4,
5]. CSIR-NAL, propulsion division has been developing small gas turbine for a 1 kN
thrust UAV application. A high speed axial turbine is designed for the same. The
salient parameters of the turbine are as shown in given Table 1.

With the advent of computer aided techniques, it has become easy-to-design,
analyze and model almost anything with basic knowledge of a system. Recent day
programs enable design software to have several discrete designmodules packed into
a suite. In the present work, mean-line design, blade profile generation, and 3D blade
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Table 1 Turbine salient
parameters

Parameter Value

π 2.00

ψ 1.3

ϕ 0.66

� 25%

η 88%

MFF 0.1466

SWF 161.19

SF 1265.77

Hub–tip ratio 0.72

Exit flow angle 5°

stacking are carried out using a commercial turbo-machinery design suite of concepts
NREC. For this purpose, a few open source turbo-machinery design software T-AXI
[6], TBlade-3 [7, 8], MULTALL [9] developed by academics using legacy program-
ming languages are also available with limited features. Turbo-machinery design
and development is still seen as a very complicated affair due to the expense of
money, time, and expertise, and it requires for a satisfactory design. Often times,
a quick ‘design-manufacture’ turn-around is due to expertise gained and standard-
ized methodology developed over a span of time. Majority of literature available on
turbo-machinery design is focused only on very specific aerodynamic or mechanical
aspects. But it is rare to mention about the problems or challenges faced during initial
design phase where majority of choices are made. It is not unusual for designers
to face a dilemma in terms of assigning weightage to aerodynamic performance,
structural integrity, and manufacturing concerns. But most of the times factors like
manufacturing cost, component mechanical reliability, simplicity in design, and ease
in assembly outweigh the benefits of a minor aerodynamic performance increment.
This work is an attempt by the authors to share their experiences in aerodynamic
design with emphasis on arriving at an easy-to-manufacture design for a high speed
axial turbine.

2 Aero-thermodynamic Design of Turbine

2.1 Meridional Flowpath Sizing

Turbine sizing is carried out based on meridional Mach number distribution along
axial direction. For the present design, an inlet Mach number of maintained around
0.25–0.27 is maintained. Turbine nozzle exit Mach number is fixed for an average
value around one. The stage outlet absoluteMach number at rotor outlet ismaintained
less than 0.55. The swirl angle at the turbine exit is targeted to be less than 20°. Based
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Fig. 1 Meridional flowpath

on these preliminary flowpath sizing guidelines the hub and shroud dimensions are
arrived. This provides initial estimates of the flow and loading coefficients. If the
flow and loading coefficients are too high or too low, the mean radius needs to
be altered and checked for stress parameter AN2, endwall flare angles, and flow
swirl. A constant hub and constant shroud configuration eases the manufacturing or
machining of shroud. A rotor configured to be encased within the shroud of stator
reduces an extra part as shown in Fig. 1. A constant shroud allows the rotor to move
axially without having to reduce the tip clearance.

2.2 Mean-Line Design

Mean-line design, velocity triangle selection is carried out by choosing the most
optimum reaction level. The effectiveness of a mean reaction is not purely an aero-
dynamic design choice. Stage reaction influences spanwise distribution of swirl and
Mach number. A lower mean reaction gives better turbine starting characteristics due
to impulse to hot gas from starter cartridge. Low reaction at hub gives higher hub
shock losses in nozzle but a cooler rotor hub. In addition, a low reaction at hub with
low exit flow angle makes it difficult to obtain decent blade passage convergence.
For the present design, a mean reaction of 25% is chosen. Velocity triangles gener-
ated from mean-line design are as shown in Fig. 2. The absolute, relative, and blade
velocities are represented by ‘C’, ‘W ’, and ‘U’, respectively.

2.3 Blade Parameter Selection

After arriving at velocity triangles, the parameters required to generate blade profiles
are selected. The guidelines for these have been laid by empirical loss models by
Ainley and Mathieson [10], Dunham and Came [11], Kacker and Okapuu [12],
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Fig. 2 Velocity triangles:
mean section

(a) Rotor Inlet         (b) Rotor Exit

Moustapha et al. [13] which have been in use since decades with due respect and
acceptance in the turbo-machinery community.Most important primary blade param-
eters like blade count, chord, Tmax, and stagger are selected based on least profile
loss, maximum possible passage width at the blade throat location. Stagger angle
and the throat width dictate the ease with which the tool can pass through the blade
passage for machining. Smaller blade passages make it difficult to achieve tight
profile tolerances (through machining) which can affect the mass flow and thereby
other stage performance parameters. The throat width can be estimated during this
stage itself to avoid turn-around in detailed design. Most critical locations are hub
throat width for both stator and rotor. It is a very good practice to consider further
reduction in the throat passage at the hub/shroud locations due to introduction of
fillets in final stages. If this is foreseen at the early stage, a serious shortcoming in
the mass flow rate due to reduction in the flow area can be avoided. Initial estimates
of blade count can also be obtained from Zweifel criterion [14] and further, looked
into reducing the blade count.

Table 2 gives the choice of blade parameters used for stator and rotor mean section
airfoils.

Table 2 Blade mean section
parameters

Parameter Stator Rotor

Stagger angle 50° 30.48°

Pitch/chord 0.71 0.73

Throat/pitch 0.42 0.61

Tmax/chord 0.11 0.13

Tmax location (%C) 16.00 19.00

Aspect ratio 0.917 1.65
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2.4 Blade Airfoil Design for Aerodynamic Performance
and Manufacturing Ease

For the present work, blade airfoil profiles have been generated using a modified
form of Pritchard [15] parametric blade generation model. The blade chord-wise
thickness distribution is dictated by leading edge radius, maximum thickness, loca-
tion of maximum thickness and, inlet and exit wedge angles. Unguided turning being
a critical parameter which controls the flow diffusion after the blade passage throat
should be kept to a minimum as it influences the surface velocity distribution and
flow deviation. As a thumb rule UGT less than six degrees is recommended, but
this may sometimes yield a thin profile. For flat back transonic profiles, the UGT
is almost equal to exit wedge angle. It is very essential to maintain a flat unguided
surface to avoid continuous acceleration till trailing edge [16]. Nevertheless, these
blade profiling guidelines are not very strict and their choice of the blade shape purely
depends on profile continuity and thickness distribution. The two-dimensional airfoil
losses can be assessed using a blade-to-blade CFD solution. The blade profile conti-
nuity can be improved at the leading and trailing edges by ensuring smoothness at
the junction points of the LE and TE circles with the pressure and suction surfaces.
For the present design, elliptical blade leading edges with 2:1 ratio are used. Any
discontinuity over the blade suction surface at the throat location is smoothened by
conversion to Bezier curves.

Due to constrained design parameters like low reaction and constant radius hub,
the airfoil design poses challenges in surface velocity distribution. High stagger
configurations yield fore-loaded airfoils which can be used as long as they do not
compromise overall performance [17]. The choice of stagger of rotor blades needs to
be made with ease of tool reach. A reduced twist from hub to tip also simplifies the
blade geometry. But there is an aerodynamic performance penalty by using constant
airfoil section rotor blades.

Nevertheless, it is possible to have a constant airfoil section blade for the stator
vaneswithout compromising the aerodynamic efficiency. Thismay change the design
point velocity triangles obtained during variable profile design, but it can be compen-
sated by providing a positive lean. Having constant section stator vanes allows them
to be drawn or machined as singles blanks easily. Further, the inner and outer rings
of the stator shroud can be machined separately reducing the cost. The rings and
the blades can be joined using high temperature brazing or electron beam welding,
etc. Custom made fixtures would be required to hold the rings perfectly concentric
during this process.

Apart from structural considerations, blade thickness also needs to be decided
based on the possible warpage or distortion withstanding machine tool loads. An
easy-to-machine rotor will have tool access from the top so as to avoid several tool
and work piece axis rotation operations. For a BLISK (bladed disk) rotor configura-
tion, it is the easiest to machine a rotor blade, whose blade passages when viewed
normal from the top, the pressure surface of one blade and the suction surface of
neighboring blade should be visible. Blades designed with this target will have better
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Fig. 3 Rotor blade passage

tool access and ease inmachining. Formoderate volume production usingmachining,
this multiplies as a huge time saving.

Figure 3 shows the rotor blade passage whose majority of passage is accessible
easily using a machining tool on a 5-axis CNC machine.

2.5 Three-Dimensional Blade Design

To obtain complete geometry, the stator airfoils are stacked about their trailing edges
and the rotor blade is obtained by stacking the airfoils about their centers of gravity.
Sometimes, it becomes difficult to deviate from the mean-line design dimensions
owing to efficiency, reaction, swirl, and dimensional constraints. For this, a posi-
tive lean around 15–30° gives an excellent flexibility in achieving improved effi-
ciency due to spanwise relaxation in the reaction distribution. Increase in number of
geometric features increases design complexity, manufacturing time and cost. For a
low cost design, choice of material needs to be solely based on availability. Simple
design and reduced number of geometric features in turbine disk cross-section, seal
give a significant cost reduction. Detailed design considerations in aerodynamic and
thermo-structural aspects of turbine using state-of-the-art design and analysis tools
are dealt in [18].

3 Numerical Set Up and Analysis

Turbine aerodynamic performance is predicted using steady RANS CFD solver
ANSYS-CFX. The turbine domain is modeled as single passages of stator and rotor
connected via a stage interface, through which circumferential averaging of mass,
momentum, and energy fluxes is performed. A no-slip, adiabatic wall condition is
applied to all the hub, shroud, and blade endwalls.
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3.1 Boundary Conditions

At the domain inlet; total pressure, temperature, and swirl angle are enforced. Turbu-
lence intensity of 8% and length scale of 1% blade height are assigned. An exit static
pressure is assigned at mean radius by considering radial equilibrium. Shear stress
transport (SST k – ω) model [19] is used to model the RANS equation.

3.2 Grid Generation

Grid generation for the turbine domain is performed using AutoGrid5 tool of
NUMECA software. O4H topology is used in generation of structured grid using
hexahedral elements. Grid is generated with a near wall expansion ratio of 1.2 and
minimum orthogonality of 20°. Grids are generated along with fillets ensuring excel-
lent grid connectivity and orthogonality as shown in Figs. 4, 5, 6, 7 and 8. It is ensured
that the grids used for CFD simulations yield y+ < 11 for SST turbulence model as
per the solver requirements [20].

Fig. 4 Stator grid detail—leading edge
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Fig. 5 Stator grid detail—trailing edge

Fig. 6 Rotor grid detail—leading edge
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Fig. 7 Rotor grid detail—trailing edge

Fig. 8 Rotor tip clearance grid detail
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3.3 Grid Independence Study

Size refinement is carried out, and the turbine performance is assessed. The grids
are doubled successively and checked for a change in the performance variables.
The criterion used is that the deviation of mass flow and the specific work should be
by less than 0.2% for two consecutive meshes. From the grid dependence study as
shown in Table 3, grid with size 2.7 million is chosen for further detailed analysis.

A distortion free grid is obtained for both the stator and rotor fillet endwall regions.
The tip clearance region (as shown in Fig. 8) of the size independent mesh (2.7

million) consists of about 21 grid points radially.
Figure 9 shows that the grids used for CFD simulations yield a wall y+ < 5. From

the detailed study of grid parameters, it can be summarized that the chosen grid is
sufficient to carry out detailed performance studies.

Table 3 Grid dependence
study

Grid size MFF SWF

0.7 million 0.1466 162.93

1.3 million 0.1467 163.55

2.7 million 0.1468 163.61

5.9 million 0.1467 163.38

Fig. 9 Endwall y+ distribution



168 S. N. Agnimitra Sunkara et al.

4 Turbine Performance and Flowfield Results

4.1 Turbine Performance

The aerodynamic performance of the axial turbine is assessed for a range of pres-
sure ratio at design speed. For verification purposes, simulations are carried out for
both filleted and non-filleted turbine geometries at design point and the comparative
performance is shown in Table 4.

For the same exit static pressure, the presence of fillet caused amass flow reduction
of 0.3%with respect to the no-fillet case. The overall pressure ratio and specific work
also changed slightly causing shift in the efficiency by 0.08%.As it ismore accurate to
analyze the performance considering the blade fillets as they take into consideration
the actual reduction in area at the blade endwall junctions, performance of the filleted
turbine geometry is assessed for a range of pressure ratio at design speed.

The turbine is clearly operating in choked region as shown in Fig. 10.
The work and efficiency characteristics in Figs. 11 and 12 show that the turbine

performance is better than the design intent by approximately 1%. In addition, the
turbine also exhibits a flat performance curve over a range of operating pressure ratio
adjacent to the design point. This can be attributed to the incidence tolerance and
thin leading edges possible through the use of elliptical leading edges.

Table 4 Aerodynamic
performance

Parameter No-fillet Fillet

π 1.99 1.988

MFF 0.1473 0.1468

SWF 163.57 163.61

η 89.99 89.91

Fig. 10 Turbine mass flow
characteristics
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Fig. 11 Turbine work
characteristics

0
25
50
75

100
125
150
175
200

1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4
SW

F 
(k

J/k
g 

K
)

Total Pressure Ratio

100% Design Speed

Design Intent

Fig. 12 Turbine efficiency
characteristics
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4.2 Turbine Mean Section Flowfield

Blade loading of themean sections of stator and rotor rows is expressed as normalized
surface pressure variation across blade axial chord.

For the stator vane, both the suction and pressure surfaces are free from any
serious shocks as shown in Fig. 13. This can also be observed in the Mach number
distribution in Fig. 15. There are no serious accelerations after the throat location
around 52% of axial chord.

From the rotor blade, mean pressure loading as shown in Fig. 14 and it can be
observed that the suction surface of the rotor is fore-loaded due to highly staggered
rotor blades. But, there are no strong shocks on the suction surface, complemented
by velocity distribution in mean section represented by Mach number contour as
shown in Fig. 15. This can be owed to a combination of low stage pressure ratio and
low rotor reaction.

Also, there is no significant flow deviation in stator or row rows as seen in Fig. 15.
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Fig. 13 Blade
loading—stator vane mean
section
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Fig. 14 Blade
loading—rotor blade mean
section
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4.3 Turbine Spanwise Flow Analysis

The circumferentially averaged spanwise distribution of total pressure loss across
stator and rotor blade rows is shown in Figs. 16 and 17.

As per the CFD result at design point, mean section loss is 4.7% and 6.9%,
respectively, for stator and rotor blades. The average losses across the stator and
rotor rows are 8.07% and 11.9%, respectively. From Fig. 16, it is inferred that the
endwall effects in stator are well contained within 10% of blade span from both hub
and shroud.

The rotor exhibits localized peak loss regions at nearly 30% and 80% of blade
span, attributed to the hub passage vortex, and tip leakage vortex, respectively, as
shown in Fig. 17. It can be said that from mean to nearly 70% of blade span is
a vortex free zone. This is common in blades with very less annular height. The
endwall flow features significantly affect the core flow. These can be mitigated using
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Fig. 15 Mach number distribution—mean section

Fig. 16 Spanwise stator loss
distribution
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several secondary and tip clearance treatment methods. But these increase the design
complexity of the turbine vanes and blades.

Figure 18 outlines that the spanwise reaction of the turbine varies linearly from
hub to shroud and the mean section reaction is of 25% and is achieved as per the
target. The hub reaction is maintained at 8%.
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Fig. 17 Spanwise rotor loss
distribution

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

-0.2 0.0 0.2 0.4 0.6 0.8 1.0

N
or

m
al

iz
ed

 S
pa

n

Total Pressure Loss Coefficient

Fig. 18 Spanwise reaction
distribution
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5 Conclusions

A compact turbine design for a given set of salient parameters is designed, and
methodology is demonstrated. The choice of basic flow path and blade parameters
influencing the aerodynamic performance, and machining complexity are discussed
in detail. The turbine efficiency fromRANSCFDpredictions is 90% against intended
88% from mean-line design. The targeted mean reaction of 25% is achieved. This is
achieved due to improved aerodynamic performance of stator and rotor airfoils by
incorporating elliptic leading edges, thin trailing edges, flat unguided turn, and stator
positive lean.Various possibilities in simplifying the geometry formachining point of
view, in terms of tool reach and reduced number of operations are put forth. Detailed
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analysis over and across the turbine stator and rotor rows yields a satisfactory flow
field distribution.
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Abstract Performance evaluation of gas turbine engine on the test bed is of prime
importance during the engine developmental stage. It is prudent to study the rotor
dynamics, lube system, fuel system, vibratory characteristics of the engine along
with its performance on the test bed. Micro Gas Turbine (MGT) Engine of 50 N
thrust is being under development at CSIR-NAL. To carry out performance tests of
MGT, a test bench has been developed. The test bench is equippedwith (i) Lubrication
system, (ii) Fuel system, (iii) Starting system, (iv) Data acquisition andmeasurement
system. The test bed is designed to measure thrust directly using movable bed and a
‘S’ type load cell of 100 N capacity. A miniature fuel pump is used to supply fuel to
engine. Air-oil lubrication system is used to lubricate the engine bearings. External
compressed air supply system is developed to assist the starting of engine. DAQ
and instrumentation layout has been designed and developed specific to the existing
module. Test bench is configured so as to cater themeasurement and online condition
monitoring requirements with required sensors to measure thrust, temperature, speed
and vibration. Sensors are integrated to the National Instrument data acquisition
hardware. DAQ system software is developed on the LabVIEW platform.

Nomenclature

DAQ Data acquisition
EGT Exhaust gas temperature
FSO Full scale output
GUI Graphical user interface
MGT Micro gas turbine
PWM Pulse width modulation
RPM Rotations per minute
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1 Introduction

Micro gas turbine (MGT) engines are being explored in various applications in
defense [1, 2] power generation applications [3, 4].MGTengines are in forefront now
due to increased research and usage of unmanned air vehicle for different applications
in strategic applications. Usually MGT engines are designed to operate at very high
speeds in the order of a few lakh rpm. These engines are very compact and lighter
(Fig. 1).

CSIR-NAL, Propulsion Division has developed a micro gas turbine engine of
50 N thrust. The developed MGT named ‘NAL-PR-MGT-50’ is configured with a
single stage centrifugal compressor, axial turbine, straight flow vaporizer combustor
and a convergent propelling nozzle. The engine is designed for a rated speed of
100,000 rpm. The rotor system is mounted on a pair of ball bearings, one each on
compressor and turbine sides. A fuel-lube mixture or oil-air lubrication system can
be used. The engine is designed for operation using Jet-A fuel. Separate systems are
required for fuel supply, engine control and lubrication.

Therefore, in addition to the core engine, there are three systems involved.

(a) Lubrication System
(b) Fuel System
(c) Data Acquisition and Online Monitoring System.

The existing MGT under development is lubricated using an oil-air lubrication
system. A DC motor powered miniature gear pump is used for variable fuel supply.
Engine parameters such as speed, thrust, exhaust temperature and vibration are
acquired and monitored continuously through dedicated a data acquisition system
(DAQ). References [5, 6] provide insights into the design and selection of thrust stand

Fig. 1 Photograph of the
developed MGT
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for the MGT. Online vibration monitoring and analysis is carried out to assess the
engine health during operation. Conventional health monitoring techniques referred
in [7–11] are employed in configuring the vibration sensor scheme and analysis.

2 Engine Test Bed

The engine required a dedicated test bench formounting of the complete engine struc-
ture, corresponding sensors and sub-systems. A dedicated test bed is designed and
configured suitable for the MGT as shown in Fig. 2. The test bench is designed
comprising of an engine mounting structure, fuel and lubrication system, data
acquisition unit.

The test bed layout is designed and configured based on easily available off-the-
shelf components. The designed test bed consists of a fixed bed and a movable bed.
Movable bed is supported by two parallel linearmotion guide railswhich aremounted
on the fixed bed. THK make linear motion guide rails with least frictional resistance
are selected based on the thrust, and weight of the engine. It consists of two guide
rails of length 700 mm and four LM blocks. The movable bed is coupled to a ‘S’
type load cell of 100 N capacity which is capable of measuring both compressive as
well as tensile loads. Micro gas turbine is fixed to a 4 inch ‘U’ type pipe clamp. The
thrust load generated by the engine is transferred to movable bed and in turn to the
load cell. Thus the load cell will record the thrust produced by the engine (Fig. 3).

Fig. 2 MGT test bed model
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Fig. 3 Photograph of MGT test bed

2.1 Engine Operation Procedure

Engine starting is done by assistance through external compressed air to rotate it
to a certain speed, with lube system ON. Lube system continuously injects oil-air
mixture to both bearings of the engine rotor system. Simultaneously, ignition is first
done using propane gas with glow plug ON. After successful ignition, temperature
rises quickly and the engine spools up. After sustained combustion, glow plug is
switched OFF. Thermocouple placed at exit of nozzle measures exhaust gas temper-
ature (EGT). Subsequently, after ensuring sustained combustion Jet-A fuel is slowly
injected and propane gas supply is gradually cut off. Solenoid valves are operated
for any emergency cut down of gas or fuel. Engine control inputs are systematically
operated to initialize sustained combustion, running at different speeds and shutting
down engine safely. The input control loop for safe engine operation is as shown in
Fig. 4. After engine is sustained, speed increases with increase in fuel supply. Fuel
pump voltage is initially tuned to maintain sustained combustion and varied using a
manual PWM Circuit. Experiments are carried out to acquire thrust data at different
speed points. Engine is shut down by slowly decreasing speed and switching off the
pump at lower speed. External air supply is continued along with lube system to
cool down the engine. The thrust bed is placed in a dedicated room to protect the
surrounding personal from any debris in case of a catastrophic failure. For better
flow control and to avoid excessive fuel supply a bypass valve is incorporated in the
fuel line. In case of engine over-speeding, the fuel pump is cutoff immediately. Fire
extinguishers are kept in place for fire safety.
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Fig. 4 Engine fuel and lubrication system schematic

2.2 Fuel System

The fuel is pumped to the engine fuel delivery system using a DC powered minia-
ture gear pump as shown in Fig. 5. Engine nominal fuel flow rate is 300 ml/min
approximately.

Fuel rates are controlled by a Pulse Width Modulation (PWM) circuit. Pressure
transducer in fuel line measures fuel pressure flowing to combustion chamber. To
avoid sudden increase in flow of fuel, a bypass to fuel tank is also configured. This
can be controlled manually or through a solenoid valve. Though the fuel pump
characteristics are furnished by the manufacturer, it is very important to calibrate
the fuel pump and generate ‘Voltage’ versus ‘Flow rate’ with the fuel supply system

Fig. 5 Fuel pump
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Fig. 6 Fuel pump
characteristics
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of engine connected. Figure 6 is the characteristic obtained for fuel pump in bypass
fully closed condition.

2.3 Lubrication System

For the MGT under development, an oil-air lubrication system is employed for
bearing lubrication. It consists of a lube tank, pump, mixing valve with metering
unit and tubes with hose coils. A line distributor unit pumps a set quantity of lubri-
cant to a mixing valve. Air flow feeds the lubricant through the secondary line and
to the lubrication point in the form of oil streaks. Figure 7 shows a photograph of the
oil-air lubrication unit used. The over pressure due to the air flow and prevents the
ingress of contaminants into bearing assembly. The ability to tune the oil-air quantity
is the reason to chose such a lubrication units during the developmental testing of
MGT.

2.4 Sensors and Instruments

Temperature, thrust and speed sensors are installed at different sensing points of the
engine. Figure 8 shows detailed location of the sensors and Table 1 provides sensor
specifications.

A K-type thermocouple is used for the exhaust gas temperature measurement
at the exit of engine nozzle. A 10 kg range S-type load cell is used for the thrust
measurement. One end of the Load cell is attached to static fixture and other end is
fixed to the moving rail of the engine mounting structure. Load cell is compressed
during thrust generation and 4–20 mA Current Output load cell transducer produces
the equivalent thrust generated by engine. Optical speed sensor generates pulse signal
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Fig. 7 Oil air mixture generator

Fig. 8 Sensors schematic

for every one rotation and converted to RPM. Figure 9 shows the calibration method-
ology adapted for the thrust stand. The engine along the thrust axis is loaded with
the standard weights with the help of a pulley and string. The measured load by the
load cell is recorded and calibrated with standard weights.
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Table 1 Engine sensor details

Parameter Sensor Measuring
signal

Acquisition
module

Range % Error Signal
output

Temperature Thermocouple Voltage NI 9134 −200 ~ +1250 C
±0.75%

0–54 mV

Thrust Load cell Ampere NI 9205 0–10 kg − 4–20 mA

Speed Tachometer TTL pulses NI 9401 0–250,000 RPM − 0–3 kHz

Pressure Pressure
transducer

Ampere NI 9205 0–50 psi 0.25%
full
scale

4–20 mA

Vibration Accelerometer Acceleration OROS 0–100 g ±1.5%
to
900 Hz

IEPE

Fig. 9 Setup for thrust
calibration

2.5 Data Acquisition System

Sensor signals are acquired through the National Instruments compact DAQ
controller 9135 with sensor specific modules as shown in Fig. 10. Sensor Signals are
carried in Teflon cables for avoiding any interference noise signal to hardware.

Fig. 10 cDAQ-9135 data acquisition hardware with module
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3 Online Engine Condition Monitoring

The engine exit temperature, thrust and speed are acquired at 10 Hz and continuously
monitored through theGUI developed inLabVIEWsoftware as shown in Fig. 11. The
block diagram of the LabVIEWprogram is shown in Fig. 12. Engine exit temperature
and RPM is monitored to gain sustained combustion. Speed and thrust data are
monitored during the incremental fuel injection to reach the required speed. These
data are stored with time and date stamping. Engine vibration signals are acquired
by two tri-axial accelerometers mounted at the plane of two bearings using OROS
Vibration analyzer.

Each accelerometer constitutes of 3 axis datawhich are axial, radial and transverse
signals as shown in Fig. 13. These individual signals are processed online to obtain

Fig. 11 Front panel of LabVIEW program

Fig. 12 Block diagram of LabVIEW program



186 P. Rajeevalochanam et al.

Fig. 13 Raw accelerometer data

instantaneous FFT plots as shown in Fig. 14. FFT plots of each direction are analyzed
to get individual frequency acceleration and displacement values. In the post analysis
these FFTs are summarized for a period of time and consolidated as a water fall plot
as shown in Fig. 15. These plots help in providing a deep understanding of the rotor
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Fig. 14 Instantaneous FFT plot
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Fig. 15 Waterfall plot of MGT vibration

dynamic vibration modes excitation and analyse engine orders at different speeds
and the reasons can be ascertained by analysing the signature.

4 Results and Discussions

The developed Micro Gas Turbine engine was able to deliver thrust of 5.4 kg at the
design speed of 100,000 rpm. The performance of the engine is plotted in Fig. 16.

Uncertainty of the measurements is estimated as per guidelines by Abernathy
et al. [12]. Both the fixed and random errors have been considered for the calculation
of uncertainty. The values of uncertainty for the measured quantities are reported in
Table 2with a confidence level of 95%. Though the uncertainty levels are satisfactory,
they need to be further reduced. It is found that improving the fuel supply can help

Fig. 16 Engine performance
plot
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Table 2 Uncertainty of
measurements

Quantity Value % Uncertainty

Thrust (kg) 5.4 1.38

Speed (RPM) 100,617 0.68

Temperature (°C) 755 1.61

reduce the variations in the speed and thrust. In addition to the engine performance,
a few important points pertaining to the operation have been established specific
to the existing MGT module. The engine is capable of successfully starting using
compressed air till light-off condition. The engine can self-sustained at 25,000 rpm.
As the MGT is in a developmental phase, the fuel and compressed air supply are not
completely automatic at present. It is planned to automate these systems. The MGT
engine test bed developed for performance evaluation is operating satisfactorily.

5 Conclusions

A simple and economical engine test bed has been designed and developed indige-
nously to test micro gas turbine engines up to 100 N. Manual control fuel system
has been developed to test the engines. Currently, the test bench is not capable of
automated fuel control which is under development. Data acquisition system for the
test bench is configured and developed to acquire data of various engine parame-
ters during testing. It is designed to be flexible to take additional measuring inputs
for future changes in the sensors by adding the required control and measurement
modules. NAL-PR-MGT-50 is successfully tested using this test bench for a contin-
uous speed of 1 lakhRPMand generating a thrust of 5.4 kg. The test bench has proven
to be very useful in the performance characterization, monitoring of the engine.
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Development Strategy for Evaluating Gas
Turbine Driven High-speed Alternator

Poonam Kumari, V. Prabakar, and A. N. Vishwanatha Rao

Abstract In this paper, strategy for development of high-speed rig for performance
evaluation of gas turbine driven alternator is discussed. In aeronautical systems, only
high-speed alternator is the power generating unit, which is directly or through gear
train coupled with variable speed gas turbine engine. Performance evaluation of this
type of alternator needs to be conducted on bench to validate its rating. Development
of high-speed (30,000–60,000 rpm) rig is really demanding to meet this performance
evaluation requirement. Apprehension and challenges for development of high-speed
rig, instrumentations, and its rig characterizations are presented in details.

Keywords Air turbine · Current transducer · Drive · Data acquisition · Gas
turbine · High-speed motor · High-speed alternator · Power supply

1 Introduction

Gas turbine driven alternators are specially designed for high-speed applications
and also considered for high-temperature environment. Basically, permanent magnet
technology-based alternator is the best candidate for this condition, but homo-polar
technology-based alternator also plays good role for such kind of application in less
efficientway [1, 2]. Evaluation of these types of alternator is a great challenge because
its characterization completely depends on rotor speed. Variable speed control of
rotor can be achieved by means of integrated high-speed drive. Development of
high-speed drive or rig totally depends on the prime mover capability to provide
sufficient mechanical power to the coupled alternator without losing its control.

Air turbine and electric motor on this speed range can act as appropriate prime
mover tomeet the performance criteria.Many factors are influencing the development
strategy for these kinds of prime movers. Air turbine-based prime mover demanding
the capability of its turbine rotor to support the high-speed, whereas in case of
electro-mechanical type prime mover, high-speed motor is used to produce enough
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torque [3, 4]. Turbine rotor dynamics and motor inertia are important factors that
affect the integrated sub-systems in terms of vibration, temperature, and its coupling.
Challenges for both kinds of rig are depicted below:

HIGH SPEED ALTERNATOR RIG

AIR TURBINE BASED ELECTRO-MECHANICAL BASED 

MAJOR CHALLENGES:
COMPRESSED AIR LINE
TURBINE ROTOR
LUBE SYSTEM
VIBRATION AND NOISE

MAJOR CHALLENGES:
HIGH SPEED MOTOR
HIGH FREQUENCY DRIVE
COUPLING
MECHANICAL INTEGRITY

This paper describes only air turbine-based high-speed alternator rig and also
focuses on difficulties faced during rig development.

2 Air Turbine-Based Rig Setup

Rotation of shaft at high speed by means of any kind of prime mover introduces
multifaceted technology. Air turbine-based rig was used to produce high speed to
the shaft. This type of rig development associates many challenges with respect to
development of air turbine rotor, compressed air supply and lube system, etc. System
integration, mechanical integrity, and its operability are additional effort. To main-
tain and regulate the compressed airline pressure for long duration, it needs huge air
reservoir with pressure regulator. This airline composed of a manual gate valve, a
motorized gate valve for mass flow control, an orifice for mass flow measurement,
a quick shut off butterfly valve to avoid over speeding of rotor in case of load inter-
ruptions, and a rubber bellow for vibration isolation. Precise operation and control
of such a long air pressure line involve continuous monitoring and expertise.

After iterations, rig setup was attained to integration level to characterize the high-
speed alternator.Major integration issuewas relatedwith turbine rotor assemblywith
alternator rotor. To achieve this, air turbine rotor was inserted into the hollow shaft
of the alternator rotor and locked on the other side by using lock nut to transfer the
torque. Another challenge was development of lubrication system to provide cooling
and lubrication requirements of the alternator and its bearings, respectively. After
continuous efforts and facing the multi-technological challenges, rig was developed.
Rig layout and actual view of air turbine rig are shown in Figs. 1 and 2, respectively.
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Fig. 1 Air turbine rig layout

Fig. 2 Air turbine rig setup—actual view
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Fig. 3 Electrical instrumentation layout

3 Rig Instrumentations

Rig instrumentations for measurement of critical parameters are necessary before
evaluation of integrated system. Hence, complete rig was instrumented with proper
measuring device to capture the rig behavior. Significant mechanical and electrical
parameters were measured and recorded in high-speed data acquisition system.
Electrical instrumentation for system evaluation is shown in Fig. 3.

4 Measurements and Monitoring System

Measuring instruments and data acquisition system details are given below.

4.1 For Mechanical Parameters

4.1.1 Pressure

Turbine inlet air pressure and lubrication oil inlet pressure were measured by pres-
sure transducer. All the pressure transducers/transmitters were calibrated by using
pneumatic pressure and dead weight calibrator before use.
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4.1.2 Temperature

All temperatures were measured using K-type thermocouples in the range of 0–
200 °C. Thermocouples were placed at various locations like lubrication oil inlet,
lubrication oil outlet, alternator casing at front side, bearing housing, etc.

4.1.3 Vibration

To monitor the vibration levels of the test rig and the integrated alternator, piezo-
electric type accelerometers were mounted at critical locations on the test rig. The
vibration data were acquired by using a multi-channel DSP base PROSIG system.
Sensor with 31.6 mV/g sensitivity is used. The sensor outputs were connected to
PROSIG system to monitored vibration level.

4.1.4 Speed

Eddy current probe was used and mounted at rear side of the drive shaft. Output
signal from the probe was conditioned through signal conditioner and given to the
timer/counter unit, which was programmed to display the speed in rpm. Speed
measurement is also possible by deriving the frequency from alternator output
voltage.

4.1.5 Flow

Measurement of lubrication oil inlet flow rate to the alternator is also important, and
it was done by using a turbine flow meter.

4.2 For Electrical Parameters

4.2.1 Voltage Measurement

Differential voltage probes with suitable attenuation ratio were used for voltage
measurement purpose. All output voltages of the alternator were continuously moni-
tored, and same signals are taken to the high-speed acquisition system for data logging
and processing.
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4.2.2 Load Current Measurement

High-frequency AC currents were measured by Hall effect current transducers with
nominal output of 4 volts at full range. All transducers were located in proper place,
and outputs were given high-speed data acquisition system for measurement and
record purpose.

5 Data Acquisition System

A high-speed data acquisition system (34970A) with a high bandwidth was designed
byusing aPXI-based embedded controller anddata acquisition cards.All steady-state
parameters were measured and given to the data acquisition card, which measures
voltage, current, and frequency. All the process and instrumentation parameters were
integrated to this system. All time domain signals, namely AC line voltages and AC
line currents, were measured using two high-speed simultaneously sampling cards.
This sampling card receives the raw data from high-speed instruments and after
processing provides data to LabVIEW. Full alternator load test architecture is defined
in LabVIEW in such a way that critical parameters like transients in voltage/current
with respect to loading/unloading, output power, waveforms, etc., can be seen in real
time and can also store data simultaneously for future analysis.

6 Rig Considerations

Rigwas developed for performance evaluation of high-speed alternators. Rig charac-
terization was carried out to ascertain its capabilities to achieve the desired require-
ments. Without alternator integration, preliminary checks like mechanical integrity,
vibration, oil leakage, shaft rotation at various speeds were checked to assure rig
operability. Shaft rotation at rated speed along with all controllable parameter was
also conducted many times to avoid system failure during integral trial. Rig was
subjected for no load test and load test separately. Details are given in succeeding
paragraph.

6.1 No Load Test

Under no load test, turbine rotor system was first rotated at low speed and gradually
increased to higher speed by means of increasing the air mass flow rate to the air
turbine-alternator rotor system. This run was carried out without electrical load to
understand the dynamics of the rig. Considering very high speed of alternator, the
rotor was expected to have some critical speeds within its rated speed. Hence, the
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Fig. 4 Endurance test plot

vibration levels were monitored carefully to full speed, and resonant frequencies
were identified to decide safe operational regimes during the run and to draw the test
schedule. With this dynamic behavior of rotor system, safe test schedule is drawn
to accelerate the alternator quickly while passing through resonant speed band. No
load run up to full speed was carried out.

6.2 Load Test

After rig dynamic stability at high speed and confirming the comfortable region of
vibration level, load test was carried out at 50,000 rpm. First, alternator was loaded
in step up to 2 kW DC load by DC load bank, and parameters were measured.
Subsequently, endurance test for continuous 2 h with 2 kW DC load was conducted
to validate the alternator design parameters. All performance data were monitored
and captured in data acquisition system for further analysis. Test results are plotted
separately in Figs. 4 and 5.

7 Conclusion

Alternator was evaluated on air turbine-based rig with rated DC load. Common diffi-
culties were observed with respect to critical speed, high vibration, bearing failure,
and synchronizations with electrical equipment. Due to these great challenges, rig
behavior was very unusual. Hence, all rig modules were subjected for many design
iterations to meet development strategies. Multi-technology-based high-speed rig is
successfully developed and evaluated with integrated alternator.
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Fig. 5 Vibration plot
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Independent Verification and Validation
of Aero Engine Propulsion System
Software

Sonal Shekhawat , Arshad Iqbal , Usha Srinivasan ,
and Sreelal Sreedhar

Abstract With the evolving technology and extensive software usage, aircrafts have
become a software embedded flying contrivance. Navigation system, landing gear
system and propulsion system are some of the major subsystems of the aircraft.
Propulsion system is one of the vital sub-systems with demarcated purpose to propel
the aircraft. Earlier, the control unit of the engine was completely controlled by
mechanical means but with the technical advancements it has been automated by
software embedded control unit. Software has become so important these days that its
safety, complications and risks cannot be ignored. The embedded software in digital
engine control unit is a safety critical software as its failure can lead to hazardous state
that can cause loss of property, damage to environment and even loss of human life.
Therefore, intensive care needs to be takenwhile ensuring the safety and reliability of
such software. The traditional testing approach needs to be fortified with more firm
and rigid standardized methodology in order to diminish the probability of failure of
the system. This paper throws light on the Independent Verification and Validation
process followed to ensure safety, reliability and robustness of aero engine propulsion
system software.

Keywords Verification and Validation · DO-178B · Traceability · Static testing ·
Dynamic testing

1 Introduction

Over recent years, software has gained its importance in more or less every field of
engineering. Across all the disciplines including aviation systems, engineers rely on
software these days for seamless interaction with the hardware. Various subsystems
such as aircraft propulsion system, aircraft structural system, air data andflight instru-
mentation, navigation system and communication system constitute the complex
machinery known as aircraft [1].
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Aircraft propulsion system is one of the vital subsystems to propel the aircraft.
Propulsion means to push or to drive forward. It works on Newton’s 3rd law of
motion, which states that for every action there is an equal and opposite reaction. To
drive the aircraft in the preferred direction, adequate amount of thrust is required to
be generated in the opposite direction which is attained by an engine.

As per the various implementations and principles followed, different kinds of
engines can be used for aerospace propulsion system such as piston engine and gas
turbine engine. The piston engine works on the principle of converting the pressure
into rotating motion using pistons, whereas the gas turbine engine uses the pressure
generated from fuel ignition to produce thrust. The gas turbine engines have got
quite a few advantages over piston engine such as very high power to weight ratio
and much lighter weight [2]. It follows the principle of Brayton’s cycle and has
got three main sections, namely compressor, combustor and turbine. Each of these
sections has a well-delineated purpose such as compressing the incoming air, air/fuel
mixture, ignition timing, idle speed and energy extraction from the heated air to turn
the compressor [3].

Before the introduction of electronic control units, each of the above-mentioned
functionality was accomplished with mechanical coupling and control. However, as
the avionics system evolved, the usage of software has secured a vital footing by
enhancing system’s reliability and performance.

In today’s aircraft design, Digital Electronic Control Unit (DECU) is designed
with the embedded software to autonomously control the engine all through its oper-
ating range in both normal and off-normal conditions. In case of mechanical equip-
ments, each operation needs to be executed mechanically by the pilot, which might
result in distraction and lesser attention toward another prominent task.

During a risky situation at 35,000 feet, pilot cannot be expected to take the
complete charge of the mechanical control system. For that matter, DECU decreases
pilot’s workload by providing self-operating, self-monitoring, redundant and failsafe
setup.With all these advancements in the airborne systems technology, the aircraft has
become a flying machine, controlled and monitored by complex software. Avoiding
aircraft accidents and providing air safety is the need of the hour of aviation system
development. In this context, the safety critical software needs to have a very high
assurance of the quality with respect to system’s safety, reliability and security which
is ensured by Independent Verification and Validation (IV and V).

The Patriot missile system shutdown, Ariane five rocket explosion, Ethiopian
Airlines Flight 302 crash and Lion Air Flight 619 crash are some of the known
examples from the past where software errors have certainly led to loss of irrecov-
erable human life and critical missions. This paper talks about the IV and V process
followed to ensure the exactitude of safety critical embedded software which in turn
assures its quality, reliability and safety.
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2 Why IV and V?

Undeniably, software is one of the most intricate man-made piece. Unlike hardware,
software errors are not realistically visible. Software does not follow any proved laws
of physics, so as to predict the type and the consequences of the error. Some bugs
still remain in the software even after meticulous and rigorous testing. Verification
and Validation is often mistaken as testing. Testing is only a part of V and V process
and not the V and V as a whole.

The development team also tests the software before delivering it, then, what is
the need of an Independent V and V activity? Developer works with constructive
mind-set, whereas the verifier works with a destructive mind-set. While developer
needs out-of-the-box thinking and creates lens in finding better ways to optimize
the solution, testing needs patience, discipline and relentlessness in doing repetitive
work.

Every human being thinks that he is right and developer is no exception to that.
With a default attitude to authenticate the efforts, the developer articulates the test
cases which are adequate to demonstrate the intended functionality. On the contrary,
the independent verifier creates a wave of negativity to disagree with the developer’s
testing regarding the correctness and completeness of the envisaged objectives.

What is IV and V? IV and V stands for Independent Verification and Valida-
tion. Verification ascertains the correctness of the software in terms of the process
followed to ensure the intended functionality. Validation guarantees the mapping of
the software functionality to the user requirements and assures the completeness of
the software [4]. As per Boehm: Verification: “Are we building the product right?”
Validation: “Are we building the right product?” [5].

Moreover, an independent test resource would rule out any misunderstanding
in the requirement by reviewing, analyzing and testing the software without any
preconceived notion about the software, thereby enhancing the confidence in the
delivered product.

3 Do-178b

To ensure the global acceptance of any product, the development process should
adhere to some standard guidelines which are accepted worldwide. A standard is a
commonly agreed upon technical document which is formulated to provide uniform
guidelines.All the stakeholders of a specificprocess, product or service come together
to form a standard [6].

Accomplishment of quality goals, improved software management, overcoming
the schedule and budget constraints are some of the potential benefits attained by
the usage of standards. There are various standards laid out for different safety crit-
ical system software such as automotive standard—ISO 26262, railway standard—
CENELECEN 50,126, nuclear standard—IEC 60,880 and medical standard—IEC
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Table 1 Categorization of software as per criticality levels

Criticality level Design assurance levels Examples

When software failure results in
catastrophe events

Level A Flight and engine control system

When software failure leads to
hazardous or severe major failure
conditions of aircraft

Level B Flight management system

When software failure leads to
major failure condition of the
aircraft

Level C Collection of internal built-in test
equipment (BITE) faults

When software failure leads to
minor failure conditions of the
aircraft

Level D Flight history, keyboard monitor
command

When software failure does not
hamper the operational capability
of aircraft or pilot workload

Level E Entertainment equipment

62,304. Similarly, DO-178B is an aerospace standard for airborne systems and soft-
ware considerations. It categorizes the software in different levels based on the failure
conditions and the criticality levels of the software as given in Table 1.

Each level of the software has its own specific set of objectives defined. The focus
of this paper is toward the level A objectives mandated for aero engine propulsion
system software.

4 Software Verification

Software verification is an integral process that is applied throughout the entire
software life cycle. It starts in the planning phase and goes all the way through
product release and even into maintenance [7]. As per the glossary of DO-178B,
“Verification is the evaluation of the results of a process to ensure correctness and
consistency with respect to the inputs and standards provided to that process”[8].

It ensures that uncovered and unidentified errors do not propagate to the next step
of the activity, thereby reducing the amount of work that the developers need to redo
in case the error propagates to the next level. A combination of reviews, analysis
and thorough testing satisfies the objectives of software verification which will be
elaborated further.
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4.1 Review

Review is a holistic processwhich scrutinizes the activity through a different perspec-
tive and provides a qualitative assessment of the correctness [8]. It helps uncovering
the defects and errors at early stage. Reviewing an activity is carried out at every
stage of the software development life cycle, beginning from requirement gathering
and all the way through design, development and testing. The cost incurred to rectify
the defect is inversely proportional to the software development detection phase.
After evaluating multiple projects, Barry Boehm [5] approximated the cost impact
analysis as depicted in Fig. 1 [9].

The considerable increase in the cost encountered to detect and resolve the bugs
during the requirements phase to testing phase can heftily increase the software
expenditure.

The robust review process across the software development life cycle (SDLC)
enhances efficiency and confidence in the product being delivered. There are various
review activities which are carried out at different stages such as code review, design
review and requirements review to ensure that the developed software meet its
requirements and has been represented as per the agreed standards.

4.1.1 Document Review

It involves reviewing all the SDLC artifacts such as software requirements document
(SRD) and software design document (SDD). Document review ensures readability,
understandability, completeness and traceability with respect to its SDLC counter-
parts. Apart from ensuring the bidirectional traceability across SDLC, review also
handles the assessment of compliance to its corresponding standards.
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4.1.2 Code Review

In order to assure the completeness and accuracy of the software, the source code
is reviewed with respect to the low-level requirements in code review. It makes
sure that the coding standards followed in the code are in compliance with software
design plan (SDP). Reviewing the code also ensures the bidirectional traceability
between the low-level requirements and code. After each review, problem reports are
generated by incorporating all the review results and shared with the developer team
for rectification. This iterative process continues until the code becomes bug-free.

4.2 Analysis

As per DO-178B, analysis concentrates on the obtained results of the software devel-
opment and software verification. It provides repeatable evidences of correctness [8].
There are various types of analysis performed during the safety critical software life
cycle. Analysis not only inspects the completeness and the intended task of the soft-
ware but also scrutinizes its association to the other components in the aero engine
system [8].

In order to report repeatable evidences of the correctness, analysis should be
perfectly documented and maintained. The procedure followed to carry out the anal-
ysis should have well-defined purpose, criteria and all the other related requirements
to identify the analysis methodology and data items to be analyzed. Detailed instruc-
tion set is required to perform analysis. The artifacts generated as a result of analysis
procedure are further scrutinized and corrective actions are suggested. There are
various kinds of analysis which are performed as per the requirements [7]:

(1) Worst case execution analysis,
(2) Memory margin analysis,
(3) Link and memory map analysis,
(4) Load analysis,
(5) Interrupt analysis,
(6) Math analysis,
(7) Errors and warning analysis,
(8) Partitioning analysis.

4.3 Testing

4.3.1 Static Testing

Static testing is a testing technique which detects the defects without having the code
executed. This testing is also known as non-executable testing as code execution is
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not required for this testing. Static testing comprises of software inspection, code
walkthrough and static analysis.

IEEE defines the software inspection technique as: a visual examination of a
software product to detect and identify software anomalies, including errors and
deviations from standards and specifications. Inspections are peer examinations led
by impartial facilitatorswho are trained in inspection techniques. Thegoal of software
inspection is to detect the software flaws by scrupulous peer examination, whereas
code walkthrough aims at evaluating the source code file, detecting bugs, omissions
and discrepancies. The output of codewalkthrough process documents the anomalies
and corresponding action items [10].

Static analysis is a procedural analysis of detecting anomalies, checking code
complexity and analyzing data flow in the source code. It is usually performed by
using tools like data flow analyzers, rule checkers and complexity analysis tools. It
analyzes the complexity of the code by computing a variety of metrics which can be
used to enforce appropriate standards. Data flow analysis analyzes the action on the
variables in the source files and reports any kind of problem with the usage.

4.3.2 Dynamic Testing

Dynamic testing is a testing approach which focuses on testing the dynamic behavior
of the software. This testing needs the code to be executed; hence, it is termed as
executable testing. Dynamic testing being implemented at a later phase of the SDLC,
its associated cost impact on error addressal is relatively high. In this methodology,
the source code is probed by providing various inputs to the software to ensure the
reliability and robustness of the software.

4.3.3 Unit Testing

In unit testing, individual modules of the source code are tested at component level.
Test Cases are designed and executed to ensure the accurate functionality of each
module. It tests each module independently against the expected results as per the
code and ensures that the generated results; i.e., the actual results are identical to the
expected results. Hundred percent structural coverage, dead code elimination and
deactivated code analysis are accomplished by means of unit testing.

4.3.4 Software–Software Integration Testing

In Software–software integration (SSI) testing, independent modules are integrated
and tested for the apt functionality. It uncovers all the errors which have been intro-
duced as a result of the integration of the modules. It aims at testing the interface
between the modules. To perform the integration testing, a well laid-out plan should
be in place which includes the designing of test cases, test scenarios and test scripts
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Fig. 2 Bidirectional traceability

followed by the execution of test cases. The detected defects are further traced and
documented, and this continues till the source code is completely tested.

4.3.5 Hardware–Software Integration Testing

Once the application software is ready, it is imported on the hardware.Hardware–soft-
ware integration (HSI) testing aims to expose the errors which occur when software
is executed in the target operating environment. Different kinds of tests are executed
to certain the robustness and reliability of the system. Various dynamic errors such
as control loop behavior, interrupt handling, timing, memory faults are uncovered
during HSI testing [7].

5 Traceability

As per DO-178B, traceability is the evidence of the association between items, such
as between process outputs, between an output and its originating process or between
a requirement and its implementation [8].

Establishing traceability across SDLC is crucial in order to guarantee that no
unwanted functionality is introduced in the code. Traceability ensures that every
low-level software requirement is traceable to some system requirement. Traceability
verification at each stage starting from system requirements to test results assures that
only the intended requirements have been implemented. Bidirectional traceability as
shown in Fig. 2 assures that no unwanted task has been coded in the software.
Traceability, once established, gives the confidence that each and every requirement
specified in the SRD has been implemented in the source code. If some changes take
place, traceability helps to detect impacted modules or data that need to be verified
again.

6 Conclusion

The invention of aircraft with demarcated subsystems, such as landing gear, propul-
sion system, navigation system and telemetry system, is an extremely intricate
research that humans have ever attempted. The convoluted functionality of the aircraft
propulsion system depends on the complex gas turbine engine controlled by crucial
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software embedded DECU which is the concealed brain behind the safe travels.
Ensuring the quality, reliability, impregnability and security of such safety critical
software is mandatory. Propulsion system, being one of the most intricate function-
alities of the aircraft system, contributes to the criticality and complexity of the
embedded software. In this software reliant era, performing IV and V activity has
become a must to muddle through the exponential increase in the complexity and
criticality of the source code and rapid technology changes to accommodate the
capability enhancement. Would any one risk the human life to a complex machine
after knowing that it could have been subjected to another perspective before flying
but hadn’t? [11].

IV and V is that another perspective which brings the destructive view into the
picture to track down the design shortcomings and code bugs by diligently reviewing
and analyzing the results. IV and V gives the confidence about the correctness of
the software being deployed and makes sure that the final software is meeting user
requirements [12]. It ensures that the software is reliable and serves no extra func-
tionality, thereby eliminating the risk of failure. It is an efficacious risk alleviation
strategy that effectively exposes the faults and looks out for the opportunities for
improvement throughout the SDLC [13].

IV and V also results in significant reduction in overall cost of the project savings
by augmenting the odds of exposing the high-risk errors early in SDLC [14].

An oversight is an open invitation to safety risks, vulnerable data, security issues
and fatal errors that are sufficient enough to break the system down causing financial
loss, mission failure, loss of irrecoverable human life and atrocious destruction. A
well-defined IV and V when in place serves as a mitigation strategy to avoid these
disastrous scenarios and to confidently deploy the safety critical software in the
airborne systems.
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Influence of Chiral Lattice on Modal
Characteristics of Structures

Rukmangad S. Barad, B. K. Nagesh, Sanjay Barad, and T. N. Suresh

Abstract Design of mechanical structures for aeronautical applications is mainly
aimed towards maximizing the strength-to-weight ratio and alleviating the vibratory
response to the maximum extent so that the stresses are well below the endurance
limit. The present paper aims to bring out features that fulfil these requirements.
An innovative approach is the introduction of a chiral lattice in the structure that
can enhance the damping in structure through intentional deformations in the chiral
webs and that can also be tuned to act as vibration absorbers to reduce the overall
vibratory response of the structure. The design features suggested can be successfully
implemented in components like aerofoils, engine carcass, blisks and disks. This is
possible due to the advent of 3D printing technology. The paper aims to bring out
these aspects by considering a simple cantilever beam with a chiral lattice internal
to it. Further parametrization of geometric designs is undertaken to understand the
vibratory response characteristics.

Keywords Chiral lattice · Modal analysis · 3D printing

Nomenclature

C Damping coefficient
K Stiffness
M Mass
Q Qualification factor
W Total kinetic energy
Cc Critical damping
Fd Damping force
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F(t) Dynamic force
�W Energy dissipated in one cycle
β Hysteretic damping constant
δ Logarithmic decrement
φ Phase
ζ Damping factor
η Loss factor
ϕ Specific damping capacity
ωn Natural frequency
ωd Damped natural frequency
μ Mass ratio
γ Optimal damping ratio
ε Optimal frequency ratio

1 Introduction

Anydynamic system/structure is described by the storage element that stores energies
in the form of potential or kinetic energy and the energy dissipative element, also
popularly referred to as a non-conservative element. In addition, the forcing function
is an external excitation that the system experiences in due course of its operation.
The response of the system is a function of all these elements and type of excitation.
It is this characteristic of the system that is defined by the ratio of the response to the
excitation in the Laplace domain and what is called the transfer function (TF) of the
system.The samecharacteristicswhen represented in the frequencydomain are called
a frequency response function (FRF). In otherwords, the geometric definition in terms
ofmass distribution, thematerial properties in terms of density, Young’smodulus and
interfaces between the mating parts define the stiffness, mass and damping elements
of the system. This generalized system equation is given by Eq. (1).

[M]{ẍ} + [C]{ẋ} + [K ]{x} = {F(t)} (1)

wherein the M, C and K represent the mass, damping and stiffness matrices of the
system, respectively, and the terms x and F (t) are the response and forcing vectors,
respectively.

The present paper aims at controlling these system parameters by the introduction
of chiral lattices in the structure to alleviate the vibration response of the structure.
This is with the aim of enhancing intentional deformations, resulting in increased
damping in specific modes and also making it to behave as a vibration absorber,
thereby alleviating the overall vibratory response.

The paper focuses initially on the estimation of damping and later on brings about
the vibration absorber concept to be integrated into the final structural configuration
for study.
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2 Modelling of Damping in Mechanical Systems

Damping is a non-conservative energy element in a dynamic system. These elements
represent the various energy dissipation mechanism in a system, viz. friction at
interfaces, viscous drag, internal friction in the lattice, electrical resistance, collision,
electromagnetic, radiation, etc. The energy is dissipated to the surrounding in the form
of energies like thermal, acoustic, etc. The amount of energy dissipated is a measure
of damping in the system and is defined by a term called “damping capacity”. This
damping capacity is a ratio of the energy dissipated in one cycle to the maximum
amount of energy accumulated in the structure.

Most of the systems, though not necessarily, demand maximization of this
damping so that the structure limits its amplitude of vibration response. This in
turn minimizes stresses in structural members, thus enhancing the life of the system.

There are phenomena wherein the damping can be negative, in which case the
system leads to unstable vibratory response. In this case, the mechanism is a regen-
erative field wherein the energy is fed back into the system, resulting in continuous
increase in the amplitude of the response. Few examples of such unstable or self-
excitedphenomena are aeroelastic flutter and thermoacoustic instabilities like screech
in jet engine combustors or jet pipes, etc. However, this aspect is not considered in
this paper.

Depending on the mechanism of damping existing in the system, the damping
element is modelled. This could be a viscous damper model or friction damper or
hysteric damper model, etc. The viscous damper model with a constant coefficient
is the most common and simple. The other models also play a role when a close
simulation is required. But, for a start, an equivalent viscous damper model has been
arrived at so that the solution is rather simple and approachable.

2.1 Viscous Damping

For a system with a viscous damper, the damping force is given by;

Fd = −Cẋ (2)

The negative sign indicates that the force is opposite to velocity. In the present
context, the underdamped case where ζ < 1 is of more interest. The generalized
solution for this underdamped free vibration case is given by

x(t) = X0e
−ζωn t cos

(√
1 − ζ 2ωnt + φ

)
(3)

The oscillation amplitude gradually decreases with time. This is shown in Fig. 1.
For a forced vibration with harmonic excitation, the generalized solution for the

SDOF system is given by
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Fig. 1 Time response of SDOF system for free vibration

x(t) =e−ζωn t
(
C1e

−iωn t
√

1−ζ 2 + C2e
−iωn t

√
1−ζ 2

)

+ F√(
K − ω2M

)2 + (ωC)2
ei(ωt+φ) (4)

This consists of a complimentary solution as a transient part that persists only for
a limited time and the particular integral representing the steady-state part that exists
as long as the forcing function remains active. The information can be represented in
frequency domain as shown in Fig. 2. This is called the frequency response function
(FRF).

This FRF is used for evaluating the damping characteristics in addition to the other
modal parameters, viz. mode shapes, modal mass, modal stiffness and frequencies.
Experimentally, this is arrived by performing a ping test if the structure has low
damping. For structures with higher damping, a continuous excitation using a shaker
is beneficial.

The excitation is measured using a force transducer, while the measurement of the
responses is done using accelerometers. There are also different types of excitations
one may use for better results, viz. step sine, random, burst random, chirp, etc., each
having its own advantages.
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Fig. 2 Frequency response function for SDOF system under forced excitation

2.2 Hysteric Damping

In this case, the energy is dissipated through the friction between the internal planes
that slip or slide during the deformation/vibration. This exhibits a hysteretic loop in
the stress–strain or force displacement curve. The area enclosed by this curve is the
energy loss per cycle per unit volume of the material. This material damping is a
function of stress amplitude, internal forces, number of cycles, geometric parameters,
quality of surfaces and temperature. This damping is relatedwith the stress amplitude
by the expression

D = J.σ n (5)

where J and n are constants. The typical value of “n” lies between 2 and 4, but
generally a value of 2.3 is used. Damping increases with number of cycles, and
finally a fatigue collapse occurs. The value of J varies significantly as per the literature
survey [1].

The hysteretic damper is only a linear device in the sense that it is described by
a linear frequency response relationship. This alternative damping model has the
advantage of not only describing more closely the energy dissipation mechanism
exhibited by most real structures, but also provides a much simpler analysis when
dealing with multiple degree of freedom systems.
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2.3 Structural Damping

This is a more generic term that encompasses the energy dissipation through internal
friction within the material as well as the dissipation due to the friction at the inter-
faces like riveted joints, lamination, welding joints, spigots, bolted joints, etc. As
the energy dissipation mechanism is through friction, this is governed by the friction
force. The friction force is governed by the normal force and the coefficient of fric-
tion at the interface between the components and is not dependent upon velocity or
displacement. More details are available in literature.

3 Techniques for Evaluating Damping

This damping parameter can be experimentally determined by various techniques;
the most popular and simple ones are the logarithmic decrement technique and the
half power point technique.

3.1 Logarithmic Decrement Technique

The logarithmic decrement represents the rate at which the amplitude of free damped
vibration decreases. For viscous damping, this is given by Eq. (6).

δ = 1

M
ln

(
x1
xn+1

)
(6)

It is a dimensionless quantity and is related with the damping factor ζ by Eq. (7)

δ = 2πζ√
1 − ζ 2

=̃2πζ (7)

Similar decrement can be arrived for hysteric damping, and this is given by Eq. (8)

δ = ln(1 + πβ) (8)

where β is called as the hysteretic damping constant.
This procedure can be used for built-up structures. However, this β then estab-

lished includes the effect of material damping, friction damping, aerodynamic
damping, etc. in short, it is the combined damping.

In order to evaluate the material damping specifically, one may use a long strip
of the metal with defined geometry and subject it to a free decay on excitation
by an impulse. This decay is predominantly due to the material damping, as the
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aerodynamic damping is meagre, and there is no boundary condition imposed. This
material damping is a material property and is available in literature for various
materials, refer [2]. These can be used as a first cut value for any solution if required.
However, for precise models, an experimental evaluation is must.

3.2 Half Power Point Technique

The half power point technique uses the FRF plot for estimation of damping. This
FRF is generated during the experimentalmodal testing of a component. Thedamping
is estimated by establishing the amount of energy dissipated per cycle at each of the
resonances.

The half power points on the curve are the point where the energy dissipated is half
the value at resonance. In that case, these points on the response curve should be at
0.707 of the peak value at resonance, refer Fig. 3. The corresponding frequency values
at these half power points and the peak response points can be used for establishing
the loss factor. The loss factor is given by Eq. (9);

Loss factor η = ω2
2 − ω2

1

2ω2
n

= 1

Q
= 2ζ (9)

This expression involves only the frequency values, and hence, an accurate esti-
mation of the peak response is must. To overcome this, one resorts to the curve fitting
techniques wherein one can precisely get the peak response, refer Fig. 8. The half
power points can be located and the precise value of the natural frequency—ωn and
corresponding frequency values ω1 and ω2 at half power points can be read, refer
Fig. 3.

Fig. 3 Frequency response function for estimation of Q-factor
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4 Equivalence Between Viscous and Other Damping
Mechanisms

Very often, the damping is modelled as an equivalent viscous damping for various
forms of energy dissipation mechanisms. This is because of its simplicity to model.
The equivalence is arrived at by considering the energy dissipated in one cycle and
equating it to the energy dissipated in one cycle of viscous damping. For a viscous
damper, this is given by Eq. (10);

�W = πCωd X
2 (10)

As observed in viscous dampers, the energy dissipation is proportional to the
square of the amplitude of vibration. This is not constant for a given value of damping
constant and amplitude but rather depends on the frequency of oscillation—ωd .

This energy dissipation is also often expressed as fraction of the total kinetic
energy of the vibrating system and is called the specific damping capacity. This
gives Eq. (11);

�W

W
= πCωd X2

1
2Mω2

d X
2

= 2

(
2π

ωd

)(
C

2M

)

= 2δ = 4πζ√
1 − ζ 2

=̃4πζ = ϕ

(11)

This specific damping capacity ϕ is useful in comparing the damping capacity of
various materials and also arriving at the equivalent damping model.

The other term that is used for expressing the damping is the loss coefficient,
which is defined as the ratio of energy dissipated per radian to the total strain energy,
and this is given by Eq. (12).

η = (�W/2π)

W
= �W

2πW
(12)

So, we have the relations, and these are given in Eqs. (13)

η = ϕ

2π
= δ

π
= 1

Q
= 2ζ (13)

A similar approach can be followed for hysteretic damping. In this case, the energy
is dissipated through the friction between the internal planes that slip or slide during
the deformation/vibration. This exhibits a hysteretic loop in the stress–strain or force
displacement curve. The area enclosed by this curve is the energy loss per cycle per
unit volume of the material.

Experimentally, this energy loss is observed to be independent of frequency but
is approximately proportional to the square of the amplitude. The energy dissipation



Influence of Chiral Lattice on Modal Characteristics … 217

per cycle is given by Eq. (14):

�W = πKβX2 (14)

Here, β is the dimensionless hysteretic constant of the material and is a material
property. This is called the loss factor.

The product Kβ is related to the size, shape and material properties of the system.
The constantπ is used as a convenience to have a similarity with the viscous damping
equation of work dissipation given in Eq. (14). The log decrement for this is given
by Eq. (15)

δ = 2πζ√
1 − ζ 2

=̃2πζ = πβ (15)

Similarly, if we equate the energy dissipated in both cases, we have Eq. (16);

�W =(
πCωd X

2
)
viscous

=(
πKβX2

)
hysteric

(16)

Implies Eq. (17)

Cequivalent = Kβ

ωd
(17)

This is the equivalent hysteretic damping coefficient given by Eq. (17) and is
represented as viscous damping in the basic equation of dynamics.

5 Representing the Chiral Lattice-embedded Cantilever
in State-space Form

The vertical chiral-embedded cantilever can be represented using a lumped parameter
model and formulating the state-space equation. The advantage is to understand the
influence of each parameter or system variable on the dynamic characteristics. The
central chiral chore is represented by mass M2, and the adjoining cantilever body
that is connected by the chiral webs is represented by the masses M1 and M3. The
associated damping and stiffness of the cantilevers and the chiralwebs are represented
by the damping and stiffness elements in the system. Figure 4 shows a schematic
representation of the same.

The same is represented in the matrix form by Eq. (18) and can be solved numer-
ically or by SIMULINK, refer Fig. 5. The iterations can be performed for various
parameter variations to have a better understanding.



218 R. S. Barad et al.

Fig. 4 Discrete representation of the dynamic system for cantilever with vertical chiral structure

Fig. 5 SIMULINK model for the described 3DOF system

Being a 3DOF system, as seen in Fig. 4, it has threemodes of vibration Fig. 6. The
central core andwebs can be tuned in amanner so that it can act as a vibration absorber
and thereby enhance the damping. The webs can be made to deform intentionally so
that the energy dissipation is maximized. This has to be within the design constraints
imposed, such as max deflections permitted, material strength, etc.
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Fig. 6 Simulated response for 3DOF system
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(18)

With this basic understanding, the study is undertaken on a simple cantilever.
The various cantilever configurations, refer Fig. 14, are studied and analysed. The
formulation can be extended for multiple chiral unit cells that can act as individual
vibration absorbers and also have enhanced damping in specific modes because of
deformation in the chiral webs.

These chiral lattice cells act as vibration absorbers and reduce the overall vibratory
response of the main structure. The energy dissipation is through these chiral cells.
The popular model of this vibration absorber for the undamped case was given by
Farhm in 1909, while, later on, the damped model for the same was given by Den
Hartog in 1943. Figure 7 shows a simple damped vibration absorber system.

For a tuned mass damper system, Den Hartog derived an approximate formula
for the absorber stiffness and damping. The optimal frequency ratio ε (i.e. the ratio
between the frequency of the tuned mass damper and the main structure) and the
optimal damping ratio γ of the tuned mass damper are given by Eqs. (19) and (20),
respectively.

εopt = ω2

ω1
=

√
K2M1√
K1M2

= 1

1 + μ
(19)

γ opt = C2

2M2ω2
=

√
3μ

8(1 + μ)3
(20)
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Fig. 7 Tuned damped vibration absorber model

Fig. 8 Nyquist plot used for circle fitting the individual modes and estimate the damping

where μ is mass ratio, i.e. the ratio between the absorber mass and the main body
mass.

The popular solution results for this indicate a suppression of the resonant peak
of the main system while diverting the energy into the absorber with a different
frequency. Basically, resulting in a 2DOF system.

The concept can be extended to multi-degree of freedom system. However, the
mass distribution needs to be optimized in terms of its locations with a possible
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constraint of net mass not exceeding a given limit. The overall vibration response
does reduce. This is discussed during the analysis of specific cantilever design with
chiral structures embedded with absorber masses, refer Fig. 18.

6 Theoretical and Experimental Modal Studies on a Solid
Cantilever

In order to establish the process of modelling and analysis, a basic cantilever
design, refer Fig. 9, is considered that is subjected for theoretical and experimental
studies. The analysis was undertaken using the ANSYS 19.0 software package. The
component was subjected to modal and harmonic analysis.

The experimental modal analysis (EMA) is performed using the impact hammer
technique. The hammer excitation impulse is measured using a force transducer
embedded in an instrumented impact hammer, while the response is measured using
a miniature accelerometer mounted at a free end corner of the cantilever. The time
data block captured for the excitation and the response is then used to establish the
frequency response functions (FRFs). A roving force technique is used tomeasure the
response at a location due to excitation at various points on the structure. These FRFs
generated are then used to extract the modal parameters, viz. frequencies, damping
andmode shapes. The processing is done using theMATLAB software. In the present
case, a circle fit technique has been used to establish the modal parameters as there
were no closely spaced modes, refer Fig. 8.

For further refinement of the mode shapes, a Polytech Laser Vibroscanner system
has been used to get the precise modal parameters. The results are tabulated in Fig. 9.

Fig. 9 Correlation of experimental and theoretical modal analysis results
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A good correlation exists between the analytical (FEM) and experimental (EMA)
results in terms of prediction of frequencies and mode shapes. The damping/loss
factor arrived from the experiment has been used for updating the theoretical model
for response study evaluation.With the finalization of this procedure, further theoret-
ical studies were undertaken for various chiral-embedded cantilever configurations.
These are shown in Fig. 13.

7 Modelling and Analysis of Chiral Structures

An object is said to be chiral, or with handedness, if it cannot be superimposed over
its mirror image by rotations and translations alone [3]. These chiral designs are
used in the form of a lattice structure that exhibits coupling between local rotation,
bending and bulk deformation. This results in origin of many unusual properties
such as high shear rigidity, negative Poisson’s ratio, high compressibility, a negative
effective density and a negative effective bulk modulus [4].

Figure 10 shows the deformations of the ligaments and the overall deforma-
tion pattern for various types of loading. Similar studies are undertaken for modal
behaviour also to understand the various modes of vibration of these chiral cells. The
results for the first ten modes are shown in Fig. 11.

Meanwhile, with the progress of advanced manufacturing techniques, various
types of advanced additivemanufacturing (AM) arewidely employed for biomedical,
aerospace, automotive, marine and offshore industrial sections. These low-cost AM
techniques demonstrated superior manufacturing efficiencies and economic advan-
tages for advanced lightweight industrial components with unlimited arbitrary topo-
logical layouts and complex internal microstructures and are proposed for fabrication
of auxetic materials and structures.

The effectiveness of these chiral structures can be optimized based on the various
geometrical parameters (viz. the ligament length and thickness, inner and outer diam-
eter of circular nodes, central node diameter, chiral angles Θ and ϕ, pitch diameter
of the nodes) and the depth of the unit chiral as shown in Fig. 12. In addition, the
orientation based on the constraints imposed by modal characteristics in terms of
frequency placement and loading patterns/excitations on the structural member also
plays a vital role.

Fig. 10 Deformation of a unit hexachiral cell under various loading
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Fig. 11 Mode shapes of a unit hexachiral cell considered

Fig. 12 Gemetric detailing
of a unit chiral cell

8 Theoretical Studies on Chiral-embedded Cantilevers

The studies undertaken are for three configurations of cantilever.

1. A solid cantilever.
2. Solid cantilever with vertical chiral structure.
3. Solid cantilever with transverse chiral structure.
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Fig. 13 Orientation of chiral lattice in the cantilever

Fig. 14 Modal frequencies for various modes of vibration for different cantilever configurations
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All these configurations are of same dimensions and material, i.e. steel. This was
essential to undertake comparative studies of the responses.

With the procedure already established, the modal analysis and then the harmonic
analysis for the cantilevers were undertaken for these configurations. The harmonic
analysis is performed for a unit load at the tip with load direction selected specifically
to excite a particular mode of interest and get the FRF. As a part of this analysis, the
damping was incorporated in the form of a Raleigh damping that considers damping
proportional coefficients α and β to mass and stiffness, respectively, as given in
Eq. (21). These coefficients can be established by considering the damping and the
frequency information from the experimentally established transfer function through
the use of Eq. (22). Note that these coefficients are mode dependent, and one needs
to determine these coefficients for specific modes of interest. The modal mass can
be obtained through ANSYS.

[C] = α[M] + β[K ] (21)

ζn = α

2

1

ωn
+ β

2
ωn (22)

This was essential as the chiral ligaments are prone to deformations during its
local vibratorymodes, refer Fig. 10. These act as elements to dissipate the vibrational
energy through its oscillations and deformations. These results are discussed in the
following section. Note that the conventions used in the discussion are as per Fig. 13,
which indicates the co-ordinate axes.

9 Results and Discussion

The observations and conclusions are drawn specific to the geometric configuration
considered. However, on similar lines, conclusions can be drawn for specific struc-
tural configurations. As observed in Fig. 14, the modal frequencies for the initial
four modes for the various cantilever configurations are intentionally kept almost
practically same, except for the torsional mode of vibration.

A significant reduction in theweight of the structure is achieved, and in the present
case, it is around 17% compared to solid cantilever. In fact, this optimization study
can be undertaken based on the structural and material property constraints, viz.
permissible stresses, permissible deflections, placement of frequencies and type of
mode shapes.

As observed from Fig. 15, the Q-factor is relatively higher for the solid cantilever
F1-X and TOR. This is because the chiral lattice deformations are significant in
these modes. This can also be seen in Fig. 16, wherein the max stress location for the
X-direction mode has shifted from the cantilever root location to the chiral geometry
location. Similar observation is there for the Z-direction mode, but it is not that
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Fig. 15 Q-factor for various modes of vibration

Fig. 16 Stress patterns for various modes of cantilever configurations

significant. For torsional mode, a significant reduction is observed with the same
reason as the max stress is shifted to the central chiral structures.

The orientation of the chiral lattices also plays an important role in enhancing
the specific damping capacity, refer Fig. 17. The orientation of the chiral lattice can
be done based on the requirements and constraints. Placement and orientation of
the chiral lattices can be optimized as a future study depending on constraints. In
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Fig. 17 Percentage difference in specific damping with respect to solid cantilever

addition to this, as the chiral structures have a great sensitivity to impact, these can
be used to absorb the impact energy in structures with an added benefit of weight
reduction. There is also a potential to fill this hollow structure with a viscoelastic
material to further enhance the damping.

Fig. 18 Various chiral configurations analysed for response studies



228 R. S. Barad et al.

These chiral structures are difficult to produce through conventional machining
techniques, but due to the recent development of additive manufacturing technology,
this can be easily achieved.

With this study undertaken, further configurations were analysed to understand
the effect of the absorber masses embedded in the chiral structures. The absorber
geometry is with a central steel mass surrounded by neoprene rubber.

The various configurations analysed are given in Fig. 18. With the basic modal
analysis completed, the harmonic analysiswas undertaken to understand the response
behaviour for various modes.

In this paper, the response study for one of the modes that is critical has been
presented in Fig. 19. The chiral pattern number four as indicated in Fig. 18 with
absorber is shown. This has the maximum benefit in terms of reduced response with
limited penalty on the mass increase. Figure 20 shows the response plots for the
various eight configurations indicated.

As observed, a chiral pattern number four gave the maximum benefit, with
minimum optimum masses. Further increase in the number of absorbers do reduce
the response, but one needs to look at the frequency shift and the net mass that needs
to be limited.

Fig. 19 Fundamental in-plane mode of the of the cantilever configuration
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Fig. 20 Response plots for various configuration patterns of absorber mass locations

10 Conclusions

The chiral structures are one of such potential mechanical design features that can be
incorporated in the structural members to have a significant reduction inweight while
maintaining the stress margins within the requirements. The max stress locations can
be altered and relocated in the chiral lattice so as to enhance the local deformations
due to vibrations. The inherent deformation of these chiral structures does benefit in
dissipating the vibratory energy or enhancing the loss factors.

There could be a minor loss of structural stiffness in the process, but as an
integrated design analysis, one can optimize the chiral lattice design for struc-
tural dynamic response by considering various constraint parameters like strength to
weight ratio, loss factor, response levels, maximum stresses, etc.

What is more interesting is that this chiral lattice structure core can be designed
or exploited to act as a vibration absorber by tuning the frequency for a specific
mode and intentionally ensuring bifurcation of the frequency. This can alleviate the
response of the system for a specific mode.

Coupled with this observation of the property of chiral structures, the overall
vibratory response can be controlled for variousmodes ensuring a reduction in overall
vibratory response. This added benefitmakes it a potential candidate for optimization
of the structure. The study undertaken here does indicate a possible optimization of
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these chiral structureswith absorbermasses tomeet the design constraints of response
levels, mass limitations and frequency placement.

The major benefit can be seen in the aircraft structures, turbo machinery discs,
engine carcasses, airfoils, etc., where one targets for lowering the weight to the
maximum extent possible, thereby enhancing the thrust to weight ratio of the aircraft.
Specific to the rotor structures like discs and blades, this can play a vital role as a
slight reduction in weight can gain significantly in reducing the centrifugal stresses.
With the current trend towards smaller gas turbine engines, the rotors are designed
to have blisks instead of a traditional bladed disc assembly. These blisks do have a
basic limitation of low damping and are purely dependent on the material damping.
The only way remains then is to intentionally increase this damping by providing
such lattice structures that act as vibration absorbers that reduce the weight and
intentionally deform, leading to enhance loss factors.

There are other parameters like bandgap increase during this process. That has its
utility in the case of acoustic treatment. However, this has not been discussed in this
paper.
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Micromechanics Approach to Determine
Fatigue Life of Ceramic Matrix
Composite

Kumar Rajesh and Rajeev Jain

Abstract With the increase in demand of light and durable material, composite
materials are replacing conventional materials in aerospace industries. Efficiency of
aeroengine can be increased by increasing turbine entry temperature of an engine.
Composites are replacing conventional materials for low- and high-temperature
applications due to their high-specific strength. It consists of reinforcefiber alongwith
suitable matrix. Unlike monolithic material, the mechanical behavior of composite
depends on the properties of itsmain constitutes, i.e., fiber andmatrix. This paper uses
micro and mesoscale modeling techniques to develop fatigue behavior of composite
material. A novel technique has been developed to estimate fatigue life of composite
components using progressive damage by propagation of crack through matrix and
fiber under cyclic loading.

Keywords CMC · FEM · Composite · Multi-scale · Micro-meso

1 Introduction

Performance of gas turbine aeroengine can be increased using materials which
poses high-specific strength at elevated temperature. As per study on futuristic mate-
rials, ceramic matrix composites (CMC) reinforced with woven and braided fabric
preforms are the potential materials for the futuristic lightweight aerospace turbo
machinery [1, 2]. It has produced a great interest among the scientists and engineers
working in the field of aeronautics to develop CMC to gains engine performance.
These materials have high stiffness, strength and high-fracture toughness and there-
fore make them suitable materials for hot engine components [3–5]. Ceramic mate-
rials not only maintain their strength up to 1300 °C but are lighter and possesses
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material damping. Ecologically, these materials possesses high resistance to oxida-
tion and creep behaviour and therefore highly suitable for hot components of gas
turbine engine. Also, these materials have oxidation and creep resistance, as well as
thermal shock stability at elevated temperatures.

Extensive work [6, 7] has been carried out in the development of analytical tools
for accessing the static properties of fabric reinforced composite. There is a biggest
challenge to use CMC for the development of rotating blades due to high vibratory
stresses which can result failure of component due to high-cycle fatigue (HCF). It
is highly challenging to predict initiation and growth of damage in a composite due
to existence of multiple damage mechanism. Damage in composite can occur due
to fiber fracture, matrix cracking, failure at the interface of fiber and matrix, fiber
buckling, and delamination etc. Numerous research work [6–9] has been done to
understand complex phenomena of fatigue behavior of fiber-reinforced composite
materials.

Limited work is available to evaluate the useful life of a component based on
fatigue strength of composite material. There is a big challenge to develop a system-
atic approach approach based on feasible analysis procedure to design a composite
structures such as bladed disk (Bling) for compressor. Paley and Aboudi [10] devel-
oped generalized method of cells (GMC), and later, Aboudi et al. [11] developed
High-Fidelity GeneralizedMethod of Cells (HFGMC) assuming linear and quadratic
field, respectively, to predict effective properties of the composite and local fields.
Naik [12] developed a general geometrymodel based on fabric architectures to obtain
mechanical properties of CMC. Wang et al. [13] used cohesive zone technique of
the extended finite element model (XFEM) to simulate the fracture damage within
the fine aggregate matrix of finer-reinforced composites. They showed that failures
in composite are different than metals [14]. Metals show no reduction in stiffness
and linear stress-strain relation during fatigue process [15, 16]. On contrary, fatigue
behavior of fiber-reinforced composite materials is highly complex due to inho-
mogeneous and anisotropic characteristics of composites. Fatigue performance of
composite depends on types of fibre and matrix, and shows influence of reinforced
structure (unidirectional, mat, fabric braiding), stacking sequence of the laminate,
environmental conditions (temperature and moisture).

Fatigue phenomena demands extensive mechanical testing at coupon and compo-
nent level for the certification of the product, which is difficult for the manufacturers
due to lack of time for launching their new product. Numerical simulation consisting
of fiber andmatrix properties is only a viable solution to predict product performance.
Simulation of these materials for fatigue loading, however, is not yet quite perfect.
Several developments in modeling techniques for fatigue damage assessment have
been presented in the scientific literature. Multi-scale modeling based on represen-
tative volume element approach is used by several authors [17] to predict fatigue life
of epoxy composite.

Physics ofmicromechanismsdamage infiber-reinforced composites is interesting.
In fiber-reinforced composite with ductile matrix, load acting on composite is shared
by the filers of the composite. Due to whole load born by the filers, filers tend to fail
first. Due to failure of the weakest filers, loading increases in the neighbouring intact
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Fig. 1 Crack growth in
ductile matrix

Damage

filers which fail subsequently as indicated in Fig. 1. These filers failure lead to higher
stress concentration in the matrix and result in matrix cracking. Damage mechanics
operate differently in composite having brittle matrix material [16, 17] like CMC. In
such types of composites, crack is first developed in the matrix region and thereafter
it grows along the interface due to weak matrix interface as revealed in Fig. 2. The
crack bridging mechanism is operative due to availability of intact filers behind the
crack front as discussed byMin et al. [18]. Load acting on the composite is shared by
the bridging filers and crack tip, and therefore results in reduction of stress intensity
factor at the crack tip. A higher amount of bridging filers leads to the lower stress
intensity factor at the crack tip, and thereby increasing the crack resistance due to
increase in crack length. If intact fibers are available behind the crack front and they
are connecting the crack faces, the crack bridging mechanism is operative. In this
case, the load is shared by the bridging fibers and crack tip.

This paper presents a novel technique to predict fatigue life of fabric-reinforced
ceramicmatrix composite structures. Analysis is based on assumption that the woven
fabric consists of periodicity of the repeated pattern, therefore single unit cell is suffi-
cient to describe the complete fabric architecture. Multi-scale modeling technique is
used to evaluate anisotropic properties and later predict failure behavior of composite.
Fiber yarn modeling (micro-scale) and the woven fabric modeling (mesoscale) are
used to gain much deeper insight into the complex failure mechanism of woven
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Fig. 2 Crack growth in
brittle matrix

composites under loading. Finite element analysis has been performed by subjecting
the micro and mesoscale models under uniform global strain to obtain mechanical
properties of the composite. Propagation of crack causes damage in the fiber yarn/tow
which finally leads to fatigue failure of the components. The progressive damage
[18] in the CMC component is modeled using fatigue crack growth in representative
volume element (RVE) of woven fabric composite and determining component life
based on progressive reduction in load carrying capacity with increasing crack length
under cyclic loading.

2 Mathematical Formulation and Modeling Methodology

Compositematerial is fabricated using pre-impregnated layers ofwoven fabricwhich
are cured and joined together similar to tape laminates. Figure 3 shows scanning
electron microscope (SEM) picture of composite laminate indicating weave yarn.
Cross-sectional view of this weave structure is shown in Fig. 4. Each yarn is packed
with almost identical filers with indistinguishable properties, and size of each yarn is
measured by number of fibers in the yarn.



Micromechanics Approach to Determine Fatigue Life of Ceramic … 235

Fig. 3 Composite laminate
with representative unit
cell [23]

Fig. 4 Cross-sectional view
of composite lamina [23]

Fabric-reinforced composite has very complicated geometry structures for numer-
ical analysis. It is highly difficult to model this geometry using conventional finite
element techniques without making certain assumptions. Microstructure of woven
composite composed of interlacing warp and weft yarns surrounded by matrix. Also,
each yarn contains bundles of fibers surrounded by matrix, schematic sketch explain
it in Fig. 5.

This numerical model assumes iso-strain assumption to calculate mechanical
properties of the composite. This section describes modeling procedure to obtain
mechanical properties of 2-D plain weave unit cell composite and overall compo-
nent based on assumption. Micro-scale model consists of fiber and matrix, and it is
used to derive mechanical properties of the weave yarn. Analysis ignores existence
of voids in-between adjacent fibers. Mesoscale model consists of yarn and matrix.



236 R. Kumar and R. Jain

Fig. 5 Micro-scale model of single fiber and matrix

Fig. 6 Mesoscale model of 2D plane weave and close-up view of fibers in yarn

2.1 Micro-scale Modeling

Micro-scale modeling is used to determine effective properties of yarns, which can
be considered as fibers surrounding by matrix. Numerical analysis has been done
using representative volume element shown in Fig. 5.

2.2 Mesoscale Modeling

The mesoscale model is established to describe the stress–strain curve and failure
mechanism of woven composite under axial and transverse tensile loading. Based
on the periodical characteristic of the woven composites, the meso-scale schematic
figure of one layer of the 2D plain weave RVE is illustrated in Fig. 6. Close-view
of this figure stipulates single yarn consists of several fibers along with matrix of
composite material.

Figure 7 shows unit cell of weave yarn alongwith cross-sectional view. This figure
indicates the undulation of a warp yarn as it crosses over and under the fill yarns.
Material properties of the composite depend on yarn spacing, LY , in both fill and
warp directions; yarn filament count, N , for the fill and warp yarns; yarn packing
density, PD; filament diameter, DF .
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Fig. 7 Unit cell of plain
weave composite

Packing density (PD) of the yarn can be estimated using image analysis of
photomicrographs of sections through the thickness of the composite. If there are
(N ) fibers of identical diameter (DF ) in a single yarn of packing density (PD), then
cross-sectional area of yarn (AY ) can be calculated as

Ay = πD2
F N

4PD
. (1)

Projected length of each yarn is LP = 2LY . If it is assumed that yarn spacing
and yarn filament counts for the fill and warp directions are equal. Also, the cross-
sectional area (AY ) of the yarn is assumed to be the same in both (warp and fill)
directions and remains constant along the entire composite yarn path, then the volume
occupied by the four yarns within the unit cell is given as

VY = 4AY L p. (2)

Dimension of unit cell is LP × LP × TH . Space not occupied by the yarns can be
assumed to be interstitial matrix. The overall volume fraction of this unit cell can be
derived as

VF = πD2
F N

PDLPTH
. (3)
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Equations (1) and (3) can be used to determine thickness (TH ) of the lamina for
a given fiber volume fraction (VF ).

The cross-section of the yarn is a lenticular shape consisting of two symmetrical
arcs. The maximum thickness of the yarn is designated to TH/2.Yarn path consists of
two straight portion and three undulated portions. The yarns path generally follows
sinusoidal path, the yarn center line path can be expressed as

ZC = ±TH

4
sin

(
XCπ

LU

)
(4)

where XC is the quantity measured from the corresponding cross over point along
the warp yarn direction.

2.3 Mechanical Properties

As per assumption, the mechanical properties for a unit cell can be considered as the
same of the whole specimen. Composite properties is determined by discretizing all
the yarns within the unit cell.

In finite element modeling of this lamina, the straight portion of each yarn path
is modeled as a single slice length, Ls . Along an undulated portion, the yarn is
divided into, qN , equal, piecewise straight slices made perpendicular to its in-plane
direction and normal to the X–Y plane. Thus, the sinusoidal yarn undulated portion
is approximated by qN interconnected straight yarn slices. The volume of each yarn
slice (VY ) of the undulated portion is computed as

VY = AY LU

qN
. (5)

Unit cell of composite consists of spatially oriented yarn slices and an interstitial
matrix material slice as shown in Fig. 8. Each yarn within the unit cell has been
approximated by straight yarn slices and orientation angles. Volume occupied by

Fig. 8 Geometry model of
composite

24
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the interstitial matrix pockets in the unit cell can be obtained by subtracted volume
occupied by all the yarn slices from the volume of the unit cell.

It is assumed that matrix is isotropic, while the yarn slices transversely isotropic
[19]. The three-dimensional elastic stress–strain relations in global coordinates for
the unit cell has been defined using effective material properties to relate the average
values of the stress–strain state variables. The average stress technique [20] based
on an iso-strain assumption within the unit cell has been used to compute the overall
composite properties.

Three-dimensional stiffness matrix
[
E ′]

k for the can be formed from given material
constants. The five independent material constants of composite (E11, E22, G12,
ν12, and ν23) are required to define

[
E ′]

k matrix for the yarn slice. Here, subscript
1 corresponds to the axial direction of the finer. Assuming uniform strains inside
the unit cell, the stress–strain relation can be given as

{σ } = [E]{ε} (6)

where the [E]6×6 matrix is the overall stiffness matrix of the unit cell, which can
be expressed as a summation over all the q yarn and matrix slices in terms of the
materials slices stiffness matrix:

[E] =
q∑

k=1

(
Vk[T ]

T
k

[
E ′]

k[T ]k
)

(7)

where Vk is the fiber volume fraction of the kth material slice, [T ]Tk is the transfor-
mation matrix between the global coordinates and the local coordinates of the kth
material slice. Equation (6) can be used to evaluate average strains in a unit cell The
stress components in global coordinates of each material slice can be obtained and
transformed to the local material coordinates as

{σ }k = (
[T ]k

[
E ′]

k[T ]
T
k

){ε} (8)

This formulation enables the calculation of stresses and strains of each material
slice when the thermal or mechanical loads are given. This forms the foundation for
the damage analysis and failure analysis of fabric-reinforced composites.

2.4 Damage Criterion

Due to high-longitudinal strength and stiffness of fibers, the damage initiation of
fibers can be characterized by the non-interactive maximum principal stress criterion
given as
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σ f

T f
= 1 (9)

where T f is the fiber tensile strength, and σ f is the maximum principal stress of the
fiber.

Failure criterion for matrix is formulated as

σ 2
Vm

Tm
+ J1m

Tm
= 1 (10)

where Tm is the tensile strength of the matrix; J1m is the first stress invariant and σVm

is the von-Mises stress of the matrix.

3 Finite Element Analysis

Commercially, available finite element software ABAQUS [21] is used to analyze
micro-scale and meso-scale models of ceramic matrix composite and determine
effective mechanical properties and crack growth in ceramic matrix composite.
Hyper-mesh pre-processor is used to model micro-scale (fiber and matrix) and
meso-scale (yarn and matrix) finite element models.

3.1 Micro-scale Model

Effective properties of fiber yarns are essential to simulate failure mechanism of
meso-scale model. Yarn consists of bundles of fibers along with matrix, they are
assumed to be transversely isotropic. Therefore, the micro-scale model has been
generated to predict the axial and transverse effective properties of fiber bundles.
These properties have been used in the mesoscale model to evaluate properties of
composite.

Material properties of carbon fiber and matrix used to evaluate effective mechan-
ical properties of yarn are shown in Tables 1, 2 and 3, respectively. Convergence
study has been done to understand effect of mesh density on mechanical properties.

Periodic boundary condition is used to determine mechanical properties of fiber
for micro-scale model. Figure 9 indicates stress distribution of micro-scale model
in axial and transverse directions. The stress field of the model is harmonious under
tensile loading due to major load taken by the fiber. In transverse direction due to
tensile load,matrix plays amajor bearing force, and therefore, there is non-uniformity
in stresses. This analysis evaluates homogenized material properties indicated in
Table 4.
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Table 1 Properties of carbon
and silicon-carbide matrix for
yarn and plain weave

Yarn properties

Fiber volume fraction 80%

Yarn void volume fraction 3%

Yarn packing structure Square

Fiber T-300

Weave properties

Fiber volume fraction 43%

Void volume fraction 15.3%

Weave void volume fraction 10%, 80%

Thickness 6.55 mm

Matrix CVI-SiC

Table 2 Material properties
of carbon (C) fiber [22]

Property Magnitude

E11(GPa) 231.0

E22 = E33 (GPa) 28.0

G12 = G13 (GPa) 24.0

G23(GPa) 10.7

ν12 = ν13 0.26

ν23 0.30

Table 3 Material properties
of matrix (SiC)

E(GPa) G(GPa) ν

3.51 8.13 0.20

Fig. 9 Stress distribution in
RVE in axial and transverse
directions
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Table 4 Homogenized
material properties of fiber
and matrix unit cell

Property Magnitude

E11 (GPa) 184.0

E22 = E33 (GPa) 14.8

G12 = G13 (GPa) 9.26

G23 (GPa) 5.83

ν12 = ν13 0.25

ν23 0.26

3.2 Meso-Scale Model

Geometry architecture of composite unit cell is shown in Fig. 8. This figure indicates
weave pattern of yarn inside matrix. Hyper-mesh pre-processor has been used to
model unit cell of the composite yarn and matrix using C3D8R brick elements. The
mesoscale model of lamina shown in Fig. 11 consists of 64,676 eight-noded finite
elements and 83,739 nodes. Table 4 indicates material properties of the yarn shown
in Table 4 indicates material properties of the yarn used to evaluate effective material
property of the composite using repeated boundary conditions.

Homogenized material property of composite is shown in Table 5.
As CMC are porous matrix materials, the stiffness of porous materials is lower

than the pure matrix listed above, resulting in the lower modulus in the beginning.
After the matrix failure, the fibers begin to bear the load, and due to the higher
strength of the fibers, the ultimate strength of the material is slightly raised.

The damage in matrix initiates at 0.08% strain, but the stress–strain curve has no
significant change, which reveals that matrix damage has little effect on the elastic
behavior of the woven composites under axial tensile load. When the global strain
level is 0.2%, the axial fiber bundles crack and finally result in ultimate failure of the
material at 0.22% strain.

Table 5 Homogenized
material properties of the
composite

Property Magnitude

E11(GPa) 21.0

E22 = E33 (GPa) 5.5

G12(GPa) 0.83

G13 = G23 (GPa) 0.20

ν12 = ν13 0.07

ν23 0.23
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Fig. 10 Finite element
model of yarn

Fig. 11 Finite element
model of lamina

4 Results and Discussion

Commercially available finite element solver ABAQUS has been used to evaluate
mechanical properties of plain weave laminate unit cell of ceramic matrix composite
under uniaxial tension.

4.1 Static Crack in Micro-model

Figure 12 shows geometrical configuration of single fiber embedded inside ceramic
matrix. It has fiber and matrix diameter of 7 and 8 μm, respectively. This 3-D micro-
model is subjected to quasi-static loading in axial direction at one end and restrained
on the other side to suppress rigid body mode. Finite element model of this geometry
consists of 70,400 elements as shown in Fig. 13.

This geometry contains pre-crack of 0.1 μm length around the circumference of
cylindrical geometry to study crack propagation characteristics as the cracks grow
from the surface to fiber/matrix interphase. Loadingwas considered strain-controlled
with uniform displacements applied at the boundaries parallel to the initial crack.
The remaining boundary conditions were assumed to be traction free.
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Fig. 12 Geometrical
configuration of
micro-model of fiber and
matrix

Fig. 13 Finite element
micro-model of fiber and
matrix composite

Commercially available ABAQUS software XFEM module is used to simulate
crack propagation in the micro-FE model. Initiation of damage is predicted based on
maximum principal stress taken as 2600 and 800 MPa for fiber and matrix, respec-
tively.Crack evolution is governed by cohesive lawswhere the fracture energy defines
the rate at which cohesive stiffness is degraded once the initiation criterion is met.
Viscous regularization was employed to aid convergence of the solution at each inte-
gration time step. Damage stabilization control parameter of the software is used to
control the viscous regularization.
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Figure 14 reveals variation in crack length (a) due to application of nominal stress
(σN ) at one end of the fiber-matrix micro-model. This figure indicates crack length
increases to 0.5 μm on application of 100 MPa nominal stress at one end. This
magnitude increases to 1.75 μm crack length at 630 MPa nominal stress.

During first cycle of monotonic loading, the initial crack extends due to severe
stress concentration near crack tip.When cyclic load is applied, the crack will further
propagates from this extended crack length.

Fig. 14 Crack propagation
due to monotonic tensile load
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4.2 Crack Propagation in CMC Material

Fatigue behaviour of ceramics matrix composite (CMC) is invariably controlled
by the progressive damage in matrix and fiber under cyclic loading. Initially, the
toughening of CMC is increased by crack tip shielding mechanisms associated with
extensive crack bridging fromundamagedfiber. Since gas turbine engine components
are subjected to cyclic loading undergo fatigue crack growth leads to progressive
damage of such bridging fiber in the crack wake. This results in reduction of as well
as loading carrying capacity of the composite.

In the present analysis, Paris power-law is used to define the fatigue properties of
the woven fabric. The plot of da/dN (fatigue crack growth rates) and �K (stress
intensity range) at 1150 °C is shown in Figs. 14 and 15. The Paris law constants are
determined by fitting the curve and used it in ABAQUS, XFEM [21] to calculate
fatigue crack growth in the CMC.

da

dN
= C(�K )m (11)

where C and m are material constants of the composite.
Figure 16 shows variation in stiffness with crack length. This figure reveals that

there is reduction of 6% stiffness with 0.5 mm increase in crack length.
Crack surface composite at 400, 500, and 600 MPa nominal stress under 0-max-0

cyclic loading is shown in Figs. 17, 18 and 19.

Fig. 15 Variation is crack
growth rate with stress
intensity range
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Fig. 16 Variation in stiffness with crack length in composite

Fig. 17 Progressive crack growth in lamina due to 0-400-0 MPa load up to 1000 cycles

Fig. 18 Crack in composite, fabric, and matrix due to 0-500-0 MPa load after 169 cycles
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Fig. 19 Crack in composite, fabric, and matrix due to 0-600-0 MPa load after 43 cycles

5 Conclusions

Paper presents multi-scale modeling technique to evaluate homogenized material
properties of yarn and weave. Commercial software ABAQUS [21], XFEM module
is used to evaluate number of cycles due to present of existing crack in the composite.
Analysis reveals decrease in stiffness of the composite due to increase in crack
length. Micromechanics-based model defining the laminate geometry and consti-
tutive relations, as well as failure criteria for several damage modes are proposed.
Micro and mesoscale-based simulation has been done to determine fatigue life of
CMC component based on dynamic crack propagation under different cyclic load.

Acknowledgements Authors are thankful to the Director, GTRE for providing permission to
present this paper for the National Conference on Air-breathing Engines.
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Design and Analysis of KIIT
Nanosatellite’s Micro-Pulsed Plasma
Thruster

Dibyesh Satpathy, Shalika Singh, Subham Mahanty, Sidhant Patra,
and Isham Panigrahi

Abstract Mechanical and electrical designs for a micro-pulsed plasma thruster
have been presented here, which is to be accommodated in the KIIT University’s
Nanosatellite for technological demonstration in space. Design-related calculations
based on dimensional limitations, power constraints, and optimal thruster perfor-
mance have been done and laid out. Mechanical design includes accurate computer-
aided design (CAD) and physical calculations of thruster casing, miniature spark
plug, and electrodes. The electrical design includes the printed circuit board (PCB)
design and circuit-related calculations. The thruster being considered here uses
a flared electrode and casing in order to achieve optimal thruster performance.
Thrusters are well known for their issues of erosion which hamper the thruster
lifetime, therefore, the correct choice of materials for electrode, casing, and spark
plug has been considered after a wide survey in order to limit the erosion as much
as possible. Analysis of both the mechanical and electrical system has been done
using SOLIDWORKS and PROTEUS software, respectively, for critical valida-
tion. A space grade micro-pulsed plasma thruster weighing only 130 g capable of
surviving loads of a polar satellite launch vehicle (PSLV) by Indian Space Research
Organization (ISRO) and providing a specific impulse of 600 s has been concluded.
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PPT Pulsed plasma thruster
AVX Advanced electronics components
CW Cockcroft-Walton

1 Introduction

Pulsed plasma thruster (PPT) is an electric propulsion system which works based
on the acceleration of plasma through Lorentz force. Plasma is generated when the
arc of electricity passing through PTFE ablates and sublimates the propellant; the
heat generated turns the gas into plasma. The plasma is propelled between the anode
and the cathode, due to the force of ablation. Since the plasma is charged, the fuel
effectively completes the circuit between the two plates, allowing a current to flow
through the plasma. This generates the Lorentz force required for the acceleration of
plasma at high velocities (Fig. 1).

The attractiveness of a PPT lies on its ease of operation, effective thruster perfor-
mance, and efficient power usage. In addition to this, a PPT is also highly modifiable
as per the requirements of a specific mission. The objective of this paper is to present
a micro-pulsed plasma thruster which can be accommodated in small satellites for
attitude control and drag compensation. The purpose of µPPT here is for techno-
logical demonstration via tilting the satellite, and the least possible angular distance
moved can prove the demonstration, which can be detected by an onboard magne-
tometer. For the mission, we plan to use it for technological demonstration in low
earth orbit. The critical designs are based on the tight dimensional limitations of a

Fig. 1 Schematic layout of a pulsed plasma thruster
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nanosatellite and the mass budget. Application of material research has been consid-
ered for enhancing thruster performance. Similarly, for limiting the carbonization
and erosion issues choosing better materials for thruster walls is the best solution.
Finally, as the consideredPPT is an ablative one, this is a solid-pulsed plasma thruster;
polytetrafluoroethylene (PTFE) has been well researched for application in PPT as
a propellant. Therefore, PTFE has been employed as the propellant for this thruster.
The KIIT nanosatellite is an 8U satellite with the intended purpose of earth mapping
and demonstrating the thruster technology. The nanosatellite structure has a mass of
2.2 kg and is 212× 212× 224 mm in dimensions. The overall mass of the nanosatel-
lite (including the payload) is intended to be about 5 kg. The thruster is fixed on the
plate adjacent to the single solar panel and is kept at a distance from the centre of the
satellite to create a moment for demonstration when the thruster is fired. The PCB
will be mounted separately in a box, but close to the thruster.

2 Micro-Pulsed Plasma Thruster (µPPT)

• Before calculating the dimensions of important aspects of the PPT, it is necessary
to decide upon certain present conditions. An ablative PPT has 2 kinds of config-
uration, breech fed, and side fed. The main distinguishing factor is that in case
of breach fed, there is only a single unit of propellant supply, whereas in case of
side fed, there can be multiple propellant supply units. Using the side fed system,
with 2 propellant supply unit is being chosen. The propellant supply unit is to be
a rectangular bar, as it is relatively easy to operate upon a rectangular bar and has
a simpler design than other kinds of the bar such as cylindrical bars.

• Various studies have proven that the ratio of inductance variance to initial induc-
tance is directly linked to the acceleration of plasma [1–10]. Inductance variance
can be increased by increasing the aspect ratio that is the ratio of electrode spacing
to electrode width [2, 5, 6, 11, 12] and by mounting the capacitors close to the
thrust chamber will ensure reduced initial inductance, and therefore, maximum
thruster performance can be attained. To get an estimated idea of inductance vari-
ation with respect to the electrode aspect ratio, Kohlberg and Couburn approach
can be considered [11].

• Electric propulsion systems are well known for their drawbacks of contamina-
tion and erosion. The erosion can be limited through a suitable choice of wall
or housing materials, however, there is always a possibility of contamination
flyback, which could certainly damage the electronic components of the satel-
lite and could probably lead to short-circuiting. Therefore, a nozzle shaped wall
has been introduced here to counter these particular drawbacks [1, 13]. Overall
thrust also includes a gas dynamic component apart from the electromagnetic
one. Therefore, the electrodes were also designed in accordance with the nozzle
to maximize performance. The electrodes follow a simple design of rectangular
ends [2, 8, 14–16] although other variations like semi-circular and tongue-shaped
end also exist and have their pros and cons.
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• Generally, spark plugs design consists of an electrode which is surrounded by a
semiconducting material and is inserted through an electrode. The same concept
also applies to the spark plug of PPT. Shot to shot variation in thruster perfor-
mance has been reported in such spark-based systems [15]. To counter this, it is
recommended that the spark plug size should be much smaller than the propellant
bar length [17]. Coaxial spark plugs have been considered for this project, which
are conventionally used inmost PPTs [18], although a rectangular one is relatively
easier to manufacture [17].

• However, realistically, the shot energy to exposed area ratio has been found to
be of relevance to specific impulse [2, 10, 13, 19]. Therefore, the semi-empirical
relations as given by other studies should be taken into consideration if the design
and nature of the project permit it.

• AVX ceramic capacitors are being used in the electrical system because of their
proven high reliability. To prove that required voltages for ablation and acceler-
ation are acquired by the chosen electrical components, the use of 555 timer has
been mentioned here, as the nanosatellite’s onboard computer data are beyond the
scope of this paper.

• A potential difference of 0.7–5 V (taken from the power subsystems of a given
nanosatellite) is fed to the 555 timer IC. The 555 timer provides a pulsating input to
a XP POWER Q-15, which helps obtain an output of 1500 V. The 1500 V voltage
is then redirected to the bank of capacitors made from AVX ceramic capacitors
of 10 nF capacitance.

• Another input of 5 V is taken from the power subsystems and is fed to another
555 timer IC to produce a pulsating voltage. The pulsating output of the 555 timer
is fed to XP POWER Q-60, which helps to produce an output of 6 kV. The 6 kV
output is in turn fed to a Cockcroft-Walton (CW) generator. This ladder system
produces a high-voltage spark of nearly equal to 12 kV which serves to provide
electrons to bridge the vacuum gap between the electrodes and eventually cause
the main discharge to occur.

3 Design Specifications of the Thruster

3.1 Mechanical Design of Thruster·

3.1.1 Electrode Design

• An electrode length of 1.7 cm has been considered here. With a longer electrode,
the wall friction could slow down the plasma and therefore reduce the thruster
performance. If the electrodes are too short, then the plasma would be expulsed
when energy is still in the capacitor. It is assessed that the maximum available
space in axial direction would be about 2 cm; giving some free space to the back
wall. For low-electrical resistance, high-melting point, low-thermal expansion,
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and optimal erosion resistance, tungsten-copper alloy is being chosen as the mate-
rial [20]. Other alternatives like thoriated tungsten, tungsten coated copper, pure
tungsten, or copper could also have been considered [21]. For perfect mechanical
and electrical resistance, electrode thickness of 0.2 cm is being pitched on. Also,
flared shaped electrodes at an angle of 25° have been opted for maximum output.

• For optimum performance, the electrode aspect ratio can be taken to be 2. If
the electrode ratio is too high, many non-uniformities could arise which could
reduce performance and increase plasma resistance. If the ratio is too small, the
system could get uncontrollable [1]. Also, if the electrode spacing is increased,
there should also be corresponding increase in voltage to keep the electric field
optimized. It is critical to choose the correct value for electrode spacing. That is
so because a higher value of the space will lead to inefficient discharge when the
spark plug is in action. Hence, an electrode spacing of 1.1 cm and a corresponding
electrode width of 0.55 cm is being settled upon (Fig. 2).

3.1.2 Solid Propellant Dimensions

As per calculations, the total mass of PTFE being carried by the nanosatellite should
be 14 g. A propellant height of 1.2 cm has been selected, which is slightly more than
the electrode spacing of 1.1 cm. This has been done to avoid getting the propellant
bar directly beneath the spark plug which could lead to incomplete ablation. The
PTFE bar will be kept linear, and each arm length of the PTFE bar is 5.84 cm. Since
the ratio of energy to the area is an important factor, the propellant width here is
considered as 0.46 cm, giving a small clearance of 0.02 cm on either side of the bar;
that is, the width of the propellant port is 0.5 cm (Fig. 3).

3.1.3 Spark Plug Design

In a coaxial spark plug, there is an inner electrodewhich is connected to a high-voltage
supply and is surrounded by a semiconducting material [15, 22, 23]. Tungsten has
been selected as the material for the inner electrode, and it has a diameter and a
length of 1.5 mm and 1 cm, respectively. The surrounding semiconducting material
is made of PTFE and has an interior diameter of 1.5 mm and an exterior diameter of
2 mm. The spark plug electrode is fixated at the origin of the cathode (Fig. 4).

3.1.4 MPPT Structure Design

• Starting from the origin (initial position of the PTFEpropellant), after 0.5 cmof the
thruster chamber (out of 1.7 cm), the side walls begin. Tominimize the carboniza-
tion [13] of the walls, a diverging angle of 10 is introduced. About halfway later
for the nozzle shape, another 25-degree divergence is introduced. Many authors
consider 20 to 30-degree divergence for optimal performance [24]. To ensure
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Fig. 2 Upper and lower
electrodes

uniform velocity profile, and the plasma sheet being expulsed with synchroniza-
tion to energy stored in the capacitor, flared electrodes with 25° divergence are
accommodated in the nozzle. A thickness of 0.1–0.2 cm for walls is considered for
proper insulation both electrically, thermally, and also for surviving static loads.
Instead of leaving the design with edges, proper filleting has been done beside the
nozzle walls to reduce stress concentrations and to make the structure more rigid
against the load brought in by a launch vehicle.

• In order to ensure a constant supply of propellant, a suitable propellant feeding
system is necessary to be designed. This can be done by using springs to push
the solid propellant towards the spark plug. However, compression springs and
torsion springs would not be suitable as when subject to buckling, they would not
perform the required job properly. Therefore, a constant force spring like a negator
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Fig. 3 PTFE bar

Fig. 4 Spark plugs

spring has to be used [14, 25, 26]. The total length of the negator spring should
be more than the length of propellant, to ensure the propellant rod is consumed
till the end. Commercially available negator springs of the smallest size made of
stainless steel by ASRAYMOND have been opted for the thruster

• Due to the carbonization issue, which is highly critical in pulsed plasma thruster,
we are considering Torlon 4203™ for manufacturing the final model. ShapalM™
(machine able aluminium nitride ceramic) is a good alternative for Torlon 4203
(Figs. 5, 6, 7, and 8).

3.2 Electrical System of the Pulsed Plasma Thruster

3.2.1 Initiation of Spark Plug

Wewill apply a pulsed input of 5V to the 555 timer connected to flybackXP POWER
Q-60. The pulsating input is boosted to 6000 V which in turn is fed to the CW [27].
We are using the CW of 2 stages in cascade which further boosts the 6–12 kV. The
high voltage of 12 kV is sufficient to produce the high-voltage spark at the PTFE
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Fig. 5 Negator springs

Fig. 6 Schematic of the thrusters with markings

surface to initiate its ablation. The ladder comprises 2 stages in a cascade made of
10 nF capacitors and diodes, as depicted in Fig. 17 (Table 1).

Eout = 2 ∗ n ∗ 1.4 ∗ Erms (1)

Voltage drop under load is calculated as

Edrop = ILoad
f ∗ C

(
2

3
n3 + n2

2
− n

6

)
(2)

The ripple voltage in the case where all stage capacitance (C1 through C(2 * n))
may be calculated from
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Fig. 7 Isometric view of micro-pulsed plasma thruster

Fig. 8 View showing the use of curved surfaces beside the nozzle walls

Table 1 Spark plug
specifications

Specifications Value

Input voltage range 0.7–5 V

Maximum output voltage 6 kV

Maximum output current 83 µA

Power 0.5 W

Voltage isolation 500 V

Eripple = ILoad
2 f ∗ C

∗ n ∗ (n + 1) (3)

It is observed that ripple increases rapidly with increase in the no. of stages (here
n is squared).
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Table 2 Specifications of
diode used in CW

Specifications Value

Repetitive-peak in reversed voltage 20 kV

Average forward current 5 mA

Max surge-current 0.51 A

Average forward-voltage drops 44 V

Reversed recover time 100 ns

Terminal Axial lead

We will be using 2 stages in cascade in order to produce a voltage nearly equal
to 12 kV that would be sufficient enough to produce the high-voltage spark from the
output of the flyback Q-60, at the PTFE surface. So according to our calculations,
we considered the capacitors of capacitance 1 µF and 20 kV rated to be used in the
CW. We will be using 2 high-voltage diodes and 2 capacitors in a ladder and then
each ladder in cascade (Table 2).

3.2.2 Initiation of Electrodes

We will apply a pulsed input of amplitude 1.5 kV with rise time as 1 µs, fall time as
1 µs, and pulse width as 10 ms. The input is boosted to 1500 V. The boosted output
is then fed to the bank of capacitors which in turn starts loading the capacitors. The
output voltage of 1500 V from the bank is applied across the electrode plates in
pulsed form to generate the pulsed plasma thrust (Table 3).

For the bank of capacitors, we are using a parallel of six, series of two 1 µF,
1000 V rated capacitors to form a 3.0µF as total capacitance of the bank, as depicted
in Fig. 18. The capacitor that we are using is of X7R dielectric. When the Q-15
supplies the boosted voltage, the PPT circuit will begin loading capacitors. The main
capacitor is loaded to the full output voltage that needs to be applied in a pulsating
manner between the electrode’s plates. If more than one thruster is considered, a
switching mechanism using 4H-SiC IGBT [28] across the output of the CW can be
considered.

Table 3 Electrode charging
circuit data or specification of
Q-15

Specifications Value

Input voltage range 0.7–5 V

Maximum output voltage 1.5 kV

Maximum output current 333 µA

Power 0.5 W

Voltage isolation 500 V
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3.3 Result and Analysis

The section shows the specifications of components, static load simulations, and
electrical simulations (Tables 4, 5, and 6).

3.3.1 Static Load Simulation

To check whether the system can handle the extreme stresses of a rocket launch, a
total load of 15 G is considered for the static load simulation, in addition to gravity
acting against the load. Yield stress of Torlon is 137 MPa and of PTFE is 7 MPa. As
it can be seen in the simulation results below, the maximum stress formed is much
less than the yield stress of the considered materials. Therefore, the design is safe
for use in space (Figs. 9 and 10).

3.3.2 Simulation of Voltage to Be Applied Across the Electrodes

Amplitude 1.5 kV, rise time = 1 µs

Fall time = 1 µs, pulse width = 10 ms

Table 4 Specification of mechanical components

PTFE bar geometry: Linear Electrode length: 1.7 cm

PTFE mass: 14 g Electrode spacing: 1.1 cm

Propellant bar length: 5.8 cm each arm Electrode width: 0.55 cm

Propellant bar height: 1.1 cm Electrode thickness: 0.2 cm

Propellant bar width: 0.5 cm Electrode division: Follows Nozzle

Nozzle middle wall divergence: 10° Interface to satellite: Nut and bolts

Nozzle outer wall divergence: 25° Spark plug holder: 1 mm radius

Spark plug: 0.75 mm radius, 1 cm long PPT dry mass: 40 g

Table 5 Material considerations of various components

Components Materials Composition Alternative

Electrode Tungsten-copper alloy 75%–25% W-Cu Tungsten coated copper

Spark plug electrode Pure tungsten 99.5% W Pure copper

Spark plug holder PTFE PTFE ShaplM™

Thruster casing Torlon 4203™ PAI ShaplM™

Negator springs Steel wire Stainless steel –
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Table 6 Specifications of electrical components

Items Quantity Mass (gm) Dimensions

XP POWER pulse transformer Q-15 1 4.3 12.7 mm L * 12.7 mm
H * 12.7 mm W

XP POWER pulse transformer Q-60 1 28.3 21.59 mm L * 21.59 mm
H * 21.9 mm W

AVX capacitor (for BNC) 15 1 19.6 mm L * 18.3 mm
H * 5.08 mm T

HVGT diode 12 0.45 �3 mm * 12 mm

Capacitor (for CW) 6 2 �18 mm

8.2 M� (for 555 timer) (JAMECO
VALUE PRO)

4 1 6.8 mm L * 28 mm
H * �2.5 mm

2.8 M� (for 555 timer) (VISHAY
INTER TECHNOL OFY)

4 1 6.5 mm L * �2.5 mm

AVX Capacitor 10nF (for 555
Timer)

4 0.45 3.81 mm
L * 2.54 mm W * 3.81 mm H

AVX capacitor 22nF (for 555 timer) 4 0.5 4.83 L * 2.29 W * 4.83 mm H

Fig. 9 Maximum deformation plot

Frequency= 1 Hz, to the bank of capacitors. It produced an output voltage of 1500 V
(Figs. 11 and 12).
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Fig. 10 Maximum stress plot

3.3.3 Simulation of Voltage to Be Used for the High-voltage Spark

Amplitude 6.0 kV, rise time = 1 µs

Fall time = 1 µs, pulse width = 10 ms

Frequency = 1 Hz, to the CW. It produced an output voltage of 12 kV (Figs. 13, 14,
and 15).

3.4 Thruster Performance Calculation

From the graph below [13], we find that for an E/A ratio of ~E/A ratio of ~3 J/cm2,
Isp= 600 s.

E = 0.5CV2 = 0.5 × 3 × 10−6 × 15002 = 3.375 J

E/A = 3.375

(2 × 1.2 × 0.46)
= 3.06818 J/cm2
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Fig. 11 Circuit diagram and pulse generator properties for bank of capacitors

Fig. 12 Simulation result produces a voltage of 1500 V as the output of the bank
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Fig. 13 Circuit diagram and pulse generator properties for CW

Fig. 14 Simulation of the input 6 kV given to CW

By studying the graph, it can be estimated that for this thruster system, the specific
impulse is 600 s (Fig. 16).

4 Conclusions

The mechanical and electrical design of a micro-pulsed plasma thruster have been
presented. Various parameters and models have been considered for this design to
work properly in integration with a nanosatellite. In addition, theoretical analysis of
the thruster performance has been presented. Furthermore, manufacturing and exper-
iments in vacuum chamber will help in realizing the true feasibility and capability
of the thruster.
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Fig. 15 Simulation of the output of high-voltage spark (12 kV)

Fig. 16 Isp versus E/A
graph
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Annex

See Figs. 17, 18, 19, 20, 21, and 22.



Design and Analysis of KIIT Nanosatellite’s Micro-Pulsed … 269

Fig. 17 Circuit diagram for spark plug

Fig. 18 Circuit diagram for electrode charging

Fig. 19 PCB design of the µPPT electrical system
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Fig. 20 Highlighted internal components of the micro-pulsed plasma thruster

Fig. 21 Cross-sectional view depicting the propellant bars and the negator springs
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Fig. 22 Cross-sectional
view depicting the electrodes
and spark plug
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Use of N2O–O2 as the Oxidizer
for the Hybrid Rocket Application

Rajiv Kumar and K. Thamizarasan

Abstract Present study deals with the study on the effect of Nytrox oxidizer which
is the combination of both gaseous oxygen and gaseous nitrous oxide with the wax
as a fuel on regression rate, combustion efficiency, and sliver loss. The oxygen was
injected through the axial or showerhead injector, and for the nitrous oxide, two
different injectors were used, i.e., radial and swirl injector. The study had been
carried out with three different combinations of the N2O and oxygen, i.e., 50:50,
70:30, 80:20 ratio. It was further compared with the GOX and N2O. It has been
observed that the pure N2O gave lower regression rate compared to the oxygen
unless swirl injector was used with N2O. Among the injectors used, most effective
in enhancing performance was swirl, then the radial and last was the showerhead
injector. Among the combination of all the three oxidizers used, the 50:50 ratio was
the most promising in all respect of performance improvement.

Keywords Hybrid rocket · Radial injector · Regression rate · Combustion
efficiency · Nytrox oxidizer

Nomenclature

O/F Oxidizer to fuel ratio
PVC Poly Vinyl Chloride
LOX Liquid oxygen
HTPB Hydroxyl-terminated polybutadiene
RFNA Red Fuming Nitric Acid
mf Mass of fuel burnt, g
tb Burn time, s
r, ṙ Regression rate, mm/s
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Gox Oxidizer mass flux, g/cm2 s
df Final diameter, mm2

di Initial port diameter, mm2

X Axial location, mm
Pc Average chamber pressure, Psi

L, Lg Length of the motor, mm
η% Combustion efficiency
n Mass flux exponent
At Throat area, mm2

ṁt Total mass flow rate, g/s
AP Area of port, mm2

ṁox Oxidizer mass flow rate, g/s
At Nozzle throat area, mm2

ρ f Density of fuel, kg/m3

1 Introduction

Hybrid rocket is a type of propulsion system in which fuel and oxidizer are used in
two different physical states. It generally uses liquid or gaseous oxidizer and fuel in
the solid phase. This type of hybrid rocket is called direct hybrid system. In reverse
hybrid system, solid oxidizer is used along with liquid or gaseous fuel. In the case of
solid fuels that do not contain any oxidizers is termed as true hybrid system [1, 7].

The hybrid rocket consists of a pressurized oxidizer in the propellant tank, and the
solid fuel grain is stored separately inside the combustion chamber. The oxidizer is
fed from the tank to the combustion chamber using an injector, and the flow rates are
controlled by the control valves of the feed system. An igniter is used to initiate the
combustion process, and the combustion persist till the oxygen supply is stopped.
In the hybrid rocket during the combustion process, oxidizer flows over the fuel
surface. It forms the turbulent diffusion boundary layer over the surface. The flame
exists within the boundary layer above the fuel grain surface. During the combustion,
heat is generated and it is transferred to the fuel surface, so that the vaporization of
fuel occurs. This vaporized fuel further diffuseswith the oxidizerwithin the boundary
layer. If the boundary layer keeps increasing the flame, height also increases and so
the heat transfer rate decreases. This combustionmodel was established byMarxman
and Gilbert [5].

Hybrid rockets are safer to handle and manufacture compared to other chemical
rockets. It is an intermediate type rocket compare to both the chemical rockets,
i.e., solid and liquid in many aspects like high performance, able to control the
thrust instantly compared to solid rockets. Density impulse is higher compared to
the liquid rocket engine which actually means the higher compactness compared to
the liquid rocket engine. In a hybrid rocket during the operation, the port diameter
starts increasing due to the burning of fuel grain surface. Hence, the heat transfer
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rate decreases, and the regression rate tends to be decreased. This problem can be
rectified by various methods that improvise the regression rate of the fuel grains and
the efficiency [1].

Some of the common polymeric fuels used in hybrid rocket are polyethylene,
hydroxyl-terminated polybutadiene (HTPB), and it is considered as one of the high-
energetic fuels. It has good mechanical properties. In the hybrid fuels, energetic
metals such as aluminum and magnesium are also used in the form of very fine parti-
cles to improve the overall properties and performance of the system. Basically, the
hybrid fuels have also been split into two categories; liquefying and non-liquefying
or polymeric fuels. The combustion behavior of liquefying fuel (paraffin wax) is
slightly different from the non-liquefying fuel. In a liquefying fuel, when the fuel
surface is exposed to the heat, it forms a thin melt liquid layer over the solid grain
surface. As the oxygen enters into the combustion chamber through the fuel port with
high velocity, a thin melt layer is sheared off into the fine droplets. These droplets
will vaporize andmixwith the incoming oxygen by providing additional mass of fuel
for combustion. Apart from the boundary layer combustion, it provides additional
combustion due to the disturbance experienced by the liquefied fuels [1].

The most common oxidizer used in hybrid rocket is liquid oxygen. Liquid oxygen
is a high-performance oxidizer compared to the other oxidizers, and the specific
impulse for LOX is over 3000 Ns/kg. However, to maintain oxygen in liquid form
is a complex work. The second most useable oxidizer is nitrous oxide. Its critical
temperature is 36 °C, and this allows the storing of nitrous oxide at liquid phase
without any special heat treatment. The vapor pressure of nitrous oxide is 5.85MPa at
20 °C. The specialty of nitrous oxide is that it does not require any additional pressure
devices to pressurize the oxidizer during the combustion process, and hence, nitrous
oxide is referred as self-pressurant. Apart from the storable oxidizers, few others
are applied in hybrid systems. These are red fuming nitric acid (RFNA), nitrogen
tetroxide, and hydrogen peroxide. The interesting part of hybrid application is the use
of hydrogen peroxide, and it is a transparent liquidwith density equals to 1463 kg/m3.
As a rocket propellant, it has been used in the concentration range of 80–98% H2O2

and so-called high-test peroxide. Hydrogen peroxide decomposes both catalytically
and thermally on water vapor and oxygen. The decomposition temperature of high-
test peroxide ranges from 900 to 1100 K. It is high above the ignition temperature
of the polymeric hybrid fuels and produces environmental friendly decomposition
products [1].

Patnala et al. [6] had studied using nitrous oxide and gaseous oxygen as oxidizer
with paraffin wax as a fuel. In their study, they used swirl injection to inject the
oxidizers into the combustion chamber. They observed lower local regression rate
with nitrous oxide as compared to the gaseous oxygen. The reason was claimed to
be the less oxygen content available for the complete combustion in nitrous oxide.
Grosse [2] had studied the combination of carbon hydrogen series-based fuel with
nitrous oxide as oxidizer. He used diaphragm within the combustion chamber to
mix the combustion product effectively and produce higher regression rate and
higher combustion efficiency. It was reported that the use of diaphragm improves
the mixing significantly, and overall regression rate also increases. Simurda et al.
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[8] had discussed about the importance of the nitrous oxide and oxygen combina-
tions as the oxidizer for hybrid rocket applications. He used fuel as the paraffin
wax. Oxidizer and fuel were tested with the medium scaled hybrid rocket, and the
grain length was 470 mm. The pre-combustion chamber was used to conduct exper-
iments only with nitrous oxide instead of Nytrox due to safety checks and later with
very minimal percentage of oxygen (90% of nitrous oxide and 10% of oxygen) and
produced successful results. Karabeyoglu [3] had worked with the nitrous oxide and
oxygen mixtures as oxidizers for rocket propulsion applications. In this, they carried
out study with the mixture of both the oxidizers (N2O, O2) and found the practical
advantages over a pure form. The major advantage of this new mixture over the
pure one was that it has self-pressurizing capability, high density and high-density
impulse, various operational temperatures, improved safety, etc. To examine it, they
worked with ATK’s GEM60 motor. They reported that the Nytrox systems have a
major weight and length advantages over other systems.

It is observed from the above study that among the various oxidizers available
for the hybrid rocket system, the nitrous oxide has the best possibilities for the
practical applications. It is mainly due to its self-pressurizing behavior. It has only
disadvantages that it gives lower regression rate compared to other oxidizer due to
the lower oxygen content. Hence, research has been focused on adding oxygen as
oxidizer with it to improve its performance. Thus, an attempt has been made in the
present study to explore the performance characterization by using the mixture of
nitrous oxide and the oxygen system. Further, attempts were also made to compare
it with pure N2O and O2 oxidizer. The fuel used for the studies was paraffin wax.
The experiments are conducted by using two different injectors, i.e., radial and swirl.
The injector used for the oxygen supply is axial type. The main aim of having two
different combinations of injectors is that the mixing between N2O and O2 would
be better, once oxidizer combination experiments would be conducted. Parameters
used for the studies are regression rate, combustion efficiency, and sliver loss with
the selected injectors and the oxidizers.

2 Experimental Procedure

The fuel used in the present study is the mixture of paraffin wax and microcrystalline
wax of 70:30 ratio. Both the paraffin wax (straight chain structure) and microcrys-
talline wax (branched structure) are odorless, white in color, and sticky type, but
the melting point is higher for microcrystalline wax (54–95 °C) compare to paraffin
(48–70 °C). Also the tensile strength comparison, it is plastic and malleable for
microcrystalline, whereas for paraffin, it is brittle in nature. The wax used here has a
density of 890 kg/m3, congealing point of 337.3 K, and a melting point of 337.1 K.

The oxidizer used is the gaseous oxygen and the gaseous nitrous oxide. The
gaseous oxygen has a density of 1.43*10–6 kg/m3, and also it is easily commercially
available. Further, the combination of gaseous oxygen and nitrous oxidize has been
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used. The combination percentage used for N2O and O2 is in the ratio of 50:50,
70:30, and 80:20.

2.1 Experimental Setup

Since two oxidizers have been used for the experimentation purpose, and thus,
two separate connections have been made from the cylinder to the injector that is
connected to the rocket motor as shown in Fig. 1. The pressure regulator is connected
to the oxygen cylinder to control the downstream pressure and the mass flow rate. A
pipe line is connected from regulator to themotor though a ball valve and the solenoid
valve. The ball valve is used for emergency closure purposes, if the solenoid valve
fails during experimentations. The solenoid valve used is normally closed type and
has the pressure capacity of 50 bar. Similar arrangements have been made for the
supply of nitrous oxide from the N2O cylinder to the combustion chamber. A N2O
pressure regulator is connected to the N2O cylinder to control the downstream pres-
sure. It was passed through the ball valve, solenoid valve, the non-return valve, and
then to the combustion chamber through the injectors. The ball valve is used for
safety purposes to close the supply of N2O if solenoid fails similar to the oxidizer
pipe line. The non-return valve helps to prevent any back flow of flame toward the
cylinder. Both the solenoid valves used to control the flow of oxygen and N2O have
been connected to sequential timer. A DC power supply used for ignition purposes
has also been connected to this sequential timer. Ignition time is thus controlled by
the sequential timer. For ignition, the solid propellant pellet of around 0.5 gm has
been used. It was inserted to the nichrome wire, and 16 V DC power supply was

Fig. 1 Schematic diagram of experimental setup
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given to it for the ignition through the sequential timer. Now, all these connections
such as solenoid valve and the ignition power supply will operate in a series.

For pure oxygen, totally two channels will be in operations: channel 1 used for
ignition power supply which will be connected through the timer and channel 2 will
be connected to operate the solenoid valve. For nitrous oxide, totally three channels
have been used. Channel 1 will be used same as for ignition power supply, channel 2
will be used to operate the oxygen solenoid valve (utilized to support ignition forN2O
combustion with fuel) for few fractions of second, and channel 3 will be operated
for nitrous oxide solenoid valve. For the another set of experimentation, totally two
channels have been used: channel 1 for ignition power supply and the channel 2 used
for both the oxygen and nitrous oxide solenoid valves to operate together at the same
time. The DC power supply for the ignition, solenoid valves, and the timer with the
complete experimental set up is shown in Fig. 1.

2.2 Experimental Hybrid Rocket Motor

The combustion chamber consists of the flanged cylindrical tube with the internal
diameter of 50 mm and the external diameter of 68 mm. The motor is made up of
mild steel, and at its head end for the oxidizer, supply injector was fasten to the
combustion chamber. At the aft end of the motor, the graphite convergent divergent
nozzle was connected to the combustion chamber.

The graphite was used as it can withstand high temperature and also resists the
erosion of the material after repeated experiments. The igniter pellet was connected
to igniter wire with the help of a nichrome wire, and it is inserted into the combus-
tion chamber via nozzle portion. Also, while assembling the motor, China clay was
provided in between the head end flange and the nozzle end flange. This assures the
leak proof assembly between these twoflanges andprevents leaking of the hot product
gases during the combustion of the propellant. Finally, the motor is completely fixed
to the test bed with the help of belt, bolts, and nuts. A fully assembled motor is shown
in Fig. 2, and its complete geometry details are given in Table 1.

2.3 Injectors Used for Study

Two different types of injector were used for the nitrous oxide (radial and swirl) and
for the oxygen, showerhead or axial type of injector was used. Oxygen and nitrous
oxide were injected separately without any premixing. It can be seen from Fig. 3a.
In order to get the radial or swirl injector, only bottom flange part of the injector
shown in Fig. 3a would be changed with the injectors shown in Fig. 3b, c. It shows
the injector flange of radial and swirl type.
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Fig. 2 Hybrid rocket motor fixed to the test bed

Table 1 Dimensions of the
hybrid rocket motor

Parameters Values

Fuel grain length 188 mm

Inner diameter of the chamber 50 mm

Port diameter 15 mm

Area ratio of nozzle 4.34

Throat diameter of nozzle 12 mm

Convergent diameter of nozzle 45°

Fig. 3 a Injector assembly, cross sectional view of b radial injector, and c swirl injectors

2.4 Performance Parameter Determination

Regression rate was measured using the weight loss method as explained in Ref.
[4]. The weight of the motor before the combustion and after the combustion was
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recorded.With this known information about themass of fuel consumed (mf ), density
of fuel (ρ f ), initial port diameter (di), and length of the fuel grain (Lg), the final
diameter after the combustion was calculated (df ). Further, knowing the initial port
diameter (di), final diameter (df ) which is calculated earlier and the known burn time
(tb) from all these parameters will be obtained the regression rate (ṙ) using Eqs. 1
and 2. The oxidizer mass flux was calculated from the mass flow rate of the oxidizer
and the average port area of the combustion chamber after the test experiment using
Eq. 3.

d f =
√

4m f

πρ f L
+ di 2 (1)

ṙ =
(
d f − di

)
2tb

(2)

Gox = ˙mox

Ap
(3)

The calculation for the combustion efficiency is done using theoretical approach,
where NASA SP273 software had been used. With the known experimental chamber
pressure and the total fuel burnt, experimental characteristic value has been obtained.
Further, combustion efficiency is obtained using Eqs. 4 and 5. The combustion
chamber pressure was measured using the pressure transducer. The power supply
is given as 12 V and connected to the NI 9171 DAQ as shown in Fig. 3. The data
are acquired using this system through the LabVIEW signal express. The pressure
transducer used was UNIK 5000, and the pressure range was between 0 and 50 bar.

η = C∗
exp

C∗
the

(4)

C∗
ex = Pc At

ṁt
(5)

The sliver loss study has also been conducted by measuring the regression rate
along the length of fuel grain after the combustion.

3 Results and Discussion

3.1 Studies of Regression Rate

Regression rate of hybrid rocket fuel is defined as the surface regression of the fuel
grain during the combustion over a given burn time of the hybrid rocket motor.
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Mainly, three different aspects of the regression rate have been studied. Initially with
the pure oxidizers using the both the type of injectors, then the combinations of
both oxidizer with both the types of injectors, finally overall comparison of the pure
oxidizers and their combinations with both the injectors.

3.1.1 Regression Rate with Pure Oxidizer

In the present work, interrupted static test was conducted after evaluating the thermal
response time of paraffin wax which was around 0.0143 s, and hence, the burn time
for gaseous oxygen was 1 s, and for gaseous nitrous oxide, the burn time was 1.5 s.

Before initiating the experimentation, the mass flow rate of the oxidizer requires
to be known. The mass flow rate was calculated by mass loss method. The initial and
final mass of the cylinder after allowing the gas to pass though the injector for 10 s
were recorded. By knowing the mass loss and time, the mass flow rate was obtained.
For experimentations, the total burn duration was chosen as 4 s based on the Web
thickness available with the given fuel grain. Regression rate is measured here using
the weight loss and interrupted test method [4]. The experimental setup used for this
study is shown in Fig. 1 in Sect. 1. The hybrid rocket used for this study has a length
of 188 mm. The initial port diameter was 15 mm. Detailed experimental procedure
is explained in Sect. 4. The experimental results with the gaseous oxygen obtained
are shown in Fig. 4. The results shown are for the total burn time of 4 s interrupted
after each 1 s. It means the motor is stopped after each 1 s, and its result is analyzed,
and then, the same motor is restarted for the next 1 s. It continued for the total burn
time of 4 s.

From Fig. 4, it is observed that the regression rate decreases as the oxidizer mass
flux is decreased during the combustion process, as the port diameter increases with
the progress in burn time. The power fit curve of the oxidizer mass flux versus
regression rate for gaseous oxygen and wax combination is also shown in Fig. 4. The
n values obtained for this combination are 0.51. This n value indicates that the O/F
ratio does not change with the burn time. It is to be noted that the axial or shower
head type of injector has been used for this study. This type of injector has been used
for this fuel-oxidizer combination, and same has been used for other combination
too. Figure 4 also compares the results obtained with the gaseous nitrous oxide.
With gaseous nitrous oxide, the experiments have been carried out with two different
types of injectors: radial and swirl injector. The total burn time for radial injector
was 6 s, and for the swirl injector, the burn time was restricted to 2.75 s. The reason
for restricting to 2.75 s is the higher regression rate with this fuel, hence beyond this,
burn time fuel might be fully consumed in the combustion chamber. The swirling
phenomenon makes big change in the regression rate is due to the oxidizer flow
attachment over the grain surface, and heat transfer rate is much improved to the fuel
surface, hence the pyrolysis process happens in instant manner. This is the reason it
has higher regression rate, and hence, the burn time has been reduced at consecutive
testing process. Whereas in the radial injection, it acts like an impingement type
and after that, it becomes central motion in the port diameter like the axial injector,
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Fig. 4 Regression rate variation with Gox for gaseous oxygen and gaseous nitrous oxide with the
wax fuel for hybrid rocket using radial and swirl injector type

but it will flow with less velocity due to its neutralization of velocity during the
impingement process. That is the reason even at 1.5 burn time constantly, it gives
very low regression rate. It has also been observed that igniting the wax fuel with
N2O as oxidizer was difficult with solid propellant bead. Thus, to achieve stable
combustion with fuel-oxidizer combination, initial ignition has been sustained by
supplying oxygen for a fraction of sec, then N2O was supplied as per the burn time
requirement. The solid propellant igniter bead and the gaseous oxygen both are used
for the ignition with nitrous oxide as it has the higher activation energy compared to
the gaseous oxygen due to less content of oxygen level. It can be seen from Fig. 6
that the swirl injector gives around 3 times higher regression rate compared to the
radial injector. And also, with the radial injection of nitrous oxide, the regression rate
increases as the oxidizer mass flux is decreased as compared to the swirl injection
and axial injection of gaseous oxygen. This trend is rarely observed in hybrid rocket,
where decrease in Gox regression rate increases. The reason for this could be that
as the port diameter increases or the Gox decreases, the radial injection pattern is
such a way that it is always impinging over the fuel surface and thus improving the
regression rate. Still, the radial injector has very weak effect on the improvement of
regression rate due to the lower actual oxidizer mass flux in the combustion chamber
compared to the swirl injector. Thus, it gives lower regression rate compared to the
swirl injectors. It is to be noted that the regression rate of wax with N2O is lower
compared to gaseous oxygen, if shower head type of injector is used. This is the reason
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in practical application gaseous oxygen is preferred compared to N2O. But due to the
self-pressurization capability of N2O, it is in demand for practical application. If the
swirl injector is used, the regression rate is higher than the regression rate obtained
with gaseous oxygen. Thus, the use of swirl injector can overcome the reduced
regression rate due to the use ofN2Oas the oxidizer. It is also to be noted, in the present
study, the main aim of selecting two different combinations of injectors for gaseous
oxygen and N2O is to enhance mixing between these two oxidizer combinations. It
is useful, when combination oxidizer is used. For the gaseous oxygen, the n value
is close to the 0.5, whereas for the N2O swirl injection and radial injection, it is
much lesser than 0.5 making the total mass flow rate more dependent on the port
diameter. Here, n is called the mass flux exponent; its significance is that it indicates
the dependency of regression rate with the oxidizer mass flux. The dependency of
oxidizer mass flux with n is also linked with the change in the O/F ratio with burn
time. In hybrid rocket required values of n is 0.5 for getting the constant O/F ratio
with the burn time.

3.1.2 Regression Rate with Oxidizer Combinations

It is known from the above study that N2O along with shower head injection gives
lower regression rate compared to oxygen system. Thus, attempts weremade to study
the effect of oxygen in combination with N2O system; it is termed as Nytrox system.
For this study, three different combinations have been selected. It includes ratios
as 50:50, 70:30, and 80:20 for N2O and gaseous oxygen, respectively. The results
obtained with these combinations are given in Figs. 5 and 6. Figure 5 shows the
results obtained with radial injector, while Fig. 6 describes about swirl injector.

It can be seen from Fig. 5 that regression rate with N2O is lower compared to
gaseous oxygen. It is mainly because of the lower concentration of oxygen in the
N2O gas. If it is compared with Nytrox with varying concentration of each oxidizer,
it is observed that the 50:50 ratio gives highest improvement compared to other
combinations such as 70:30 and 80:20. It is also to be noted that the regression rate
with all the combination gives higher or close to pure oxygen. In reality, the regression
rate with all the combination should be lower compared to the pure oxygen. The
reason for this difference is that the injector used for pure oxygen is shower head
type, but for N2O, it is radial injector. Thus, when N2O is used or even with the
combination, the effect of radial injector is improving the regression rate.

Similarly, it can be seen from Fig. 6 that the regression rate with pure oxygen is
lower compared to other combinations even lower than the pure N2O condition. It is
mainly because for pure oxygen shower head injector was used, whereas for N2O,
swirl injector was used. It is known that swirl injection improves the regression rate.
Thus, even in the combination of the oxidizers, always N2O swirl effect will help in
enhancing the regression rate as observed in Fig. 6.Although the results obtainedwith
70:30 ratio gives contrary results. Thus, details study needs to be done to understand
this. It is interesting to note that even with N2O and combination with O2, regression
rate can be achieved as 5 mm/s at around 15 GOX. This is highly useful for hybrid
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Fig. 5 Regression rate variation with Gox for the pure oxidizers and their various combinations
using axial radial injector

Fig. 6 Regression rate variation with Gox for the pure oxidizers and their various combinations
using axial swirl injector
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rocket for practical applications as high regression rate is required for hybrid fuel. It
can also be seen from Figs. 5 and 6 that the regression rate improvement is significant
with swirl injector compare to the radial injector.

3.1.3 Studies on Combustion Efficiency

The combustion efficiency for pure oxidizers and their combinations is discussed in
this section. The procedures for obtaining the efficiencies are discussed in Sect. 4.
To get the combustion efficiency, experiments were conducted for the continuous
burn time of either 1 s or 3 s, based on the Web thickness of the fuel available in the
combustion chamber. The pressure time has been obtained for the given burn time
and based on the mass flow rate of propellant and chamber pressure, efficiency has
been obtained. The results obtained are given in Table 2. As it is known that for the
oxygen supply, a showerhead type of injectors has been used. For the N2O and its
combination with O2, two types of injector have been used. Results for both the types
injectors for N2O and its combination are also given in Table 2. It is also observed
from Table 2 that the burn time used for the swirl injector was restricted to only 1 s
of the burn time, and it is due to higher regression rate of the fuel. Apart from this,
it is also to be noted that with the pure N2O, the burn time is only 0.5 s. The reason
for this is that to sustain the steady combustion with radial injector for longer burn
time beyond this was very difficult. It has been stated earlier that the ignition for
pure N2O system was difficult with the igniter as the solid propellant alone. Thus,
to sustain proper combustion with N2O, for a fraction of sec, oxygen was supplied
and then N2O was supplied such that stable combustion is possible with it. It could
be seen from the pressure time graph shown in Fig. 7. The pressure time shows a
certain fraction of time for the ignition with oxygen supply and then with the N2O
system as alone. Here, 0.5–1 s is the gaseous oxygen as it is given for the additional
ignition as mentioned earlier higher ignition energy required for nitrous oxide than
the oxygen since oxygen content is less in it. And then from 1 to 1.5 s, actual gaseous

Table 2 Combustion efficiencies obtained with various combinations of oxidizer

S. No Oxidizer type Injector used Burn time O/F ratio Pc η (%)

1 O2 Shower type 3.5 1.61 62 42.50

2 N2O Radial 0.5 1.90 25 28.34

Swirl 1.0 0.90 40 39.10

3 50N2O50O2 Radial 3 1.20 60 52.85

Swirl 1 0.97 99 65.38

4 70N2O30 O2 Radial 3 1.33 55 49.70

Swirl 1 0.99 87 57.65

5 80N2O20 O2 Radial 3 1.31 40 46.80

Swirl 1 1.11 77 52.08
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Fig. 7 Pressure time graph showing the ignition time and N2O oxidizer supply

nitrous oxide is used for the combustion (only this duration of data was used for the
combustion efficiency percentage calculation for N2O oxidizer). Similar, procedure
is adopted for other test of experiments where pure N2O has been used.

It is seen from Table 2 that the efficiency obtained with pure N2O system having
radial injector is very low. Its efficiency with the use of swirl injector improves,
but still it is very low. The reason for it is that the N2O has lower oxygen content.
The efficiencies obtained with the pure O2 are higher than the N2O system. Its
efficiencies would be higher, if the injector used here would be either radial or the
swirl injector. Further, it is also observed that as the oxygen content is improved
in the N2O oxidizer, its efficiencies have improved significantly. The efficiencies
obtained with 50N2O50O2 combination give the highest improved in efficiencies
with the swirl injector. Relatively, the highest improvement is observed with the
radial injector.

3.1.4 Sliver Loss Study

It is known that non-uniform regression rate along the length of hybrid fuel is one of
the drawbacks in hybrid rocket. This non-uniform regression rate along the length
gives higher sliver loss in hybrid rocket. The sliver loss is studied by calculating the
local regression rate along the axial location. It is done by the taking X-ray image
after the combustion of fuel grain and then measuring its unburnt thickness. The
regression rate along the length is normalized with the maximum regression rate,
and it is presented in Figs. 8 and 9.

It is clearly seen from Fig. 8 that the trend of regression rate for both the cases with
the pure oxidizer is completely different. With oxygen, the regression rate at the head
end is lower compared to the nozzle end. The higher regression rate at the nozzle end
is due to higher mass flux at the downstream toward the nozzle end. For the radial
type of injector with N2O, the regression rate is higher at the head end compare to
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Fig. 8 Normalized regression rate along the axial length of the grain for gaseous oxygen, nitrous
oxide, and their three combinations using axial radial injection

Fig. 9 Normalized regression rate along the axial length of the grain for gaseous oxygen, nitrous
oxide, and their three combinations using axial swirl injection
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the nozzle end. In this, lower regression rate is seen in the middle. The reason for
this type of trend is that the radial injector is directly impinging over the surface
at the head end, and thus, higher regression rate is observed. Further downstream
regression rate is reduced as its impingement effect is absent only mass flux effect
is seen. Far downstream near nozzle end due to higher mass flux (mass of oxidizer
and mass of fuel), the regression rate is further enhanced. In overall, it is observed
that the uniformity with radial injector among O2 and N2O system, the N2O system
is better than axial injector with gaseous oxygen.

From Fig. 9, it is observed that higher mass is burnt with nitrous oxide due to the
swirl injection effect as the flow is attached over the fuel surface, and so the heat
transfer rate to the fuel surface had been improved giving higher regression rate. It is
observed that the regression rate is highest at the head end and decreases toward the
nozzle end. It is just opposite to that is seen with gaseous oxygen. Relatively better
uniformity is observed with nitrous oxide compared to the gaseous oxygen.

Further, the results were compared with other combinations of the oxidizer having
radial and the swirl injector as shown in Figs. 8 and 9, respectively. It is seen from
Figs. 8 and 9 that all the combination gives higher uniformity compared to the pure
N2O or O2 case with both the types of injectors used. While comparing between the
radial and swirl, the uniformity obtained with swirl injector is better than the radial
types of the injector. Further, when compared among these three combinations, 50%
of gaseous oxygen and 50% of nitrous oxide have shown the highest uniformity
compare to other combinations for both the types of injectors. Thus, it has been
observed from all the study that 50:50 ratio combinations are the best to be used for
practical applications.

4 Conclusions

The present study deals with the effect of the Nytrox (N2O and oxygen mixer)
oxidizer on the performance of the hybrid rocket motor. Mainly, three different
oxidizer combinations of the N2O and oxygen, i.e., 50:50, 70:30, 80:20 ratio with the
wax as a fuel have been used for the study. From the results obtained of experimental
work that was carried out in the present studies, the following conclusions can be
drawn.

1. For the gaseous nitrous oxide, the regression rate was 3 times higher for the
swirl injector compared to the radial injector.

2. For the 50:50 ratio using the axial radial injection, it shows an increase of 41%
of average regression rate compared to GOX and 164% rise using the radial
injection of N2O.

3. With the use of 50:50 ratios using the axial swirl injection, it shows an increment
of 135% of average regression rate compared to GOX with axial injection and
45% using swirl injection of N2O.
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4. Increase in combustion efficiency for 50:50 ratio using axial swirl injection was
54% when compared to gaseous oxygen and 67% compared to gaseous nitrous
oxide using swirl injection and for axial radial injection, it was 24% higher than
the gaseous oxygen and 86% higher than the gaseous nitrous oxide using radial
injection.

5. Uniform burning of fuel grain from head end to the nozzle end was observed
with 50:50 combinations when compared to the other combinations using both
the axial radial and axial swirl injectors.
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Effect of Protrusion Configuration
on Combustion Stability of Hybrid
Rocket Motor

Mengu Dinesh and Rajiv Kumar

Abstract In the present study, attempts were made to investigate the effect of the
protrusion configuration on the performance and combustion stability behavior of the
hybrid rocket motor. The protrusion configurations used for study include circular,
star, multi-hole and fin. All the protrusion configurations were tested by placing at
0.7X/L location in a hybrid rocket motor. The wax and gaseous oxygen were used as
a fuel and oxidizer, respectively. The regression rate and combustion efficiency were
improved upon inserting the protrusion in hybrid rocketmotor. Among the protrusion
configurations, multi-hole case showed the highest improvement in regression rate
and combustion efficiency. The hybrid rocket with/without protrusion case exhibited
the first and second longitudinal acoustic modes which are dominant throughout
the combustion. Upon inserting the protrusion, the stability of the combustion was
improved significantly. Among all the protrusion cases, the star case exhibited the
higher stable combustion. The frequency range of longitudinal acoustic modes was
changing while changing the protrusion configuration.

Keywords Hybrid rocket · Regression rate · Combustion efficiency · Protrusion
configuration · Combustion instabilities

1 Introduction

Hybrid rocket is the combination of solid and liquid rocket engine, where the fuel
and oxidizer are stored in two different phases. Generally, fuel is in solid phase and
oxidizer is in liquid or gaseous phase. Hybrid rocket possesses many advantages
over the solid and liquid rocket engines due to its inherent nature of safety and
simplicity [1, 2]. However, hybrid rocket suffers with drawbacks such as low fuel
regression rate, low combustion efficiency, O/F shift and higher sliver loss [1, 2].
These drawbacks are restricting its utilization in practical applications.
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Till date, several methods have been adopted to improve the performance of the
hybrid rocket [3–11]. Some of these methods being used frequently are addition of
energetic metal additives [4] and oxidizer particulates [5], using swirl injection [6],
protrusions [7–10] and cavities [11] in the midst of combustion chamber and pre-
and post-combustion chambers [12]. Among these methods, protrusion method has
attracted most to investigate only due to its simple configuration, cost effectiveness
and suitability for the different applications [13]. Also, it can act as the flame holder
in the combustion chamber [14]. Generally, protrusion method comes under the cate-
gory of turbulence generators as it disturbs the flow inside the combustion chamber
of the hybrid rocket [8–10]. Due to this, the heat transfer to the fuel surface improves
by reducing the average boundary layer thickness, and the turbulence generated by
protrusion improves the mixing of burnt gaseous species [8–10]. Thus, using the
protrusion technique, regression rate and combustion efficiency can be enhanced
concurrently [8]. More detail explanation regarding the protrusion method in hybrid
rocket can be found in Ref. [8]. In most of the studies, the shape of the protrusion
core used in hybrid rocket was circular [7–10]. Using the protrusions other than
circular shapes (non-conventional configurations) such as star, fin and multi-hole
shapes could increase the turbulence level in the flow field [15]. Because of this,
the mixing efficiency of the combustion gasses can be enhanced further. The studies
regarding the non-conventional protrusion configurations are rarely found in hybrid
rocket literature.

So far, the studies related to protrusionmethod in literature relate to only improve-
ment in the regression rate and the combustion efficiency [7–10]. There have been
no studies found addressing the issue of combustion instabilities when the protrusion
method has been used in the hybrid rocket. In general, if the chamber pressure oscil-
lations are above or below the 5%of themean chamber pressure, then the combustion
process of that system is considered as unstable [16]. The combustion instabilities in
hybrid rockets are not catastrophic as in the case of solid and liquid rockets [16]. In
hybrid rockets, the intrinsic low-frequency instabilities (ILF) are commonly observed
which are typically in the order of <50 Hz [16]. In addition to these, the instabilities
related to oxidizer feed system coupled with chamber pressure oscillations, atomiza-
tion and vaporization of liquid oxidizers and bulk mode instabilities were also found
in hybrid rockets [17]. The classification of hybrid rocket combustion instabilities and
its driving mechanism are summarized in Table 1. Karabeyoglu et al. [16] reported
that the intrinsic low-frequency instabilities are driven by the fuel mass production
oscillation during the combustion. Experimental studies of Park et al. [18] showed
that the initiation and amplification of low-frequency instabilities (range is 10–20Hz)
were related to vortex shedding which occurs due to the flow modifications and the
variation of volume ratio of combustion chamber to post-combustion chamber. Lee
et al. [19] observed the raise in the pressure oscillations when protrusion is inserted
in a hybrid rocket. In the presence of protrusion, the source for exciting the pressure
oscillations was found to be the edge tone instability.

Thus far, there are no explicit research efforts found related to combustion insta-
bilities of protrusion inserted hybrid rocket. Also, while attempting to increase the
turbulence in flowfield in combustion chamber by using non-conventional protrusion
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Table 1 Classification of combustion instabilities in hybrid rocket motor

Classification Frequency rangea Driving mechanism

Low-frequency instabilities <200 Hz Incomplete atomization/feed system coupled
[20]
Fuel grain chuffing (<10 Hz) [20]
Coupling of transient events such as thermal
lag in solid fuel, diffusion combustion and
chamber gas dynamics or fuel production
oscillations (<50 Hz) [16]
Bulk mode or Helmholtz mode [17]

Hydrodynamic instabilities 200–2000 Hz Vortex shedding [21, 22]

Acoustic instabilities 200–2500 Hz Longitudinal acoustic modes linked with the
combustion process including unsteady heat
release, flame holding effects and the vortex
impingement on chamber walls [23]

aFrequency range depends on the size and operational parameters of the hybrid rocket motor

configurations, the stability behavior of the motor is expected to change. Thus, the
present study aims to emphasize on the combustion stability behavior of protrusion
inserted in hybrid rocket motor. In the present study, the protrusion configurations
used are circular, star, fin andmulti-hole. These protrusion configurations were tested
using a 12.5 L/D (length to diameter) laboratory scale hybrid rocket motor. The
paraffin wax and gaseous oxygen were used as fuel and oxidizer, respectively. Apart
from the combustion instabilities, the regression rate and combustion efficiency were
also measured for various protrusion cases.

2 Experimental Methodology

In the present study, the wax used was the combination of paraffin and microcrys-
talline wax at 70:30 ratio. The properties of the wax are given in Table 2. In order
to prepare the wax fuel grains, first the wax should be melted using induction heater
above its melting point (65 °C). This melted wax is then casted in the mold and kept
at room temperature for 3 h. Once the wax is solidified, it needs to be taken out from

Table 2 Properties of wax Properties Values

Melting point 337.1 K

Congealing point 337.7 K

Density (ρ f ) 890 kg/m3

Viscosity 6.60 cSt

Tensile strength 1.48 MPa @ 5 mm/min

Percentage elongation 4.5% @ 5 mm/min
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Table 3 Dimensions of the
hybrid rocket motor and fuel
grain

Geometrical parameters Dimensions

Throat diameter (mm) 10

Ae/At 5.76

L* (m) 0.42

Fuel grain length, L (mm) 188

Initial port diameter, D or di (mm) 15

L/D 12.5

Fuel grain outer diameter, do (mm) 50

the mold carefully. Prior to cast the fuel grains, grease should be applied to avoid the
sticking to the mold and mandrel. The dimensions of the fuel grain are given Table
3.

2.1 Hybrid Rocket Experimental Setup

The geometrical representation of laboratory scale hybrid rocket motor can be seen
in Fig. 1. It has shower head injector, motor casing where fuel grain was inserted
and C-D nozzle made of high density graphite covered with mild steel casing. The
dimensions of the motor and fuel grain can be seen in Table 3. The experiments
on hybrid rocket motor were conducted using the laboratory scale experimental
facility as shown in Fig. 2. The experimental setup consists of two commercially
available gaseous oxygen cylinders, weighing balance, pumping system, electrical
systems and test bed. The gaseous oxygen was supplied to the motor at the rate of
30 g/s. The oxidizer mass flow rate was measured by taking the weight of the oxygen
cylinders before and after combustion over the anticipated time. The oxidizer flow
was controlled using the solenoid valve which was connected to sequential timer.
The sequential timer controls the timing required to open and close the solenoid

Fig. 1 Schematic view of hybrid rocket motor [14]
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Fig. 2 Schematic view of hybrid rocket motor [8, 14]

valve. The ignition of the motor was achieved by igniting the solid propellant bead
embedded with Nichrome wire. This Nichrome wire was connected to electrical
wire. The electrical wire was then inserted into the combustion chamber through the
nozzle in such way that the propellant bead was at injector end. A 12 V DC power
is supplied through the electrical wire to ignite the solid propellant bead. Once the
propellant bead is ignited, the solenoid valve will be open to inject the oxidizer. The
mass of the igniter was around 0.5 g. The entire sequence was controlled using the
sequential timer.

2.2 Protrusion Configurations

The protrusion configurations used in the present study are circular, star,wagonwheel
and multi-holes which are depicted in Fig. 3. The high density graphite was used to
fabricate the protrusions. The inner diameter and thickness of the protrusion were 10
and 2.5 mm, respectively. The point of depth (P) for both star and fin configurations
was 5 mm. In multi-hole configuration, the diameter of each hole adjacent to inner
diameter of the protrusion was 4 mm. In the process of preparing the fuel grain along
with protrusion, the protrusion was sandwiched between the fuel grain segments at
preferable location. The length of each fuel grain segment was depending on the
location of the protrusion to be inserted. The location of the protrusion was given as
X/L in which X is the distance from the head end of the fuel grain and L is the length
of the fuel grain. Since this study is mainly to compare the performance and stability
behavior of the motor, the axial locations have been fixed at single location of 0.7
X/L for the current study.



296 M. Dinesh and R. Kumar

Fig. 3 Protrusion configurations before the combustion: a circular, b star, c multi-hole and d fin

2.3 Data Reduction

In the current experimental study, regression rate (ṙ) is deduced using weight loss
method [24]. In this method, the mass of the fuel (m f ) consumed during combustion
is determined by measuring the weight of the motor before and after combustion.
Using the known mass of the fuel consumed after certain burn time (tb), the final
diameter (df ) of the fuel grain will be measured using Eq. 1. Further, this final
diameter will be helpful to calculate the regression rate and oxidizer mass flux (Gox)
using Eqs. 2 and 3.

d f =
√

4m f

πρ f L
+ d2

i (1)

ṙ =
(
d f − di

)
2tb

(2)

Gox = 16ṁox

π
(
di + d f

) (3)
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The combustion efficiency is determined using Eq. 4. The experimental character-
istic velocity (C∗

ex) is calculated with the help of Eq. 5. In Eq. 5, the average chamber
pressure is measured using piezo-resistive pressure transducer (Model: UNIK 500
Make: GE) at the sampling rate of 2 kHz. This pressure transducer is connected
at the nozzle end of the motor as shown in Fig. 3. The response of pressure trans-
ducer is recorded using NI-9215 module and LabVIEW signal express software. The
theoretical characteristic velocity (C∗

th) is determined using NASA SP-273 chemical
equilibrium software [25] at corresponding chamber pressure and O/F ratio.

η = C∗
ex

C∗
th

(4)

C∗
ex = Pc At

ṁt
(5)

The combustion stability behavior of themotorwas determinedwith the help of the
fast Fourier transformation (FFT) plots of the chamber pressure data. The chamber
pressure was recorded using the high response piezo-electric pressure transducer
(Make: PCB, Model: 124A24). The piezo-electric pressure transducer was mounted
at the nozzle end of themotor. The chamber pressurewas recorded at sampling rate of
13 kHz using NI-9215 module and LabVIEW signal express software. The pressure
data was converted to FFT using Tecplot software.

3 Results and Discussion

3.1 Studies on Regression Rate and Combustion Efficiency

The performance parameters such as regression rate, oxidizer mass flux and combus-
tion efficiency for without protrusion (WOP) and other protrusion configurations are
given in Table 4. The regression rate was measured using the weight loss method as
discussed in earlier section. The mass flow rate of the oxidizer was 30 g/s.

The burnt time used in the present study was 4 s. It can be seen in Table 4 that
the regression rate and combustion efficiency for the protrusion cases were improved

Table 4 Performance parameters of hybrid rocket with various protrusion configurations

Protrusion ṙ (mm/s) Gox(kg/m2s) PC (bar) O/F η (%)

WOP 1.94 73.68 6.96 1.29 63.90

Circular 2.12 67.47 7.17 1.09 67.07

Star 2.03 71.35 7.19 1.21 66.76

Fin 2.27 66.82 7.42 1.07 69.19

Multi-hole 2.29 65.33 7.50 1.03 69.52
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compared to the without protrusion case. The regression rate and combustion effi-
ciency obtained for the fin and multi-hole case were higher than the circular case.
However, in the case of star configuration, both the parameters were lower than the
circular case. The reason for this might be the interruption in the formation of the
recirculation zone behind the protrusion. Generally, in a hybrid rocket with conven-
tional (circular) protrusion configuration, the recirculation zone behind the protrusion
re-attaches to the fuel surface by dragging the hot gaseous products from the reaction
zone (or flame zone) [14]. As a result of this, the heat transfer to the fuel surface
increases followed by this the regression rate also improves. Further, the regressed
fuel recirculates within the recirculation zone and transits axially downstream of the
motor. The mixing of gaseous products occurs in the recirculation zone which helps
in improving the combustion efficiency of the motor (Table 5).

Although the protrusion with star configuration is disturbing flow field inside the
combustion chamber, it is expecting that the spikes (extruded portions in star config-
uration) were restricting the formation of the recirculation zone. As the formation
of recirculation zone is diminished, the heat transfer to the fuel surface and effec-
tiveness in the mixing of product gases were reduced. Hence, the regression rate and
combustion efficiency obtained for star configuration were lower than the circular
configuration. On the other side, in the multi-hole case, the formation of recircula-
tion might not be diminished as occurred in the case of star. Also, as the combustion
proceeds, the adjacent holes start exposing to combustion chamber; therefore, the
secondary recirculation zones develop within the primary recirculation zone due
to the adjacent holes. As a consequence of this, the product gases in the primary

Table 5 Theoretically predicted and experimentally obtained frequency modes for the WOP case

Frequency mode Analytical expression Theoretical
frequency (Hz)

Experimental
frequency (Hz)

Boundary layer
mode or fuel
production
oscillations

fb = 0.48
τbl

=
= 0.234

(
2 + 1

O/ F

)
4
π

ṁox(RT)av
L f PD2

190 Hz 10–230 Hz

Bulk mode fH = C
2π

√
π
4

D2
t

V (l+0.8Dt )
580 Hz 550 Hz (observed

in Fig. 5c)

Longitudinal
acoustic modes

fl = C
2L =

√
r(RT)av
2L First mode =

2250 Hz
Second mode =
4500 Hz

First mode =
2200 Hz
Second mode =
4300 Hz

Vortex shedding fv = StU
D = St4ṁRT

πPD3 2500 @ S = 0.5 –

Symbols related to this table: P = chamber pressure (N/m2),D = port diameter (m), R = specific
gas constant, T = chamber temperature (K), V = chamber volume (m3), l = convergent length (m),
C = speed of sound (m/s), in which γ = 1.24 [26], (RT)av is 6.89*105 m2/s2[26], L = length of
the combustion chamber (m), Dt = throat diameter (m)r, St = Strouhal number (0.25 <St< 0.5)
[22], ṁ = total mass flow rate (kg/s), L f = length of the fuel grain (m)



Effect of Protrusion Configuration on Combustion Stability … 299

Fig. 4 Protrusion configurations after the combustion: a circular, b star, c multi-hole and d fin

recirculation zone further mixed in the secondary recirculation zones. Hence, the
performance of the hybrid rocket motor improved effectively compared to circular
and star configurations. Therefore, it is observed from these results that the formation
of recirculation zone behind the protrusion has the significant influence on perfor-
mance of the hybrid rocket. Further to support the aforementioned analysis, the
detailed computational fluid dynamic (CFD) studies need to be conducted in future.
Furthermore, the protrusions were taken out of the fuel grains after the combustion
and inspected for any structural defects. The protrusions were appeared to be in good
condition, and it can be seen in Fig. 4.

3.2 Studies on Combustion Instabilities

In this section, the combustion stability behavior of the hybrid rocket motor without
and with protrusion cases was discussed. The studies were done with the protrusion
cases of various configurations such as circular, star, multi-hole and fin. The stability
behavior of the hybrid rocket motor was determined using the FFT plots. These
FFT plots were obtained with the help of chamber pressure data and converted
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Fig. 5 Pressure verses time and FFT plot for the WOP case

using Tecplot software. The details of pressure sensor were given in experimental
methodology section.

The chamber pressure versus time and FFT plots for the without protrusion case
is shown in Fig. 5. In Fig. 5a, after a little time of the beginning of the combustion,
the chamber pressure starts oscillating and reaches it maximum and then suddenly
dampened. After this, till the end of the combustion, no oscillations were observed.
The FFT plot for this chamber pressure data is shown in Fig. 5b. The two distinctive
frequency peaks at around 2200 Hz and 4300 Hz can be observed in Fig. 5b. These
frequency peaks are corresponding to the longitudinal acousticmodes of the combus-
tion chamber. These frequency values are in good agreement with the analytically
calculated longitudinal acoustic modes of the motor as given in Table 3. Further-
more, the FFT (Fig. 5c) has been plotted for the chamber pressure data starting
from the 2.2 s to till the end of the combustion. It can be seen in Fig. 5c that the
peaks corresponding to longitudinal modes are present; however, the amplitude of
the peaks was reduced significantly. The large amplitude of the acoustic modes in
Fig. 5b is attributed to the coupling of unknown energy source with longitudinal
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acoustic modes. This unknown energy is further decoupled after 2.2 s which leads
to the stable combustion; however, the acoustic modes are present with lower ampli-
tude (Fig. 5c). This unknown energy might be due to the vortex shedding which
occurs at the nozzle end. Carmicino [22] reported that when the interaction between
the vortex shedding in post-combustion chamber and longitudinal acoustics takes
place, a sudden rise in the amplitude can be observed. During the vortex shedding
at the exit of the fuel grain, the vortex impinges on the nozzle walls, and it leads
to the breakup of the vortex which further augments the fine scale mixing of fuel
and oxidizer in the post-combustion chamber. This mixing results in a sudden heat
release in post-combustion chamber and increase in the strength of the acoustics in
the chamber. In this process, the vortical energy converts into acoustic energy, due
to impulse in heat release changes the acoustic velocity which further enhances the
heat flux to the fuel surface [21, 22]. As a consequence of this, the regression rate
increases which further increases the chamber pressure [22]. Although the hybrid
rocket motor used in the present study is not having the post-combustion chamber,
there is a small space between the exit of the fuel grain and nozzle entrance as shown
in Fig. 6. This space was used for mounting the piezo-electric pressure transducer.
Therefore, in the present study also it is expecting that the vortex formation is occur-
ring after the exit of the fuel grain. As the exit diameter of the fuel grain increased,
the energy associated with vortex shedding might be dampened. Hence, the pressure
oscillations were reduced, and stable combustion is achieved. In Fig. 5c, besides the
longitudinal acoustic modes, the frequencies in the range of 500–600 Hz are also
observed. As per the theoretical predictions, this frequency range has matched with
the bulk mode oscillations as listed in Table 1. However, the bulk mode oscillations
have the lower amplitude. Also, the oscillations due to fuel production (10–220 Hz)
are present in a hybrid rocket motor with without protrusion case.

TheFFTplots for the various protrusion configurations studied in the present study
are shown in Fig. 7. Compared to thewithout protrusion case in Fig. 5b, the protrusion
cases exhibited the stable combustion. Upon inserting the protrusion, the amplitude
of the longitudinal acoustic modes was reduced significantly. The reason for this is
that when protrusion is placed, it dampens the amplitude of the oscillations because
it increases the energy dissipation in the combustion chamber as the protrusion acts
as the baffle. Moreover, protrusion reflects the acoustic waves and partially leaves
the part of it pass through.

Fig. 6 Schematic view of
fuel grain exit and nozzle
interface
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Fig. 7 FFT plots for the various protrusion configurations

Also, the decoupling of the flow field between the sections before and after the
protrusion is also expected. Furthermore, the protrusion at 0.7X/L might have influ-
enced the vortex shedding at the exit of the fuel grain as it is near the nozzle end.
Therefore, the coupling of vortex shedding frequency with acoustic modes might be
diminished. Hence, the amplitude of longitudinal acoustic frequencies was reduced
upon inserting the protrusion in hybrid rocket. Among the protrusion configurations,
the star case has shown more stable combustion.

In all the protrusion configurations, the frequencies of the longitudinal acoustic
modes were modified compared to the without protrusion case. These frequency
peaks are given in Table 6. This might be due to the change in wavelength of the
acoustic waves as the protrusion reflects it or partially part of it passes through
the inner diameter of the protrusion. Depending on the shape of the protrusion, the
frequency range and its amplitude are observed to be varied.
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Table 6 Frequency range of
longitudinal acoustic modes
for all the protrusion
configurations

Protrusion
configurations

Longitudinal
acoustic modes

Frequency range
(Hz)

WOP 1st Mode 2200

2nd Mode 4300

Circular 1st Mode 2700

2nd Mode 4200

Star 1st Mode –

2nd Mode 4500

Multi-hole 1st Mode 2100

2nd Mode 4000

Fin 1st Mode 2200

2nd Mode 3900

4 Conclusions

An attempt has been made to investigate the effect of protrusion configuration on
the stability behavior and on the performance of the laboratory scale hybrid rocket
motor. The circular, star, fin shape and multi-holes type protrusion configurations
were studied. The combustion performance parameters such as regression rate and
combustion efficiencywere determined. The important conclusions that can be drawn
from the present study are given below:

1. Regression rate and combustion efficiency were enhanced upon inserting the
protrusion.

2. Among the protrusion configurations, the multi-hole case showed better
improvement in regression rate and combustion efficiency.

3. Among without protrusion case, longitudinal acoustic modes were found to be
dominant.

4. Vortex impingement on nozzle walls is expected to be the reason for excitation
of acoustic modes amplitude in without protrusion case.

5. Combustion oscillations were reduced after inserting the protrusion in hybrid
rocket motor.

6. Among all the protrusion configurations, star case exhibited the more stable
combustion.

7. The frequency range of the longitudinal acoustic modes is observed to be varied
depending on protrusion configuration.
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Prediction of Wake Structure Transition
for a Linear Plug Nozzle Using Detached
Eddy Simulation (DES)

M. Manu Mohan, N. Balakrishnan, and N. Munikrishna

Abstract The base flow of a truncated plug nozzle exhibits a phenomenon called
Wake Structure Transition (WST), where in an open basewake develops into a closed
wake as the pressure ratio is increased. From design point of view, it is important to
predict this transition. There are empirical models available for predicting WST but
they are inaccurate for routine use in design. One physics-based model proposed by
CAd lab of IISc, shows a potential to do the same with a great accuracy. However,
its utility is limited by the requirement that accurate base pressure at two operating
conditions, one in open and other in closed wake are to be known. The inherent
limitations of RANS (or URANS)-based CFD solvers in predicting base pressure
for large separated flows, limits the utility of aforementioned models. The present
attempt explores the use of high-fidelity DES tool for the simulation of base flow
and thereby WST prediction. The preliminary results obtained are very encouraging
both from the view point of accuracy of the predicted base flow and its use in the
physics-based model for predicting WST.

Keywords Truncated plug nozzle · Supersonic base flow · Wake structure
transition · Detached Eddy simulation · Spalart Almaras model

1 Introduction

Plug nozzles are one of the viable replacement for conventional De-Laval nozzles
in Single Stage To Orbit (SSTO) kind of missions where a single nozzle has to
perform consistently over a wide range of altitudes [1]. It consists of a primary
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nozzle where the flow expands internally to sonic condition and a plug surface over
which flow expands externally to supersonic condition (refer Fig 1a). Even though
the full-length plug nozzle shows a consistent performance, its thrust to weight ratio
is poor compared to conventional nozzle because of high plug length. To overcome
this deficiency, the practically realizable plug nozzles are designed with a shorter
length by truncating its sharp end. This will introduce a wake region (refer Fig. 1b)
in plug nozzle flow field were some interesting flow dynamics can be observed.

The contour of full-length plug nozzle is designed in such a way that at design
condition the flow expands continuously and there will not be any wave reflection
from the nozzle surface. But at off-design condition, there will be wave interactions
with in core jet flow which makes the flow much more complex. In case of truncated
plug nozzle, along with these complexities, flow exhibits a phenomenon calledWake
Structure Transition (WST), where in an open base wake develops into a closed wake
as the pressure ratio is increased.At lower pressure ratios, thewakewill be completely
open and it will be under the influence of atmospheric pressure. As the pressure ratio
increases the wake will be transformed into a closed one and then onward the base
pressure normalized by stagnation pressure will be independent of pressure ratio.
From design point of view, it is important to predict this transition since the base
thrust critically dependent on WST. The best way to predict the transition curve like
the one shown in Fig. 2 is to carry out experiments at different pressure ratios. But
this is not a viable option since it demands large vacuum facilities to simulate high
altitude condition.

In the past, researchers have proposed empirical models for prediction of base
wake transition based on their experimental results. But they lack in generality and
accuracy for routine use in design. In the CAd lab, IISc a physics-based model for
WST has been proposed by Chutkey et al. [2]. This model has potential to predict
WST to required accuracy. However, its utility is limited by the fact that it requires
a two-point data set (base pressure), one in the closed wake regime and the other in
the open wake regime. This data, in fact, can be predicted using CFD. The inherent
limitation of theRANS (orURANS)-based turbulencemodels to predict the turbulent

Fig. 1 Plug nozzle geometry. a Full-length. b 20% Truncated
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Fig. 2 Base pressure vs Pressure ratio of 20% truncated plug nozzle (from experiments conducted
by Chutkey et al. [2]). a Base pressure normalized by stagnation pressure. b Base pressure
normalized by ambient pressure

viscosity at large separated regions (since they are fine tuned to capture the physics
behind wall-bounded flows), does not allow accurate prediction of the base flows
limiting the utility of this physics-based model.

The present attempt explores the use of high-fidelityDES tool for the base pressure
estimation in case of a truncated linear plug nozzle and prediction of WST with the
help of aforementioned physics-based model. The DES computations have been
performed in conjunction with Spalart–Allmaras (SA) model with compressibility
correction proposed by Paciorri et al. [6] for turbulence. The SA model with its
robustness has already become a standard for industrial computations (Ref. theAIAA
CFD Drag Prediction Workshop summary by Tinoco et al. [8]) and therefore the
same has been adopted in this work also. Owing to the unsteady nature of DES
computations and the required grid resolution, these computations were carried out
on the Cray XC 40 (SahasraT) platform available in SERC, IISc.

2 WST Model

An experimental outcome of base pressure (normalized by ambient pressure and
stagnation pressure) for different pressure ratios (PR) are shown in Fig. 2. Two
regimes can be identified in this. In first (open wake) base pressure (Pb) is almost
equal to ambient pressure (P∞) or Pb/P∞ is nearly equal to 1 and in second (closed
wake) it (Pb/P∞) is varying linearlywith respect to pressure ratio (Fig. 2b). It can also
be noted that ratio of base pressure to stagnation pressure (Pb/P0) is almost constant
in closed wake regime (Fig. 2a) and this implies the base pressure is independent
of ambient pressure. The pressure ratio which marks the transition of open wake to
closed wake is called transition pressure ratio (PRtr). Based on these observations,
an empirical model was proposed by Chutkey et al. [2] to predict base pressure of a
truncated plug nozzle for any pressure ratio.
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As per this model, the slope (m) of Pb/P∞ vs PR curve in closed wake regime is
approximated as

m = (Pb/Po)closed

where (Pb/Po)closed is a constant value corresponding to closed wake regime. This
approximation is validated with different experimental results available in open liter-
ature (Ref: Chutkey et al. [2] Table 3). Now if we know the base pressure in open
wake regime, by using simple geometric relations, we can estimate the transition
pressure ratio.

PRtr =
(

Po
P∞

)
tran

= k

m
(1)

where k = Pb/P∞ corresponding to open wake regime and its value approximately
equal to 1 in present case.

The model is graphically represented in Fig. 3. Hence, if we know base pressure
at two different pressure ratios (one at open wake regime and other at closed wake
regime), we can predict the transition and base pressure corresponds to all other
pressure ratios using this model.

Fig. 3 Base pressure transition model
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Fig. 4 Base pressure distribution at PR = 60 [3]

3 Base Pressure Estimation Using RANS

Several attempts have beenmade to predict the base pressure of truncated plug nozzle
using RANS-based CFD solvers. But none of them were successful in predicting it
with reasonable accuracy. Figure 4 shows a comparison of base pressure estimation
using different RANS models with experimental values made by Chutkey [3]. With
respect to average base pressure, Reynolds stress equationmodel (RSM) performs the
best with 23% deviation followed by Spalart–Allmaras model with compressibility
correction (SAcc) with 36%. As discussed in introduction, this deviation is mainly
due to the limitation of conventional turbulence models in predicting eddy viscosity
at the large separated regions.

4 Detached Eddy Simulation

Detached Eddy Simulation (DES) is a three-dimensional unsteady numerical solu-
tion using a single turbulence model, which functions as a subgrid-scale model in
regions where the grid density is fine enough for an LES, and as RANS model in
near wall region. The conventional Spalart Allmaras (SA)-based DES model which
originally proposed by Spalart [7] with compressibility correction is used here for
all simulations. In which the driving length scale of RANS-SA model (distance to
the closest wall) is replaced by another length scale l̃, which is defined as:
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l̃ = min(d,CDES�) (2)

where d is cell distance to the closest wall, � is the largest among all three cell
dimension of local grid and CDES is an adjustable model constant.

Forwall-bounded separated flows, the above formulation results in a hybridmodel
that functions as the standard RANS SA model inside the whole attached boundary
layer, and as its subgrid-scale version in the rest of the flow including the sepa-
rated regions and near wake [4]. Indeed, in the attached boundary layer, due to the
significant grid anisotropy (other two-dimensions will be much higher than the wall
normal dimension) l̃ = d, and the model reduces to the standard RANS SA model.
Otherwise, once a field point is far enough fromwalls (d > CDES�), the length scale
of the model becomes grid-dependent, i.e., the model performs as a subgrid-scale
version of the SA model.

Value of CDES is taken as 0.65 for all simulations. This value is based on the
numerical experiments conducted by Strelets [4] on massively separated flows.

5 Grid Generation Methodology

Grid generation is the most crucial step for Detached Eddy Simulation. Even though
the flow is almost 2-D in case of a linear plug nozzle, we have to generate 3-D grids
because of the inherent 3-D nature of DES. It is also necessary to generate cells
equally fine in all three-dimensions in the near wake region where the flow physics
is to be captured more accurately.

Based on these considerations, a 2-Dmesh is generated in x–y plane and extruded
in z direction by maintaining uniform cell dimensions (for cells in recirculation
region) in all 3 directions. To resolve large eddies in all 3 directions, the total height
of extrusion in z direction is maintained as 1.5 times of base height.

Structured mesh topology is considered in the primary and secondary nozzle flow
regions to accurately resolve the boundary layer and mixing layer effects in wall and
free shear regions, respectively, by aligning the grids with streamlines as closely as
possible (Fig. 5b). Incorporating structured mesh in recirculation region helped in
controlling the cell dimension more accurately in all 3 directions. At truncated base
lip, the grid lineswere aligned to the local centered expansion fan as per the guidelines
given by Childs et al. [5]. In far-field, triangular unstructured mesh is considered to
reduce the total cell count and it is progressively coarsened toward the far-field
boundary. Far-field boundary dimension is maintained of the order of 10,000 times
plug throat height to avoid wave reflection from far-field to computational domain.

The boundary names of plug nozzle computational domain are shown in Fig. 5.
The boundary conditions applied on each of these boundaries are given in Table.1.
The two parallel planes (normal to z axis) created while extruding this 2-D mesh to
3-D are treated as periodic pairs.

Two types of grids were identified for simulation, as listed in Table.2.
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Fig. 5 Plug nozzle computational domain in x–y plane. a Full domain showing far-field and
symmetry boundaries. b Showing grid alignment in base lip. c Showing structured and unstructured
domains

Table 1 Boundary names
and conditions

Boundary name Boundary condition

Wall No-slip and adiabatic

Symmetry Symmetry

Inlet Subsonic inlet based on
far-field Riemann

Far-field Non-reflecting constant
pressure (ambient) outlet

Two parallel planes generated
after extruding to 3-D

Periodic

Table 2 Grid details Grid Id No. of cells Cell size in wake

Grid1 7.8 million 0.2 mm

Grid2 36 million 0.1 mm
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Table 3 Experimental
conditions

Parameter Value

Design PR 60

Primary nozzle inlet Mach number 0.184

Primary nozzle exit Mach number 1.0

Primary nozzle area ratio 3.2

Tilt angle 55.78 deg

Throat height 3.84 mm

Ambient pressure 101,325 Pa

External flow Mach number 0.0

6 Experimental Details

Plug nozzle flows for awide range of pressure ratioswere experimentally investigated
byChutkey et al. [2]. Using Free Jet Facility at Hypersonic Laboratory ofDepartment
of Aerospace Engineering, Indian Institute of Science and published the details in
reference [2]. These experimental results are the reference for the computational
simulation detailed in this paper. Dimensions and flow conditions of plug nozzles
used in experiment are detailed in Table 3.

7 Simulation Results

The experimental conditions in terms of stagnation pressure, temperature and Mach
number at inlet of primary nozzle are imposed for RANS and DES simulations. Pres-
sure ratio selected are 20 and 60 for open and closed wake simulations, respectively.
Inlet Mach number is taken as 0.184 and ambient pressure as 101,325 Pa. Initial
CFL for RANS is kept as 1 × 10−4 and gradually increased with iteration. Average
y+ observed over plug surface is 0.5 which is well enough for resolving viscous sub
layer accurately. From converged RANS solution, DES is initiated and continued
until the base pressure drag converges. A physical time step of 10−6 s is considered
for DES and results are time averaged for 0.5 ms.

The base pressure (normalized by ambient pressure) distribution for two pressure
ratios (20 and 60) obtained in RANS and DES simulations are plotted in Figs. 6
and 7. Percentage deviation of average base pressure from experimental result in
each case is tabulated in Table 4. It can be observed that while RANS results show
insensitivity to the mesh refinement, DES provide more and more accurate results
suggesting that even a finer grid help in achieving better accuracy.

Total core hours utilized for one steady RANS simulation followed by unsteady
DES simulation for 36million grid (Grid2) was about 120,000. Since the simulations
were carried out in 10,000 cores the wall time demanded was nearly 12 h.
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Fig. 6 Base pressure comparison for PR60 (closed wake)

Fig. 7 Base pressure comparison for PR20 (open wake)
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Table 4 Deviation in base
pressure prediction Average base pressure

(
Pb
P∞

)

Grid Id Experiment RANS-SAcc DES

PR = 60

Grid1 2.170 1.350 (−37.8%) 1.617 (−25.4%)

Grid2 1.340 (−38.2%) 1.762 (−18.8%)

PR = 20

Grid1 0.954 0.558 (−41.5%) 0.750 (−21.3%)

Grid2 0.557 (−41.6%) 0.811 (−15.0%)

Fig. 8 Comparison of transition curve predicted against experimental data. a Base pressure
normalized by stagnation pressure. b Base pressure normalized by ambient pressure

8 Prediction of WST

Based on DES predicted average base pressure, the transition pressure ratio is calcu-
lated using Eq. 1. PRtr estimated is 27.61 against an experimental value of 30. The
transition curve predicted using wake transition model is shown in Fig. 8. which
shows a better match with experimental results.

9 Conclusions

The objective of current study was to predict the wake structure transition of a
truncated plug nozzle, using an empirical model proposed by Chutkey et al. [2].
Which demands an accurate prediction of base pressure at two operating regimes
(open and closed wake). Due to the limitations of RANS-based solvers for predicting
the same, feasibility of DES is studied in detail and reported.

DES predicted the average base pressure with an accuracy of 15–19% and it also
predicted the uniform nature of pressure distribution along the base surface. Based
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on the DES predicted average base pressure, the transition pressure ratio (PRtr)

calculated using Eq. 1 is 27.61 which is nearly 8% less compared to the experimental
value of 30.

With emerging technology like DES which has great relevance to industry, it is
important to understand its limitations and applications. The present study can be
considered as a step in that direction. With this objective, attempts are being made
to carry out DES on a 200 million grid with base cell size equal to 0.05 mm which is
expected to provide a better prediction of WST. But the expected computational cost
for such an experiment is nearly of the order of 600 k core hours. Having established
a DES procedure for base pressure prediction of plug nozzles, it would be interesting
to consider clustered annular and linear plug nozzles in future.

Acknowledgements The authors acknowledge the Supercomputer Education and Research Center
(SERC), Indian Institute of Science, Bangalore, India, for providing the supercomputer facilities to
carry out the simulations.
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Computational Study of Aero-acoustic
Feedback in Supersonic Cavity Flow

Priyansh Jain , Tarun Chavan, Mayukhmali Chakraborty,
and Aravind Vaidyanathan

Abstract Experimental and computational analysis has been already carried out by
many researchers on supersonic flow past cavities, but detailed analysis of compu-
tational results still needs some insight. For this purpose, an open rectangular cavity
with a length to depth ratio of 2 (L/D = 2) and inlet Mach number 1.71 was consid-
ered for an unsteady computational analysis in ANSYS FLUENT, using SST k − ω

turbulence model. The two dimensional structured grids were generated in Point-
wise grid generation software. FFT using Power Spectral Density (PSD) was carried
out on the unsteady pressure data for 10,000 time-steps, with a total flow time of
10ms. Many modes were observed, with dominant frequency at 10.5kHz. The mode
frequencies obtained were validated from experimental results and from the cor-
responding Rossiter’s Modes. Correlation between the unsteady pressure data was
also found to analyze the flow dynamics. Many flow visualization techniques were
employed such as density gradient-based numerical schlieren, which revealed many
flow features associated with the flow. Vortex Shedding Visualization was carried out
in terms of the lambda 2 criterion, where the vortex core (λ2 < 0) can be observed
moving downstream in the shear layer. Lastly in the acoustic pressure contour, an
acoustic wave can be observed moving within the cavity. The analysis was extended
for different shapes of subcavities on the front and aft wall. As the front wall subcav-
ity act as a passive control device, reducing the overall sound pressure level inside
the cavity, whereas the aft wall subcavity acts as a passive resonator with distinct
harmonic fluid-resonant modes. A more detailed analysis on these configurations
with different shapes will give a comparative and better understanding on the flow
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features, mode frequencies, Rossiter’s coefficients, and fluid-resonant oscillations in
a supersonic cavity. Also, the applicability of Rossiter’s Modes has been compared
with the Closed-Box acoustic model for different configurations.

Keywords Supersonic cavity flow · Fast Fourier transform · Numerical
Schlieren · Lambda 2 criterion

Nomenclature

FD Fluid-dynamic
FR Fluid-resonant
PSD Power spectral density
OASPL Overall sound pressure level

Subscripts

∞ Free stream conditions
c Inside cavity conditions

1 Introduction

Supersonic flow over cavity is a widely researched area with many applications
such as scramjet flame holders, aircraft landing gear, weapons bay, and high-speed
cars. Scramjet flame stabilization and mixing phenomena has been very important
in the development of various variants of the elite technology, in which supersonic
cavity has played a crucial part. A general review of the emergence and maturing of
supersonic combustion ramjet (scramjet) engine technologies over the last 40years
is very well presented by Curran [1].

In general, cavity flow produces increased drag and strong pressure fluctuations
within the cavity. These oscillations sometimes give rise to high amplitude modes
which need to be considered seriously for the structural safety of the overall system
and also increase the aerodynamic noise associated. The existence of aero-acoustic
feedback and resonance in few cases leads to these high amplitude modes. Similarly,
the fluid–structure interactions and loading can lead to structural vibrations.

Cavity flow studies started in 1950s. Krishnamurthy [2] found that 2D cavities
cut onto aerodynamic surfaces emit intense acoustic radiation in high-speed flow.
The acoustic fields due to different gaps in varying flow conditions were studied by
means of schlieren, hot-wire, and optical interferometric techniques. Krishnamurthy
[2] has also explained the feedback loop which drives fluid-dynamic oscillations
inside the cavity. Some of the early researchers properly identified the actual mech-
anism and modes of this fluid-dynamic oscillations [3–5]. The closed-box acoustic
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modes, based purely on acoustic model, were first mentioned in Heller et al. [6], and
later in Rona [7] worked well with supersonic flows. This was verified by Unalmis
et al. [8] and was also simulated with cover plate configuration. Rockwell and Nau-
dascher [5] categorized these cavity oscillations in fluid-dynamic, fluid-resonant,
and fluid-elastic oscillations, with possible configurations. Zhang and Edwards [9]
suggested that the transverse vortex governed mechanism was observed in the deep
cavity, whereas the longitudinal shear layer governed mechanism was seen in shal-
lower cavities. Kumar and Vaidyanathan [10] observed that the transition between
the two feedback modes is found to occur between L/D 1.67 and 2, marked by
the existence of different subtones for these transitional cavities. Plentovich et al.
[11] properly classified cavity configurations, on the basis of various experiments
and parameters, which will be discussed in detail, in upcoming sections. Similarly,
many other researchers did experimental studies on different variants and observing
different kinds of phenomena. Schlieren photography and planer laser imaging were
used by Murray and Elliott [12] for vortex visualization. Thangamani [13] experi-
mentally observed the mode switching phenomena in supersonic flow, using wavelet
coherence for cavity configuration of L/D = 2. For different flame-holding config-
urations, a comparative steady analysis based on RANS model was conducted by
Gruber et al. [14]. Barnes and Segal [15] created a complete picture of flame-holding
in different types of injections, cavity geometries, and combustor inlet conditions
with their effects on local mixing. For flame stability, it is required to minimize the
inherent aero-acoustic feedback for different cavity configurations, as the instability
caused by the feedback can inhibit the flame. Further, Cai et al. [16] has reviewed
the cavity ignition in supersonic flows, explaining different ignition strategies and
their industrial applications.

As suppression of cavity oscillations has quite an importance, many researchers
including Vikramaditya and Kurian [17], Maurya et al. [18], Lad et al. [19], and
Xiansheng et al. [20] did experiments using different front wall ramp geometries, aft
wall offset, subcavities, and front wall blowing. Similarly more wide ranged compu-
tational analysis has been carried out, on suppression phenomenon. Zhang et al. [21]
suppressed the oscillation amplitudes by implementing wedged and curved ramp,
aft wall configurations. Finally, Alam et al. [22] through computational results intro-
duced controlling of cavity-induced pressure oscillations using subcavity, at the front
wall, in a deep cavity with L/D = 1. This phenomenon was further explored by Lad
et al. [19] and Panigrahi et al. [23], with both experimental and computational anal-
ysis, showing that the presence of subcavity in different configurations can inhibit
or enhance the feedback. A computational study with novel flow visualization tech-
niques, such as Lambda 2 criterion and Acoustic Pressure contour, will be helpful
to get better insight on the flow physics associated with the aero-acoustic feedback.
Further, this understanding can lead to new configurations, which can inhibit the
feedback and enhance flame stability.

For this purpose of interpreting the Rossiter’s Equation, its coefficients and the
mechanisms proposed by Rossiter [3], Heller et al. [6], and Unalmis et al. [8], CFD
simulations on rectangular cavity of L/D = 2 are being performed. Further objective
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was extending the numerical study to aft and front wall subcavities of different shapes
with l/L = 0.2 so that the presence of FD and FR oscillations can be studied and
compared with experimental results from Panigrahi et al. [23].

2 Computational Details

2.1 Geometry and Meshing

The baseline configuration was chosen with L/D = 2, L = 26mm and duct height
as 25.4mm, as shown in Figs. 1 and 2. A 50mm length was given before the leading
edge of the cavity so that the flow stabilizes, and boundary layer is properly developed
before it. Square subcavities both for aft as well as front wall have been chosen of
l/L = 0.2. The triangular subcavity for aft and front walls is such that the base and
the height of triangle are equal to “l” corresponding to l/L = 0.2. Also, the semi-
elliptical subcavity is considered with semi-major axis and the minor axis length
equal to “l” corresponding to l/L = 0.2, as shown in Fig. 3.

Themeshingwas performed in PointwiseV18.1R2 and has approximately 20,000
structured quad cells for baseline and 30,000 structured quad cells for all subcavity
geometries. The grids generated here have been designed for the wall-resolved tur-
bulence modeling. Hence, the near wall meshing was such that the wall y+ is less
than unity for all the walls.

Fig. 1 Computational domain—baseline configuration

Fig. 2 Computational mesh—baseline configuration
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Fig. 3 Different subcavity configurations

Table 1 Free stream conditions

Fluid Air

Mach number 1.71

Static pressure 99,779.24Pa

Static temperature 189.45K

Mass flow rate 0.5584kg/s

2.2 Boundary Conditions

The free stream conditions are as shown in Table1. The boundary conditions are as
shown in Fig. 1 with there specified locations.

The supersonic pressure inlet had been implemented with total pressure of
500,000Pa, supersonic gauge pressure of 99,779.24Pa, and total temperature of
300K. Also, a simple back pressure boundary condition is applied at the outlet in
which the gauge pressure is 101,325Pa and total temperature of 300K. The overall
operating pressure has been taken as 0Pa, and all the walls have adiabatic no slip
conditions with standard roughness model.
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2.3 CFD Setup

The grids were generated in Pointwise grid generation software (Pointwise V18.1
R2). The commercially available software ANSYS FLUENT-Workbench 2020 R1
was used for unsteady numerical computation, which uses the Reynolds Averaged
Navier Stokes (RANS) flow equation on the grid by means of a finite volume
approach. The URANS simulation is justified based on the availability of solution
controls such as courant number, explicit relaxation factors, and under relation fac-
tors, which can be used if solution becomes stiff or diverges. Out of the other available
simulationmodels, LES actually is not recommended for 2D analysis andDNS being
very computationally intensive, were not considered against URANS. The post pro-
cessing was done in ANSYS CFD-Post, MATLAB R2018b, and Tecplot 360 EX
2017 R3. A pressure-based transient analysis has been carried out on two dimen-
sional planar domain, neglecting the spanwise variations, as the oscillatory nature of
a supersonic cavity flow are not influenced notably by the three dimensionality of the
flow, as suggested by Rizzetta [24]. The two equation k − ω Shear Stress Transport
model was chosen after turbulence modeling validation, along with energy equa-
tion. Considering the reduced mixing levels associated with high convective Mach
numbers, the compressibility corrections of Wilcox have been employed. The com-
pressible ideal gas with specifications of air and Sutherland viscosity model was
used as the working fluid. A coupled solver was chosen, solving the continuity and
momentum equations simultaneously and later energy and turbulence equations in
decoupled manner. All the parameters follow second order upwind method in spatial
discretization and second order implicit transient formulation for unsteady simula-
tion. Appropriate flow courant number with some under-relaxation factors is chosen
depending upon the problem, for better results and the convergence rate. The steady
flow result was taken as initialization for the transient simulation, as followed by Lee
et al. [25] in solving 3D LES problems on passive techniques to alleviate oscillations
in supersonic cavity flow. The transient simulation has been done for 10,000 time-
steps each of 1 × 10−6 s with 50 internal sub-iterations. This gives a sampling rate
of 1000kHz, which according to Nyquist criteria can measure maximum bandwidth
of 500kHz.

2.4 Turbulence Modeling Validation

The turbulence modeling validation on the baseline configuration with 30,000 grid
count, after steady flow simulation with different turbulence models, was performed
as unsteady simulation is computationally intensive. The static pressure values on
the three walls are plotted for all the models in Fig. 4, and k − ω SST model was
chosen among them due to better convergence rate and consistency with Gruber et
al. [14].
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Fig. 4 Turbulence modeling validation

2.5 Grid Independence Study

The grid independence study was carried out on the baseline configuration with
k − ω SST model, after steady flow simulation with different grid counts. The static
pressure values on the three walls are plotted for all the grids in Fig. 5 which shows
that all the grids are consistent among each other. Hence, 20,000 mesh size grid was
chosen among them for baseline configuration to minimize the computational effort
and 30,000 mesh size grid for all the subcavity configurations, due to their inherent
requirement of more grid count to cover more computational domain.

3 Analysis Techniques

3.1 Power Spectral Density

Power spectral density function (PSD) measures the strength of the energy/power
as a function of frequency by transforming from time domain to frequency domain.
PSD describes the amplitude of vibrations at frequency, which varies randomly with
time. The “welch” method is used for estimating the Power Spectral Density in
MATLAB to obtain SPL versus frequency plot. The square root of the output from
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Fig. 5 Grid independence study

“welch” method was converted to dB scale and plotted as SPL versus frequency in
kHz. Equation1 is used to perform Discrete Fourier Transform.

X (ωk) =
N−1∑

n=0

x(tn)e
iωn tk (1)

where x(tn) is Pressure value at sampling instant tn , tn is the nth sampling instant,
X (ωk) is amplitude of pressure signal in frequency domain, ωk represents frequency.

3.2 Correlation

Correlation is a statisticalmethod thatmeasures similarity between two signalswithin
time domain. Correlation of a signal with itself is known as auto-correlation, whereas
with the other signal is knownas cross-correlation.Normalized correlation coefficient
is defined as

Cr (τ ) = r12(τ )

1
N

√∑N−1
n=0 x21 (n)

∑N−1
n=0 x22 (n)

(2)
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r12(τ ) = 1

N

N∑

n=0

x1(n)x2(n − τ) (3)

where r12(τ ) is correlation coefficient of mean removed signals x1 and x2. N is
number of samples. τ represents time lag of one signal relative to other. Normal-
ized correlation coefficient ranges from −1 to +1. Larger the value of normalized
correlation coefficient, more similar two signals are.

3.3 Mean Pressure Level and Overall Sound Pressure Level
(OASPL)

Mean pressure level defines average pressure of all sampling data acquired for a given
duration. Normalized mean pressure is a ratio of the mean pressure to the free stream
stagnation pressure. Root Mean Square Pressure Level or RMS pressure represents
the deviation from the mean value.

It is defined as the square root of mean square deviation and denoted by prms.
Overall sound pressure level (OASPL) represents root mean square pressure level
in dB. Overall sound pressure level is defined in Eq.4, where pref is the reference
pressure of 20µPa.

OASPL = 20 log10

(
prms

pref

)
(4)

3.4 Numerical Schlieren

Tecplot 360 EX 2017 R3 was employed to plot density gradient-based numerical
schlieren. X direction and Y direction density gradients were used to calculate the
density gradient magnitude at each node in the domain. Flow features are boundary
layer, shear layer, front wall compressive shock-expansion wave, aft wall reattach-
ment shock, bow shock and reflected shocks.

3.5 Lambda 2 Criterion

The lambda 2 criterion was used for vortex shedding visualization, plotted in Tecplot
360 EX 2017 R3. The eigen value 2 of the result has been plotted for characterization
of vortex cores in the domain, by using the sufficient condition of λ2 < 0, according
to the definition of vortex core given by Jeong and Hussain [26].
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3.6 Acoustic Pressure Contour

The static pressure at each node inside the cavity was used to calculate the acoustic
pressure at each node by subtracting the mean pressure level at each node obtained
from the unsteady pressure data, as shown in Eq.5. The unsteady acoustic pressure
contour is used to observe the presence of acoustic wave inside the cavity, and its
role in the aero-acoustic feedback inside the cavity. Also by this analysis, the spatial
variation of SPL strength can also be compared among points inside the domain.

p(x̄, t) = P(x̄, t) − Pmean(x̄) (5)

3.7 Static Temperature Contour

The static temperature inside the cavity was plotted, as it plays a critical role in the
closed-box acoustic model, for finding the actual value of cavity recovery and its
variation inside the cavity. It also gives an idea if the material inside the cavity will
be able to withstand the heating effects of the flow.

4 Results and Discussion

Unsteady static pressure at each time-step for some predefined points on the front,
aft, and base wall (as shown by T1, T2, and T3 in Fig. 1) was processed accord-
ing to methods proposed by Vikramaditya and Kurian [17], for all the cases. The
unsteady pressure data (Fig. 6) suggested that after the initial 2ms of development
the flow attained the sustained pressure fluctuations; hence, to reduce computational
requirements the flow time was taken as 10ms.

Power spectral density (SPL vs. Frequency) plots for different configurations are
shown in Figs. 7, 12, 16, 20, 24, 25, and 26. The peaks at different frequencies

Fig. 6 Unsteady pressure data—aft wall rect. subcavity
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Fig. 7 PSD and correlation—baseline configuration

correspond to the cavity modes or tones. When the SPL of the signals obtained
from the points located at three different locations inside the cavity are compared,
cavity mode naturally turns out to be at the same frequency for all three locations.
Hence, it was deduced that the cavity tone is independent of the location of the
pressure measurement, illustrating a global instability of the flow field. The direct
impingement of the turbulent shear layer on the aftwall and intermittent impingement
of the bow shock at the aft wall results in high amplitudes of cavity tones at the aft wall
with respect to the front and base wall, which can be clearly identified from the PSD
plots. Figure7 for baseline configuration indicates the presence of high amplitude
cavity tones corresponding to those predicted by the semi-empirical formula by
Rossiter [3] and later modified by Heller et al. [6] based on FD oscillations and low
amplitude modes harmonic in nature corresponding to the FR oscillations.

Considering the cavity recovery factor (r ), as given in Eq.6 the generalized form
of Heller’s formula, also used by Vikramaditya and Kurian [17], is given in Eq.7

r = Tc − T∞
To − T∞

(6)

f = U∞(m − α)

L

⎛

⎝ M∞√
1+r

(
γ−1
2

)
M∞2

+ 1
k

⎞

⎠

(7)

In Eq.6, Tc, To, and T∞ are Cavity, Stagnation, and Free stream temperatures and
in Eq.7, L represents the cavity length whileU∞ andM∞ are the free stream velocity
and Mach number, respectively, m is mode number for cavity oscillation and r is the
cavity recovery factor.

The empirical constant, k, is the ratio of convective velocity of vortices to free
stream velocity, while α is the phase delay between acoustic wave and new vortex,
and will vary depending on L/D. Rossiter derived the values of these constants
empirically as k = 0.57 and α = 0.25 for a L/D = 4 [3].
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Table 2 Comparison of computational modes, Rossiter modes, and closed-box mode for certain
cavity configurations

Mode number Rossiter’s
mode (kHz)

Baseline
(kHz)

Aft wall rect.
(kHz)

Aft wall tri.
(kHz)

Aft wall
semi-ell.
(kHz)

FD1 4.499 5.127 4.639 4.639 4.639

FD2 10.498 10.5 – – –

FD3 16.496 16.85 14.65 15.14 15.14

FD4 22.495 22.71 – – –

FR1 – – 10.01 9.89 10.25

FR2 – 20.75 20.02 19.78 20.51

FR3 – 31.25 30.03 29.54 31.01

FR4 – 41.75 40.04 39.55 41.26

FR5 – 52 50.29 49.32 51.76

FR6 – 62.5 60.3 59.33 62.01

Closed-box model

First mode – 6.1193 ± 0.48 5.232 ± 0.4 5.197 ± 0.4 5.23 ± 0.4

The Closed-BoxAcoustic modes, based purely on acoustic model, were first men-
tioned in Heller et al. [6] derived by solving the wave equation for 3 dimensional
rectangular cavities to determine possible resonance frequencies of a flow-cavity
system. The consistency of those equations with higher Mach numbers was verified
by Unalmis et al. [8], by considering only the longitudinal standing waves and sim-
plifying the equation to Eq.8. This phenomena was also simulated with cover plate
configuration, which was geometrically similar to the aft wall subcavity investigated
by Panigrahi et al. [23] and to be analyzed in further sections.

S =
( ac
2U

)
n =

√
1 + r(γ−1)M2

2 n

2M
(n = 1, 2, 3, . . .) (8)

Table2 clearly illustrates and classifies the Fluid-Dynamic modes and Fluid-
Resonant modes for baseline and aft wall subcavity cases. The flow mechanism
can be easily predicted corresponding to the highlighted dominant frequencies. For
the reference baseline configuration, the correlation plot, numerical schlieren, static
temperature, lambda 2 criterion and acoustic pressure contour are shown in Figs. 7,
8, 9, 10, and 11, respectively.

Further analysis on the unsteady pressure data was carried out by auto and cross-
correlation of aft wall datawith itself and front or basewall data, respectively (Figs. 7,
12, 16, 20, 24, 25, and 26). The dominant frequencies obtained from the reciprocal
of time lag between two consecutive peaks of aft wall auto-correlation as suggested
by Vikramaditya and Kurian [17] have been presented in Table3 for baseline and aft
wall cases. Its comparisonwith highlighted dominant frequencies obtained fromPSD
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Fig. 8 Numerical Schlieren—baseline configuration

Fig. 9 Static temperature contour—baseline config

Fig. 10 Lambda 2 criterion—baseline configuration

Fig. 11 Acoustic pressure—baseline config

suggests clearly that both methods are consistent with each other within acceptable
accuracy. The auto-correlation of the aft wall data and the cross-correlation of the aft
wall and front wall data should be in phase for the subcavity at the aft wall due to the
presence of dominant fluid-resonant modes and the existence of prominent resonant
standing waves inside the cavity (as shown in Figs. 15, 19, and 23) for the cases of
l/L = 0.20 subcavity placed at the aft wall. But the existance of phase difference
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Table 3 Comparison of dominant frequency obtained from auto-correlation of the aft wall signal
with PSD

Baseline (kHz) Aft wall rect.
(kHz)

Aft wall tri.
(kHz)

Aft wall semi-ell.
(kHz)

Time lag (ms) 0.0935 0.1 0.101 0.097

Dominant frequency obtained
from auto-correlation (kHz)

10.695 10 9.9 10.31

Dominant frequency obtained
from PSD (kHz)

10.5 10.01 9.89 10.25

Fig. 12 PSD and correlation—aft wall rect. subcavity

here should be accounted on the simultaneous existence of FD and FR oscillations,
which can also be verified by the presence of FD modes in lower frequency range
of PSD plots. The presence of a strong recirculation region, mass exchange at the
trailing edge, and other effects associatedwith the fluid-dynamic oscillations produce
deviations from the ideal resonating behavior of rectangular enclosures with nomean
flow [5].

For rectangular aft wall subcavity, the correlation plot, numerical schlieren,
lambda 2 criterion, and acoustic pressure contour are shown in Figs. 12, 13, 14,
and 15, respectively.

The instantaneous density gradient-based numerical schlieren are presented in
Figs. 8, 13, 17, 21, 27, 28, and 29 for baseline and different subcavity configurations.
The flow direction in all of them is from left to right. For the baseline and all front
wall subcavity cases, the spatial variations between two time-steps were not easily
distinguishable, results of only one time-step are shown here, unlike the aft wall
cases which have large spatial variation between two time-steps, the difference of
whom is same as half of the time scale corresponding to the dominant frequency of
that configuration.

Five different types of waves are clearly observed in all of the configurations.
The time-steps for aft wall case are chosen such that the first will have the shear
layer deflected above the aft wall whereas the second will have the shear layer
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Fig. 13 Numerical Schlieren—aft wall rect. subcavity

Fig. 14 Lambda 2 criterion—aft wall rect. subcavity

Fig. 15 Acoustic pressure—aft wall rect. subcavity

deflected below aft wall, directly impinging at the corner.Type-1wave is the leading
edge compression shock-expansion wave, alternatively appearing and disappearing,
which is clearly observed in Figs. 13, 17 and 21. Similarly type-4 wave represents
the periodically appearing reattachment shock at aft wall. The type-3, type-8, and
type-10 waves represent the bow shock at aft wall, shear layer, and reflected shock
from upward wall, respectively, which are clearly observed for all the cases.

The vortex visualization technique employed through the condition of negative
eigenvalue-2 obtained from lambda 2 criterion algorithm has been shown for the
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Fig. 16 PSD and correlation—aft wall tri. subcavity

Fig. 17 Numerical Schlieren—aft wall tri. subcavity

Fig. 18 Lambda 2 criterion—aft wall tri. subcavity
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Fig. 19 Acoustic pressure—aft wall tri. subcavity

Table 4 Rossiter’s coefficient “k” obtained from different methods

Baseline (kHz) Aft wall rect.
(kHz)

Aft wall tri. (kHz) Aft wall semi-ell.
(kHz)

k from Eq.9 0.6059 0.6113 0.6098 0.6111

k from Eq.10 0.6484 0.7158 0.7066 0.6977

k from Eq.11 0.6516 0.5524 0.6675 0.5835

baseline and aft wall subcavity cases in Figs. 10, 14, 18, and 22. The time-steps
employed here are same as numerical schlieren. The large vortex features inside the
cavity as well as inside the subcavities are clearly observed. More importantly, the
convective vortex core is also observed moving downstream through the shear layer.
The first time-step has a fully developed vortex impinging on the aft wall and also
a small vortex generated at the front wall, whereas the second time-step has a large
vortex core in between the two walls inside the shear layer, whose exact core can
also be obtained by changing the color scheme of the contour.

The acoustic pressure contour also for the time-steps employed for numerical
schlieren has been plotted for the baseline and aft wall cases in Figs. 11, 15, 19,
and 23. The “a” region illustrates the compression whereas “b” region represents
the rarefaction inside the cavity. Strong resonant standing wave inside the cavity can
be observed for the aft wall cases, whereas a relatively weaker wave is observed
for the baseline configuration. This verifies the already observed phenomena of FD
oscillations in baseline configuration and dominant FR oscillations with some effects
of FD oscillations in aft wall subcavity cases.

The front wall subcavity cases are acting as passive control devices as the cross-
correlation coefficients are observed to an order smaller than unity, showing that the
Fluid-Dynamic oscillations are being inhibited by the l/L = 0.2 front wall subcavi-
ties. The PSD results and the OASPL values support this phenomena, with no proper
peaks and very low OASPL, respectively.

The empirical constant k which is defined as the normalized value of convective
velocity of the vortices with respect to the free stream velocity can be theoretically
found by the definition used by Murray and Elliott [12], from Eq.9
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Fig. 20 PSD and correlation—aft wall semi-ell. subcavity

Fig. 21 Numerical Schlieren—aft wall semi-ell. subcavity

Fig. 22 Lambda 2 criterion—aft wall semi-ell. subcavity
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Fig. 23 Acoustic pressure—aft wall semi-ell. subcavity

k =
a∞Uc
acU∞ + 1

1 + a∞
ac

; ac
a∞

=
√

1 + r(γ − 1)M∞2

2
(9)

where subscripts ∞ and c represent the free stream and inside cavity properties
and “a” denoted the speed of sound whereas “U” represented the velocity for that
region. The “k” values shown in Table4 were calculated based on the spatiotemporal
average values of Uc and ac inside the cavity, obtained from CFD results for the
corresponding case.

The “k” value was also calculated by the method proposed by Thangamani [13],
by using the positive downstream lag (td ) of the first peak in the cross-correlation
plot between aft and front wall signals. Equation10 was used to calculate “k”.

k = L

tdU∞
(10)

Finally, amethod based on the lambda 2 criterion is proposed here. As the location
of the vortex can be determined with some accuracy for both the time-steps shown
in Figs. 10, 14, 18, and 22, the average speed of the vortex and hence the “k” value
can be found by the simple equation given by Eq.11.

k = (�x)

(�t)U∞
(11)

where�x is obtained by the horizontal distance between the two locations at different
time-steps and �t is the difference between those time-steps.

Table4 shows the Rossiter’s Coefficient “k” obtained from different methods for
the baseline and the aft wall subcavity cases. The three approaches lead to close
values of “k” for baseline configuration and rather dispersed results for aft wall cases
due to the inherent flow instability and largemass exchange phenomena at the trailing
edge.

The OASPL comparison between all the configurations at certain points inside
cavity as shown in Fig. 30 also infers that an aft wall subcavity (l/L = 0.2) of any
shape acts as passive resonator, whereas a front wall subcavity (l/L = 0.2) for any
shape acts as a passive control device with respect to the reference baseline configu-
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Fig. 24 PSD and correlation—front wall rect. subcavity

Fig. 25 PSD and correlation—front wall tri. subcavity

Fig. 26 PSD and correlation—front wall semi-elliptical subcavity
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Fig. 27 Numerical Schlieren—front wall rect. subcavity

Fig. 28 Numerical Schlieren—front wall tri. subcavity

Fig. 29 Numerical Schlieren—front wall semi-elliptical subcavity

ration. As it was observed that the front wall rectangular subcavity reduces the front
wall OASPL by 9.6dB, whereas an increase of 35dB OASPL has been noted for
aft wall rectangular subcavity. The OASPL values with respect to the corresponding
experiment [23] are found to be lower which can be accounted by the noise present
in the experimental transducer and measurement system, as observed by Sridhar et
al. [27].

The normalized mean pressure level noted at certain points inside the cavity is
plotted in Fig. 31 for all the configurations and the available experimental data [23].
The highest mean pressure level is found to be at the aft wall due to the direct
impingement of the shear layer. Here as well, the aft wall subcavity mean pressure
level is more than the reference baseline configuration and mean pressure values of
the corresponding experiment [23]. The cause of more value for experimental mean
pressure with respect to computational results can be explained on the basis of the
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Fig. 30 OASPL for different configurations compared with Panigrahi et al. [23]

position of unsteady pressure transducer in the experimental setup. As the shear layer
constantlyfluctuates, theflow tobemeasurednear the transducer changes its direction
continuously, as shown in Fig. 13. This phenomenon can lead to an overestimation
of the measurement of pressure than the actual static pressure, in the experiments.
As there is no such ambiguity for static pressure in computational results, it always
gives the static pressure value.

A comparative study on the applicability of Rossiter’s formula and Closed-Box
Acoustic Model for frequency modes was performed by plotting their frequency vs
mode number plot with the CFD results. The exercise was employed for checking
if the Closed-Box acoustic modes can be used to estimate the FR oscillation modes.
Figure32a showed that the Rossiter’s modes are quite consistently following the
CFD results for baseline configuration. But here the Closed-Box acoustic modes
over predicted the CFD results. On a contrary, Fig. 32b–d showed that the Closed-
Box acoustic modes are quite consistently following the CFD results and Rossiter’s
modes over predict for aft wall cases. This can be easily justified as the baseline
configuration has dominantly FD oscillation modes, which is the basis of Rossiter’s
modes and the aft wall cases are governed by the dominant FR oscillation modes
which require the presence of strong acoustic standing wave. Hence, it has been
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Fig. 31 Mean pressure level for different configurations compared with Panigrahi et al. [23]

clearly shown that the Closed-Box acoustic model can be used for the prediction of
FR modes inside a cavity flow field.

5 Conclusion

A computational study has been performed on a supersonic cavity of L/D = 2 with
baseline configuration as well as with subcavities of l/L = 0.2 placed at its aft or
front wall at a Mach number of 1.71, and the results are compared with the experi-
mental results as obtained by Panigrahi et al. [23]. Different analysis techniques such
as numerical schlieren were employed for flow visualization and different statisti-
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Fig. 32 Frequency versus mode number for different configurations compared with Panigrahi et
al. [23]

cal methods were used to process the unsteady pressure data. The flow mechanism
was predicted for different configurations based on the PSD results. The baseline
configuration also showed the presence of weak FR oscillations whereas when dif-
ferent types of l/L = 0.2 subcavities were placed at the aft wall strong harmonic FR
oscillations were observed. Validation of the two statistical methods was performed
by comparing the dominant frequencies. And the presence of phase lag between the
auto and cross correlations was accounted for the simultaneous presence of FD and
FR oscillations. Different types of waves were identified in the numerical schlieren.
The vortices were visualized by the lambda 2 criterion. And the existence of acous-
tic standing wave was confirmed by acoustic pressure contour. In-depth comparative
analysis was carried out for the Rossiter’s coefficient “k”. The OASPL and the mean
pressure levels for all the cases were plotted and compared with the experimental
data. Finally, a comparative study between the applicability of Rossiter’s formula
and Closed-Box Acoustic Model on the frequency modes was performed, and it was
shown that the Closed-Box acoustic model can be used for the prediction of FR
modes inside a cavity flow field.
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Numerical Investigation of Blockage
of Scramjet Strut Injector Model
in a Supersonic Wind Tunnel

Anbarasan Sekar, Mayukhmali Chakraborty, and Aravind Vaidyanathan

Abstract Blockage of strut injector in a supersonic blowdownwind tunnelwas stud-
ied numerically. Blockage of a model depends mainly on model cross-sectional area,
Mach number, shockwave boundary layer interaction, displacement of the bound-
ary layer, and total pressure loss. Simulations were carried out for Mach number
of 2 for different chamber pressures while keeping all the other parameters fixed.
The blockage phenomenon was simulated using commercial software ANSYS Flu-
ent with SST K -ω turbulence model. Results showed that increasing the chamber
pressure did not help in avoiding blockage. Flow field was also not affected by the
change in chamber pressure. Due to the influence of the boundary layer, blockage
had appeared for all the cases even though the total pressure recovery was better than
the theoretical value.

Keywords Strut injector · Blockage · Supersonic wind tunnel

Nomenclature

Am Maximum cross-sectional area of the model
At Throat area

Atest Area of the test section
H Height of the test section
Md Design Mach number
P0 Total pressure
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PC Chamber pressure
R Gas constant
T0 Total temperature
u x component of velocity
ρ Density
γ Specific heat ratio
δ Boundary layer thickness

δ∗ Displacement thickness

Subscripts

1, 2 Indicates location of nozzle throat and trailing edge of themodel, respec-
tively

1 Introduction

One of the important difficulties in designing a scramjet engine is the stable and effi-
cient supersonic combustion. The working fluid should be injected deeply into the
core flow for effective mixing and enhanced thrust generation. This can be achieved
using a strut injector. Flame holding is another advantage of using a strut injec-
tor. While testing a scramjet strut injector in a supersonic blowdown wind tunnel
(SBWT), the blockage of the model should be taken into account. Otherwise, it is
possible not to have the design Mach number in front of the model. Not only strut
injector, but any model that will be tested in a SBWT should also be given careful
attention to the blockage. Blockage in supersonic inlets and supersonic wind tunnel
diffusers had been well studied. An empirical equation for self-starting of the super-
sonic inlet was given by Sun and Zhang [1]. According to that formula, for Mach
2 flow, maximum of 24% model blockage can be allowed without facing unstart
problem. This equation fails in problems where the two-dimensional (2D) models
are considered because this formula was derived for conical flows. Figure 1 shows a
typical normal shock boundary layer interaction. In this figure, the reduction in the
core region due to the separation of boundary layer caused by pressure rise due to
normal shock was shown. This straightaway has an effect on blockage [2]. Vaisakh
et al. [3] studied the effect of aspect ratio on the shock wave boundary layer interac-
tions. Tunnel with an aspect ratio equal to one gives maximum normal shock portion,
which means that the penetration of boundary layer effects due to separation was
less. This must also imply that the displacement of the boundary layer is less in the
square duct. So, this could help in reducing the blockage due to viscous effects. Yu et
al. [4] had made the 2D assumption for testing a model and faced blockage problem
even for 8% of the model blockage area. The blockage could be overestimated due
to the negligence of corner separation and its influence on centreline separation [5].
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Fig. 1 Typical normal shock boundary layer interaction

If the flow reached sonic condition at the second throat, the intuition would be that
the tunnel would suffer from unstart. One more solution exits for the flow to reach
the sonic near the second throat and still have supersonic flow. This was achieved by
producing a normal shock in the test section, and it was explained clearly by Dayman
[6]. This current study has also encountered the same phenomenon.

This blockage phenomenon could be utilized for studying the normal SWBLI
due to its stability over pressure variations as will be seen in Sect. 4. Shock holding
plate can be used for this study, but it is not possible to study this phenomenon
across the whole cross section [7]. The conventional way of controlling the normal
shock location is by controlling the pressure ratio, but the oscillations due to pressure
fluctuations make it unstable.

2 Theoretical Approach

The maximum possible blockage can be calculated by assuming a normal shock in
front of the model. This approach assumes the flow to be inviscid and adiabatic.
This approach is mostly used for designing supersonic inlets and supersonic wind
tunnel diffusers. If the blockage is such that flow is choked at the second throat, i.e.,
minimum area after throat, for a particular total pressure, the mass flow rate can be
written in terms of total pressure and throat area as given in Eq. (1).

ṁ = P0At

√
γ

RT0

(
2

γ + 1

) γ+1
γ−1

(1)

The total pressure recovery across a normal shock for a given Mach number can be
given by Eq. (2).
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Table 1 Theoretical maximum blockage for Mach 2 flow

Mach number
P02
P01

Atest

At1

(
Am

Atest
× 100

)
%

2 0.7209 1.687 17.77

P02
P01

=
[
1 + 2γ

γ + 1
(M2

d − 1)]
] −1

γ−1
[

(γ + 1)M2
d

(γ − 1)M2
d + 1

] γ

γ−1

(2)

Since, themass flow rate is constant, and the flow is adiabatic, Eq. (3) can be obtained.

P02
P01

= At1

At2
(3)

Area ratio for a design Mach number can be found for isentropic flow using the Eq.
(4). (

Atest

At1

)2

= 1

M2
d

[
2

γ + 1

(
1 + γ − 1

2
M2

d

)] γ+1
γ−1

(4)

Using above equation, ratio between maximum allowable cross section of model and
test section is derived, and it is given in Eq. (5).

Am

Atest
= 1 − At2

Atest
(5)

For Mach 2 flow, the area ratio, total pressure recovery, percentage of maximum
allowable cross section of model are given in Table1.

3 Numerical Methodology

The model was designed with a maximum cross section that was calculated theoret-
ically, i.e., 17.77% of the test section area. The half wedge angle was chosen as 10°
which is much lower than the maximum deflection angle (22.97°) for Mach 2 flow.
The model was fixed at 1 x/H from the nozzle exit. Model and tunnel dimensions
were given in Fig. 2. The cartesian coordinate system was considered with the origin
fixed at the center of the Y Z plane at the throat. SWBLI is a 3D phenomenon, so
the geometry was created in 3D with symmetry boundary conditions in Y and Z
directions.

A structured grid with 1.34 million nodes was created using ICEM CFD. This
mesh was considered a fine grid due to the consideration of symmetry boundaries in
Y and Z directions. Nodes near tunnel walls were made very fine with the first layer
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Fig. 2 Different views of geometry with dimensions

Fig. 3 Grids on XY and X Z
symmetry planes

(a) XY plane

(b) XZ plane

thickness of 2 × 10−6 m to keep the wall y plus below 5. Boundary layer effects on
the model were neglected. Grids on XY and X Z planes were shown in Fig. 3.

The model cross-sectional area, wedge angle, and the placement of the model
were kept constant. Only the chamber pressure was varied. One optimum expansion,
two over-expansion, and two under-expansion cases were considered. The chamber
pressure values were chosen as per the practical experimental conditions, and the



350 A. Sekar et al.

Table 2 Inlet boundary conditions

Case 1 2 3 4 5

Total gage
pressure (bar)

5 6 6.8 8 9

conditions were given in Table2. For all the cases, the outlet pressure was set to
one atmosphere, and the total temperature was fixed to 300K. No-slip boundary
condition was applied to the walls, and symmetry boundary condition was applied
to symmetry planes.

Numerical simulation was carried out using commercial software ANSYS Fluent
with SST K -ω turbulence model. Wilcox [8] used K -ω turbulence model to simulate
SWBLI for high-Mach number flows and showed that it captured the separation and
wake region closely to experiments. The computational cost of the model is also very
less compared to other scale resolvingmodels. Density-based steady-state solver was
used in this simulation. The flowfield was initialized with outlet conditions.

4 Results and Discussion

Figure4 shows the contours of Mach number on the X Z plane for different cham-
ber pressures. From these contours, it was clearly seen that the flow reaches sonic
velocities at the trailing edge, and then it expands to supersonic velocities due to the
increment in area. All Mach number contours look identical despite having different
chamber pressures.

Figure5 shows the contours of density gradient in the X direction on the X Z
plane for different chamber pressures. This clearly shows normal shock interaction
with the boundary layer and bifurcated shock structures. A pseudo shock train can
also be seen till the end of the trailing edge. As seen in the Mach number contours,
density gradient contours also look identical for all the cases.

Figure6 shows the contours of total pressure on the Y Z plane at the trailing edge
of the model for different chamber pressures. This shows that the influence of the
boundary layer was more in the Z direction compared to the Y direction. This was
due to the centerline separation induced by corner separation in the shorter side of
the test section. The shape of the boundary layer also looks identical for all the cases.

Table3 shows maximum Y plus on tunnel walls for different chamber pressures.
For all the cases, the maximum wall Y plus was less than 5. Maximum Y plus was
encountered in the vicinity of the throat due to high-mass flux. The wall Y plus on
the test section walls was near unity, and this shows that the boundary layer was
captured closely for all the cases.
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Fig. 4 Contours of Mach number on XZ plane for different chamber pressures

Displacement thickness at a particular location on the Y Z plane can be calculated
using the following equation.

δ∗ =
δ∫

0

(
1 − ρu

ρ∞U∞

)
dy

where, ρ∞,U∞ denote free stream density, and axial velocity at that location, respec-
tively.

Figure7 shows the boundary layer and displacement thickness in Y and Z direc-
tions at selected points along the flow direction from throat to trailing edge of the
model for a chamber pressure of 5 bar. It clearly shows that the influence of the
boundary layer was more in the Z direction than in the Y direction. This was also
seen in the total pressure contours. Since increasing the chamber pressure did not
change the location of shock waves, boundary layer and displacement thickness for
remaining chamber pressures would follow the same trend as shown in Fig. 7.



352 A. Sekar et al.

Fig. 5 Contours of density gradient in X direction on X Z plane for different chamber pressures

Fig. 6 Contours of total pressure on Y Z plane at trailing edge of the model for different chamber
pressures
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Table 3 Maximum Y plus on tunnel walls

Gage pressure(bar) Maximum wall Y plus

5 2.69

6 3.09

6.8 3.40

8 3.82

9 4.17

Fig. 7 Boundary layer and displacement thickness in Y and Z directions from throat to trailing
edge of the model for chamber pressure of 5 bar

Themass-weighted total pressurewas calculated to assess the total pressure recov-
ery. The formula for mass-weighted total pressure is given as follows.

P0a =
∫

ρuP0dA∫
ρudA

Variation of
P0a
PC

along the flow direction from throat to trailing edge for different

chamber pressures was shown in Fig. 8. Curves for all chamber pressures merged
because the pressure ratio did not influence much on the location of shock waves and
the shape of the boundary layer. Even though the total pressure recovery was better
than the theoretical value, blockage had appeared for all the cases.
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Fig. 8 Variation of ratio of total pressure to chamber pressure along flow direction for different
chamber pressures

5 Conclusions

Blockage of strut injector model has been studied numerically for different cham-
ber pressures, and the results were clearly discussed in the previous section. The
following conclusions were also drawn from the results.

• The pressure ratio did not influence much on the blockage, so increasing the
chamber pressure would not be a solution for the blockage problem if the blockage
was experienced for low-chamber pressures.

• When comparing the theoretical and numerical pressure recovery, the shape of the
boundary layer seems to be an important parameter in blockage.

• Due to its stability over the pressure variations, the blockage phenomenon could
be used for normal SWBLI studies instead of using a shock holding plate, or
controlling the location of shock by pressure ratio.
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Performance Investigation
of a Rectangular Ramjet Intake
with Throat Flush Slot Bleed System

Subrat Partha Sarathi Pattnaik and N. K. S. Rajan

Abstract Results of numerical investigation of flowand performance characteristics
of a rectangular mixed-compression intake with boundary-layer bleed are presented.
A flush slot configuration applied at the intake throat has been studied to evaluate its
effect on the compression performance. The viscous flowfield has been obtained by
solving Favre-averaged Navier–Stokes equations with SST k-ω turbulence model.
The analysis has been carried out at a range of freestream Mach numbers of 1.7–2.8
and 0° angle-of-attack, corresponding to a unit Reynolds number of approximately
1.8–3.0 × 107 m−1. The results show that with the use of bleed, the low energy
boundary layer and the secondary cross flows are successfully removed near the
throat as well as the terminal shock gets stabilized at its entrance. Consequently,
the exit flowfield uniformity as well as the critical and peak total pressure recovery
improves considerably compared to the intake without bleed system. Furthermore,
the critical area-averaged intake exit Mach number reduces by about 0.04 in the
complete operating regime. As well as the overall mass capture is found to increase
at all operating conditions prior to “unstart because of SWBLI”, since the throat
separation bubble is reduced and hence the cowl shock is pushed downstream.

Keywords Mixed-compression intake · Shock wave/turbulent boundary-layer
interaction (SWBLI) · Total pressure recovery · Flush slot bleed · CFD
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DI Distortion index,
P0 f max−P0 f min

P0 f

�/EBR Throttling degree/exit blockage ratio
FANS Favre averaged Naiver-stokes equations
Hj Height at jth station w.r.t ramp surface
Mj Mach number after jth station
MFR Mass flow ratio
p Static pressure, Pa
P0 Total pressure, Pa
P0 f Area weighted average total pressure at combustor face
P0 f max Maximum total pressure at the exit of intake
P0 f min Minimum total pressure at the exit of intake
Re Reynolds number
SWBLIs Shock wave boundary-layer interactions
SST Shear stress transport (SST k-ω model)

TPR Total pressure recovery,
P0 f

P0∞
w Intake width (mm)
Y+ Non-dimensional wall distance, ywall × u*/ν, u* = √

(τwall/ρ)
X, Y, Z Axis in the stream-wise, vertical and span-wise direction
3D Three-dimensional

Subscripts

c Cowl station
f Intake exit/combustor entrance station
t Throat entrance
0 Stagnation/total condition
∞ Freestream condition

1 Introduction

Supersonic air intake is an essential component of a ramjet engine. The internal flow
in the supersonic intake usually gets compressed through a series of oblique shocks in
the supersonic diffuser, a complex shock/expansion fan interaction pattern followed
by a terminal normal shock (or pseudo-shock) close to the throat. The subsonic
flow after the normal shock is compressed further in the subsonic diffuser, bringing
it to the required combustor conditions [1, 2]. Practically, the internal flowfield is
highly complicated due to the adverse flow conditions related to shock–shock inter-
actions, shock wave/boundary-layer interactions (SWBLIs) [3, 4] and many other
flow phenomena (secondary cross flows or vortices [5]), affecting the performance
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parameters such as pressure recovery, mass flow capture, drag, flow distortion at its
exit and the stability margin or the flow unsteadiness (buzz) in the subcritical modes
of operation (discussed in Sect. 2.3) [6–8].

Apart from the complex SWBLIs, mixed-compression intake configurations
(preferred above Mach 2) also suffer from an aerodynamic phenomenon known
as intake unstart. When unstart occurs, usually a normal or bow shock is induced
ahead of the cowl to allow mass spillage, resulting in a large reduction in the mass
flow ratio (MFR) and total pressure recovery (TPR). Unstart might occur because
of (i) geometric effects: (a) over contraction or variation in operating conditions to
lowerMach number such that the flow becomes subsonic before throat [9, 10] and (b)
unexpected distortion of the incoming inlet flow because of separation of boundary
layer due to SWBLIs (glancing or incident) as a result of variation in angle-of-attack,
Reynolds number and wall temperature conditions [10]. However, it should be noted
that practically in the presence of the cowl shock, in all the above cases the trig-
gering mechanism is mostly SWBLI. Secondly, because of (ii) operational effect:
that is excess combustor backpressure condition when the terminal shock is expelled
upstream of the cowl [8]. For the convenience of reference, in this paper we shall
name the first unstart mechanism as “unstart because of SWBLI” and second type
as only “unstart”.

A number of studies have been carried out in the literature to provide an under-
standing of the effects of various internal geometric concepts (for supersonic diffuser,
throat and subsonic diffuser) [1], upstream flow conditions [1, 2], unstart [6], buzz
oscillations [4, 5] as well as various active and passive boundary-layer control
methods [7, 8] on intake performance. According to these studies, out of various
boundary-layer control methods, the active control using a bleed system is the most
preferred method for practical usage because of its strong impact on performance
improvement. A number of investigations have shown that use of bleed and bypass
systems lead to (i) an improvement in pressure recovery and flow uniformity because
of the decrease in losses across the SWBLIs and (ii) a delay in buzz oscillations
(increase in stable operating range) because of shock stabilization [7–15]. Fujimoto
et al. [14] have shown the shock stabilization effect and hence a delay in buzz through
numerical analysis. Obery et al. [7] reported that even though bleed improves the total
pressure recovery (TPR) compared to no-bleed case, maximum gain in critical TPR
is obtained with least amount of bleed sufficient to remove the low energy boundary
layer. Moreover, it is shown that in rectangular intakes by locally enlarging the throat
slot bleed width close to the sidewalls, the adverse effects of the sidewall boundary
layer (secondary flows/stream-wise vortices) can be appreciably reduced. Conse-
quently, the use of sidewall bleed systems can be avoided. In another effort, Fisher
[5] concluded that out of various flow control methods throat slot bleed extended at
the sidewalls leads to maximum improvement in performance. A few other studies
have shown that, with the use of bleed since the flow separation around the SWBLIs
as well as the effective internal contraction decreases (when applied upstream of the
throat), the “unstart because of SWBLI” canbe delayed [11–13]. Similarly,Herrmann
and Triesch [12] concluded that bleed helps in expanding the manoeuvre range by
delaying the “unstart because of SWBLI” at high angles-of-attack.



360 S. P. S. Pattnaik and N. K. S. Rajan

According to the above discussion, all the previous studies agree that bleed can
prevent the flow separation around the SWBLIs as well as remove the boundary-
layer upstream of it leading to an improvement in performance, alleviate the “unstart
because of SWBLI” and delay the initiation of buzz at design conditions. However, a
very few research studies have considered the impact of fixed-exit (or passive) bleed
systems used in missiles at off-design operating conditions in detail. Therefore, the
objective of the present study is set to provide a better understanding of the effects
of bleed system on the flow and performance characteristics at off-design Mach
numbers. Here, a 3-ramp rectangular mixed-compression intake with a flush slot
bleed applied at the intake throat has been considered and is numerically analysed
in the freestream Mach number range of 1.7–2.8, and 0° angle-of-attack.

Consequent to this introductory note, the paper has been organized as follows:
Sect. 2 describes the intake model, boundary-layer bleed configuration as well as the
numerical methodology adopted to obtain viscous flowfield. Further, the method-
ology deployed has been validated with the experimental data from literature. In
Sect. 3, a detailed comparison of the performance parameters is presented and the
internal flowfield is described in terms of the contours derived from the flowfield.
And in the final section, the conclusion of the work is summarized. The analysis
shows that with the use of bleed, the exit flowfield uniformity as well as the sustain-
able backpressure ratio improves considerably at all upstream conditions leading to
an extension of the stable flight operation.

2 Computational Methodology

The intake model, bleed configuration and the numerical methodology adopted for
the CFD analysis are discussed in this section.

2.1 Intake Model

A three-ramp rectangular mixed-compression intake model has been considered for
the study, and the same is schematically shown in Fig. 1. Its major dimensions are
presented in Table 1 and are normalized with respect to the cowl height (Hc). The
intake is designed for a shock-on-lip condition atMach 2.2. The ramp and cowl angles
of themodel have been obtained using a 1D optimization criterion for maximum total
pressure recovery (at Mach 2.2), that results in an angle of about 21° for the third
ramp and a cowl internal angle of 11° relative to the freestream. The cowl upper
surface is designed with a taper angle of 7°. These angles are selected to ensure
that the flow separation at the design condition is minimal. Moreover, to reduce the
effects of aerodynamic heating blunt ramp and cowl lips are used, with a radius of
0.2 mm each. A small internal contraction ratio of about 1.05 has been considered
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Fig. 1 a Model and b boundary line diagram of the intake

Table 1 Intake geometric dimensions (normalized)

Overall
length

Inner
width

Cowl
angle

Throat
height

Throat
length

Subsonic diffuser Internal
CRLength Lower wall

div. angle

8.2 1.06 11° 0.55 1.21 6.06 5° 1.05

for the design, for which the intake theoretically self-starts up to a freestream Mach
number of 2.1 according to Kantrowitz limit [9] (see Eq. 1). Below this limit, the
intake “unstarts because of SWBLI”; that is, a normal/bow shock is formed ahead
of cowl to allow spillage. It should be noted that, as shown in Ref. [10], though the
Kantrowitz self-starting limit becomes conservative at high speeds, is valid up to a
cowl lipMach number close to 1.6. The sidewalls considered for the model are swept
back at an angle corresponding to first ramp shock from its lip. The normalized throat
height (Ht) of the model is about 0.55 and has a length of approximately 2.2 times
its height. This length has been chosen such that the flow separation due to normal
SWBLI completely reattaches at the freestream Mach number of 2.2 and holds the
shock train portion of the pseudo-shock at higher off-designMach numbers up to 2.5
without bleed. The subsonic diffuser used after the throat has a lower wall divergence
angle of about 5°, that results in a configuration with good compromise between
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pressure gradient and total length. The overall normalized length of the model is
about 8.2.

(
At

Ac

)
Kantrowitz

=
[
2 + (γ − 1)M2

c

(γ + 1)

]0.5[ 2γ

γ + 1
M2

c − γ − 1

γ + 1

](1−γ )

M (γ−1)/(γ+1)
c

(1)

where Mc denotes the average Mach number at the cowl lip station.

2.2 Bleed System Design

In this study, a flush slot configuration has been considered for the bleed system
design. To remove the compression ramp boundary layer, it is applied downstream
of the throat entrance at a close proximity of the point of impingement of the cowl
shock atMach number of 2.2 andmatches the completewidth of the intake. As shown
in Refs. [16–23], the chosen location (a) helps in better pumping characteristics due
to higher static pressure realized after the compression shocks, (b) augments in
eliminating the flow separation due to incident cowl shock and hence improves the
starting characteristics [19–21], (c) avoids the formation of shock train at the throat
and (d) stabilizes the terminal shock within the intake entrance such that the captured
mass flow is not altered and the buzz oscillation is delayed [6–8]. The exit of the bleed
system has been designed in the shape of a convergent-divergent nozzle to dump the
flow supersonically and approximately in line with the external flow to reduce the
bleed drag. Dumping the flow supersonically ensures that the external pressurewaves
do not enter the plenum via the exit and affect the plenum static pressure [24]. The
mass flow through the bleed is regulated by the throat area of the exit nozzle and is
retained as a fixed geometry (no throttling). To reduce the total pressure loss due to
the barrier shock [25] that forms at the bleed rear edge, its structural thickness has
been reduced with a taper angle of 20°. The schematic view of the geometrical design
of the bleed system is shown in Fig. 1. The entrance and exit throat areas of the model
(optimized in the earlier study) are about 54% of the intake throat area and 17% of
the bleed entrance area, respectively, and is located at an axial position of 9.1% of
the throat height downstream of intake entrance. These geometric parameters result
in a 2.7% supercritical bleed mass flow ratio and removes the complete boundary
layer at its peak operation at the design Mach number of 2.2.

2.3 Performance Evaluation

The operation of a ramjet air intake can be divided into three different modes, the
subcritical, critical and supercriticalmodes of operation, characterized by the position
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of the “terminal” normal shock (or pseudo-shock [4, 26]) in the system [1]. In order
to simulate the different modes of operation (with subsonic flow at the intake exit), “a
simulated combustion chamber with a variable area exit throttle” has been connected
at the intake exit to control the backpressure [14]. It should be noted that the use of
duct with throttle provides two specific advantages; first, the question of specifying
the exact pressure at different operating conditions is eliminated and, secondly, this
technique more closely models the practical system with combustor and a nozzle
downstream of the intake system (also see Sect. 2.5) [14]. For each geometric or
flow parameters studied, the simulation is first carried out without considering the
throttle and then the backpressure is increased by gradually closing the throttle area
till the intake is forced to “unstart”. The effect of throttle on the flowfield in the
complete domain can be seen in Fig. 2. The throttling condition corresponding to
a throttle area is described in terms of throttling degree (�) or, exit blockage ratio
(EBR), is defined as the ratio of the exit duct area blocked by the throttle to the
total area of the exit duct as described in Eq. 2 [27]. To have a systematic discussion
in the subsequent sections, we shall name the intake stations as ∞, c, t and f that
corresponds to the freestream condition, cowl lip station, throat and intake exit,
respectively. Further, the domain after the intake exit will not be shown.

�(%) =
(
1 − Athrottle

Aexit

)
× 100 (2)

The parameters that have been used to evaluate the steady internal performance
of the intake are defined in Eqs. 3–7 [27, 28].

(i) Total pressure recovery (TPR): The TPR is defined as the ratio of mean (area-
averaged) total pressure delivered to the combustor to the freestream total
pressure.

TPR = P0 f

P0∞
(3)

(ii) Capture ratio/mass flow ratio (MFR): The MFR is defined as the ratio of
actual freestream mass flow rate captured by the intake to the maximum air

Fig. 2 Exit throttle arrangement to back pressurize the model; and its effect on the flowfield in the
complete domain at a fixed EBR;M∞ 2.2
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mass flow rate that can be captured at a supercritical mode of operation and
at zero-degree angle-of-attack.

MFR = ṁ∞
ṁc

(4)

(iii) Bleed mass flow ratio (BMFR): The BMFR is defined as the ratio of mass
flow rate of air diverted through the bleed to the maximum air mass flow rate
that can be captured by the intake at a supercritical mode of operation and at
zero-degree angle-of-attack.

BMFR = ṁbl

ṁc
(5)

(iv) Distortion index (DI): The flow distortion at the combustor face or the intake
exit is measured using distortion index and is defined by considering the
stagnation pressure profile at the intake exit as given in Eq. 6.

DI = P0 f max − P0 f min

P0 f

(6)

(v) Sustainable backpressure ratio (PRb): The ratio of maximum backpressure
that can be sustained in the intake prior to unstart or the normal shock moves
upstream of the cowl, leading to complete separation of the ramp boundary
layer and forcing a large mass spillage is called as sustainable backpressure
ratio [27]. This is an indication of the backpressure up to which the intake can
operate steadily. It should be noted that the peak TPR (discussed in Sect. 3)
and the sustainable backpressure ratio correspond to the same operating point
and are used interchangeably.

PRb = Pfback

P∞
(7)

2.4 CFD Analysis

The mathematical equations that govern the flow inside a supersonic intake are the
conservationofmass,momentum, energy and the equationof state frequently referred
to as compressible form of Navier–Stokes equations. In the present study, to prop-
erly represent the effect of turbulence with least computational cost, Favre-averaged
Navier–Stokes (FANS or compressible RANS) equations are solved [29].

In the FANS/RANS approach, there has been an increasing thrust to model the
turbulence stresses and heat fluxes using minimum number of equations, such that
the computational effort is reduced and the model can be used as a design tool.
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Therefore, a number of validation studies have been carried out in the literature
to demonstrate the prediction capability of various eddy viscosity models like the
one-equation SA (Spalart–Allmaras), two-equation k-ω, BSL and SST k-ω models
to capture the canonical SWBLIs and the supersonic intake flowfield. As shown in
these studies, the SST k-ω turbulence model shows superior capability to predict the
onset and the amount of flow separation under adverse pressure gradient conditions
with least computational cost [26, 30, 31] and, hence, has been chosen here over other
models. The model combines the standard k-ω model near the wall and transformed
k-ε model in the outer region with some blending function. The transport equations
for turbulent kinetic energy (k) and specific dissipation rate (ω) and the modelling
constants can be found from Ref. [32].

The Governing equations (FANS equations with SST k-ω model [33]) have been
solved using commercial CFD solver: CFX-17.0 [34]. The solver uses an element-
based finite volume technique and has been verified previously for 3D supersonic
and hypersonic flow configurations [34]. By using higher order schemes, though
the numerical error reduces faster with the mesh or time step refinement, they are
generally less numerically stable than their low-order counterparts. Therefore, to
avoid the dispersive and diffusive discretization errors associated with the schemes,
the convective fluxes are computed using high resolution scheme given by Barth and
Jesperson [35]. This is a blend of first order upwind and bounded central difference
schemes. The local time marching has been obtained using second order backward
Euler scheme considering CFL criteria to reach the steady solution.

The intake flowfield has been simulated in the freestream Mach number range
of 1.7–2.8 and 0° angle-of-attack at an altitude condition of 8 km. The freestream
parameters at these conditions are p∞—35,650 Pa, T∞—236 K and a unit Re∞: 1.8–
3.0 × 107 m−1. The high freestream Reynolds number indicates that the flowfield
remains fully turbulent in the major part of the intake; thus, the boundary layer is
assumed to be turbulent from the beginning.

In the simulated operating condition, as the stagnation temperature remains below
700K, theworkingfluid air has beenmodelled as an ideal gas,with thefluid properties
like specific heat capacity (Cp), thermal conductivity (λ) and viscosity (μ) are defined
as a function of temperature.Here, the viscosity ismodelled using themodel provided
by Sutherland (1893) [34], obtained from kinetic theory for dilute gases. The specific
heat variation with temperature has been modelled using a curve fit. However, it can
also be modelled using NASA polynomial format. And the thermal conductivity of
air has been modelled using the modified Euken Model (2001) [34]. The models and
the corresponding constants are as follows:

μ(T ) = μ0
T0 + C

T + C

(
T

T0

)1.5

(8)

Cp(T ) = 955.63 + 0.1761 T ; 50 − 1500K (9)



366 S. P. S. Pattnaik and N. K. S. Rajan

λ(T ) = μCv

(
1.32 + 1.77R

Cv

)
(10)

where T 0 is the reference temperature, 291.15 K; μ0 is the reference viscosity at T 0,
1.827 × 10–5 Pa s; C is the Sutherland’s constant, 120 K, Cp and Cv are the specific
heat at constant pressure and volume, respectively.

Grid generation: The computational domain used for the study is shown in Fig. 3a.
The domain with symmetry at the span-wise midplane has been considered, since
the geometry and the flowfield are symmetric about it. To provide accurate boundary
conditions, an outer flow domain is created above, below and in the span-wise direc-
tion of the intake geometry up to an extent of about 8, 4 and 4 times the cowl
height, respectively. The outer domain boundaries are so placed to ensure that the
leading edge shocks pass through the outer boundary and avoid any shock reflection
at off-design operations.

Fig. 3 a Computational domain with applied B.C. b A schematic of the mesh used for 3D
computation
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The CAD utility NX 9 has been used for modelling the computational domain
and the domain has been meshed completely with hexahedral cells using ICEMCFD
grid generation tool within the ANSYSWorkbench [34], as shown in Fig. 3b. All the
geometric features including cowl and ramp lip radii are captured in the modelling
and proper cell quality is maintained using suitable block structures. To capture the
turbulent boundary layer and the complete flow physics of SWBLIs, a systematic
approach with mesh refinement has been carried out and numerical sensitivities were
tested at the ramp corner, throat and the walls. In particular, a finer mesh resolution
is used for all the grids at the geometric corners, bleed plenum and near the walls to
resolve the steep gradients. For the near wall refinement, a grid stretching factor (the
rate of increase in grid spacing from the wall) of about 1.3 is maintained. Further,
since the flow through the intake alone is of interest, a coarse mesh resolution is used
for the outer domain.

2.5 Boundary Conditions

The boundary conditions applied for the domain are as shown in Fig. 3a. All the solid
walls are modelled as stationary and no-slip adiabatic boundary, where the velocity
components, pressure gradient and heat flux are assigned as zero. At the inlet to the
supersonic intake, the freestream conditions are applied as a supersonic velocity inlet
boundary that includes assigning of static pressure, static temperature and velocity.
The turbulence quantities at the inlet are specified in terms of eddy viscosity ratio
and turbulence intensity, where a value of about 5% and 0.5%, respectively, is used.
The outlet boundary after the downstream throttle has been modelled as supersonic
outlet, where the flow variables are determined from the interior of the domain by
extrapolation. It should be noted that though the flow at the intake exit is subsonic,
because of the presence of the throttle the subsonic flow accelerates to supersonic
Mach numbers at its outlet and hence eliminates the requirement to specify the exit
pressure (see Fig. 2) [14]. The flow below the ramp lip is predominantly supersonic
after the lip bow shock. However, the flow above the cowl could be transonic in
nature depending on the freestream Mach number and the shock structure ahead of
the cowl. In order to avoid specifying the exact flow conditions for subsonic flow, the
outlet boundary in the external domain above the cowl has been placed sufficiently
downstream such that the high pressure regions dissipate, or the flow expands to
supersonic conditions. The supersonic flows at the outlet boundaries in the outer
domain now can be handled easily and have been assigned as supersonic outlet, where
the flow variables are determined from the interior of the domain by extrapolation.
As discussed in Sect. 2.2, the exit of the bleed system has been designed in the shape
of a convergent–divergent nozzle to achieve supersonic flow at its outlet. Therefore,
the bleed outlet is also modelled as supersonic outlet. The far-field boundaries are
assigned as slip-walls, where the velocity normal to it and the shear stress are assigned
as zero. And the symmetry plane is assigned with zero-gradient of flow variables.
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Initial Conditions. To reduce the run time, for the first simulation at each upstream
conditions without throttle, the domain is initialized with flow properties obtained
from 1D shock calculations. For the subsequent simulations at different throttling
conditions, the previous converged solutions are used for initialization.

The point of convergence of the numerical simulations have been identified by (i)
considering the overall mass, momentum and energy balance in the domain, with a
criterion of RMS (root mean square) residuals below 10–5 and (ii) the stabilization
of several flow property monitors used at the intake throat and exit sections. In the
converged solutions, the difference between themass flow rates at the intake entrance,
and the intake aswell as bleed exit (inflowminus outflowdivided by inflow) are found
to be within 0.3%, which is a good indicator of convergence.

2.6 Grid Independence Study

To accurately capture the internal flowfield with optimal number of cells and
minimum error, three sets of grids have been considered for the simulation. The
detail strategy used for grid generation is explained in Sect. 2.4. The computational
results for the coarse mesh having 7.45 million cells showed a maximum wall Y+ of
about 11. In order to reduce the wall Y+ and properly capture the shocks, the grid is
successively refined twice close to no-slip boundaries, at regions of sharp geomet-
rical transitions and axially at the zones of steep pressure gradients (shocks) across
the intake. The details of the maximumwall Y+ at EBR—30.7% and the approximate
cell count for all the three grids are presented in Table 2. Moreover, Fig. 4 shows
the ramp wall static pressure distribution for all the three grids. As shown in the
figure, the pressure peaks are predicted quite accurately with the intermediate grid
and going to fine grid does not show any significant improvement. Thus, the grid
convergence is achieved with the intermediate mesh and has been considered for all
remaining simulations.

Estimation of grid convergence (GCI). To quantify the numerical error in the
computational result because of discretization, a verification analysis has been carried
out using grid convergence index (GCI), as suggested by Celik et al. [36]. The
analysis shows that the discretization error for themaximum intake exitMach number
converge at an order of 1.455. In addition, the uncertainty in its prediction in the fine

Table 2 Details of mesh
resolution of all three grids

Level of
resolution

3D cells
(millions)

First cell
distance, y
(mm)

Max. wall Y+

Coarse, G1 7.45 0.01 11

Intermediate,
G2

13.67 0.005 2.5

Fine, G3 15.4 0.002 1
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Fig. 4 Comparison of
non-dimensional ramp wall
static pressure for three
different grids; M∞—2.2,
EBR—30.7%

grid solution and the intermediate grid solution are 0.762% and 1.03%, respectively.
As well as the relative error is found to be below 0.01 for the intermediate grid
solution.

2.7 Validation Study

To further ensure the effect of turbulence model and boundary condition uncer-
tainties, the numerical methodology has been validated with the supersonic intake
experimental data of Neale and Lamb [37]. For this, a rectangular intake geometry
with a flush slot bleed located at the upstream of the throat has been considered
for the simulation. The model consists of a supersonic diffuser, a throat followed
by a subsonic diffuser. The supersonic diffuser consists of two external ramps with
a deflection angle of 7° each relative to the upstream flow, and a cowl angle of 4°
relative to the freestream. The subsonic diffuser consists of a straight upper wall
with three different lower wall divergence angles. Moreover, out of the different
bleed configurations tested, the case with 1.8% supercritical bleed mass flow has
been considered. Further details on the geometry can be found in Ref. [37]. The
simulation has been carried out at the test conditions ofM∞ = 2.2, P0∞—1.355 bar
and T∞—153 K (altitude of 18.3 km).

The computational domain for the model and the grid generation strategies are
maintained similar to that explained above. Further, a grid independence study has
been carried out to have optimum number of cells. Figure 5 shows the comparison of
the predicted Mach number close to the cowl above the bleed with the experimental
data, for a supercritical mode of operation. As shown in the figure, the overall trend
of slight drop in Mach number ahead of the throat followed by the Mach number
increase across the expansion fans and then the reduction because of barrier shock are
captured quite accurately. However, the profile is slightly shifted to the right, which
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Fig. 5 Comparison of Mach
number distribution close to
the cowl wall with
experiment [23]; M∞—2.2

could be because of the uncertainties in the exact location of measurement. Further,
the peak Mach number because of the expansion fans is slightly over predicted. This
discrepancy is probably because of the mismatch in the exact rear edge radius not
known from the experiment, or the unsteady nature of the SWBLIs not captured in
the simulation. However, the overall difference is within 4% of the data. The overall
favourable agreement between the predicted results with the data demonstrate that
FANS calculations with SST k-ω model are capable of predicting the supersonic
intake mean flowfield as well as the flow through the bleed system quite accurately.
For a detailed validation study, the reader should follow the earlier studies by the
author [38].

3 Results and Discussion

In this section, the detailed results of numerical simulation describing the internal
flowfield and the intake performance parameters are presented.

3.1 Internal Flow Characteristics

3.1.1 Design Conditions, M∞—2.2, AoA—00

The internal flowfield of the intake has been investigated at different modes of oper-
ation starting from an un-throttled condition (EBR—0%) till the flow unstarts, by
gradually increasing the degree of throttle. Figure 6 shows the contours of axial
density gradient (dρ/dx) and the corresponding ramp wall static pressure on the
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Fig. 6 Contours of a axial
density gradient and b ramp
wall static pressure
distribution at different
EBRs till the flow unstarts;
M∞—2.2
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symmetry plane of the intake, for different EBRs at a freestream Mach number 2.2.
In the contours, the shocks are visibly thicker because of the numerical interpolation,
and the black colour shows the regions of flow acceleration or expansion. As shown
in the figure, the incoming flow is first compressed across the ramp lip bow shock
followed by two oblique shocks, and then the cowl lip shock that turns the flow back
into the system. The cowl shock then impinges at the throat just downstream of the
ramp shoulder. It can be seen that in the presence of the bleed, the throat separation
bubble because of the incident cowl SWBLI has reduced. The supersonic flow down-
stream of the cowl shock then expands at the bleed entrance resulting Prandtl–Meyer
expansion fans, and a part of the low energy boundary layer gets diverted into the
bleed plenum.Following this, as theflow turns around the bleed rear edge a bowshock
is generated, called as barrier shock [25]. It should be noted that since the boundary-
layer growth is controlled at the throat, its thickness in the subsonic diffuser reduces.
Consequently, the SWBLIs weaken and hence lower the stagnation pressure loss.
Downstream of the bleed, the barrier shock and the expansion fans impinge on the
cowl wall and keep reflecting till the intake exit. The repeatedly reflected shocks and
expansion fans are found to get weaken and the mean flow expands in the subsonic
diffuser (un-throttled); similar to that observed in the case without bleed system.
The flowfield in the bleed plenum shows that the low momentum boundary layer
only enters close to its rear edge, and a large recirculation region is observed at the
upstream wall. The diverted supersonic flow then encounters a fluidic compression
and expansion close to the trailing wall like a supersonic jet before diffusing to low
subsonic speed. The subsonic flow reaccelerates in the converging–diverging section
at the plenum exit and gets choked at its throat.

With the application of exit throttle, a terminal shock is induced in the flowfield
across which the static pressure increases to the backpressure conditions; however,
the flowfield upstream of it remains the same, as explained for the un-throttled case.
For EBR—30.7%, the normal shock stands at an axial location of about X/Hc =
4.5. At this location, since the Mach number upstream of the shock is close to 1.7,
a very strong normal SWBLI occurs and instead of a single shock a λ-type pseudo-
shock is observed in the subsonic diffuser; downstream of which the flow becomes
subsonic. It should be noted that as per the available research literature on canonical
normal SWBLI [3, 4, 38], for a nominal boundary-layer thickness, a single bifurcated
shock is observed in the Mach range of 1.3–1.5, that changes to a λ-type (normal)
pseudo-shock in theMach number range of about 1.5–1.9 and above this the structure
changes to a X-type (oblique) pseudo-shock. As described by Matsuo et al. [4], the
pseudo-shock in general can be divided into a region of shock train followed by a
mixing region, where the shock train consists of a series of shocks with a strong
bifurcated leading shock followed by a number of weak secondary shocks. In the λ-
type pseudo-shock, the leading shock shows a bifurcated normal shock (λ) pattern,
which form a “X” pattern with stronger interactions. For EBR—30.7%, it can be
seen that downstream of the primary λ-shock four secondary shocks are induced
followed by a mixing zone. Moreover, the last three shocks are pure normal shocks
with a gradual reduction in the distance between them. Clearly, all the characteristic
features of the λ-type pseudo-shock are captured in the computation. It should be
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noted that the large separation region produced in the subsonic diffuser due to the
strong SWBLI leads to a higher flow distortion at its exit. With increase in EBR, the
terminal shock is found to move upstream with a gradual reduction in the exit Mach
number. In this process, since the flow Mach number as well as the boundary-layer
thickness ahead of the terminal shock decreases, the strength of the terminal SWBLI
and the flow separation keep decreasing. Consequently, the structure of the shock
train progressively changes to a train with lower length, a single λ-type shock and
then to a pure normal shock, similar to that observed for the intake without bleed. For
EBR—44.55%, the normal shock starts to interact with the barrier shock resulting in
a complex shock structure after interaction. And with a further increase in throttling
to EBR—45.54%, the shock gets stabilized at the bleed entrance. The operational
point just before the normal shock stabilization that leads to optimum mass flow
capture and total pressure recovery is called as the critical mode of operation. And
the operational modes prior to critical point is known as the supercritical modes
of operation. It should be noted that in the supercritical modes, since the terminal
shock is positioned downstream of the bleed, the bleed entrance Mach number,
the plenum pressure and the bleed mass flow ratio (BMFR) remain the same. As
the terminal shock gets stabilized, a higher amount of boundary-layer mass flow is
expelled through the bleed because of the higher static pressure difference between
the entrance and the plenum; consequently, the plenum pressure and the TPR keep
increasing (see Fig. 9a). The stabilization of shock continues up to a point where
the plenum pressure matches the pressure upstream of it (EBR—48.51%), and then,
the shock moves upstream of the cowl leading to unstart. At this condition, the mass
flow capture is found to drop and the flow started to oscillate (buzz [8]). Therefore,
as described in Sect. 2.3, further higher subcritical modes are not simulated here. For
the convenience of reference, we shall call the point of unstart as peak operation.

The ramp wall static pressure distribution clearly indicates that the static pressure
increases in steps across the ramp shocks. Following this, there is a drop in pressure
across the expansion fans produced at the throat shoulder aswell as the bleed entrance,
and then, it increases sharply across the barrier shock produced at the bleed rear edge,
raising the pressure ratio to about 5.0. Further downstream, alternate pressure peaks
can be seen across the repeatedly reflected oblique shocks and expansion fans with
a mean value decreasing because of flow expansion in the subsonic diffuser (EBR—
0%). At different EBRs, the static pressure rises sharply across the leading terminal
shock and then increases monotonically till the exit of the subsonic diffuser. Further,
it can be seen that with increase in EBR the terminal shock keeps moving upstream,
maintaining a fixed distribution ahead of it. At EBR—45.54%, the shock stabilization
process is indicated by the step rise in pressure at the bleed rear edge as well as in
the plenum. It can be seen that, as the shock gets stabilized, the static pressure at
the throat downstream of the bleed decreases marginally, indicating that the throat
length downstream of the bleed does not contribute to the sustainable backpressure.
This is because, since the boundary-layer thickness and the separation bubble due
to the terminal SWBLI at the throat are reduced in the presence of the bleed, the
subsonic flow downstream of the terminal shock reaccelerates in the constant area
duct, leading to a decrease in wall static pressure.
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Fig. 7 Contours of stagnation pressure on selected cross-sectional planes a without and b with
bleed system (X/Hc: 0.7, 1.6, 2.5, 3.4, 5.4, 7.9); M∞—2.2, EBRs—0%

Figure 7 shows the contours of stagnation pressure on the cross-sectional planes
of the intake at selected axial locations (X/Hc: 0.7, 1.6, 2.5, 3.4, 5.4, 7.9) for the cases
with and without the use of bleed, at EBR—0%. As shown in Fig. 7a, a separation
bubble is induced near the sidewall as a result of the interaction of the cowl shock
with sidewall boundary layer (sidewall swept SWBLI). Following the separation,
secondary cross flows are produced and are found to get deflected downwards at the
throat. Further downstream, the secondary flows can be seen to migrate towards the
symmetry plane resulting in two stream-wise vortices, that interact with the ramp
boundary layer and grows in size as it propagates in the subsonic diffuser. In the
presence of the bleed, it can be seen that a part of the secondary cross flows is
diverted into the plenum leading to a decrease in the strength of the two stream-wise
vortices. Consequently, the flow distortion as well as the stagnation pressure loss
reduces.

3.1.2 Off-Design Conditions, M∞: 1.7–2.8, AoA—0°

To study the effectiveness of the bleed system at off-design operations, the flowfield
has been simulated at a range of off-design Mach numbers. Figure 8 shows the
contours ofMach number on the symmetric plane of the intake at different freestream
Mach numbers of 1.7, 1.8, 2.0, 2.5 and 2.8, and 0° angle-of-attack, for a supercritical
mode of operation (EBR—30.7%). It should be noted that the flowfield at higher
EBRs is not presented here; however, a similar upstream movement of the terminal
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Fig. 8 Contours of Mach
number at off-design
operations for EBR—30.7%;
M∞:1.7–2.8, AoA—0°

shock to match to the backpressure with a corresponding variation in its structure
depending on the flow Mach number and its stabilization at the bleed entrance are
observed at each upstream conditions till the intake unstarts, as explained for Mach
2.2 (Sect. 3.1.1). As shown in the figure, with the variation in the freestream Mach
number the external compression shock structure as well as the flowfield around the
bleed entrance changes depending on the shock strength. However, downstream of
the bleed of the flowfield involving the repeatedly reflected shocks and expansion
fans followed by a terminal shock remain almost similar at all upstream conditions.
At the low off-design Mach number of 2.0, the ramp shocks become steeper and are
expected to pass above the cowl. However, it can be seen that an additional bow shock
is formed upstream of the cowl lip, since the post ramp shock Mach number is such
that the flow“unstarts because of SWBLI”. The subsonic flowdownstreamof the bow
shock then accelerates in the converging zone till the throat and finally goes through
a series of shock and expansion waves. Moreover, since the flow remains subsonic
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close to the cowl wall, no shock is produced from the cowl lip and its shoulder. At
further lower Mach numbers of 1.8 and 1.7, a similar flowfield is observed except
that the bow shock moves upstream leading to a higher mass as well as stagnation
pressure loss across it. On the contrary, at high off-design Mach numbers the ramp
shocks pass below the cowl. Consequently, two streams of flow having different level
of compression enter the intake as well as the cowl shock keeps moving downstream
towards the bleed rear edge. Because of the displacement of the incident cowl shock,
a strong flow expansion is observed above the bleed entrance leading to a decrease
in the static pressure difference that drives the flow into the bleed (Fig. 8).

Several differences in theflowcharacteristics at lowandhighoff-design conditions
can be noted. At high off-design Mach numbers (i) for EBR—30.7%, since the flow
Mach number ahead of the terminal shock is above 1.9, a X-type pseudo-shock
structure is observed leading to a higher flow distortion (see Fig. 9); whereas at the
low off-design Mach numbers, a λ-type pseudo-shock is produced similar to that at

Fig. 9 Comparison of a
performance characteristics,
b DI with and without bleed;
M∞: 1.7–2.8
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the design condition. Moreover, (ii) the strength of stream-wise vortices produced
at the sidewalls increase adding to the flow distortion effect, compared to that at the
low off-design Mach numbers. However, it is found that at all upstream conditions
(a) the pseudo-shock weakens to form a single normal shock close to the critical
operation at the bleed and (b) the ramp and bow shocks interact ahead of the cowl
lip resulting in sliplines or vortex sheets that enter into the intake close to the cowl
surface. Downstream, the sliplines form a mixing layer leading to a relatively lower
stagnation pressure region close to the cowl wall compared to that at the ramp. It
should be noted that the presence of sliplines in the domain results in little buzz or
low amplitude oscillations in the system (Ferri criterion), as shown in the previous
studies in Refs. [6–8].

The wall static pressure at various off-design conditions shows a similar trend as
shown in Fig. 6b. However, it is found that the sustainable backpressure, critical exit
Mach number and the flowfield distortion keep increasing with the operating Mach
number. The flowfield in the subsonic diffuser indicates that, at the off-design Mach
numbers, the major flow separation downstream of the terminal shock occurs close
to the cowl wall compared to that at the ramp wall for the design condition. This
is because of the ingestion of sliplines at the off-design Mach numbers resulting in
a lower stagnation pressure near the cowl wall compared to that because of thick
boundary layer at the ramp, where the flow separation is triggered.

3.2 Performance Characteristics

Figure 9 shows the comparison of performance characteristics and the variation in
DI at the intake exit with and without the boundary-layer bleed system, in the Mach
number range of 1.7–2.8. It should be noted that, since the supercritical MFR at
high off-design Mach numbers are close to unity, for the clarity in visualization the
curves at Mach 2.8 are presented by black lines. The performance curve (cane curve)
shows the variation in total pressure recovery (TPR) with the captured mass flow
ratio (MFR) till the flow unstarts or the last stable operational point. As shown in the
figure, for the cases without bleed the curves are in the shape of a vertical line with a
constantMFR and increasing TPR, then the turning begins to the left with a reduction
in mass flow ratio. The vertical branch of the curve indicates the supercritical modes
of operation and the variation in pressure recovery occurs because of the increase
in backpressure. At low backpressure, the terminal shock is formed at a higher flow
Mach number, thus resulting in a lower TPR. As the backpressure increases, the
shock moves upstream to regions of lower Mach number. Hence, the TPR keeps
increasing with a fixed MFR. The bend/knee point of the curve shows the critical
operation for which the shock strands at the throat entrance and both the TPR and the
MFR become maximum. At a slight higher backpressure, the terminal shock moves
upstreamof the cowl, leading to unstart. This condition leads to a decrease in theMFR
because of spillage ahead of the cowl, whereas the TPR remains nearly constant or
decreases depending on the losses across the terminal SWBLI. With further increase
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in backpressure, both MFR and the TPR are likely to drop; moreover, the flowfield
becomes oscillatory in nature [6–8]. Therefore, higher subcritical modes of operation
are not simulated here.

In the presence of the bleed, the characteristic curve remains similar to that
explained above up to the critical operation, with a slight reduction in supercrit-
ical MFR. However, it can be seen that the pressure recovery does not drop after the
critical point. This can be explainable from the analysis that, as the terminal shock
gets stabilized at the bleed entrance, a higher amount of boundary-layer mass flow
(BMFR) is removed through the bleed because of the higher static pressure differ-
ence. Consequently, the TPR keeps increasing due to the reduction in stagnation
pressure loss across the normal shock as well as in the subsonic diffuser. Hence, the
subcritical and supercritical branch of the performance/cane curve is connected by
a line with increasing TPR and decreasing MFR, till the intake unstarts. Here, we
shall call the point of unstart or the maximum pressure recovery in the presence of
the bleed as peak operation.

To have a better understanding of the variation in the performance parameters
with operating Mach number, various critical parameters such as supercritical MFR
and BMFR, peak TPR and the critical exit Mach numbers are analysed and are
presented in Figs. 10, 11 and 12. The variation in the pressure recovery (see Figs. 9a
and 10) shows that, at low off-design Mach numbers the critical TPR without bleed
remains almost constant. This is because, though the TPR is expected to increase
with decrease in theMach number due to the reduction in the losses across theweaker
ramp shocks; it is compensated by the increase in the losses across the bow shock
formed ahead of the cowl as a result of “unstart because of SWBLI”. However, it can
be seen that at high off-design Mach numbers the TPR drops drastically. Because
of the higher losses across the strong compression shocks, SWBLIs as well as the
stream-wise vortices induced at the sidewalls. In the similar way, the variation in the
supercritical MFR indicates that, at the design and high off-design Mach numbers
the value is close to unity, and as the Mach number decreases the MFR drops rapidly

Fig. 10 Variation of
critical/peak TPR and
supercritical MFR with
freestream Mach number;
M∞: 1.7–2.8
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Fig. 11 Variation of
supercritical BMFR with
freestream Mach number;
M∞: 1.7–2.8

Fig. 12 Variation of BMFR
with MFR at different modes
of operation; M∞: 1.7–2.8

because of the upstreammovement of the ramp shocks as well as the “unstart because
of SWBLI” approximately below Mach 2.1. The slight drop in MFR at Mach 2.2
is caused by the spillage ahead of the cowl, since the ramp shocks are marginally
pushed upstream because of the boundary-layer effects as well as the sidewall swept
SWBLI. On the contrary, with the use of bleed, the critical as well as the peak TPR
increases at all upstream conditions compared to the case without bleeding system,
with a slight loss in boundary-layer mass flow through it. This is because of the
reduction in the losses across the SWBLIs as well as the stabilization of the terminal
shock at its entrance. The increase in peak TPR indicates that the initiation of buzz
oscillation is delayed or the steady operation before the start of buzz is enhanced.

The variation in the DI at the intake exit indicates that a large flow distortion is
observed at the supercritical modes of operation that keeps decreasing with increase
in backpressure up to the critical operation (see Fig. 9b). Moreover, with the use
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of bleed since the SWBLIs weaken, the critical DI further reduces. Clearly, for the
present configuration the critical DI varies in the range of 19–25% for the design and
low off-design Mach numbers, which decreases to about 15–20% with the use of
bleed. However, at high off-design Mach numbers the critical DI increases to about
40%. This is caused by the large separation regions as well as the strong stream-wise
vortices induced because of the SWBLIs. In addition to the decrease in the distortion,
the critical exit Mach number too decreases with the introduction of bleed. It is found
that, in the complete range of operation, the critical area-averaged exit Mach number
reduces by about 0.04.

Figure 11 shows the variation of supercritical BMFR with freestream Mach
number. It can be seen that the BMFR at high off-design Mach numbers are smaller
compared to that at low off-designMach numbers. This is because of the reduction in
the bleed entrance pressure difference (that drives the flow) at high off-design Mach
numbers, due to the strong expansion fans produced at the bleed as the cowl shock
movesdownstream,whereas at lowoff-designMachnumbers thebleed entrancepres-
sure decreases gradually with the upstream movement of the bow shock. Figure 12
shows the variation in the BMFR with the captured MFR at different Mach numbers
up to the peak operation. Clearly, the BMFR as well as theMFR remains the same up
to the critical mode. As the normal shock gets stabilized, the BMFR keeps increasing
with a corresponding drop in MFR. It can be seen that for the present bleed configu-
ration the BMFR varies between 1 and 4% in the complete range of operation (M∞:
1.7–2.8).

To sum up, for the present bleed configuration, at Mach number of 2.2, the peak
TPR increases to about 0.9 from 0.84 and the sustainable backpressure increases by
about 12% compared to the case without bleed, with a supercritical BMFR of 2.7%.
Similarly, the configuration is found to increase the sustainable backpressure by about
5.6%, 3.3%, 5.6%, 7.2% and 7.0% at Mach numbers of 1.7, 1.8, 2.0, 2.5 and 2.8,
respectively, with a corresponding supercritical BMFR of 2.3%, 2.5%, 2.7%, 1.5%
and 1.1%, respectively. Moreover, with the use of bleed, since the throat separation
bubble is reduced and the cowl shock is pushed downstream, the overall mass capture
is found to increase marginally at all operating conditions prior to “unstart because
of SWBLI”.

4 Conclusions

In the present study, a numerical investigation has been carried out to evaluate the
impact of a fixed-exit flush slot bleed system applied downstream of the throat,
on the off-design performance characteristics of a rectangular mixed-compression
intake. The viscous flowfield has been obtained by solving Favre-averaged Navier–
Stokes (FANS) equations with SST k-ω turbulence model. Moreover, the numerical
method deployed has been validated with the experimental data from literature. The
analysis has been carried out at several modes of operation till the flow unstarts, in
the freestreamMach number range of 1.7–2.8 and 0° angle-of-attack, corresponding
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to a unit Reynolds number of approximately 1.8–3.0 × 107 m−1. The performance
has been evaluated in terms of total pressure recovery (TPR), mass flow ratio (MFR),
sustainable backpressure ratio (or peakTPR) anddistortion index (DI). Thehighlights
of the results are as follows.

The flow features indicate that with the use of the bleed, the low energy boundary
layer, throat separation bubble as well as the secondary cross flows (or stream-wise
vortices) produced due the sidewall swept SWBLI are successfully removed near
the throat at all operating conditions, in the supercritical modes of operation. Conse-
quently, the exit flowfield distortion aswell as the critical TPR improves considerably
compared to the intake without bleed; because of the reduction in the total pressure
loss as well as the flow separation across the SWBLIs. Moreover, since the terminal
shock gets stabilized at the bleed entrance after the critical operation, the TPR or the
sustainable backpressure further increases up to its peak operation leading to a delay
in the initiation of buzz oscillations or the stable flight operation is extended.

The variation the BMFR shows that compared to the low off-design Mach
numbers, at high off-design Mach numbers the BMFR is smaller. This is because
of the reduction in the pressure difference that drives the flow at high off-design
Mach numbers, due to the strong expansion fans produced at the bleed entrance as
the cowl shock moves downstream. For the present bleed configuration, the BMFR
varies between 1 and 4% in the complete range of operation (M∞: 1.7–2.8). Further-
more, it is found that the critical area-averaged intake exit Mach number reduces by
about 0.04 in the complete operating regime. The analysis shows that, with the use
of bleed, the overall mass capture is found to increase at all operating conditions
prior to “unstart because of SWBLI”, since the throat separation bubble is reduced
and the cowl shock is pushed downstream. It is observed that at off-design Mach
numbers, since the cowl shock incident point changes relative to the bleed entrance,
the exact structure of the SWBLI at its entrance varies. Therefore, the effectiveness
of the fixed geometry bleed system at off-design operation strongly depends on the
bleed location apart from its sizing.
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JP-10 Propellant Powered Rotating
Detonation Waves for Enhancing
the Performance of Hypersonic
and Supersonic Missiles

Kiran Ivin and Ajay V. Singh

Abstract The new detonation-based combustors for hypersonic and supersonic
missiles could reduce the launch mass (up to 3–4 times) and body length (up to
2 times) of such systems considerably and are most sought after by researchers
worldwide. Near future practical detonation-based engines will be based on liquid
hydrocarbon fuels. A promising synthetic jet fuel used in many military applica-
tions is JP-10. We are interested in improving the performance of JP-10 by using
ignition promoters like O3 and H2O2 in trace amounts for applications in detonation-
based hypersonic and supersonicmissiles. The effect of these promoters is to enhance
combustion rates and energy release rates simultaneously. Stable propagation of deto-
nation waves near its limits without the danger of attenuation or failure for contin-
uous operation of detonation-based combustors is an ongoing problem of interest for
military and air force researchers worldwide.

Nomenclature

Ea Activation energy (kJ mol−1)
PCJ Post-detonation pressure (bar)
R Gas constant (Jkg−1 K−1)
TC J Post-detonation temperature (K)
VCJ CJ detonation velocity (ms−1)
VV N Post-shock velocity (ms−1)
ė Energy or heat release rate (MJkg−1 µs−1)
uC J Particle velocity in the shock-attached frame of reference (ms−1)
�i Induction zone length (mm)
τi Induction delay time (µs)
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�e Exothermic zone length (mm)
τe Exothermic time (µs)
�r Reaction zone length (mm)
σ̇ Thermicity (µs−1)
�h0 Heat of reaction extrapolated to zero temperature (MJkg−1)
θ Effective activation energy parameter (−)
χi Stability parameter (−)
εi Activation energy of the induction process (−)
σ̇max Maximum thermicity (µs−1)

1 Introduction

The new detonation-based combustors for hypersonic and supersonic missiles could
reduce the launch mass (up to 3–4 times) and body length (up to 2 times) of
such systems considerably and are most sought after by researchers worldwide.
Near future practical detonation-based engines will be based on liquid hydrocarbon
fuels. The researchers continue to push the frontiers of propulsion technology in an
attempt to discover a better and more efficient fuel for supersonic combustion and
detonation-based propulsion systems. On the ground, technology demonstration of
JP-10-hydrocarbon-fuelled dual combustion ramjet has been recently tested by the
DARPA, US Navy, and Boeing for its exclusive use in supersonic and hypersonic
missiles as reported byAndreadis [1]. A leading choice of fuel for scramjets, ramjets,
and detonation-based engines that seem to drive the future of propulsion systems is
JP-10 (C10H16). JP-10 is often used in volume-limited scramjet applications due to its
high-energy density. It has a high-volumetric energy density due to its strained cyclic
geometric structure. It is presently used asmissile fuel by the USmilitary [2]. A high-
volumetric energy density and superior performance at lower temperatures are critical
for high-performance characteristics of supersonic and hypersonic missiles, which
makes JP-10 an ideal fuel formissile applications. Its heat of combustion (39.4MJ/L)
is substantially higher than the conventional petroleum-derived fuels, such as JP-8
(34.5 MJ/L). The high-performance characteristics like a density of 0.94 g/cm3, a
specific impulse of 297.4 s (the thrust per mass flow rate at the nozzle), and a low-
freezing point of −79 °C [3] make JP-10 an ideal fuel for applications in high-speed
propulsion systems. JP-10 also acts as an excellent endothermic liquid hydrocarbon
fuel and can act as an active cooling system to reduce the severe heat loads due to
aerodynamic heating. JP-10 decomposes to a set of pyrolysis products that can be
quite different from those of conventional jet fuels. It undergoes thermal decompo-
sition at high temperatures to smaller gaseous species like hydrogen, methane, and
ethylene, and therefore act as a heat sink during its thermal pyrolysis or decompo-
sition at high temperatures [4]. The present study focuses on the detonation chem-
istry of JP-10, which is practically a single-component fuel. It is comprised of 96.5
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Fig. 1 Molecular structure of major components of JP-10

Table 1 Key properties of
JP-10

Property Value

Average formula C10H16

H/C ratio (mole) 1.6

Average molecular weight (g/mol) 136.2

LHV (MJ/kg) 43.0

Model formula C10H16

wt% exo-tetrahydrodicyclopentadiene, 2.5 wt% endo-tetrahydrodicyclopentadiene,
and 1.0 wt% adamantine (Fig. 1). Key properties of JP-10 are listed in Table 1.

The fuel-oxidizer chemistry of a detonating mixture significantly affects the deto-
nation cell size and the ZND length and time scales. In the previous studies, a linear
correlation was found to exist between the induction zone length and the detona-
tion cell size. Crane et al. [5] recently studied the effect of ignition promoters on
hydrogen–oxygen detonation structure. They observed that the addition of ozone
in trace amounts could significantly reduce the induction length and time scales
of certain mixtures without affecting their thermodynamic and gas-dynamic prop-
erties, allowing the effect of induction time or length to be studied in isolation. It
was shown that the addition of ozone could significantly reduce the average cell
size of a detonation wave, which, in turn, could make the detonation wave more
robust near its propagation limits. Kirillov et al. [6] showed that the addition of
hydrogen peroxide in trace amounts (<1% by volume) could reduce the induction
length and time scales substantially. Also, the addition of hydrogen peroxide was
found to be effective in small concentrations, where its effect on induction length
and time scales was substantial. However, at large concentrations, it was found that
its impact on induction length and time scales was approximately the same.

It was observed that for fuel-airmixtures, the addition of the ignition promoter like
H2O2 increases the production of OH radicals. The OH radical, during ignition,
accelerates the chain branching process and shortens the ignition delay time. Thus,
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production of OH radicals accelerates the chain branching process and results in
reduced induction length and time scales as given in the work by Chen et al. [7], Ivin
and Singh [8], and Kumar and Singh [9]. Kumar et al. [23] showed that the addition
of ignition promoters like ozone and hydrogen peroxide in trace amounts could
significantly reduce the induction length and time scales of a detonating mixture.
Kumar et al. [23], Ivin and Singh [8], and Kumar and Singh [9] showed that the
sensitization of fuel-oxidizer-diluent mixtures in the presence of ozone and hydrogen
peroxide could widen the detonability limits of detonation-based engines. These
calculations coupledwith previous findings of a strong correlation between induction
length and detonation cell structure suggest that the addition of dopant levels of ozone
and hydrogen peroxide could significantly alter the detonation structure.

A clear understanding of the detonation phenomenon in a given fuel-oxidizer
mixture can be explained by various critical parameters like energy release rate
(ė), effective activation energy parameter (θ), and the non-dimensional stability
parameter (χi ) [10]. The energy release rate may be calculated by dividing the heat
of reaction by the total time taken for the release of energy, which is approximately
equal to the sum of the induction and exothermic time and is given as

ė = �h0

τi + τe
(1)

where ė, �h0, τi , and τe are the energy release rate, the heat of reaction extrapolated
to zero temperature, induction time, and exothermic time, respectively. The effective
activation energy parameter may be defined as

θ = Ea

RTVN
= 1

TVN

(
lnτ2 − lnτ1

1
T2

− 1
T1

)
(2)

where θ is the effective activation energy parameter, Ea is the activation energy,
R is the gas constant, and TVN is the von Newman temperature. To evaluate the
expression in Eq. (2), two constant-volume explosion simulations corresponding to
(T 1, τ 1) and (T 2, τ 2) are run for each activation energy data point.∓Initial conditions
for states one and two are generated by varying the shock velocity by Considering the
effect of chemistry on stability, it was found that the stability of the reactant mixture
depends on factors that effectively dictate the ratio of the induction length to the
exothermic recombination zone length. Following the stability studies of previous
investigators,Nget al. [10] defined the stability parameter as the ratio of the induction-
to the reaction-zone length. They also incorporated the temperature sensitivity of the
induction reaction into the definition of the stability parameter χi . According to Ng
et al. [10], the non-dimensional stability parameter is defined as

χi = εi
�i

�r
(3)
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where εi represents the normalized activation energy of the induction reaction with
respect to the post-shock temperature. It must be noted at this stage, that εi and θ are
the same. Also, �i and �r are the induction and reaction zone lengths, respectively.
Since the reaction zone length gradually varies as a function of temperature, it is
difficult to define reaction zone length based on a particular post-shock temperature
rise, heat release rate, or the local Mach number in the shock-attached frame of
reference. Ng et al. [10] defined reaction length as the ratio of the particle velocity
of a steady CJ detonation in the shock-attached frame of reference to the maximum
thermicity, given by

�r = uCJ
σ̇max

(4)

Therefore, the stability parameter can be written as

χi = εi
�i

�r
= εi σ̇max

�i

uCJ
(5)

The stability parameter is often used in detonation studies to predict cell regularity.
It is evident that stability of the detonation is a consequence of the temperature
sensitivity of the chemical reactions. Small fluctuations in shock temperature can
cause large perturbations in the induction delay time as well as the energy release
rate of the recombination reactions. It should be noted that the induction time (or
induction zone length) should be measured relative to the recombination time. An
extended reaction zone or long reaction time is observed to have a stabilizing effect
as it spreads out the energy release and thus reduces the effect of fluctuations in the
induction time. Thus, a long reaction time has a stabilizing effect, and this is taken
into consideration explicitly in the stability parameter of Ng.

The addition of ignition promoters like ozone and hydrogen peroxide in modest
concentrations could fasten the ignition kinetics of JP10-air mixtures. Ignition
promoters like ozone and hydrogen peroxide could improve the ignition and combus-
tion kinetics of JP-10 tremendously for applications in ramjets and detonation-based
engines. Another problem associated with detonation-based engines is the higher
post-detonation temperatures. This grossly affects the operating temperature limits
of detonation-based engines. Inert diluents like helium or argon, when added to
fuel-air explosive mixtures, decreases the post-detonation temperature at the cost of
an increase in the induction length and time scales. This change in the dominant
chemical length and time scale could significantly affect the detonation structure,
and could result in the weakening or degeneration of a detonation wave into a defla-
gration wave as shown by Westbrook [13], Westbrook and Urtiew [14], Knystautas
et al. [15], and Lee et al. [16]. Ignition promoters, such as ozone (O3) and hydrogen
peroxide (H2O2) when added in trace amounts, prove to be ideal for resolving this
issue where they alter the ignition kinetics of a given mixture without affecting the
thermodynamic and gas dynamic properties of burned or unburned mixtures. The
overall effect of such a fuel-sensitization or doping is to significantly reduce ignition
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delay time of certain mixtures without affecting their thermodynamic properties,
allowing the effect of induction time (or length) to be studied in isolation.

The impact of the addition of ignition promoters like ozone and hydrogen peroxide
in the presence of inert diluents like argon and helium was investigated for JP10-
air detonations. Induction length and time scales were calculated along with the
post-detonation temperatures to investigate the effect of ignition promoters on JP10-
air-diluent mixtures. Energy release rates, effective activation energy parameter, and
stability parameter were also calculated in the present study. The influence of the
addition of dopants has been further elaborated through detailed chemical kinetics
and species profiles obtained from the ZND calculations. The effect of variation of
equivalence ratio with and without dopants was also studied in the present study.
One of the major motivations of this study is to reduce the operating temperatures
of detonation-based engines to avoid complex cooling mechanisms to reduce weight
penalty and mechanical complexity for applications in hypersonic and supersonic
missiles. A reduction in the weight penalty will mean higher payload capacity for
hypersonic and supersonic missiles.

2 Methodology: Numerical Calculations

ZND computations were performed in the present study for JP10-air detonations
using theHyChemmodel [17],which comprises 119 species and 841 reactions.Addi-
tionally, the Princeton Ozone sub-mod el by Zhao et al. [21] was combined with the
HyChem model for calculations with ozone as a dopant. ZND numerical computa-
tions were carried out with CANTERA 2.4 [22], an open-source software integrated
withMATLABR2018b and PythonVer 3.7. ZND calculations were performed using
a modified version of the CalTech Shock and Detonation Toolbox [20].

3 Results and Discussions

3.1 Effect of the Addition of Ignition Promoters to JP10-Air
Mixtures

The effects of the addition of O3 and H2O2 were studied numerically by ZND calcu-
lations for stoichiometric JP10-air detonations at various dopant levels of 0, 5000,
10,000, and 16,000 PPM (mole fraction based) and the variations in detonation
parameters like VVN, TCJ, VCJ, MCJ, PCJ were calculated for JP10-air mixtures (refer
to Table 2).

The variation of induction length and time scales as a function of dopant concen-
tration were calculated for stoichiometric JP10-air mixtures at initial conditions of
295 K and 1 atm pressure. Ozone acts as an ignition promoter at small and large



JP-10 Propellant Powered Rotating Detonation Waves … 393

Ta
bl
e
2

D
et
on

at
io
n
pa
ra
m
et
er
s
fo
r
st
oi
ch
io
m
et
ri
c
JP
10

-a
ir
de
to
na
tio

ns
in

th
e
pr
es
en
ce

of
ig
ni
tio

n
pr
om

ot
er
s
at
m
od

es
tc
on

ce
nt
ra
tio

ns

Fu
el
-O

xi
di
ze
r

M
ec
h

X
o 3

( ×1
06

)
X
H
2
O
2

( ×1
06

) V
V
N
(m

/s
)

T C
J
(K

)
V
C
J
(m

/s
)

M
C
J

P C
J
(b
ar
)

�
i
(m

m
)

τ i
gn

(µ
s)

�
e
(m

m
)

JP
10
-a
ir

(O
2
/N

2
=

3.
76
)

H
yC

he
m
-J
P-
10

0
0

15
25

28
77

17
97

5.
41

18
.9
0

2.
61
78

8.
15
70

0.
19
78

50
00

–
15
30

28
94

18
01

5.
43

19
.0
5

2.
07
11

6.
28
07

0.
18
63

10
,0
00

–
15
34

29
08

18
05

5.
45

19
.1
8

1.
54
05

4.
51
08

0.
01
47

16
,0
00

–
15
38

29
21

18
08

5.
47

19
.3
2

0.
00
88

0.
03
25

0.
02
85

–
50
00

15
31

28
85

18
02

5.
43

19
.0
3

2.
25
33

6.
87
19

0.
19
34

–
10
,0
00

15
30

28
82

18
01

5.
43

19
.0
1

2.
03
38

6.
09
29

0.
19
60

–
16
,0
00

15
33

28
82

18
02

5.
44

19
.0
6

1.
81
55

5.
34
82

0.
19
52

T
he

ca
lc
ul
at
io
ns

w
er
e
ca
rr
ie
d
ou

ta
ti
ni
tia

lc
on

di
tio

ns
of

ϕ
=

1,
P
0

=
10
1,
32
5
Pa

an
d
T
0

=
29
5
K



394 K. Ivin and A. V. Singh

concentrations where it readily decomposes into O2 and O through,

O3 + M → O2 + O + M (6)

During ignition, the O-atom accelerates the chain branching process and shortens
the ignition delay time. H2O2 also acts as an ignition promoter where it readily
decomposes into OH radicals. TheOH radicals, during ignition, accelerates the chain
branching process and shortens the ignition delay time.

H2O2 + M → 2OH + M (7)

Present ZND calculations show that the addition of O3 and H2O2 at modest
concentrations (up to 16,000 PPM) can reduce the �i by 99% and 30%, respectively
for JP10-air mixtures (see Fig. 2 and Table 2). It is now evident that the addition of
ignition promoters like O3 andH2O2 could significantly alter the chemical length and
time scales and can have a significant effect on the detonation structure of JP10-air
mixtures.

This is a remarkable result because JP-10 is a higher molecular weight single-
component fuel, where it decomposes to a set of pyrolysis products that are quite
different from those of conventional jet fuels or heavier liquid hydrocarbon fuels. Its

Fig. 2 Effect of the addition of ozone and hydrogen peroxide on induction zone length (�i ) for
stoichiometric JP10-air detonations. The calculations were carried out at initial conditions of ϕ =
1, P0 = 101,325 Pa and T0 = 295 K
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Fig. 3 Thermicity profiles with and without the addition of O3 and H2O2 at modest concentrations
(16,000 PPM) for stoichiometric JP10-air detonations. The solid lines represent the thermicity (σ̇ ),
whereas the dotted lines represent the post-shock temperature profile, T. The calculations were
carried out at initial conditions of ϕ = 1, P0 = 101,325 Pa and T0 = 295 K

oxidation chemistry is somewhat more complicated than the chemistry of gaseous
fuels like ethylene. Yet, our calculations show that the ignition promoters like ozone
and hydrogen peroxide do not distinguish between the gaseous and complex heavier
hydrocarbon liquid fuels as far as their effect on ignition chemistry is considered.
The addition of ozone and hydrogen peroxide in trace amounts to fuel-oxidizer-
diluent mixtures could help to establish, stabilize, and sustain detonation waves in
small tubes or channels that would otherwise not be able to maintain a detonation
wave. Ozone is found to be a better ignition promoter than H2O2 for stoichiometric
JP10-air detonations at 16,000 PPM. The shift in the thermicity peaks to the left for
the addition of ignition promoters at modest concentrations (16,000 PPM of O3 and
H2O2), clearly demonstrate the sensitization effect of ignition promoters on induction
length, �i . Figure 3 indicates that O3 is a better ignition promoter than H2O2.

3.2 Energy Release Rates and Stability Parameter
Analysis—Effect of the Addition of Ignition Promoters

The trend for variation of induction length �i and the corresponding energy release
rate is shown in Fig. 4 for JP10-air mixtures doped with O3 and H2O2 at modest
concentrations (16,000 PPM). The energy release rate increases as we increase the
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Fig. 4 Variation of induction length (solid lines) and energy release rate (dotted lines) in the pres-
ence of ignition promoters like O3 and H2O2 at modest concentrations for JP10-air detonations.
The calculations were carried out at initial conditions of ϕ = 1, P0 = 101,325 Pa, and T0 = 295 K

concentration of the ignition promoters for JP10-airmixtures. Similarly, an investiga-
tion of the stability parameter reveals that it decreases with the increase in the dopant
molar concentration for JP-10-air mixtures (see Fig. 5). The stability parameter is
lower when ozone and H2O2 are used as ignition promoters at a given concentration
level, suggesting that ignition promoters could have a strong stabilizing effect on the
detonation wave structure (see Fig. 5).

3.3 Species Profiles—Effect of the Addition of Ignition
Promoters on JP10-Air Mixtures

The high-temperature combustion of large hydrocarbon fuel molecules, like JP10,
occurs in two steps: pyrolysis or oxidative pyrolysis of JP10 first, followed by the
oxidation of the decomposed products. The two processes are separable in spatial
or time scales. Since the thermal decomposition of the parent fuel molecule is fast
when compared to the oxidation of the decomposed products, the oxidation of the
pyrolysis products is rate-limiting during the entire course of the reaction leading
to ignition. The composition of these pyrolysis products determines the combustion
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Fig. 5 Variation of induction length (solid lines) and the stability parameter (dotted lines) in the
presence of ignition promoters like O3 and H2O2 at modest concentrations for stoichiometric JP10-
air detonations. The calculations were carried out at initial conditions of ϕ = 1, P0 = 101,325 Pa,
and T0 = 295 K

characteristics of the original parent fuel molecule. Due to high-post-shock temper-
atures, JP10 undergoes decomposition into several small pyrolysis products first,
long before the ignition. Major decomposition products of JP10 are cyclopentadiene
(C5H6), benzene (C6H6), toluene (C7H8), ethylene (C2H4), and propene (C3H6), all of
which have substantially larger molecular diffusivities than the parent fuel molecule,
JP10. The concentrations of the decomposed products peak in the post-shock preheat
region. The decomposition zone primarily comprises the region where the parent
fuel molecule undergoes rapid thermal decomposition. The region that follows the
decomposition zone is known as the oxidation zone, where the pyrolysis products
are oxidized as they enter the flame along with molecular oxygen, leading to the
production of CO, CO2, H2O, and heat release. The location of the peak thermicity
represents the ignition point beyond which radical recombination reactions occur
leading to substantial heat release.

The rate of consumption of the JP-10 (in terms of mole fraction) during the
detonation phase is significantly higher in the presence of ignition promoters,
depicting faster pyrolysis/decomposition kinetics of JP-10 in the presence of ignition
promoters. JP-10 comprises a basket-shaped, multi-ring structure and decomposes
into a set of pyrolysis products that are quite different from conventional jet fuels. The
calculations show that with the addition of ignition promoters, there is an earlier and
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higher production of reactive radical species like H, CH3, O, OH, O, and HO2 during
thermal decomposition or oxidative pyrolysis of JP-10. Since these small species
have substantially high-molecular diffusivity, they diffuse rapidly into the decompo-
sition zone from the oxidation and recombination zones due to high-concentration
gradients and facilitate the decomposition of parent fuel molecule (JP-10) into a set
of pyrolysis products. This happens long before the oxidation of the decomposed or
pyrolysis products. The reason for the same may be the ease with which fuel under-
goes decomposition in the preheat zone due to high temperatures (roughly between
1600 and 1700 K) and the subsequent effect of ignition promoter that promptly
results in the formation of these reactive radical species. The earlier production of
these reactive species is responsible for faster pyrolysis and enhances the oxidation of
decomposed products. The more rapid production of these active radical species will
imply earlier and faster kinetics resulting in smaller induction length and time. The
pyrolysis or decomposition zone also shows an early rise in the formation of interme-
diate species like C2H4, C2H2, CH4, H2, C3H6, C5H6, C6H6, and C7H8, suggesting
faster decomposition of parent fuel molecule (JP10 in this case). Thus, the addition
of ignition promoters is seen to promote and fasten the production of these pyrolysis
intermediates in comparison with the unsensitized fuel-oxidizer mixture.

For a no-dopant case, the complete pyrolysis of the fuel takes around 1.54 µs,
and after that oxidation of decomposed products takes place, which results in the
oxidation of the pyrolysis products with molecular oxygen leading to ignition. The
total time taken for the oxidation of pyrolysis products leading to ignition is 6.48 µs
(see Fig. 6). Clearly, the thermal or oxidative thermal decomposition of JP-10 is fast,
and the oxidation of the pyrolysis products is rate-limiting during the entire course
of the reaction leading to ignition. The time scales for the thermal decomposition
of JP-10 in the presence of ignition promoters like hydrogen peroxide and ozone
(at modest concentrations of 16,000 PPM) are 0.47 µs and 0.09 µs, respectively
(see Fig. 6). Thus, thermal decomposition of JP-10 occurs ~3.3 and ~17.1 times
faster in the presence of hydrogen peroxide and ozone, respectively (see Fig. 6).
Similarly, the time scales for the oxidation of pyrolysis products are 4.79 µs and
3.02 µs, respectively, for hydrogen peroxide-doped and ozone-doped cases. Here
again, oxidation of decomposed products occurs ~1.35 and ~2.15 times faster in the
presence of hydrogen peroxide and ozone, respectively, (see Fig. 6). Thus, the thermal
decomposition of JP-10, as well as the oxidation of pyrolysis products, takes place
faster in the presence of ignition promoters like ozone and hydrogen peroxide. The
species profile data and respective time scales of fuel decomposition and oxidation
show that ozone acts as a better ignition promoter than hydrogen peroxide for JP10-air
detonations. Subsequently, induction length and time are smaller for the ozone-doped
case when compared to the hydrogen peroxide-doped case, suggesting that ozone is
a better ignition promoter than hydrogen peroxide.
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Fig. 6 Variation of species mole fraction with and without the addition of ignition promoters at
modest concentrations (16,000 PPM of O3 and H2O2) for stoichiometric JP10-air detonations. The
calculations were carried out at initial conditions of ϕ = 1, P0 = 101,325 Pa and T0 = 295 K

3.4 Effect of the Addition of Inert Diluents in JP10-Air
Mixtures

ZND calculations for the addition of argon and helium in percentage molar concen-
tration show an increase in �i by 79 and 166 times at dilution levels of 80%.
This can be seen in Table 3. However, we can see a tremendous decrease in post-
detonation temperature (TCJ ) from 2877 to 1671 K and 1667 K (~42% decrease in
temperature) for argon and helium dilution, respectively, for JP10-air mixtures (see
Fig. 7). These calculations reveal that the addition of inert diluents like argon and
helium can reduce the post-detonation temperatures significantly, thereby reducing
the operating temperatures of detonation-based engines. However, this convenience
comes at the cost of an increase in the induction length and time scales. This signif-
icant increase in length and time scales could attenuate a detonation wave near its
propagation limits. The addition of argon and helium to fuel–air mixtures decreases
the heat capacity and the energy release of the resulting mixture. On comparing the
corresponding rise in induction length and time scales, argon appears to be a better
diluent than helium at high-dilution levels (since the corresponding increase in induc-
tion length and time scales is less for argon diluted case) for JP10-air mixtures (see
Table 3).

In JP10-air mixtures, the induction length �i increases significantly for dilution
levels greater than 60% for argon and helium. At 80% dilution of argon and helium,
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Fig. 7 Variation of induction zone length (solid lines) and post-detonation temperature (dotted
lines) in the presence of inert diluents like argon and helium for JP10-air detonations. The
calculations were carried out at initial conditions of ϕ = 1, P0 = 101,325 Pa and T0 = 295 K

the post-detonation temperatures reduce to 1671 K and 1667 K, respectively, for
JP10-airmixtures (see Fig. 7). The shift of thermicity peaks to the right, and flattening
of these peaks indicates the decrease in the strength or robustness of the detonation
wave, for argon and helium dilution at 50% for JP10-air mixtures (see Fig. 8). The
increase in induction zone length is associated with a decrease in the detonability
of the given mixture. Smaller induction lengths and times are indicative of tighter
coupling between the shock wave and reaction zone and quantitatively represent
mixtures which are more sensitive to detonation in terms of direct initiation energy.
The flattening of thermicity curves for argon and heliumdilution indicates a reduction
in heat release rate and exothermicity for both the mixtures.

3.5 Energy Release Rate and Stability Parameter
Analysis—Effect of the Addition of Inert Diluents

The energy release rates decrease with an increase in diluent molar concentration
for JP10-air mixtures. The addition of inert diluents like argon and helium has a
strong thermal inhibiting effect. The addition of these monoatomic gases decreases
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Fig. 8 Thermicity profiles with and without the addition of inert diluents (50% dilution by argon
and helium) for stoichiometric JP10-air detonations. The solid lines represent the thermicity (σ̇ ),
whereas the dotted lines represent the post-shock temperature profile, T. The calculations were
carried out at initial conditions of ϕ = 1, P0 = 101,325 Pa and T0 = 295 K

the energy release and increases the reaction time scales, thus causing a reduction in
the energy release rates.

The stability parameter is often used in detonation studies to predict the regu-
larity of detonation cells. It is observed that the stability of a detonation wave is a
result of the temperature sensitivity of the chemical reactions. Small fluctuations in
shock temperature can result in large perturbations in the induction delay time as
well as the energy release rate of the recombination reactions. An extended reac-
tion zone or long reaction time is seen to have a stabilizing effect as it spreads out
the energy release and thus reduces the effect of fluctuations in the induction time.
Large values of the stability parameter leads to gasdynamic instabilities in the reac-
tion zone. Thus, chemistry plays a crucial role in detonation instability. As seen in
Fig. 9, for JP10-air-diluent mixtures, the stability parameter (χi ) decreases with the
addition of inert diluents (up to dilution levels of 70% when compared to undiluted
mixtures), which indicates that the mixture becomes more stable with the addition
of inert diluents. It is observed that the addition of diluent like argon and helium has
a stabilizing effect on the resulting detonation structure. As observed in Fig. 9, the
length of the induction zone does not change noticeably for varying amounts of
argon dilution. One of the effects of argon dilution is to raise the p ost-shock temper-
ature by decreasing the specific heat of the resulting mixture. This would reduce the
induction zone length and tend to stabilize the detonation. However, another effect
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Fig. 9 Variation of induction zone length (solid lines) and stability parameter (dotted lines) in the
presence of inert diluents like argon and helium for JP10-air detonations. The calculations were
carried out at initial conditions of ϕ = 1, P0 = 101,325 Pa and T0 = 295 K

of argon dilution is to reduce the exothermicity of the mixture and hence the deto-
nation velocity and the post-shock temperature. It appears that these two competing
effects balance each other, resulting in little change in the post-shock temperature
and hence the induction zone length. However, numerically it is observed that the
length of the recombination zone increases significantly with increasing argon dilu-
tion. With argon dilution, the exothermicity of the mixture is reduced, resulting in a
lower temperature rise in the reaction zone. The reaction rates of the exothermic
reactions are also reduced, and this increases the reaction time.

Thus, the stabilizing effect of argon dilution is a result of the increase in the reac-
tion zone length and a decrease in exothermicity. Stable mixtures tend to have lower
velocity deficits near propagation limits. For JP10-air-diluent mixtures, a dramatic
increase in the stability parameter is observed beyond dilution levels of 60%, making
the mixture more unstable at higher dilution levels. Since induction length and
activation energy parameter increase drastically beyond 60% dilution, the stability
parameter rises sharply for dilution levels above 60%.
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3.6 Combined Effect of the Addition of Ignition Promoters
and Inert Diluents in JP10-Air Mixtures

TheCJ calculations for stoichiometric JP10-airmixtures show TC J of around 2877K.
The addition of O3 at modest concentrations of 16,000 PPM to stoichiometric JP10-
air mixtures and diluting it with either 80% Ar or He can reduce TC J from 2877 to
1725 K. Also, for stoichiometric JP10-air mixtures, the addition of H2O2 at modest
concentrations of 16,000 PPM in the presence of 80% Ar or He can reduce TC J

from 2877 to 1704 K and 1674 K, respectively (see Table 4). Here again, τi and
�i are lower than the length and time scales of JP10-air detonations in the absence
of any inert diluents or dopants. This suggests that the combined effects of ignition
promoters and inert diluents can help increase the detonability of a given fuel-oxidizer
mixture. The numerical computations show that the strong inhibiting effects of inert
diluents on τi and �i can be nullified by sensitizing a given fuel-oxidizer mixture
with promoters like O3 and H2O2 at modest concentrations. Fuel-sensitization in
the presence of ignition promoters like O3 and H2O2 could significantly alter the
induction length and time scales of a given explosive mixture and can widen the
detonability limits even at high-dilution ratios (see Table 4 and Fig. 10). Therefore,
for a given explosive mixture, the geometric constraints on the stable propagation of
a detonation wave and the related velocity deficit constrains can be removed in the
presence of ignition promoters. Specifically, widening the detonation limits would
allow a broader use of fuels, lowered contraints on the oxidizer (e.g., the use of
air instead of pure oxygen) and more confined engine geometries. Therefore, using
ignition promoters to sensitize a given explosive mixture is a viable technique that
can help achieve such a widening of detonation limits.

3.7 Energy Release Rate, Activation Energy, and Stability
Parameter Analysis—Combined Effect of the Addition
of Ignition Promoters and Inert Diluents

From Table 5, it is clear that the addition of inert diluents in the presence of ignition
promoters, shows an increase in the energy release rate (ė) for JP10-air mixtures.
However, the energy release rate is sufficiently low with diluent argon and dopant
H2O2. The significantly lower values of the stability parameter (χi ) indicate that the
dilution of the mixture with argon and helium in the presence of ignition promoters
(at modest concentrations of 16,000 PPM) can help stabilize a detonation wave.
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Fig. 10 Thermicity profiles showing the combined effects of the addition of ignition promoters
(16,000 PPM of O3 and H2O2) and inert diluents (50% argon and helium) for stoichiometric JP10-
air detonations. The solid lines represent the thermicity (σ̇ ), whereas the dotted lines represent the
post-shock temperature, T. The calculations were carried out at initial conditions of ϕ = 1, P0 =
101,325 Pa, and T0 = 295 K

3.8 Effect of Lower Equivalence Ratios in the Presence
of Ignition Promoters

The induction length and time scales for JP10-air mixtures increase exponentially
with decreasing equivalence ratio. In JP10-air detonations, the addition of ozone at
concentrations of 16,000 PPM can help reduce �i and τi even at an equivalence
ratio of 0.3 when compared to the stoichiometric undoped case, resulting in post-
detonation temperatures (TC J ) of 1583 K. However, hydrogen peroxide at modest
concentrations of 16,000 PPM can help reduce or maintain the �i and τi up to
an equivalence ratio of 0.8 when compared to the stoichiometric undoped case, as
observed in Table 6 and Fig. 11.

At a given equivalence ratio, the sensitized fuel-oxidizer mixtures have shorter
induction lengths and time when compared to the unsensitized mixtures. The use
of ignition promoters at a given equivalence ratio makes the mixture more sensi-
tive to detonation, thereby preventing the degeneration or attenuation of a detona-
tion wave near its limits. For the JP10-air mixture, ozone is found to be a better
ignition promoter, which can enable operations of detonation-based engines at lean
equivalence ratios, thereby reducing the operating temperatures of detonation-based
combustors.
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Fig. 11 Effect of varying equivalence ratios on the induction zone length (solid lines) and post-
detonation temperature (dotted lines) in the presence of ignition promoters at modest concentrations
(16,000 PPM of O3 and H2O2) for JP10-air detonations. The calculations were carried out at initial
conditions of P0 = 101,325 Pa and T0 = 295 K

It is feasible for JP10-air mixtures to have a broader operating temperature range
in the presence of ignition promoters like ozone and hydrogen peroxide. Oper-
ating temperatures below 2000 K are feasible for JP10-air mixtures at leaner condi-
tions when ozone and hydrogen peroxide are used as ignition promoters at modest
concentrations (see Fig. 11). However, at a given equivalence ratio, ozone helps in
widening the detonability limits and reduces the induction length and time scales
to a larger extent when compared to hydrogen peroxide. Thus, using ozone as an
ignition promoter is more useful in ultra-lean fuel conditions, where it can be used
to lower the operating temperatures of detonation cycle engines. The square boxes
in Fig. 11 highlight the proposed operating temperature range for RDEs to keep the
post-detonation temperatures low for the continuous operation of detonation-based
engines.
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Fig. 12 Effect of varying equivalence ratios on the induction zone length (solid lines) and energy
release rate (dotted lines) in the presence of ignition promoters at modest concentrations (16,000
PPMofO3 andH2O2) for JP10-air detonations. The calculationswere carried out at initial conditions
of P0 = 101,325 Pa and T0 = 295 K

3.9 Energy Release Rate and Stability Parameter
Analysis—Effect of Equivalence Ratio

In JP10-air mixtures, the energy release rate (ė) decreases as we decrease the equiva-
lence ratio of the mixture from stoichiometric to lean values (see Fig. 12). However,
at a given equivalence ratio, the energy release rate is always higher for ozone
followed by hydrogen peroxide. Rise in the induction times and lower energy release
at leaner equivalence ratios is the primary reason for such a decrease in the energy
release rate. There is a strong dependence of post-shock temperature (TVN) on the
equivalence ratio. The post-shock temperature increases with equivalence ratio and
reaches a maximum at stoichiometric or slightly rich conditions and then decreases
again on the fuel-rich side. Since the induction time is a sensitive function of post-
shock temperature, it increases for a decrease in the post-shock temperature due to
slower kinetics. It is now clear that the thermodynamic properties of the leading
shock play a significant role in the induction process. Also, the energy release per
unit mass is highest in stoichiometric conditions. This can cause higher post-shock
and post-detonation temperatures and therefore, higher overall kinetic rates at the
stoichiometric conditions.
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Fig. 13 Effect of varying equivalence ratios on the induction zone length (solid lines) and the
stability parameter (dotted lines) in the presence of ignition promoters at modest concentrations
(16,000 PPM of O3 and H2O2) for JP10-air detonations. The calculations were carried out at initial
conditions of P0 = 101,325 Pa and T0 = 295 K

In JP10-air mixtures, as we approach the fuel-lean conditions, the stability param-
eter (see Fig. 13) remains approximately the same for the undoped and hydrogen
peroxide-doped case up to an equivalence ratio of 0.6 and 0.5, respectively. Beyond
that, it increases drastically for the undoped case and somewhat moderately for the
hydrogen peroxide case under ultra-lean conditions. Ozone seems to have an inter-
esting behavior on the stability parameter at lean equivalence ratios. For the ozone-
doped case, the stability parameter decreases for fuel-lean conditions, suggesting a
stabilizing effect of ozone on detonations at lower equivalence ratios.

4 Conclusions

The following conclusions can be drawn from the present study:

1. The addition of the ignition promoters like ozone and hydrogen peroxide to
JP10-air mixtures significantly alters the ignition chemistry, without signif-
icantly impacting the gas dynamics and thermodynamic states of the given
mixture. Ignition promoters also help in reducing the relevant ZND length and
time scales and increase the detonability of a given mixture substantially.
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2. The addition of diluents like argon and helium can reduce the temperature of
the post-detonation products considerably. However, it comes at the cost of an
increased τi and �i . The increase in τi and �i can be compensated by the
addition of ignition promoters in trace amounts.

3. Sensitizing fuel-oxidizer mixtures with ozone and hydrogen peroxide at leaner
equivalence ratios results in lower post-detonation temperatures and can yield
a more robust detonation wave near its propagation limits.

4. It is envisaged that the optimal fuel-sensitization of JP10-air mixtures will
enable us to reduce the operating temperatures of detonation cycle engines for
practical applications. Complex cooling mechanisms can be avoided in such
cases. Thus, a reduction in weight penalty and mechanical complexity can
be achieved for applications in hypersonic and supersonic missiles. A reduc-
tion in weight penalty will mean higher payload capacity for detonation-based
hypersonic and supersonic missiles.
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Design and Analysis of Rotating
Detonation Wave Engine

V. Ramanujachari, Rahul Dutta Roy, and P. Amrutha Preethi

Abstract Rotating detonation wave engine (RDE) would be the futuristic engine
for air-breathing missile systems and gas turbine systems (aero and stationary appli-
cations). The continuous operation of RDEwith an operating frequency of 3–15 kHz
is attractive for propulsion systems based on rocket, ramjet and turbojet engines.
The cell size is the characteristic dimension of the cellular pattern of a propagating
detonation wave. The cell size is found to depend strongly on the choice of fuel and
oxidizer, its equivalence ratio, initial temperature and initial pressure. Some empir-
ical relations based on cell size are used to design the present detonation combustor.
Hydrogen is chosen as the fuel, while air is selected as the oxidizer. The RDE
hardware has been realized, and the test facility is being modified at NCCRD, IIT,
Madras to carry out static tests. The analysis of the RDE combustor without the
nozzle is carried out using the “pressure history model” reported in literature. As
the hydrogen fuel and air are entering as two different streams perpendicular to each
other, a simplemixing analysis has been carried out to evaluate themixture properties
ahead of the detonation wave. The Chapman–Jouguet (CJ) detonation computations
are carried out using the detonation tool box runs in conjunction with Cantera soft-
ware assuming chemical equilibrium. The fuel-based specific impulse resulted from
the present analysis for our configuration using H2-air is 4733 s compared to a value
of 4706 s reported in literature for a stoichiometric composition. The same model
has been used to evaluate the C2H4-air system. The specific impulse of our study is
2111 s compared to 1975s reported in literature for the fuel-based equivalence ratio
of 0.5. This has given credence to the results of the analytical work.
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Nomenclature

A Area (m2)
F Force (N)
H Mixture layer height (m)
K Value of integral
P Pressure (bar)
Pa Ambient pressure (bar)
Pc Average pressure acting on the thrust surface
R Mean radius of combustion chamber (m)
S Surface area (m2)
T Temperature (K)
V Velocity (m/s)
W, w Width of the annular space (m)
X Azimuthal coordinate
Z, x Axial coordinate
cp Specific heat at constant pressure (J/Kg-K)
h Enthalpy (MJ/kg)
ṁ Mass flow rate
p Static pressure (bar)
t Time (ms)
u Velocity (m/s)

Greek Symbols

ρ Density (kg/m3)
γ Ratio of specific heats
γ e Ratio of specific heats at equilibrium condition
τw Shear stress on the walls (N/m2)

Subscripts

1 Airflow state
2 Fuel flow state
3 Mixture state
c Averaged combustion chamber conditions
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1 Introduction

The rotating detonation wave engine has emerged as a promising concept due to its
high specific power output, thrust to weight ratio and volumetric efficiency [1]. This
has been proposed as a substitute for liquid propellant rocket or ramjet/engine [2].
In addition, it can replace gas turbine engines for power generation also [3]. Due
to its promising potential as a propulsive and power generation device, it has been
researched worldwide based on both numerical and experimental investigations. It
has been reported that the detonation wave propagates with high velocity deficit
when compared to CJ detonation wave velocity [3]. A lot of countries abroad are
working on this concept. In order to understand this RDE and realize an engine to
deliver adequate thrust, an experimental work has been initiated. An experimental
engine is designed based on the empirical correlations of Bykovskii et al. [4] by the
authors at IIT, Madras, [5] and the hardware is being tested. In the present work, it
is analysed to obtain the performance of the engine using simple one-dimensional
modelling technique. Davidenko et al. [6], Shepherd and Kasahara [7] and Braun
[8] have carried out simple modelling of the complex detonation wave phenomena.
Universal relationship, based on experimental data on expansion wave pressures
downstream of detonation front was evolved by Sichel and Foster [9]. This has been
used as a part of the performance prediction method. The objective of this paper is
to show how an engine analysis can be carried out for an engine designed based on
empirical methods. Hence, no parametric study is reported. This work establishes
the conditions to be set for the proposed experiments and the performance expected
from the engine tests.

2 Concept of RDE

In RDE concept, a unidirectional detonation wave could be created and the exhaust
gases are expanded through an annular nozzle producing necessary thrust. Figure 1
shows the elements of a rotating detonation wave engine concept designed and
realized by the authors. In this case, the combustor or the detonation chamber is
the annular ring, where the premixed fuel-air mixture is prepared for detonation
by injecting axially the hydrogen fuel and radially the air at the one end of the
combustor. After initiation of combustion, a detonation wave propagates circum-
ferentially around the annular ring near the plane of the injector. The detonation
products are expanded and exhausted out of the other end of the combustor, which
could have a nozzle to further increase the thrust. RDE provides steady source of
thrust without needing initiation for every cycle. In RDE, the detonable mixture is
injected axially and the detonation wave runs circumferentially around the annular
combustor making the flow field very complex, leading to the design very difficult.
In addition, as the detonation wave is continuously rotating in a particular location



418 V. Ramanujachari et al.

Fuel (H2)  inlet

Fuel plenum chamber
To fuel supply

Detonation channel

From 
pre-detonator

Air  inlet

Air plenum   
chamber

To air
supply

Fig. 1 Elements of a rotating detonation engine

inside the combustion chamber, the heat transfer to the wall and its control would be
a major challenge.

As the radial dimension of the RDE is very small compared to the azimuthal
and axial dimensions, the variation of flow properties in the radial direction can be
considered negligible. The modelling of the flow field behind the detonation wave
is quite complex due to oblique shock wave, contact surface between combustion
products of detonation wave and shocked combustion products and the expansion
waves. Hence, the RDE is “unrolled” into two-dimension as shown in Fig. 2 to make
it amenable for simple computations.

3 Pressure History Model of RDE

It is assumed that the fuel and oxidizer are well mixed and supplied at a constant
average mass flow rate. The detonation wave propagates at a constant speed equal to
CJ detonation speed. The second assumption is that the flow properties are periodic
with a period of T (inverse of frequency).

This implies that the flow would be steady in a frame co-rotating with the deto-
nation wave. The third assumption is that the radial variation in the flow may be
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Porus Thrust surface & PR

Fig. 2 Unwrapped flow field of RDE

neglected and the flow can be approximated as two-dimensional flow in space. It is
reported that the two-dimensional models are adequate for computing average thrust
[7]. By averaging over a period, the azimuthal and time dependence of the flow can
be eliminated for computing the propulsion parameters. This gives the simplification
that the modelling can be quasi one-dimensional and the properties depend on axial
direction, Z only. Figure 3 shows the control volume considered for the pressure
history model [7]. This encloses the engine but does not cross the exit plane. Here,
the control volume is placed along the walls of the combustion chamber and crosses
the inlet plane of the combustion chamber. This enables the computation of thrust
based on the condition at the porous thrust surface. The forces in the axial direction
for this control volume are given below:

340 mm

14.5 mm

109.5 mm

Combustion 
chamber

Mixture state

Fuel
(2 mm ; 

127 holes)

Fuel

Air
(8 mm ; 73 holes)

Air

Fz

Control volume

Fig. 3 Control volume for the pressure history model postulated by Shepherd and Kasahara [7]
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FZ =
∫
Ac

(
Pc − Pc,1

)
dS

︸ ︷︷ ︸
I

+
∫
Ac

[
ρcu

2
z,c + (

Pc,1 − Pa
)]
dS

︸ ︷︷ ︸
II

−
∫
Aw

τwdS

︸ ︷︷ ︸
III

(1)

First term in the above equation represents the integrated effects of the detonation
generated pressure force on the injector surface at the upstream end of the combustion
chamber. This can be expressed as

FI = Ac
(
Pc − Pc,1

)
(2)

Here, the averaged pressure Pc has to be computed. The second term represents
the force associated with the momentum flux of the gas at the inlet to the combustion
chamber. This can be expressed as

FII ≈ Ac
(
Pc,1 − Pa

) + ucṁ (3)

Here, the averaged velocity is obtained based on themass continuity equation. The
third term represents the friction due to viscous forces on the combustion chamber
walls. This can be neglected and compared to the magnitudes of the first two terms.

4 Modelling of Injection Process

It is essential to obtain an injection model just upstream of the detonation for subse-
quent modelling based on pressure history model. For simplicity, one-dimensional
steady flowequations of continuity,momentumand energy are formulated and solved
to obtain the mixture properties of fuel and air prior to detonation in the annular
combustor. State 1 is for the air flow; state 2 is for the fuel flow, and state 3 for
the mixture conditions. In all the cases, the total pressure of the air is maintained
at 4.5 bar(abs) and hence, the flow rate of air is constant at 3.852 kg/s. Depending
upon the fuel-based equivalence ratio, the fuel flow rate is varied. As the number
and diameter of the fuel injection holes are fixed, the fuel injection total pressure is
varied to allow the required amount of fuel flow as shown in Fig. 4.

1. Continuity equation

ṁ1 + ṁ2 = ṁ3 (4)

ṁ3 = ρ3A3V3 (5)

2. Energy equation

ṁ1

ṁ3

(
h1 + V 2

1

2

)
+ ṁ2

ṁ3

(
h2 + V 2

2

2

)
= cp,3T3 + V 2

3

2
(6)
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combustor

Control volume

Fig. 4 Control volume for the injection process

3. Axial momentum equation

ṁ2V2 + p2A2 + p1(A3 − A2) = ṁ3V3 + p3A3 (7)

The axial momentum contribution of air flow is not considered as air is injected
perpendicular to the axial direction. We have three equations and three unknowns
(p3, T 3, V 3). These equations can be solved using Newton–Raphson method. We can
use isentropic equations to obtain the stagnation pressure, stagnation temperature
and Mach number at the mixture state. Figures 5, 6, 7 and 8 show the distribution of
mass flow rate of fuel, Mach number, total and static pressures and total and static
temperatures of the mixtures. As the mass flow rate of air is kept constant for all the
fuel-based equivalence ratios, the fuel flow rate continuously increases with increase
in equivalence ratio as shown in Fig. 5.

The Mach number of the mixture over the range of equivalence ratios is shown
in Fig. 6. A slight decrease in trend is noted. This may be due to the particular
gas constant effect of the hydrogen air mixture, which in turn affects the sonic
speed of the mixture. The sonic speed marginally increases due to the mixture ratio

Fig. 5 Mass flow rate of
fuel versus equivalence ratio
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Fig. 6 Mach number versus
equivalence ratio
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Fig. 7 Total and static
pressure of reactants versus
equivalence ratio
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Fig. 8 Total and static
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effect containing low molecular weight hydrogen. Figure 7 shows the distribution
of static and stagnation pressures as a function of equivalence ratio. Both of them
are almost constant over the equivalence ratios considered. The stagnation value is
higher compared to static quantity due to finite Mach number of the flow. Similar
trend is seen for the temperatures as shown in Fig. 8.

5 Computation of Detonation Properties

The CJ detonation computations are carried out using the shock and detonation tool
box [10] runs in conjunction with Cantera software assuming chemical equilibrium
[11]. The quantities of interest are CJ detonation velocity, pressure, temperature and
density downstream of detonation wave. Figures 9, 10 and 11 show the CJ detonation
velocity, pressure and temperature as a function of fuel-based equivalence ratio. The
CJ detonation velocity increases with increase in equivalence ratio. This is due to the
increase in sonic velocity of the gases as a result of decrease in molecular weight and
increase in temperature. Heat release due to combustion also affects the CJ velocity.

Fig. 9 CJ detonation
velocity versus equivalence
ratio
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Fig. 10 CJ pressure versus
equivalence ratio
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Fig. 11 CJ temperature
versus equivalence ratio
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Heat release is appreciable as the stoichiometric condition is approached. This in
turn increases the CJ pressure and temperature as shown in Figs. 10 and 11. The
pressure value becomes almost constant in the fuel excess regime considered in this
work. But, the CJ temperature decreases after attaining maximum at stoichiometry.

6 Determination of Averaged Pressure on the Thrust Wall

In order to find the averaged pressure on the thrust wall, one has to model the gas
dynamics of the flow field created by the RDE. A simple way is to consider the
propagation of the detonation in a layer of height, H over a solid surface. This is
equivalent to making an assumption that the flow ahead of the detonation is parallel
to the thrust surface, and the detonation wave is normal to the surface. The complex
flow field downstream of the detonation wave is shown in Fig. 2. The modelling
of the flow field behind the detonation wave is quite complex due to oblique shock
wave, contact surface between combustion products of detonation wave and shocked
combustion products and the expansion waves. Simplifications reported in literature
are utilized to model the above aspects using a self-similar rarefaction wave pressure
profile. The flow field was modelled by a few researchers [12] using simple shock
solutions and method of characteristics (MOC). Using the data base on rarefaction
waves, Sichel and Foster [9] computed impulse function from an infinitely long layer
using the parameters, viz., layer height, H and detonation overpressure, �PCJ. They
gave an expression for pressure along the ground behind detonation wave front. It
can be expressed as follows:

P(x) − Pc,1 = (
PCJ − Pc,1

)
�

( x

H

)
= �PCJ�(ξ ; γe) (8)

The function � depends on the properties of combustion products.
The average pressure along the thrust surface is given as follows:
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Pc − Pc,1 = �PCJ
H

2�R

∫ 2�R/H

0
�(ξ)dξ (9)

The data of P/PCJ as a function of x/H is curve fitted as a fourth order polynomial
(correlation coefficient: 0.99131). The least square fit is given below

P/PCJ = −0.0561(x/H)4 + 0.3455(x/H)3

− 0.5807(x/H)2 − 0.153(x/H) + 1.0147
(10)

Here, P/PCJ = � and x/H = ξ. A few authors have fitted an exponential fit [7]
which does not seem to be the best fit to the experimental data. The least square fit
for the experimental data is given in Fig. 12 [7]. Using this, the integral term of Eq. 9
can be evaluated to obtain the average pressure on the thrust surface. Figure 13 shows
the variation of average pressure as a function of equivalence ratio for hydrogen-air

Fig. 12 Least square fit of
experimental data [9]

Fig. 13 Average pressure on
thrust surface versus
equivalence ratio
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detonation. The average pressure increases with increase in equivalence ratio due
to the strength of the detonation wave as a result of heat release till stoichiometry
is reached. Afterwards the pressure value levels off as the fuel rich compositions
do not release large energy of combustion. Reduction of pressure is seen for the
equivalence ratio of 1.3. The value of detonation layer height, H is shown as a
function of equivalence ratio in Fig. 14. The detonation wave height or layer height
decreases as the equivalence ratio is increased. This height is inversely proportional to
detonation wave velocity for a given mixture flow rate and combustor geometry. The
detonation wave velocity increases with increase in equivalence ratio and therefore,
the height decreases with increase in equivalence ratio.

Knowing the pressure distribution, the temperature distribution can be evaluated
as follows:

T (x) = TCJ (P(x)/PCJ)gam where gam = (γ − 1)/γ . The pressure and temperature
distributions for two detonation cycles at unity equivalence ratio are given in Fig. 15.

Fig. 14 Mixture height
versus equivalence ratio
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Fig. 15 Pressure and
temperature versus time
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The starting time (t = 0) corresponds to the detonation wave. The pressure and
temperature distributions downstream of the detonation wave are shown for two
cycles. It is to be seen that the period over which the pressures are in excess of
injection static pressure would be the time of blockage of the flow.

The point at which the flow commences until the next detonation cycle getting
established can be seen clearly from this detonation cycle diagrambased on the down-
stream expansion waves computed using the experimental least square fit expression
explained above. The pressure distributions for varying equivalence ratios of the
hydrogen-air detonation are given in Fig. 16. The equivalence ratios are varied from
0.7 to 1.3 to cover either side of the stoichiometry. The value of pressure at the
starting point of x = 0 is the CJ pressure. The pressure increases with increase in
equivalence ratio.

All the pressures merge together after 0.2 m distance from the detonation wave
in the circumference of the RDE indicating that the flow of fresh mixture starts
entering inside the annular combustor. The corresponding temperature distributions
for varying equivalence ratios of the hydrogen-air detonation are given in Fig. 17.
In this case, the CJ temperatures are increasing with increasing equivalence ratio

Fig. 16 Pressure versus
distance for various
equivalence ratios
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till stoichiometry. After equivalence ratio equals unity, the temperature starts falling
down. The rest of the trend continues as per the distribution function.

7 Propulsion Parameters Under Pressure History Model

Average thrust due to detonation is given by

FI = �PCJ
AcH

2�R
K = �PCJWHK (11)

where K is the value of the integral

Thrust(N ) = FI + FII (12)

Specific thrust(N/kg/s) = Thrust/Total mass flow rate (13)

Specific impulse(s) = Thrust/(Fuel flow rate ∗ g) (14)

Figure 18 shows the variation of specific thrustwith equivalence ratio. The specific
thrust increases in the fuel lean regime, attains a maximum at stoichiometry and then
decreases in the fuel rich regime. This follows the trend of the average pressure
exerted on the thrust surface. However, the numerical values are not very much
different over the equivalence ratios considered. Figure 19 shows the variation of
fuel-based specific impulse with equivalence ratio. Specific impulse decreases with
increase in equivalence ratio due to the increase of fuel flow rate. The fuel-based
specific impulse resulted from the present analysis for our configuration using H2-air
is 4733 s compared to a value of 4706 s reported in literature [7] for a stoichiometric
composition. The same model has been used to evaluate the C2H4-air system. The

Fig. 18 Specific thrust
versus equivalence ratio
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Fig. 19 Specific impulse
versus equivalence ratio
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specific impulse of our study is 2111 s compared to 1975s reported in literature [7]
for the fuel-based equivalence ratio of 0.5.

8 Conclusions

The conclusions of this study are as follows:

1. The objective of obtaining the conditions to be set during the experiments has
been fulfilled. The stagnation conditions at the hydrogen fuel and air injection
plenum chambers for varying the equivalence ratios over 0.7–1.3 can be set
using the flow rates to be handled within the available flow rates of the test
facility.

2. As the fuel and oxidiser are injected perpendicular to each other and not injected
as a premixed mixture, a simple mixing analysis has been carried out to obtain
the conditions ahead of the detonation wave. This was useful in getting the
reasonable propulsive performance.

3. The flow properties of detonation wave have been obtained using a well-tested
tool box exclusively made for the prediction of shock waves and detonations.

4. The thrust and specific impulse are computed based on “pressure historymodel”
of [7]. This model could yield the performance parameters, which are likely to
emerge from the experiments proposed to be conducted atNCCRD, IIT,Madras.

5. The fuel-based specific impulse resulted from the present analysis for our config-
uration using H2-air is 4733 s compared to a value of 4706 s reported [7] for
a stoichiometric composition. The same model has been used to evaluate the
C2H4-air system. The specific impulse of our study is 2111 s compared to 1975s
reported [7] for the fuel-based equivalence ratio of 0.5. These are the reasonable
matching values due to certain improvements made in the present study such as
incorporation of mixing model and utilizing the curve fit data of the expansion
wave pressure decay downstream of the detonation wave in the calculation of
average pressure over the porous thrust surface.



430 V. Ramanujachari et al.

6. After obtaining the experimental data, the shortcomings or strength of these
simple models can be assessed and corrective actions can be taken using high
fidelity models based on CFD.
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Design and Performance Evaluation
of Plug Nozzle for Rotating Detonation
Wave Engine

V. Ramanujachari, Rahul Dutta Roy, and P. Amrutha Preethi

Abstract In a rotating detonation wave engine (RDE), a unidirectional detonation
wave could be created and the exhaust gases are expanded through an annular plug
nozzle producing thrust. Empirical relations reported in open literature based on
detonation cell size are used to design the combustor. Hydrogen is chosen as the
fuel, while air is selected as the oxidizer. The RDE hardware has been realized,
and the test facility is being modified at National Combustion Centre for Research
and Development (NCCRD), IIT Madras, to carry out static tests. In order to obtain
necessary increment in thrust for propulsion applications, a plug nozzle is designed
based on simple wave theory under stoichiometric condition. The inlet conditions
to the nozzle are established based on “axial flow model” of RDE reported in open
literature. As the hydrogen and air are entering as two different streams perpendicular
to each other, a simplemixing analysis is carried out to evaluate themixture properties
ahead of the detonation wave. The Chapman Jouguet (CJ) detonation computations
are carried out using the shock and detonation toolbox runs in conjunction with
Cantera software assuming chemical equilibrium. The modelling of the flow field
downstream of the detonation wave is established using the solution of integral mass,
momentum and energy equations written for the streamline flow from detonation
wave to the exit of the combustor. These conditions are used to evaluate the propulsion
parameters at different fuel-based equivalence ratios (0.7–1.3) as a result of expansion
through the plug nozzle. The increment in fuel-based specific impulse resulted from
the present analysis for our configuration using H2–air is 18% due to the presence of
plug nozzle for the stoichiometric composition at a nozzle entry stagnation pressure
of 6.9 bar. The fuel-based specific impulse based on the “axial flow model” reported
in the literature for the stoichiometric hydrogen–air mixture at the combustor exit
static pressure of 1 bar without plug nozzle is 5383 s. For the present combustor
at the same condition, it is 5474 s, which appears to be close while modelling the
complex processes using simplified model equations. Several input conditions and
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combustor–plug nozzle combined performance parameters would be utilized for
setting the conditions for the experiments.

Nomenclature

A Area (m2)
Aannular Annular area of combustion chamber (m2)
a Speed of sound (m/s)
F Thrust produced (N)
Isp Specific impulse (s)
M Mach number
R Radius from the plug axis (m)
T Temperature (K)
V, u Velocity (m/s)
cp Specific heat at constant pressure (kJ/kg-K)
h Enthalpy (MJ/kg)
ṁ Mass flow rate (kg/s)
p Pressure (bar)
qo Heat release (MJ/kg)
w Combustion chamber width (m)

Greek symbols

γ Ratio of specific heats
ε Expansion ratio of nozzle
ρ Density (kg/m3)
�x Angle between plug axis and Prandtl–Meyer expansion wave
φ Equivalence ratio
μ Mach angle
ν Prandtl–Meyer turning angle/expansion angle

Subscripts

CJ Chapman Jouguet conditions
c Chamber conditions
d Downstream conditions of the detonation wave
m Mixture state
t Stagnation conditions
x Location point
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1 Introduction

The propulsive performance increases in detonation mode of engines. Continuous
detonation engines can be used for rocket engines and air-breathing engines. It is
reported that the constant area combustor using continuous detonation wave combus-
tion delivers 7–18% more specific impulse than the one delivered by a deflagrative
mode of combustion [1]. The rotating detonation wave engine has emerged as a
promising concept due to its high specific power output, thrust to weight ratio and
volumetric efficiency [2]. This has been proposed as a substitute for liquid propellant
rocket or ramjet engine [3]. In addition, it can replace the gas turbine engines for
power generation also [4]. Due to its promising potential as a propulsive and power
generation device, it has been researched worldwide based on both numerical and
experimental investigations. It has been reported that the detonation wave propagates
with high velocity deficit when compared to CJ detonationwave velocity [4]. In order
to understand this RDE and to realize an engine to deliver adequate thrust, an experi-
mental work has been initiated. An experimental engine has been designed based on
the empirical correlations of [5]. In this study, it is analysed to evaluate the perfor-
mance of the engine using simple one-dimensional modelling technique. Davidenko
et al. [1], Shepherd andKasahara [6] andBraun [7] have carried out simplemodelling
of the complex detonation wave phenomena. Various types of nozzles were tested
by Fotia et al. [8] for propulsive purposes. One of the popular and compact nozzles
for the RDE is the plug nozzle. The design of the plug nozzle is carried out based
on the method suggested by Lee & Thompson [9]. The objective of this paper is to
show how an engine analysis can be carried out on an RDE designed and realized
based on empirical methods [10] . In addition, a plug nozzle has been designed for
fitting it in to the annular combustor of RDE for getting incremental performance.
This work establishes the conditions to be set for the proposed experiments and the
performance expected from the engine tests with and without plug nozzle.

2 Rotating Detonation Engine Concept

In this engine, a combustible mixture is continuously injected inside the width of the
coaxial cylindrical combustion chamber. After initiation of detonation by an ignition
device, one or more transverse detonation waves rotate inside the annular width
releasing large volume of product gases at high pressure. The expansion of these
gases take a turn to create an axial flow at the exit of the combustion chamber and to
produce thrust for the forward motion of the vehicle fitted to the engine. The rotating
detonation wave engine is shown in Fig. 1. It consists of an annular cylindrical
combustion chamber and a plug nozzle. The fuel (hydrogen) and oxidizer (air) are
injected through several holes and meet at perpendicular to each other for better
mixing. They get mixed as they move towards the nozzle end and get ignited using a
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Fig. 1 Schematic of rotating
detonation engine with a
plug nozzle (not to scale)
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pre-detonator fuelled by a mixture of hydrogen and oxygen. Transverse detonation
waves rotate around the annulus and burn the mixture of fuel and oxidizer layer.

The detonation is assumed to be CJ detonation with a rotational frequency of
the order of 3–15 kHz. The combustion products flow towards the open end and
further expand through a plug nozzle. The flow in the annular width is supersonic
throughout and does not need a sonic throat similar to the case of rocket engines
using a convergent divergent nozzle.

3 Modelling of Injection Process

It is essential to obtain an injection model just upstream of the detonation for subse-
quent modelling based on axial flow model. For simplicity, one-dimensional steady
flow equations ( Eqs. 1–4) of continuity, momentum and energy are formulated and
solved based on the control volume as shown in Fig. 2 to obtain the mixture prop-
erties of fuel and air prior to detonation in the annular combustor. State 1 is for the
airflow; state 2 is for the fuel flow, and state 3 for the mixture conditions. In all the
cases, the total pressure of the air is maintained at 4.5 bar (abs), and hence, the flow
rate of air is constant at 3.852 kg/s. Depending upon the fuel-based equivalence ratio,
the fuel flow rate is varied. As the number and diameter of the fuel injection holes
are fixed, the fuel injection total pressure is varied to allow the required amount of
fuel flow.

1. Continuity equation

ṁ1 + ṁ2 = ṁ3 (1)

ṁ3 = ρ3A3V3 (2)
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2. Energy equation

ṁ1

ṁ3

(
h1 + V 2

1

2

)
+ ṁ2

ṁ3

(
h2 + V 2

2

2

)
= cp,3T3 + V 2

3

2
(3)

3. Axial momentum equation

ṁ2V2 + p2A2 + p1(A3 − A2) = ṁ3V3 + p3A3 (4)

The axial momentum contribution of airflow is not considered as air is injected
perpendicular to the axial direction. We have three equations and three unknowns
(p3, T 3, V 3). These equations can be solved using Newton–Raphson method. We can
use isentropic equations to obtain the stagnation pressure, stagnation temperature
and Mach number at the mixture state.

Figures 3, 4, 5 and 6 show the distribution of mass flow rate of fuel, Mach number,
total and static pressures and total and static temperatures of the mixtures. As the
mass flow rate of air is kept as constant for all the fuel-based equivalence ratios, the
fuel flow rate continuously increases with increase in equivalence ratio as shown in
Fig. 3.

Fig. 2 Control volume for
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Fig. 4 Variation of
Mixture Mach number
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The Mach number of the mixture over the range of equivalence ratios is shown
in Fig. 4. A slight decrease in trend is noted. This may be due to the particular gas
constant effect of the hydrogen–air mixture which in turn affects the sonic speed of
the mixture. The sonic speed marginally increases in fuel-rich mixtures.
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Figure 5 shows the distribution of static and stagnation pressures as a function
of equivalence ratio. Both of them are almost constant over the equivalence ratios
considered. The stagnation value is more compared to static quantity due to the finite
Mach number of the flow. Similar trend is seen for the temperatures as shown in
Fig. 6.

4 Computation of Detonation Properties

The CJ detonation computations are carried out using the wave fixed coordinate
system.One-dimensional equations ofmass,momentumandenergy including energy
of combustion are simultaneously solved to obtain the burned product state of the
upper CJ point for a given fuel–air reactant mixture state. Here, the temperature
of the burned products, as a result of heat release, is computed assuming chemical
equilibrium. The flow equations are computed based on the shock and detonation
toolbox [11]. Cantera software [12] is invoked for chemical equilibrium computa-
tions and is linked to the shock and detonation toolbox. The quantities of interest are
heat release due to combustion of fuel–air mixture, CJ Mach number, velocity, pres-
sure, temperature and density downstream of detonation wave. The CJ detonation
phenomenon is not explained in detail as the focus of attention for this study is the
plug nozzle design and analysis of RDE.

Figures 7, 8, 9 and 10 show the amount of heat release due to combustion, CJ
Mach number, pressure and temperature as a function of fuel-based equivalence
ratio. The heat release increases with increase in equivalence ratio. It levels off in the
fuel-rich regime. The CJ Mach number is defined as the ratio between detonation
wave velocity and sonic speed of the fuel–air mixture. It increases with increase in
equivalence ratio. This is due to the increase in detonation wave velocity, as a result
of increase in heat release.

Fig. 7 Variation of heat
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Fig. 8 Variation of CJ Mach
number
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Though the sonic speed of the mixture increases with equivalence ratio, the
increase in detonationwave velocity is appreciable and hence the increase inCJMach
number. Heat release is appreciable as the stoichiometric condition is approached.
This in turn increases the CJ pressure and temperature as shown in Figs. 9 and 10.
The pressure value becomes almost constant in the fuel excess regime considered
in this work. But, the CJ temperature decreases after attaining maximum at stoi-
chiometry. This is due to the increase of the specific heat at constant pressure as the
equivalence ratio increases. This increase in specific heat absorbs the heat release
due to combustion and reduces the CJ temperature.

5 Axial Flow Model of Rotating Detonation Wave Engine

Schematic representation of the flow structure [1] of the axial flowmodel [6] is shown
in Fig. 11. Fresh mixture is injected normal to the X-axis. The flow is considered
in two reference frames, viz. fixed frame, FF and moving frame, MF attached to a
detonation front. The flow velocities in MF are marked with an asterisk (*). In MF,
the flow is considered to be in steady state. The “m” section refers to the mixture
state just in front of the detonation wave. The “d” state is the flow state in the CJ
plane.

In FF, the flowconditions in the “m” section are determined from the total injection
conditions and mixture Mach number. un, m = 0; uτ , m = um. Static state is same in
FF and MF. The following expression for total enthalpy is used in MF state:

h∗
t = h + 0.5

(
u∗2
n + u∗2

τ

)
(5)

Chamber velocity is supposed to be axial in FF and must satisfy continuity equa-
tion. The expansion process is assumed to be isentropic between “d” state and “c”
state (exit).

h∗
tc = hc + 0.5

(
u∗2
c + u∗2

cJ

)
(6)

Fig. 11 Flow structure
postulated by Davidenko
et al. for the axial flow model
of RDE
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Invoking the energy conservation principle in the sections “m”, “d” and “c”, we
can write as follows:

h∗
m + u2CJ/2 = h∗

d + C2
d/2 = hc + u2c/2 + u2CJ/2 (7)

Equating the stagnation enthalpies at “m” and “c” states, we get

h∗
m = hc + u2c/2 (8)

Here, hm = q0 + cp3 t3 + V 3
2/2 = enthalpy of the products and is equal to hc +

uc2 /2, where q0 is the heat released due to combustion per unit mass (Variation of
this quantity with equivalence ratio is shown in Fig. 7). From this expression, we can
get the axial velocity.

6 Propulsion Parameters Under Axial Flow Model
(Without Nozzle)

The control volume for the axial model is shown in Fig. 12. The combustion chamber
is capable of producing thrust and related specific impulse due to flow expansion at
the exit of the combustor. For an assumed static pressure at the exit of the combustion
chamber, pc, the static temperature can be evaluated assuming isentropic flow, i.e.

T = TCJ(pc/pCJ)
(γ−1)/γ (9)

Axial velocity at the exit of combustion chamber is uc and calculated by the
expression as given below:

hm = cpcT + u2c/2 (10)

Fig. 12 Control volume for
axial flow model postulated
by Shepherd and Kasahara
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ExitMach number is equal to the ratio of axial velocity to sonic velocity. Bycovskii
et al. (2006) mentioned that the flow Mach number at the exit of the combustor is
unity. Other researchers mentioned that the Mach number varies from 1 to 1.3. In
the present study, the static pressure at the exit is varied in such a way that the Mach
number comes close to unity, but still in supersonic regime.

Figure 13 shows the variation of total pressure ratio (chamber exit to mixture
ahead of the detonation wave) as a function of equivalence ratio. It shows that the
detonation produces strong additional total pressure in the event of flow expansion
from downstream of detonation wave to the RDE combustor exit. This total pressure
gain is the specialty of the detonationwave engine which is responsible for delivering
high performance. The increase in total pressure is about three times more than the
total pressure of the mixture supplied to the engine for detonation.

Figure 14 shows the static enthalpy of the products at the exit of the combustion
chamber, hc, as a function of static pressure at the exit of the combustion chamber

Fig. 13 Variation of total
pressure ratio

2.8

2.85

2.9

2.95

3

3.05

3.1

3.15

3.2

0.6 0.8 1 1.2 1.4

To
ta

l P
re

ss
ur

e 
ra

tio

Equivalence Ratio

Fig. 14 Variation of static
enthalpy of products

2

2.2

2.4

2.6

2.8

3

3.2

3.4

3.6

3.8

4

0.5 1.5 2.5 3.5 4.5

St
at

ic
 E

nt
ha

lp
y 

of
 P

ro
du

ct
s 

(M
J/

kg
)

Static Pressure at Combustor Exit (bar)

φ = 0.7
φ = 0.8
φ = 0.9
φ = 1
φ = 1.1
φ = 1.2
φ = 1.3



442 V. Ramanujachari et al.

for various equivalence ratios. The static pressure is increased in small increments
from the atmospheric pressure of 1 bar to get the condition of Mach number at the
exit very close to unity and still the supersonic value in the range of 1.01 to 1.02.

Once the near unity Mach number is reached, the computations are stopped.
Hence, the curves are terminating on the right-hand side at different static pressures.
Greater than that pressure will produce subsonic speeds, which are practically not
feasible and the supersonic flowwould be expanded by a nozzle to produce propulsive
performance. In addition, the velocity at the exit of the combustor would become an
imaginary quantity when the static enthalpy of products exceed the total enthalpy
of reactants. As the equivalence ratio increases from fuel lean to rich, the enthalpy
of the products increases due to increase in static temperature as a result of increase
in static pressure. This becomes an important input to the design of plug nozzle for
further expansion of the flow.

F = ṁ3uc + (pc − pa)Aannular − ṁ2V2 − (p2 − pa)A2 (11)

Specific thrust(N/kg/s) = Thrust/Total mass flow rate (12)

Specific impulse(s) = Thrust/(Fuel flow rate ∗ g) (13)

Figure 15 shows the variation of specific thrust as a function of equivalence
ratio. The specific thrust increases with increase in equivalence ratio. Though there
is a variation, it is nominal as the value of variation is from 1400 to 1600 Ns/kg
over the variation of equivalence ratios from 0.7 to 1.3. It is mainly due to the
nominal variation in the combustion chamber exit velocity from 860 to 980 m/s
and the total flow rate from 3.93 to 4 kg/s. The heat release during the process of
detonation heats up the products to increase the sensible enthalpy of the products.
This energy at the combustor exit is converted to jet thrust and the pressure thrust

Fig. 15 Variation of specific
thrust at combustor exit
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Fig. 16 Variation of specific
impulse at combustor exit
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as shown in Eq. (11). The heat release, product temperature and flow velocity are
levelling off for fuel-rich conditionswhen the equivalence ratio is about 1.2. Figure 16
shows the variation of specific impulse with equivalence ratio. Though the specific
thrust increases with increase in equivalence ratio, the specific impulse continuously
decreases with increase in equivalence ratio. This is due to the variation of fuel flow
rate corresponding to the variation of equivalence ratio. In this study, the airflow
rate is kept constant and only the fuel flow rate is varied to change the equivalence
ratio. It gives the indication that the effect of increase in fuel flow rate is appreciable
compared to the increase in thrust. This is useful for further expanding the flow to
obtain a large amount of thrust and related improvement in specific impulse using a
plug nozzle.

7 Design of Plug Nozzle for RDE

Plug or spike nozzles are popular in RDE to improve the performance of the propul-
sion system. In the present case, a plug nozzle is designed using a very simplemethod-
ology based on Prandtl–Meyer expansion waves. As the combustor of the RDE is
already designed and fabricated for the hydrogen–air system at stoichiometry, the
nozzle design has been carried out at this condition. Analysis under different condi-
tions of fuel-based equivalence ratios has been carried out for this known contour
of the plug nozzle. The design methodology documented in Lee and Thompson is
followed for the design with certain modifications. The design of the nozzle contour
is carried out as follows:

As the engine with annular combustor is already available, the nozzle area ratio
is known a priori. Based on the gas dynamic relationship, the Mach number at the
nozzle exit is calculated by solving the equation given below:
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ε = A

A∗ = 1

M

[(
2

γ + 1

)(
1 + γ − 1

2
M2

)] γ+1
2(γ−1)

(14)

where ε is the expansion ratio. The above equation is solved in an iterative way using
Newton–Raphson method. Using Prandtl–Meyer relation, a total flow-turning angle
can be calculated using the following equation:

νe =
(

γ + 1

γ − 1

) 1
2

tan−1

[
γ − 1

γ + 1

(
M2

e − 1
)] 1

2

− tan−1(M2
e − 1

) 1
2 (15)

The optimum thrust coefficient, CF, opt can be calculated as:

CF,opt = γ Me

(
2

γ + 1

) γ+1
2(γ−1)

(
1 + γ − 1

2
M2

e

) −1
2

(16)

The following procedure of calculation is for determining the external plug
contour. The Mach number on the plug surface is increased from Mx = Mcc, exit

at the incident expansion wave to Mx = Me at the tip by regular increments, M in.
Here, Mcc, exit is very close to unity based on the work of [5].

Min = Me − Mcc, exit

N
(17)

Mx = 1 + xMin (18)

The area of the revolved expansion wave is given below:

Ax = π(Re − Rx )
[
x2x + (Re − Rx )

2
] 1

2 (19)

From the geometry in Fig. 17

Fig. 17 Schematic of the interaction of Prandtl–Meyer wave with streamline and plug nozzle
surface
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tan�x = Re − Rx

xx
(20)

Solving Eqs. (19) and (20),

Ax = π
(
R2
e − R2

x

)
sin�x

(21)

The mass flow rate through the revolved expansion wave is:

ṁx = ρx AxVx sinμx (22)

The mass flow rate through the throat is:

ṁt = ρt At Vt (23)

The mass flow rate through these two sections should be equal; therefore, Ax can
be determined as follows:

Ax =
(

ρt

ρe

)
At(

ρx

ρe

)(
Vx
Vt

)
sinμx

(24)

Equations (21) and (24) are solved for Rx:

Rx

Re
=

⎧⎪⎪⎨
⎪⎪⎩
1 −

[(
2

γ+1

)(
1 + γ−1

2 M2
x

)] γ+1
2(γ−1)

sin(μx )

ε

⎫⎪⎪⎬
⎪⎪⎭

1
2

(25)

Once Rx is determined, xx can be calculated using Eq. (20).
The pressure ratio at point “x” can be calculated using the following relationship:

Px
Pe

=
(
1 + γ − 1

2
M2

x

) −γ

(γ−1)

(26)

The cumulative thrust is made up of the momentum flux and the pressure thrust
at the throat surface plus the pressure integral down the plug to the point in question.

Fx = ṁt Vt + (Pt − Pa)At +
∫

(Px − Pa)dA (27)

Isp = Fx/(mass flow rate of fuel ∗ g) (28)
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Fig. 18 Plug nozzle contour
plot
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Based on the annular combustor geometry, the exit flow conditions and hydrogen–
air stoichiometric conditions, plug nozzle has been designed by the procedure
explained above. The contour above the symmetry axis is shown in Fig. 18. The
same contour has been utilized in the computation of propulsion parameters, viz.
thrust and specific impulse, at the conditions over the equivalence ratios 0.7–1.3.

Figure 19 shows the variation of axial thrust under different equivalence ratios on
either side of the stoichiometry. The axial thrust increases with increase in equiva-
lence ratio. Though the air mass flow rate is kept constant for all the conditions, the
fuel flow rate increases with increase in equivalence ratio, thus making the total flow
rate to increase. At a given equivalence ratio, there is appreciable increase in the value
of thrust and specific impulse due to the pressure integral term (third term in Eq. 27)
being predominant for about one length of the external radius (124 mm length of
the nozzle). For the subsequent length of 198 mm (total length of the plug nozzle is
322 mm) the values are almost constant, indicating that the change in pressure inte-
gral term is negligible. This is attributed to the process of expansion in a diverging
area with a constant total mass flow rate for a given equivalence ratio. Though it is
nominal, variation of equivalence ratio varies with the total flow rate of the products

Fig. 19 Variation of thrust
across plug nozzle
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Fig. 20 Variation of specific
impulse across plug nozzle
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of combustion. In the range of equivalence ratios considered, the increment in thrust
with and without nozzle is about 17–20%.

Figure 20 shows the variation of specific impulse with equivalence ratio. Specific
impulse decreases with increase in fuel-based equivalence ratio. The decrease of
specific impulse is due to the increase in fuel flow rate, in the event of increase
in thrust. However, the increase in thrust is not appreciable as the fuel-rich regime
commences. The fuel-based specific impulse resulted from the present analysis for
our configuration usingH2–air is 7129 s, an increment of 1277 s (about 18% increase)
due to the addition of plug nozzle for the stoichiometric composition at a nozzle entry
stagnation pressure of 6.9 bar. The fuel-based specific impulse based on the “axial
flow model” [6] for the stoichiometric hydrogen–air mixture at the combustor exit
static pressure of 1 bar without plug nozzle is 5383 s.

For the present combustor at the same condition, it is 5474 s which appears to
be close while modelling the complex processes using simplified model equations.
Figure 21 shows the increment in the value of specific impulse as a function of
equivalence ratio. RDE is capable of producing thrust without the nozzle based on

Fig. 21 Variation of
increment in specific impulse
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the average force exerted on the porous injector surface or the momentum differ-
ence between the flow of products at the exit and the mixture entering the annular
combustor as shown in Eq. (11). If higher performance is needed, further expan-
sion of the products of combustion is possible by incorporating a nozzle, such as
plug nozzle. The additional energy conversion process gives rise to additional thrust
and the corresponding specific impulse, which is a figure of merit of the propul-
sion system. The incremental specific impulse varies from 1800 to 1100 s, which is
substantial for the actual performance for a high-speed propulsion system.

8 Conclusions

The conclusions based on this study are given below:

1. The axial flow modelling of RDE along with the plug nozzle has been useful
in obtaining the stagnation conditions to be set at the hydrogen and air plenum
chambers for the equivalence ratios in the range of 0.7–1.3 to conduct the static
tests.

2. The conditions ahead of the detonation wave are obtained through a simple
mixing analysis of fuel and oxidiser as they enter the combustor perpendicular
to each other.

3. The thrust and specific impulse are computed based on “axial flow model”
of [6] and the flow structure of [1]. This model could yield the performance
parameters, which are likely to emerge from the experiments proposed to be
conducted at NCCRD, IIT Madras.

4. The fuel-based specific impulse based on the “axial flow model” [6] for the
stoichiometric hydrogen–air mixture at the combustor exit static pressure of
1 bar without plug nozzle is 5383 s. For the present combustor at the same
condition, it is 5474 s which appears to be close while modelling the complex
processes using simplified model equations.

5. Computation of thrust with and without the plug nozzle indicated that the
increase in thrust with nozzle is in the range of 17–20% for the range of
equivalence ratios considered in this study.

6. The increase in fuel-based specific impulse resulted from the present analysis
for our configuration using H2–air is 18% due to the presence of plug nozzle
for the stoichiometric composition at the nozzle entry stagnation pressure of
6.9 bar. This has clearly indicated the additional expansion process using plug
nozzle. The plug nozzle design shall be incorporated in the existing test article
to obtain additional propulsive performance of the RDE.

7. After obtaining the experimental data, the shortcomings and strength of these
simple models can be assessed and corrective action can be taken using high
fidelity models.
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Feasibility Study of Hybrid Propulsion
for Light Aircraft
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M. E. Mohana Sundaram, Umesh Kumar Sinha, and S. Santhosh Kumar

Abstract Electric propulsion is rapidly entering the aviation sector. Themain drivers
are lower carbon footprint and lower noise emission. The present work examines the
feasibility of hybrid propulsion for two-seater light aircraft, such as the Hansa 3
aircraft of CSIR-NAL. Both parallel and series arrangements of electric motors and
internal combustion engines are considered. A general-purpose code is developed to
determine the aircraft performance for different flight profiles and specific combina-
tion of power plant units. The state-of- the-art rotary (Wankel) engines are considered.
Electrical hardware includes state-of-the-art motors and currently available lithium-
ion batteries. A comparison is made between specific case of all-electric propulsion
with various hybrid-electric propulsion system (HEPS). It is found that significant
improvement in the performance of hybrid combinations with respect to all-electric
case is observed. The work suggests that it is now an opportune time to enter the
electric propulsion through the hybrid route.

Nomenclature

J Advance ratio
V Aircraft speed (m/s)
D Propeller diameter (m)
CP Propeller power coefficient
P Brake horse power from power plant (kW)
CD Drag coefficient
CL Lift coefficient
CDO, K Drag polar constants
ρ Ambient density (kg/m3)
ns Propeller speed (rps)

G. Muthuselvan (B) · B. R. Pai · M. Janaki Rami Reddy · S. S. Kulkarni ·
M. E. Mohana Sundaram · U. K. Sinha · S. Santhosh Kumar
Propulsion Division, CSIR-NAL, Bangalore, Karnataka, India
e-mail: mechmuthu1@nal.res.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
G. Sivaramakrishna et al. (eds.), Proceedings of the National Aerospace Propulsion
Conference, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-19-2378-4_26

451

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2378-4_26&domain=pdf
mailto:mechmuthu1@nal.res.in
https://doi.org/10.1007/978-981-19-2378-4_26


452 G. Muthuselvan et al.

Ø Electrification factor (ratio of power from electrical system to total power
from HEPS)

TR Thrust required (N)
PT Thrust power (kW)
mf Fuel flow rate (kg/h)
m Mass of the aircraft (kg)
g Acceleration due to gravity (m/s2)
BSFC Brake specific fuel consumption (g/kWh)
HEPS Hybrid electric propulsion system

1 Introduction

With growing awareness of the need to reduce carbon footprint and pollution, and the
trend toward use of renewable energy, electric propulsion has firmly entered ground
transportation segment and is now also seriously entering the aviation sector. Rapid
development in battery technology has been a major factor, but the energy density
of batteries is still much lower than that of liquid fuels.

Also, lightweight high capacity electric motors have been developed. Though
fully electric planes are entering the market in the microlight and sports aviation
categories, an active field of research and development is for larger planes in the
light aircraft and general aviation class. Here, the concept of hybrid propulsion is
gaining grounds, with the prospect of better range and payloads.

Initial efforts are in the small aircraft segment andwill gradually progress to larger
aircraft. Rapid advancement in battery technology is permitting flight of microlight
aircraft under 450 kg all up weight (AUW) while R&D efforts are ongoing for larger
aircraft. An all-electric aircraft in the microlight and light sports aircraft (LSA)
category (under 600 kg AUW) has recently come in the market, namely the Pipistrel
Alpha Electro (2017). It has fairly good endurance of about 1 h and a cruise speed of
140 kmph. Larger aircraft (under 750 kg) and general aviation (GA) are being pursued
in hybrid-electric configuration. Hybrid-electric propulsion was first demonstrated
in 2011 by the Diamond Aircraft Co in their DA-36 Super Dimona, in collaboration
with SiemensAG. The aircraft had a 70 kWelectricmotor and a 30 kWWankel rotary
engine in a series configuration. Since then a number of companies and institutions
have joined the fray to develop hybrid powered aircraft. These include Siemens,
Rolls Royce, GE, Safran, Airbus, VoltAero, NASA, and DLR.

With the Indian scenario in mind, the present investigation has been taken up to
consider the feasibility of taking up R&D projects in this fast-developing field. The
CSIR-NALhas developed a two-seater all-composite aircraft, theHansa 3 for training
and general use and is certified under the JAR-VLA category (under 750 kg AUW).
An improved version, the Hansa NG is under development. CSIR-NAL has also
developed Wankel rotary engines in the range of 30–65 hp, for UAV applications. In
a collaborative project with DRDO, a 55 hp indigenous engine has been successfully
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Fig. 1 CSIR-NAL Hansa
aircraft

flown in a 350 kg class UAV. In this paper, the feasibility of developing a hybrid-
electric power plant for a two-seater aircraft in the Hansa 3 class is considered
(shown in Fig. 1), based on available electric components (i.e., batteries, motors, and
accessories) and internal combustion engines. A procedure for rapidly evaluating the
performance of a given combination of components is developed and used to arrive
at a tentative scenario for further work in this field.

A basic feature of all-electric and hybrid propulsion plants which needs to be
emphasized is their relativeweight.A convenientway to grasp this is by evaluating the
weight of a typical power plant to produce aunit thrust, say 1kg force, fromapropeller
driving an aircraft at a typical speed of say 150 kmph. Figure 2 shows the comparison,
based on typical values of governing parameters, namelymotorweight and efficiency,
battery weight (for typical Lithium-ion battery for aeronautical application), internal
combustion engineweight and efficiency, propeller and transmission efficiency. It can
be seen that electric plant will be about 5.5 times theweight of a pure IC engine-petrol
combination. Moreover, a hybrid plant can be designed to get values in between and
the electrification ratio (Ø), namely the ratio of power from the electric-to total power
of HEPS can be varied during various phases of flight to optimize the performance

Fig. 2 Relative weight of
pure electric and I.C. engine
system to provide thrust of
1 kg force at a velocity of
150 kmph
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for a given application. This feature enables a unique and new feature for hybrid
aircraft: its performance can be tailored for various application by simply varying
the ratio of the battery and fuel carried for a particular sortie. For example, if the
aircraft is to be mainly used for short training flights, it can carry more battery power
and less fuel, thereby reducing the direct cost of operation (DOC) and pollution. For
longer flights, it could carry a smaller battery pack and more fuel. These options are
further discussed in the paper.

A good introduction to analysis of hybrid aircraft has been provided by Friedrich
et. al [1]. The paper indicates that all-electrical propulsion is suited for slow flying
and lightweight aircraft operating close to their (L/D)max operating point. For hybrid
aircraft, the ratio of maximum to minimum power requirement should be large.
Junghsen et al. [2] discussed the power control strategies for the UAV propulsion
system. Authors considered four different hybrid propulsion systems for small aerial
vehicles applications. In the present study, four different power plant configurations
are considered.

All-electric case is considered as reference case. Both in-house developedWankel
engine and engine of Wankel Supertec, Germany are considered in the present
feasibility study. The range and endurance of aircraft is presented in the paper.

2 Description of Code

A general-purpose code is prepared to calculate the thrust power required at different
stages of flight (takeoff, climb, cruise. and descent). The block diagram shown in
Fig. 3 highlights the different stages of the calculations carried out in the code. The
following parameters are specified as input conditions in the code.

1. Cruise altitude.
2. Ambient density.
3. Aircraft speed at climb, cruise, and descent.
4. Descent angle.
5. Variation of power available for climb with respect to altitude.
6. Aircraft geometric and weight details.
7. Drag polar and reference area
8. Electrification factor

The following equations are used to calculate the non-dimensional parameters of
the propeller at different stages of flight.

Advance ratio, J = V/(ns D)

Propeller power coefficient, CP = P /
(
ρ n3s D

5
)
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Fig. 3 Block diagram of different stages of the calculations carried out in the code

Using the characteristics plot of the propeller in terms of advance ratio and
propeller power coefficient the propeller efficiency is calculated at different stages of
the flight. The following equations are used to calculate the thrust power at different
stages of the flight.

Drag coefficient, CD = CDO + K C2
L

Lift coefficient, CL = m g /
(
0.5 ∗ ρ V 2S

)

Thrust required, TR = 0.5ρ V 2S CD

Thrust power, PT = TR ∗ V

The thrust power required at different stages of flight viz., takeoff, climb, cruise,
and descent are calculated using the solutions of above mentioned three equations.
The Brake specific fuel consumption (BSFC) is defined by following formula.

BSFC = m f / PBHP

Using the measured values of BSFC of each engine the fuel flow consumption
is calculated at each stage of the flight (takeoff, climb, cruise, and descent). Using
aircraft speed at different stages of flight the total range and endurance is calculated.
The electrification factor is defined as follows.
Ø = Power from electrical unit / Total power supplied from hybrid power plant unit.
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Fig. 4 Schematic layout of parallel configuration of HEPS

Fig. 5 Input conditions used
in the HEPS code

The electrification factor is used in the code to quantify the distribution in energy
between electric and mechanical power plant. At each stage of the flight, the electri-
fication factor is appropriately varied to maximize the overall range of aircraft. The
schematic layout of parallel configuration is shown in Fig. 4. The input conditions
used in the code at different stages of flight mission is represented in Fig. 5.

3 Description of Battery Pack and Motor Details

The takeoff power requirement for the aircraft considered in the present study is
around 75 kW. So the maximum power requirement for all-electric (AE1) case is
fixed around 75 kW at propeller rpm of around 2200 rpm. To meet the requirement, a
through survey was made and identified motors from M/s Rotex electric motor with
power of 80kW.Motor controller selected isBLDCmotor controller fromM/sMGM-
Compro, Czechia operating with 400 V DC Bus. In the case of hybrid power plant
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Table 1 Battery specifications

Sl
No

Case id Battery details

Energy density
(kWh
/kg)

Battery weight
(kg)

Battery energy
kWh

Max continuous C
rate

I AE 1 0.182 132 20 5

II HbP1 0.169 67 9 5

III HbP2 0.169 67 9 5

IV HbP3 0.248 47 10 2

case, power from the engine is also used during takeoff and climb. So, the maximum
power requirement for hybrid (Hb) case is fixed around 60 kW at propeller rpm
around 2200 rpm. Similarly, REX90 BLDC motor is identified for hybrid-electric
configuration (HbP1 and HbP2). Battery pack design depends on the number of
cells/DC bus system voltage, current demand, and most critical was permissible
weight availability to meet 1:1 fitment in existing aircraft configuration. Motor and
controller selection decided the battery pack voltage and depending on electrification
factor the suitable battery cells of lithium-ion batteries were identified from M/s
Kokam Batteries. Dry cell weight fraction of 90% was considered tentatively for the
design of battery pack for integration of battery cells, assembly, interconnection and
battery management sensors integration and cooling requirements. Specifications of
battery considered in the present study is shown in Table 1.

4 I.C. Engines for Hybrid Power Plant

High power-to-weight ratio and good fuel efficiency are the main factors in selecting
I.C. engines for the hybrid configuration. Wankel Rotary Combustion Engine
(WRCE) has gained considerable interest as viable power plants for small aircraft
and unmanned aerial vehicles (UAVs) due to its inherent advantages. Only rotary
Wankel engines are short listed for the present feasibility study. Four-stroke recipro-
cating engines were initially considered but are too bulky and heavy and two-stroke
engines are not fuel efficient to meet the requirements. CSIR-NAL has established
considerable expertise in analysis, materials, manufacture, and operation of Wankel
engines over the past two decades. CSIR-NAL has developed a 55 hp engine jointly
with DRDO for a tactical UAV applications. These engines have completed airwor-
thiness qualification trials, andwere successfully flight-tested. Further, a 65 hp engine
was developed for a newUAVprogram. These are single rotor, liquid cooled engines.
Both 55 and 65 hp Wankel engines are considered for the present study. It has been
found that the 65 hp engine is a potential power plant for hybrid application to
provide enough thrust during cruise (160 kmph) at cruise altitude of 6000 ft. The
brief specifications of this engine are given in Table 2.
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Table 2 Details of NAL 65
hp Wankel engine

Engine type Wankel Rotary Combustion
Engine

Thermodynamic cycle Otto cycle

Maximum power (hp/kW) 65/48.5 at 8000 rpm @ sea level
(without exhaust muffler)

Cylinder capacity (cc) 397

Number of rotors 1

Operating temperature −40 °C to + 55 °C

Fuel supply system Diaphragm type carburetor

Fuel 100 LL/93 Octane gasoline

Specific fuel consumption
(g/kWh)

335–365

Engine lubrication system Total loss lubrication

Engine aspiration Naturally aspirated

Engine cooling Liquid cooled

Ignition system Capacitive discharge ignition

Propeller speed (rpm) 4000 @ maximum engine speed

Engine dry weight (kg) 30

The Wankel Supertec of Germany is producing Wankel engines with advanced
features such as high pressure fuel injection, closed loop oil circulation and turbo-
charging. Versions are available for stationary and mobile applications (up to
6000 rpm) and higher performance ones (up to 8000 rpm) are under development.
The fuel efficiency and performance at higher altitudes is excellent. A major feature
is that the engine can operate on ATF or diesel. This will be a useful factor for aircraft
operating inmost airports and also economically beneficial. Version with single rotor
(351d) and dual rotor (352d) are available and have been considered in the present
study. The brief specifications of this engine are given in Table 3.

5 Results and Discussion

Five cases of power plants are discussed in this section. The weight of each power
plant is estimated such that the all up weight of the aircraft is within 750 kg for a
cockpit payload of 140 kg. The weight of the fuel and battery is taken to be such as
to match the permissible all up weight. The first case is that of an all-electrical power
plant (Case AE1). The second case is that of a hybrid system (HbP1) comprising the
NAL 65 hp Wankel Engine and a 60 kW electric motor in a parallel combination.
The third case is that of a hybrid system (HbP2) comprising the Wankel SuperTec
351d and a 60 kW electric motor in a parallel combination. The fourth case is that of
a hybrid system (HbP3) comprising theWankel SuperTec 352dWankel engine and a
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Table 3 Details of Wankel
Supertec diesel engines

Engine type KKM351d KKM352d

Engine displacement
(cc)

350 350 × 2

Number of rotors 1 2

Max power (kW/Nm) 46/55 @
8000 rpm

92/110 @
8000 rpm

Charging Turbo and
Intercooler

Turbo and
Intercooler

Fuel Injection HP- Injection HP-Injection

Weight (kg) 30 45

Engine performance at
6000 rpm (kW/Nm)

32/50 64/101

Power-to-weight ratio
(kW/kg)

1.18 1.56

Fuel ATF/Diesel ATF/Diesel

Spec. fuel Cons (g/kWh) 290 285

60 kW electric motor in a parallel configuration. Further, details of these systems are
given in Table 4. A CAD diagram of the hybrid plant for case 2 and case 4 are shown
in Fig. 6a and 6b, respectively. The power plants are located within the nacelle space
of the Hansa NG. The fifth case is series combination of mechanical and electric
power plants and is discussed in Sect. 7 below.

6 Parallel Configuration

Configurations of power plant are considered in the present study and are detailed in
Table 4. All-electric power plant comprising electric motor, battery, and controller is
considered as the reference case (case AE 1). The electrical motor with themaximum
power of 80 kW is usedwithmotor efficiency of 94%. Since, the total energy available
for the overall flight profile is limited, the climbing altitude is restricted to 4000 ft
only. The climb powermaintained for all-electric case is similarwith respect toHansa
NG aircraft. The aircraft speed of 130 and 160 kmph is maintained for climb and
cruise condition of flight, respectively. The total range and endurance of all-electric
case are calculated as 80 km and 0.58 h, respectively, as shown in Table 4.

In the first case of hybrid power plant configuration (HbP1), NAL 65 hp Wankel
engine with electrical power plant constituted by 60 kW motor and battery with
weight of 67 kg is considered. The total useful battery energy of 9 kWh with energy
density of 0.169 kWh/kg is taken in the HbP1 configuration. Since, cruise power of
NAL 65 hp Wankel engine is around 32 kW, the climbing altitude is restricted to
6000 ft. The cruise speed is set as 160 kmph. The thrust power required to overcome
the drag force at 6000 ft altitude with aircraft speed of 160 kmph is 35.34 kW.



460 G. Muthuselvan et al.

Ta
bl
e
4

D
et
ai
ls
of

hy
br
id

po
w
er

pl
an
ta
nd

m
ai
n
re
su
lts

Sl
.

N
o

C
as
e

id
B
at
te
ry

en
er
gy

de
ns
ity

(k
W
h/
kg
)

M
ot
or

po
w
er

(k
W
)

N
am

e
of en
gi
ne

M
ax
im

um
po
w
er

fr
om

en
gi
ne

(k
W
)

C
ru
is
e

al
tit
ud

e
(f
t)

C
ru
is
e

sp
ee
d
(K

m
ph
)

E
le
ct
ri
fic

at
io
n

fa
ct
or

du
ri
ng

ta
ke
of
f/
cl
im

b

E
le
ct
ri
fic

at
io
n

fa
ct
or

du
ri
ng

cr
ui
se

R
an
ge

(k
m
)

E
nd
ur
an
ce

(h
r)

I
A
E
1

0.
18
2

80
–

–
40
00

16
0

1/
1

1
80

0.
58

II
H
bP

1
0.
16
9

60
N
A
L

65
hp

48
.5

60
00

16
0

0.
35
/0
.3
4

0.
12

24
7

1.
65

II
I

H
bP

2
0.
16
9

60
K
K
M

35
1

40
60
00

16
0

0.
47
/0
.4
3

0.
15

17
9

1.
16

IV
H
bP

3
0.
24
8

60
K
K
M

35
2

75
80
00

16
0

0.
1/
0.
1

0.
1

44
7

2.
93



Feasibility Study of Hybrid Propulsion for Light Aircraft 461

Fig. 6 CAD diagram of hybrid power plant assembled in the engine cowl of Hansa NG aircraft

This power requirement is attained using the electrification factor (Øcr) of 0.12. So,
during the complete cruise operation 4.24 kW power is drawn from the electrical unit
and balance power of 31.10 kW is produced from the NAL 65 hp Wankel engine.
During the climbing stage of the flight constant climb power is maintained. The
corresponding electrification factor (Øclimb) is 0.34. The total range and endurance of
the HbP1 configuration are calculated as 247 km and 1.65 h, respectively. Compare
to all-electric case the range and endurance significantly improved for the HbP1
configuration.

In the second case of hybrid power plant configuration (HbP2), KKM351Wankel
enginewith same electrical power plant used in theHbP1 configuration is considered.
The KKM 351d engine is operated with ATF fuel. Since, cruise power of KKM 351
Wankel engine is around 30 kW, the climbing altitude is again restricted to 6000 ft in
HbP2 case also. The cruise speed is set as 160 kmph. Since the cruise power of KKM
351 is less than the NAL 65 hp Wankel engine, higher electrification factor (Øcr) of
0.15 is maintained during the cruise stage. During the complete cruise operation
5.30 kW power is drawn from the electrical unit and balance power of 30 kW is
produced from theKKM351dWankel engine. During the climbing stage of the flight
constant climb power is maintained. The corresponding electrification factor (Øclimb)
is 0.43. The total range and endurance of the HbP2 configuration are calculated as
179 km and 1.16 h respectively. Since, more power is drawn from the electrical unit,
the range and endurance of HbP2 are less than the HbP1 case.

In the third case of hybrid power plant configuration (HbP3), KKM 352d Wankel
engine with electrical power plant comprising 60 kWmotor and battery with weight
of 47 kg is considered. The total useful battery energy of 10 kWhwith energy density
of 0.248 kWh/kg is taken in the HbP3 configuration. Since, cruise power of KKM
352d Wankel engine is around 58 kW, the climbing altitude is maintained to 8000.
The cruise speed is set as 160 kmph. Since the engine power of KKM 352d is
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marginally less than climb power of Hansa NG aircraft, the electrification factor of
0.1 is maintained so as to achieve total power of climb same as that as the Hansa
NG at climb stage of flight. The cruise stage of flight using HbP3 is divided into two
stages. In the first stage hybrid mode is operated with the electrification factor of
0.1. In the second stage of cruise, only IC engine power is used. The cruise power
required at 8000 ft with cruise speed of 160 kmph is 35 kW. So, two stage of cruise
is proposed for the HbP3 configuration. The total range and endurance of the HbP3
configuration are calculated as 447 km and 2.93 h, respectively.

Major benefit of hybridization is that the fuel consumption can be significantly
reduced. In fact, fuel consumption can be optimized for each planned journey. A
rough idea of this factor is indicated in Table 5, which compares the cost of fuel per
seat-km for various configurations. The cost per unit of electricity or liter of fuel is
indicated for each case. For all-electric case, the cost is about Rs 0.8 per seat-km
and for the Wankel Supertec cases, it is closer to Rs 2.0 per seat-km. In addition
to that, fuel consumed per seat-km and amount of CO2 produced per seat-km is
also mentioned in Table 5. It is of interest to note that the corresponding figures for
Hansa3 with Rotax 914F3 engine are about 57.8 mL per seat-km, and CO2 emission
of 136 g per seat-km and fuel cost of Rs 6.65 per seat-km.

7 Series Configuration

In the series hybrid configuration, a generator is mechanically coupled to an IC
Engine and the electrical output from the generator is coupled to the main electric
motor driving the propeller under a suitable controller system.We need to distinguish
two variants of this arrangement. In the first arrangement, there is provision for
charging of the battery by the generator during certain phases of the flight. In the
second arrangement, there is no provision for charging of the battery in flight. We are
in the process of evaluating these arrangements, but the tentative position appears
to be as follows: In the first arrangement, additional equipment required in addition
to the generator is a rectifier and voltage converter and a complex control system.
Moreover, the IC engine needs to supply power required for cruise and additionally
to charge the battery. Our initial assessment is that the weight and bulk of such a
system cannot be accommodated in the weight budget and space available in the
present aircraft configuration. This arrangement, therefore, does not appear feasible.

In the second arrangement, where there is no battery charging, the position is as
follows: In this arrangement, the main drive motor would be an 80 kW motor as for
the all-electric case AE1. In addition, we need to accommodate a Wankel engine
and a generator. This immediately rules out the two cases with the Wankel Supertec
engines, 351d and 352 d, which are too large and heavy to be accommodated along
with the 80 kWmotor. This leaves the optionwith theNAL65 hpWankel engine. This
could be accommodated along with a 30 kW generator. This power is not sufficient
to provide for the cruise condition. So the total weight budget is also exceeded. So
we come to the conclusion that a series configuration is not feasible for the selected
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application using readily available components. This conclusion can be revisited
when lighter components become available.

8 Conclusions

The work suggests that it is now an opportune time to enter the electric propulsion
sector through the hybrid propulsion route. It is found that the better power-to-
weight ratio for rotary Wankel engines makes them a preferred choice. Areas are
identified where improvements are needed to achieve competitive power plants for
aviation. Moreover, the degree of electrification can be tailored to suit the intended
application of the aircraft. The performance of hybrid aircraft can come close to that
of comparable conventional aircraft in terms of rate of climb, propeller efficiency,
fuel consumption of comparable aircraft weight. Hybridization of the power plant
can significantly improve the range and endurance of all-electric aircraft. In the
cases presented, this improvement can be as much as 450%. The variation of the
electrification factor Ø during flight can be a powerful tool to improve the economy
of operations and also of course the emissions and pollution. The present analysis
provides preliminary inputs for the design of a flight and power plant computer,
which would be an essential element.
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Combustion Synthesis of Functional
Nanoparticles

Ajay V. Singh

Abstract Flame-synthesized carbon nanoparticles of varying sizes were produced
in premixed stretch-stabilized stagnation ethylene-oxygen-nitrogen flames under
various sooting conditions. The experimental setup consists of a burner with an
aerodynamically-shaped nozzle, a stagnation surface/sampling probe assembly, and
a scanning mobility particle sizer. The pseudo-one-dimensional formulation was
invoked to simplify the stagnation flow field. A modified version of the OPPDIF
code was used to compute the gas-phase species, temperature, and velocity profiles
using USCMech II as the reaction kinetics model, which consists of 111 species and
784 reactions. Thermophoretic velocities and particle residence times were calcu-
lated for eachflame configuration. Soot volume fractions and particle size distribution
functions were measured in a series of five atmospheric pressure ethylene-oxygen-
nitrogen flameswithmaximum temperatures ranging from 1969 to 2132K. TheUV–
Visible absorption spectral analysis was conducted in the 190–1400 nm range for the
flame-synthesized nanoparticles to evaluate the optical bandgap from their resulting
Tauc spectra. The results from the present study suggest a strong dependence of the
optical bandgap on particle size. It is shown that quantum confinement effects, which
arise due to the finite size of the particles, play an essential role in determining the
final absolute value of the optical bandgap. In the present study, flame-synthesized
carbon nanoparticles (CNPs) are found to exhibit quantum confinement behaviors.

Keywords Carbon quantum dots (CQDs) · Carbon nanoparticles (CNPs) ·
Flame-synthesis · Stagnation flames

1 Introduction

Flame-synthesized carbon quantum dots can bring about a transformative change
in the field of quantum dot solar cells (QDSC). Carbon quantum dots (CQDs)
have recently emerged as an exciting class of nanomaterials. They possess useful
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optoelectronic properties associated with their nanoscale structures and have the
potential to replace the toxic metal-based quantum dots completely as they share
traditional semiconductor-based properties. Flame-synthesized carbon nanoparti-
cles (CNPs) are biocompatible and possess strong luminescence and can be easily
dispersed in various solvents. Thus, flame-synthesized carbon quantum dots show
bright promise for their integration into photovoltaic and light-emitting devices. Their
fluorescent properties are attributed to the core and surface state emission. Carbon
quantum dots (CQDs) are the youngest member of the family of functional carbon
nanoparticles which have inspired extensive research because of their promising
applications in energy conversion devices (solar cells), storage devices (batteries),
photocatalysis, biosensors, drug delivery systems, transistors, and light-emitting-
diodes (LEDs). CQDs are specifically useful for applications in efficient photovoltaic
devices. This research area is of prime importance for sustainable, affordable, envi-
ronmentally friendly, and efficient renewable energy production. Carbon quantum
dots (CQDs) combine several favorable attributes of traditional semiconductor-based
QDs and do not incur the burden of intrinsic toxicity or elemental scarcity. Besides,
CQDs can be manufactured in different nano-architectures and surface properties
with highly scalable and accurate aerosol flame synthesis methods without the need
for stringent, intricate, tedious, costly, or inefficient wet chemistry preparation steps.

Currently, CQDs are obtained from different methods including, laser ablation,
candle or arc discharge soot, microwave pyrolysis, electro-oxidation of graphite, or
thermal oxidation of biomass. None of these methods results in large quantities of
CQDs that are uniform in size, internal nanostructure, and surface properties, which
causes relatively low-quantum yields and requires several surfacemodification steps.
This has also prevented fundamental studies on CQDs where their structure and
surface chemistry need to be related to their physical and chemical properties for
their applications in photovoltaic devices.

One of the main objectives of the present work is to generate flame-synthesized
CQDs with different energy bandgaps. Stretch-stabilized stagnation flames can be
used to produce carbon quantum dots with different sizes, internal nanostructure, and
surface characteristics. Existing quantum confinement theory can be used to demon-
strate the quantum dot behaviors of such flame-synthesized carbon nanoparticles
(CNPs). The energetics of these flame-synthesized carbon quantum dots (CQDs) or
carbon nanoparticles (CNPs) can be varied by controlling the particle size. Increased
band energies of flame-synthesized carbon quantum dots can thus be utilized to
promote, suppress, or rectify the electron transfer between two semiconductor nanos-
tructures. The family of the premixed stretch-stabilized stagnation flames is an ideal
candidate to obtain these carbon quantum dots. It is also feasible to use these
benchmarked flames for the direct deposition of the carbon quantum dots on a
substrate. However, synthesizing carbon nanoparticles with tunable opto-electronic
properties requires the knowledge and understanding of flame synthesis and soot
formation and oxidation mechanisms in flames.
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1.1 Optical Bandgap

The bandgap in a crystal is defined as the minimum energy gap between the valence
and conduction bands, which can either be direct or indirect depending on the type
of transitions involved. In an amorphous semiconductor where there is no true gap,
an arbitrary definition can be used for the optical bandgap. The optical band gap
is commonly determined from the UV-Visible absorption spectrum using the Tauc
model [1–4],

(αhυ)1/r = B
(
hυ − Eopt

g

)
(1)

where α is the unitless extinction coefficient or absorbance, h is the Planck constant,
υ is the light frequency, B is a constant independent of light frequency, and Eopt

g

is the optical bandgap. The optical bandgap can be estimated by plotting (αhυ)1/r

as a function of hυ and extrapolating the linear slope to zero absorption. Based on
the type of transitions involved in a system, the power index r takes on different
values for direct and indirect bandgap materials. It is shown that for indirect bandgap
semiconductors such as silicon and germanium, the power index r = 2 predicts the
absorption measurement quite well [1–4]. Davis and Mott [4] suggest r = 2 for
indirect bandgap and r = 1/2 for direct bandgap material.

1.2 Effect of Hybridization

Theoptical bandgap is an essential indicator of the nature offlame-synthesized carbon
nanoparticles. It serves as a useful parameter for both the physical and chemical
characterization of the final soot particles [5–18]. The electronic orbitals of carbon
atoms usually hybridize in three different forms, namely sp3, sp2, and sp. Based on
the type of hybridization involved, either σ or π bonding states can exist in carbon
structures [10]. Similarly, corresponding to each σ and π bonding state, a σ ∗ and π∗
antibonding state exists with the energy gap (π -π∗) being lower than (σ -σ ∗) [10].
In solid-state physics, the bandgap is defined as the energy difference between the
highest occupied energy level of the valence band and the lowest unoccupied energy
level of the conduction band. In soot particles, this energy gap mainly depends on
the different hybridizations of the carbon atom wave functions, sp2 or sp3, and the
size of the π -bonded clusters of sp2 carbon atoms [10, 19]. For carbon structures
containing sp2 sites, the filled π states form the valence band, and the empty π∗
states form the conduction band. According to Robertson [20], the optical bandgap
can be determined by the configuration of π states on the sp2 sites. In a cluster model
with planar clusters, Robertson et al. proposed that the optical bandgap of the given
cluster can be represented as [19, 20],
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Eopt
g = 2γ

M1/2
≈ 2γ

(
a

La

)
(2)

where M is the number of rings in the cluster, a is the lattice spacing, La is the
conjugation length, and γ is a measure of π -π interaction. The above model, devel-
oped by Robertson, considers that the largest graphene layers only govern the (π -π∗)
electronic transition feature, and therefore, fails to describe the internal structure of
carbon nanomaterials containing graphene layers of various shapes and sizes [19, 20].
It is now well known that the above cluster model in Eq. (2) grossly over-estimates
the size of the clusters as the bandgap is found to be affected by the distortions of
the cluster [19]. It is, therefore, no longer possible to give a simple formula for the
bandgap energy, as is pointed out by Eq. (2).

1.3 Effect of Molecular Size and Structure

Numerous studies were carried out in the past decades with a motivation to probe
the size of nucleating and agglomerating aromatics [5–18, 21–24]. Minutolo and
coworkers [10] showed that the extinction and absorption spectra in rich premixed
flames could be used to correlate the optical, chemical, and physical properties
of flame-synthesized nanoparticles. Following Minutolo’s work, a sudden surge of
optical bandgap studies took place over the past two decades [12–16]. Among the
notable results are those of Allouis et al. [12], Ciajolo et al. [13], Tregrossi and
Ciajolo [14], and Russo et al. [15–18]. More recently, the motivation for the studies
of the optical bandgap for soot formed in flames comes from the fact that exper-
imentally determined optical bandgaps can be easily correlated to the size of the
PAHs in an aggregate [21–23, 25]. However, this is far from being accurate and will
be addressed later in this manuscript. Russo et al. [15] and Tregrossi and Ciajolo
[14] related the optical bandgap and maximum absorption peak in the UV–Visible
absorption spectrum to the structural changes of carbon particles during the soot
formation process in premixed flames. In more recent work, Russo and coworkers
[17, 18] carried out a detailed UV–Visible spectral analysis to infer the structure of
carbonaceous species and their evolution during the soot formation process. They
concluded that heavier species graphitize during the soot formation process, thereby
decreasing the optical bandgap. In the work of Russo et al. [18], the Tauc represen-
tation allowed the identification of different classes of absorbers having Eopt

g values
ranging from 0.1 to 4 eV [18]. Three different classes of absorbers were identified
where large aromatic structures (PAHs � 10 aromatic rings), PAHs > 10 aromatic
rings, and PAHs ~ 2–7 aromatic rings were associated with bandgaps of 0.1–1 eV,
2 eV, and 4 eV, respectively. Similar observations were made later by Tregrossi and
coworkers [14].
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1.4 Effect of Stacking, Clustering, and Agglomeration

In an attempt to address the size of the agglomerating aromatics in sooting flames,
Miller and coworkers recently carried out extinction measurements to determine
the optical bandgap (OBG) of soot particles and correlated it with the aromatic
conjugation length (La) and the number of aromatic rings in the molecules (M)
[21–24]. To validate the relationship reported by Ferrari and Robertson Eq. (2) [26],
Miller and coworkers postulated that the clusters ofmoderately-sized PAHs dominate
nascent soot particle morphology. They also advocated that the optical band gap of
PAHs in these structures could be estimated by the energy difference between the
highest occupied and the lowest unoccupied molecular orbitals (HOMO-LUMO) in
isolated PAHmonomers [17]. Byfitting their computational results to the relationship
proposed by Robertson and Ferrari [26], they observed the following relationship
[21–24],

Eopt
g = 5.8076

M1/2
+ 0.5413 = 1.4787

La
+ 0.5413. (3)

They also hypothesized that PAH agglomeration occurred at a constant molecular
size and the physical growth that followed determined the size and yield of the partic-
ulatematter. Tauc/Davis-Mott analysis of extinctionmeasurementswas conducted by
Miller and coworkers in a variety of flame systems to determine the optical bandgap
of soot particles [21–24]. The optical bandgap was then derived from the near edge
absorption spectrum using Tauc analysis and was found to be equal to 2.1 eV for
their laminar, non-premixed flames [22]. Interestingly, they measured nearly iden-
tical optical bandgap values under different sooting conditions. Themeasured optical
bandgap was then compared with calculations of the electronic structure of a series
of D2h polynuclear aromatic hydrocarbons using time-dependent density functional
theory (DFT). In a process to relate the optical bandgap to the size of PAHmolecules,
Miller and coworkers assumed that clusters of moderately-sized PAHs dominated
nascent soot particles and that the electronic properties (OBG) in such systems were
dominated by the molecular structure of the PAHs that comprise them [23]. They
also correlated the HOMO–LUMOgaps for these PAHs with the number of aromatic
rings in the molecules [21–24]. The HOMO–LUMO gap was found to decrease with
increasing monomer size [23].

1.5 Shortcomings in the Optical Bandgap
and HOMO–LUMO Gap Analysis

Though Miller and coworkers measured the optical bandgap for various sooting
flame systems and were the first to show the molecular and agglomeration effects
of PAHs on the optical bandgap, there is a source of uncertainty in their bandgap
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analysis [21–24]. For instance, one source of uncertainty arises from the fact as to
what type of transitions are involved in the bandgap, that is, whether they are direct
or indirect. Miller and coworkers assumed the transitions to be direct [21–24]. In
almost all previous experimental studies [5–17], indirect transitions were assumed
for the calculation of the optical bandgap from their resulting Tauc spectra. Due to
the consideration of direct transitions, the reported optical bandgap values by Miller
and coworkers [21–23] were found to be substantially different from those reported
by D’Alessio [5–8, 10] and other groups [11–17]. As opposed to earlier works [5–8,
11–17], Miller and coworkers also reported a single optical bandgap value for their
various flame systems [21–24]. This seems to contradict earlier studies [5–8, 11–17,
27] and the present work. In a previous work [27], the optical bandgap was found
to have a clear dependence on the particle size, suggesting a high sensitivity of the
optical bandgap toward quantum confinement effects at the nanometer scale. In the
present work, the optical bandgap for flame-synthesized carbon nanoparticles was
found to vary under different sooting conditions. Previously, several research groups
made similar observations, which indicated that the optical bandgap of soot varies
with different sooting conditions [5–8, 11–17]. Thus, a single optical bandgap value
of soot derived from flames under different conditions is not general or convincing.

Another source of uncertainty inMiller’s work arises from the fact that their inter-
polated optical bandgap value was found to be highly sensitive to the selected spec-
tral range [19]. Assuming direct transitions that are quantum mechanically allowed,
several regions in the Tauc spectra can be linearly extrapolated for calculation of
the optical bandgap. For direct transitions, the selection of the spectral range in the
Tauc/Davis-Mott analysis is essential since the extrapolated optical bandgap is highly
dependent on this selection. For instance, Miller and coworkers chose the spectral
range of 440–540 nm for their optical bandgap analysis [22]. The authors did not
provide a clear justification for such a selection, and it appears to be arbitrary [22].
Uncertainties in the optical bandgap also arise from the fact that the effect of aliphatic
linkages and functional groups on the electronic properties of PAH could be substan-
tial. This particular fact was ignored by Miller and coworkers when they derived the
size of PAHs from their optical bandgapmeasurements and quantumchemistry calcu-
lations. Previous studies suggest that nascent soot formed in premixed flat flames can
contain a substantial amount of aliphatic and oxygenated compounds [28]. The type,
orientation, and the number of functional groups in a PAH molecule can affect its
electronic properties and, therefore, should not be neglected for the calculation of
the HOMO–LUMO gap in such molecules. To understand the physical significance
of optical bandgap for soot sampled through premixed flames, fundamental gaps in
our current understanding of optical bandgap need to be bridged. The present paper
is offered as a contribution toward this end.

Optical bandgaps measured through Tauc spectra for various flame-synthesized
aerosols cannot be deduced entirely from the HOMO–LUMO gaps. Experimen-
tally, the particle size distribution functions (PSDFs) probed by a scanning mobility
particle sizer demonstrate a lognormal size distribution of flame-synthesized carbon
nanoparticles. Contributions from all sized particles should, therefore, be consid-
ered for the interpretation of the measured optical bandgap. The Tauc model is only
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rigorous and robust when it is applied to a sample with a uniform bandgap. Clearly,
this is not the case here for flame-synthesized aerosols. The measured absorbance
spectra for samples prepared by particle deposition onto substrates represent the
contribution from particles of different sizes, which in turn possess variable band
gaps due to quantum confinement effects. Quantum confinement due to a decrease
of the particle size plays an important role in reducing the density of states for flame-
synthesized nanoparticles and can widen the bandgap accordingly. The measured
absorbance is thus an averaged property of the varying-sized particles present in the
system. It should be calculated theoretically by considering the entire particle size
distribution function of flame-synthesized aerosols. The present paper is also offered
as a contribution toward this end.

Combustion synthesis has emerged as a promising method to produce nanostruc-
tured materials with well-defined physical and chemical properties. Flame design
and particle collection method can help us in achieving a fine control of the particle
size distribution, crystal phase, purity, and crystallinity. It is well known that pseudo-
one-dimensional stretch-stabilized stagnation flames, although developed primarily
for probing kinetics of nascent soot formation, also prove to be ideal for particle
synthesis. Precise control over the flame synthesis of particles can be achieved in this
configuration as particles experience similar growth histories due to the quasi-one-
dimensional nature of the flame [27, 29–32]. The residence times in these flames can
be precisely controlled to synthesize particles at reasonable production rates. More-
over, the setup can be scaled up to an industrial process. These flames offer great
versatility in generating functional nanoparticles of interest with tunable properties.

This paper aims to measure the particle size distribution functions (PSDFs) and
optical bandgap of flame-synthesized carbon nanoparticles in premixed stretch-
stabilized stagnation flames and to address the current gaps in our understanding
of the optical bandgap derived from UV–Visible absorption measurements. Flame-
synthesized carbon nanoparticles of varying sizes were generated and measured
in premixed stretch-stabilized stagnation ethylene-oxygen-nitrogen flames under
various sooting conditions in a flame synthesis experimental setup developed at
IITK. Previously, the UV–visible absorption spectral analysis was conducted in
the 190–700 nm range to evaluate the optical bandgap for the flame-synthesized
carbon nanoparticles [27, 30]. A strong dependence of the optical bandgap on the
particle size both in terms of median mobility diameter and mean volume diameter
is presented in this paper for premixed sooting flames, suggesting a critical role of
the particle size. In the present work, theoretical results from Brus’ theory are also
calculated and compared against the experimental results. The current work also
discusses the underlying assumptions in determining this optical bandgap from the
UV–visible absorptionmeasurements. Overall, the given paper aims to reproduce the
experimental results of previous work [27, 30] and also addresses the current gaps
in our understanding of the optical bandgap derived from UV–Visible absorption
measurements. The given paper also outlines the underlying assumptions concerning
the optical bandgap analysis and presents a complete theory to analyze the optical
bandgap of flame-synthesized carbon nanoparticles. The numerical, theoretical, and
experimental work presented in this paper was carried out exclusively at IITK. Using
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the experimental setup at IITK, both soot volume fraction and particle size distri-
bution functions (PSDFs) were measured for a series of premixed stretch-stabilized
stagnation flames. The optical bandgap measurements were taken from a previous
study for the same series of stretch-stabilized stagnation flames [27, 30].

2 Experimental Setup

The experimental setup and a typical flame image are shown in Fig. 1. The exper-
imental setup consists of the following parts: (a) a burner that consists of an
aerodynamically-shaped nozzle, (b) awater-cooled stagnation surface, (c) a sampling
probe embedded in the stagnation plate and mounted flush with the plate surface
for extracting aerosols, and (d) a scanning mobility particle sizer (SMPS) to char-
acterize the particle size distribution functions of flame-synthesized aerosols. The
burner uses an aerodynamic-shaped nozzle to generate a premixed stretch-stabilized
stagnation flame. The flame produced in such a configuration is round and flat and
is amenable to CFD computations. This pseudo-one-dimensional stagnation flame
configuration also allows us to follow the gas-phase kinetics of soot inception. It
can be easily modeled using a modified OPPDIF code owing to its low-flow dimen-
sionality. The benefits associated with the current setup and stretch-stabilized flames
are discussed in the literature elsewhere [33]. O’Keefe Controls sonic nozzles and
GO pressure valves were used to control the flow rates of the unburned gases. The
requisite gases were mixed far upstream before flowing into the burner nozzle. The
aerodynamic shape of the nozzle helps in achieving a plug flow at the burner exit

Fig. 1 Schematic showing
various parts of the
experimental setup. a
Aerodynamically-shaped
nozzle, b sampling
probe/stagnation surface, c
scanning mobility particle
sizer, and d a typical flame
image
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(nozzle exit diameter = 1.43 cm). The plug flow at the exit of the burner produces
a quasi-one-dimensional stagnation flow field leading to the stabilization of a flat,
disk-shaped flame. In the given configuration, control over the flame-synthesized
carbon nanoparticles can be achieved through uniformity of velocity and temperature
profiles. Therefore, the carbon nanoparticles undergoing the growth process experi-
ence nearly identical temperature, concentration, and time histories. Typical conical
characteristics associated with a Bunsen flame in which the fluid flow experiences
varied time histories were thus eliminated in the present configuration. Therefore, a
stretch-stabilized stagnation flame setup provides a uniform particle growth environ-
ment. To isolate the flame from the surrounding atmosphere and to protect it from
external flow perturbations, a shroud of nitrogen gas was used. It also prevented the
formation of a diffusion flame between the unburnt fuel and the surrounding air.
The distance between the burner nozzle and the water-cooled stagnation surface,
L, was kept at 1.0 cm for all the flames studied in this work. The flame standoff
distance, typically measured from the stagnation surface, Ls, can be changed in this
configuration by changing the flow rate of the unburned gas.

The aerosol sample in the post-flame region was drawn into a micro-orifice
(127 µm diameter, 125 µm thickness), which was embedded in the sampling probe
tube and was mounted flush to the stagnation surface. The flame-synthesized aerosol
sample was immediately diluted with a cold nitrogen flow at 30 L/min (STP) to
quench the chemical reactions and prevent particle–particle coagulation. The imme-
diate dilution by cold nitrogen also eliminated the particle losses in the sampling
line. A dilution ratio calibration (based on CO2 concentration measurement) was
used to correct the measured number density of flame-synthesized aerosols [33]. An
optimumdilution ratiowas carefully selected by following the established procedures
in the literature [33–36]. A standard SMPS system (TSI 3082) was used to measure
the particle size distribution functions of flame-synthesized aerosols. Corrections
for diffusion losses within the system were accounted for as a function of particle
diameter. Since mobility measurements can overestimate the particle size smaller
than 10 nm in diameter, mobility diameter corrections were carried out in the present
study using a well-established nanoparticle transport theory [36]. This overestima-
tion of mobility diameter for particles smaller than 10 nm in diameter, stems from
the inherent limitation of Cunningham slip correction. Cunningham slip correction
cannot account for the transition from diffuse to specular scattering and does not
consider the van derWaals gas-particle interactions. For particles smaller than 10 nm
in diameter, both effects are expected to be crucial, and therefore, the correction
of mobility diameters below 10 nm becomes necessary. The gas temperature at the
nozzle exit (Tn) wasmeasured with an uncoated fine-wire (125µm inwire-diameter)
K-type thermocouple. The thermocouple was placed carefully near the centerline of
the flow. A type-K thermocouple was also used to measure the temperature at the
stagnation surface (Ts). The thermocouple was 0.2 cm in wire diameter and was
mounted flush with the stagnation surface such that its junction or bead was exposed
to the sample gas at the surface. The boundary conditions for all the tested flames
are tabulated in Table 1.
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The evolution of the PSDF was determined for five series of ethylene-oxygen-
nitrogen flames. The unburned gas composition and cold gas velocity (v0) along
with relevant boundary conditions are summarized in Table 1 for each series. The
maximum flame temperatures (T f,max) computed using an OPPDIF code, and USC
Mech II are also summarized in Table 1. As we move from the A1–A5 series, the
maximum flame temperature increases and can be easily discerned from Table 1. For
each series, lognormal distribution parameters measured for large-particle-sizemode
(number density, N2, and geometric standard deviation σg,2) along with particle resi-
dence time (tp) and soot volume fraction (Fv) are also summarized in Table 1. In each
series, the variation in unburned gas velocity changes the flame standoff distance (Ls)
by altering the kinematic balance between the local flame speed and the normal flow
velocity immediately upstream of the flame surface. Therefore, changes in the flame
standoff distance result in different particle residence times for different flames in
each series. Flame standoff distances were computed from OPPDIF computations
using maximum flame temperature to be the flame zone marker. The nitrogen sheath
flowvelocitywas kept the same as the cold flowgas velocity (v0) as higher sheath flow
rates resulted in perturbation of the flame edges. The effects of sheath nitrogen flow
velocity on flame curvature for stretch-stabilized stagnation flames are discussed in
the literature elsewhere [33]. For a specific series listed in Table 1, particle residence
time decreases as we move from A to C. For each flame configuration, the evolution
of PSDFwas observed as a function of particle residence time. For a specific series, an
increase in particle residence time resulted in increasing the median mobility diam-
eter,

〈
Dm,2

〉
, and soot volume fraction, Fv , of flame-synthesized carbon nanoparticles.

A strong dependence of the median mobility size and soot volume fraction on exper-
imentally determined optical bandgap (Eopt

g ) is observed. As is evident from Table
1, the optical bandgap decreases as the median mobility size of flame-synthesized
carbon nanoparticles increases. Similarly, for a specific series, an increase in the soot
volume fraction due to higher residence times result in a corresponding decrease of
the optical bandgap for flame-synthesized carbon nanoparticles.

The optical bandgap measurements for the five series of stretch-stabilized stag-
nation flames were taken from previous studies [27, 30], the procedure for which
is outlined below. The combustion-generated carbon nanoparticles were sampled in
atmospheric pressure, fuel-rich premixed C2H4–O2–N2 stretch-stabilized stagnation
flames. The flame-synthesized carbon nanoparticles were deposited thermophoreti-
cally onto quartz slides (temperature equal to Ts) affixed to the stagnation plate at
a distance of 1 cm from the nozzle exit. The UV–Visible absorption measurements
were made using a Shimadzu UV-2401 PC spectrometer. The UV–Visible absorp-
tion spectroscopy allowed the spectroscopic analysis in the 190–700 nm range. The
particles were deposited for a maximum duration of 60 s. To measure the optical
bandgap of the collected particles, the UV–Visible absorption was carried out for
flame-synthesized carbon nanoparticles against a reference quartz slide. Extreme
care was taken first to match the absorbance spectra of the reference quartz slide and
the one that was used for the thermophoretic sampling of the particles. For the optical
bandgap calculation, indirect transitions (power index r = 2 in Eq. (1)) in a spectral
range from 300 to 700 nm were chosen in the Tauc spectra to extrapolate the linear
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slope to zero absorption. The optical bandgap for carbon nanoparticles synthesized
under different flame conditions is summarized in Table 1. The maximum uncer-
tainty in the optical bandgap calculation due to fitting errors was found to be less
than 0.015 eV.

3 Results and Discussions

3.1 Computational Modeling

The gas-phase species concentration, temperature, and velocity profiles were
measured using a modified version of the OPPDIF code. USC Mech II, consisting
of 111 species and 784 reactions, was used as the reaction kinetics model [37]. For
OPPDIF calculations, adaptive mesh refinement was used, where approximately 250
grid points were used to sufficiently resolve the flame. The pseudo-one-dimensional
formulation was invoked to simplify the stagnation flow field. At the burner exit, the
flow was designated as the uniform plug flow with a mass flux given by the experi-
mental cold flow gas velocity and reactant composition. The boundary temperature at
the burner exit, Tn, was equal to the measured burner or nozzle temperature. No-slip
conditions were assumed at the stagnation surface boundary. The stagnation surface
had a temperature Ts equal to the measured plate temperature. The net diffusive
velocity at the stagnation surface was assumed to be zero due to a balance between
thermal diffusion and Fickian processes [33]. Flow field perturbations due to the
probe sampling effects at the orifice were not accounted for in the present study
[33]. In all the flames studied, buoyancy and axial pressure gradient effects were
assumed to be negligible since the flow velocities were small, and stagnation flames
produced were not large, rendering buoyancy, and axial pressure gradient effects
insignificant. The residence time of a Lagrangian particle traveling from the flame
zone to the stagnation surface was calculated by considering the axial convective and
thermophoretic velocities [33].

Global strain rates were measured according to the given formula, a = v0 (Tn)/L,
where v0 (Tn) is the unburned gas velocity at the nozzle exit corrected for the nozzle
temperature. The changes in the unburned gas velocity also cause a variation in the
flame standoff distance (Ls) and the particle residence time (tp) within each series of
the flame, and the same is tabulated in Table 1. For flame-synthesized particles, the
finite residence time is calculated by determining the thermophoretic velocity (vth),
which is driven by the significant temperature gradient, ∂T/∂x , at the stagnation
surface. In this study, the thermophoretic velocity of the particle within the flame
was calculated from Waldmann’s theory in the free molecular regime [38],

vth = λ(∂T/∂x)

5
(
1 + πψ

8

)
NkT

. (4)
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In the above equation,ψ is themomentum accommodation factor,N is the number
density of the gas, and λ is the thermal conductivity of the gas-phase calculated
from the transport properties of the mixture in the multi-component formulation.
Traditionally, a value of 0.9 is chosen for ψ [39] based on Millikan’s oil droplet
experiments [40]. As is evident from Eq. (4) Boltzmann constant k and the local gas
temperature, T, also contribute to the thermophoretic velocity of the given particle.
The thermophoretic velocity was calculated numerically and added to the axial
convective velocity to determine the particle velocity, vp. The residence time of
the flame-synthesized carbon nanoparticle was defined as the time interval for the
particle to traverse from the calculated location of the peak flame temperature to
the location of the stagnation probe. We assume that particle time zero starts at the
peak flame temperature location, where particles start forming due to nucleation.
Therefore, particle residence time (tp) can be calculated by integrating the inverse of
the particle velocity, vp, from the peak flame temperature location, xf to the location
of the stagnation surface, L. Therefore, tp is given as,

tp =
L∫

x f

dx/vp (5)

where vp is a sum of the axial convective velocity (vc) and particle thermophoretic
velocity (vth) [33]. Particle residence times (tp) for each tested flame are listed in
Table 1. As is evident from the given table, for each series, the flames with the
largest flame standoff distances correspond to the lowest velocity of the unburnt
mixture, which in turn gives rise to larger particle residence times. Soot volume
fraction increases as particle residence time increases since the particles have more
time to grow following inception. Figure 2a shows the computed velocity profiles
for flame A5b. The particle residence time for flame A5b is also shown in Fig. 2a.
The axial convective velocity increases from the unburned gas velocity at the nozzle
exit. It reaches a maximum at the flame zone due to a decrease in the gas density.
It then subsequently falls with the gas-phase temperature to zero velocity at the
stagnation surface. The thermophoretic particle velocity continuously increases from
the location of the peak flame temperature and becomes a maximum at the stagnation
surface. The concentration profiles of selected major and minor species along with
the gas-phase temperature profile for flameA5b are plotted in Fig. 2b. It can be easily
observed that the preheat zone of the given flame is not attached to the burner nozzle.
The temperature rises from the nozzle temperature Tn to Tf ,max at the flame zone,
and then subsequently falls to the stagnation plate temperature, Ts at the stagnation
plate surface.
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Fig. 2 a Profiles of velocity and particle residence time tp computed for FlameA5b. b Speciesmole
fraction profiles of selected major and minor species of flame A5b along with complete temperature
profile. The orange band indicates the thickness of the blue flame zone with the vertical dotted lines
representing the ignition point location corresponding to maximum CH* concentration, xmax[CH*],
and peak flame temperature location, xf . The orange band was measured experimentally using
digital flame photographs

4 Experimental Results

4.1 Particle Size Distribution Functions

The evolution of particle size distribution functions (PSDFs) for the A1–A5 series
flames is shown in Fig. 3. The PSDFs demonstrate a persistent bimodality for the
lowest temperature flames studied (A1, ~1971 ± 2 K, and A2, ~2019 ± 20 K),
as shown in Fig. 3. The observed bimodality is the result of competition between
particle nucleation persisting in the post-flame region and particle size growth due to
coagulation and particle aggregation. For low-temperature flames, the PAHs continue
to grow beyond the flame, leading to continued particle nucleation in the post-flame
region. The PSDF evolves to mostly an apparent unimodal distribution for A3 and
A4 series flames (A3 ~2028± 18 K and A4 ~2059± 9 K). At high temperatures, the
PAHs decompose thermally, thereby ending the nucleation process and removing the
nucleation tail from the resulting PSDF. For the A5 series flames (A5, ~2127± 5 K),
unimodal distribution is observed, and the measured particle sizes are relatively
small. A strong effect of flame temperature was observed on the measured PSDFs
as nucleation and growth of soot were found to be suppressed at high temperatures.
In all cases, the PSDF shape may be characterized by a bi-lognormal distribution
function as follows:
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Fig. 3 Evolution of particle size distribution function for A1–A5 series flames. Symbols: experi-
mental data (different symbols from repeated runs, showing data reproducibility); solid lines: fits
using bi-lognormal/lognormal distribution function
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dN

d log Dm
=

2∑

i=1

Ni√
2π log σg,i

exp

[

−
[
log Dm − log

〈
Dm,i

〉]2

2
(
log σg,i

)2

]

(6)

where Ni is the number density, σg,i is the geometric standard deviation, and
〈
Dm,i

〉

is the median mobility diameter of the ith mode. We define i = 1 and 2 for the nucle-
ation and coagulation mode, respectively. In all the cases shown in Fig. 3, the PSDF
is characterized by either a bi-lognormal or lognormal distribution consisting of a
geometric standard deviation σ g and median mobility diameter 〈Dm〉 for each mode.
A solid line represents fit to the entire distribution for each flame in each series. Since
the data resolution in the small size range is limited, only the large-size mode (i = 2)
parameters are listed in Table 1 and Fig. 3. As shown in Table 1, the median mobility
size increases as particle residence time increases for each series of flames. The
increase in the median mobility size is accompanied by an increase in the geometric
standard deviation and soot volume fraction. The distribution number density (N2)
decreases as the particle residence time increases for low-temperature flames (A1–
A3 series). However, it was found to increase slightly for high-temperature flames
(A5 series). For A5 series flames, measured particle sizes are relatively small when
compared to other series (<5 nm). The absolute particle number concentration can
have relatively high uncertainties in the sub-5 nm range and could potentially be a
reason for such behavior. The results from the present study show an excellent agree-
ment with previous studies in terms of measured PSDFs and soot volume fraction
[27, 30].

4.2 Direct Versus Indirect Optical Bandgap

Figure 4 shows the Tauc spectrum for flame A5b considering both the direct (r = 0.5
in Eq. (1)) and indirect transitions (r = 2 in Eq. (1)). In the case of a direct transition,
a multi-bandgap fitting approach is applied as five straight lines of different slopes
could be individuated on the Tauc diagram, starting from the visible going toward
UV, indicating five different energy bandgaps related to different classes of absorbers.
However, in the case of an indirect transition, a single straight line can be drawn on
the Tauc diagram indicating a single optical band gap of 1.55 eV. It is to be noted
that Miller and coworkers used a spectral range of 440–540 nm for their analysis of
the optical bandgap from the Tauc spectrum [22]. In the case of a direct transition,
the selection of the spectral range used in the Tauc analysis is important because the
interpolated optical bandgap will be highly dependent on this selection. In a similar
spectral range of 440–540 nm, as can be seen from Fig. 4, the interpolated optical
bandgap for flame A5b was found to be 2.27 eV, which is quite similar to the one
calculated by Miller and coworkers [22]. The indirect transition, on the other hand,
suggests a single optical band gap value in the 300–700 nm spectral range. Thus, in
this work, indirect transitions make more sense since they give us a unique solution,
and the power index r = 2 in Eq. (1) is used to determine the optical bandgap for
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Fig. 4 a Comparison of the effect of direct and indirect transitions on interpolated optical bandgap.
Five distinct linear regions could be identified in case of direct transition (r = 0.5 in Eq. (1))
corresponding to a given spectral range. b A typical Tauc and absorbance spectrum for carbon
nanoparticles (CNPs) synthesized in flame A4b. The carbon nanoparticles collected on a quartz
side are shown in inset along with a typical flame image of flame A4b

flame-synthesized carbon nanoparticles. The optical bandgap values listed in Table
1 are calculated considering indirect transitions (power index r = 2 in Eq. (1)).
Figure 4b shows a typical Tauc and absorbance spectrum for carbon nanoparticles
synthesized in flame A4b.

Tauc spectra were also measured for flame-synthesized carbon nanoparticles
collected from flame A2b at different deposition times. Since all the particles were
collected at the same location from the same flame, no difference in the optical
bandgap was observed for different deposition times. The optical band gap was
calculated to be 0.88 eV for all the cases, despite the difference in deposition times
and hence film thickness. The absorbance was found to increase with the deposition
time. However, no change in the calculated optical bandgap was observed. Thus,
the optical bandgap was found to be independent of the film thickness. For optical
bandgap calculations in indirect transitions, as depicted in Fig. 4, a spectral range of
300–700 nm was chosen in the Tauc spectra to extrapolate the linear slope to zero
absorption. A similar spectral range (300–700 nm) was selected for the A1–A5 series
flames for the calculation of the optical bandgap from their resulting Tauc spectra
and is tabulated in Table 1. As seen in Table 1, each flame produces a distinct Tauc
spectrum and the optical bandgap. A clear dependence of the optical bandgap on the
medianmobility sizewas observed. The optical bandgapwas found to decrease as the
median mobility diameter of the flame-synthesized particle increased. For instance,
flames A5a, A5b, and A5c have distinct apparent optical bandgap values of 1.35,
1.55, and 1.67 eV, respectively. The corresponding median mobility diameters were
4.7, 4.2, and 3.6 nm, respectively. The optical bandgap decreases as the particles grow
due to increased residence times. The size dependency of the optical bandgap can be
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explained by the fact that the energy splitting between the occupied and the empty
states increases as the medianmobility diameter decreases due to the reduced density
of the states via quantum confinement. Quantum confinement due to a decrease of
the particle size plays an essential role in reducing the density of states for flame-
synthesized nanoparticles and can widen the bandgap accordingly. At the nanoscale,
as the size of the particle decreases, the decrease in the confining dimension makes
the energy levels more discrete, which in turn widens the bandgap. Therefore, as the
size is reduced, the electronic excitations shift to higher energies. This could cause
a massive change in the optical properties of flame-synthesized carbon nanoparti-
cles (CNPs) as a function of size. The results show that flame-synthesized carbon
nanoparticles less than 15 nm in size exhibit substantial variation in optical proper-
ties with particle size and suggest a strong dependence of the optical bandgap on the
particle size.

4.3 Size Dependency of the Optical Bandgap

The apparent optical band gap obtained using Eq. (1) should be understood as
a particle ensemble-averaged value. The Tauc model is only rigorous when it is
applied to a sample with a uniform bandgap. The absorbancemeasured for our flame-
synthesized samples should be attributed to the absorbance of the carbon nanopar-
ticles of different sizes, which in turn exhibit varying band gaps due to quantum
confinement. The measured absorbance is, thus, an averaged effect of varying-sized
nanoparticles and can be represented as,

A =
∑

i

a(υ, ri )Pi , (7)

whereA is themeasured unit less absorbance,a(υ, ri ) is the absorbance for a nanopar-
ticle of the radius ri at a specific photon frequency υ, Pi is the fraction of absorbance
contributed by the particle of the radius ri in the sample. Pi is proportional to NiVi ,
where Ni is the number density, and Vi = (4/3)πr3i is the volume of the particle with
radius ri. If the optical bandgap as a function of the particle size is known, we can
calculate the absorbance of the system by applying Eq. (1) in Eq. (7) and rearranging
the terms. We can then express the absorbance as,

Ahν = B
∑

i

[
hν − Eopt

g (ri )
]2
Pi (8)

Ahν = B
[(
hν − 〈

Eopt
g

〉)2 +
〈(
Eopt
g − 〈

Eopt
g

〉)2〉]
(9)

where the brackets denote the volume-weighted mean values, as〈
Eopt
g

〉
= ∑

i E
opt
g (ri )Pi is the volume-weighted mean optical bandgap, and
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〈(
Eopt
g −

〈
Eopt
g

〉)2
〉

= ∑
i

(
Eopt
g −

〈
Eopt
g

〉)2
Pi is the variance of the volume-

weighted optical bandgap for given size distribution. Equation (9) shows that when
the bandgap variance is small enough, Eq. (9) reduces to the same form as Eq. (1).
Thus, the Tauc model can still be applied. In our experiment, the maximum variance
is estimated to be 0.1 eV2, which is much smaller than the first term in Eq. (9).
This also explains the reasonably good linear relation in Fig. 4, despite the size
distribution effect. However, we should understand that the experimentally-derived

optical bandgap using the Tauc model is the volume-weighted mean bandgap
〈
Eopt
g

〉
,

as opposed to the bandgap of specific particle size. In this work, Brus’ model is used
to capture the size dependency of the optical bandgap [41]. Brus suggests that the
bandgap of a semiconductor nanocrystal can be approximated as [41],

Eg
∼= Ebulk

g + h2

8r2

(
1

m∗
e

+ 1

m∗
h

)
− 1.8e2

4πε0εr r
(10)

where Ebulk
g is the bulk semiconductor bandgap, e is the electron charge, ε0 is the

vacuum permittivity, εr is the particle relative permittivity, and m∗
e and m∗

h are the
effective electron and hole masses, respectively. The second term of the above equa-
tion accounts for the quantum confinement effect, which leads to a larger bandgap for
a smaller size; whereas, the third term is a correction for the electron-hole Coulomb
interaction. Using Eqs. (9) and (10), the volume-weighted mean optical band gap
can be expressed as,

〈
Eopt
g

〉 =
∑

i

[
Ebulk
g + h2

8r2

(
1

m∗
e

+ 1

m∗
h

)
− 1.8e2

4πε0εr r

]
Pi (11)

〈
Eopt
g

〉 = Ebulk
g + h2

8

(
1

m∗
e

+ 1

m∗
h

)〈
1

r2

〉
− 1.8e2

4πε0εr

〈
1

r

〉
(12)

The electronic properties of the material, the harmonic mean of electron and
hole effective mass 2

(
1/m∗

e + 1/m∗
h

)−1
, the relative permittivity εr , and the bulk

material bandgap Ebulk
g are fitted here against the experimental data. The expressions〈

1/r2
〉
and 〈1/r〉 represent the volume-weighted mean values and are calculated

by considering the particle size distribution function of a given flame. The above
model can also be treated using the median mobility diameter. The results derived
from Eq. (12) using the median mobility diameter and the volume-weighted

〈
1/r2

〉

and 〈1/r〉 are shown in Fig. 5a and b, respectively (open rectangles). It should
be noted that the theoretical results presented in Fig. 5b are not a function of the
mean volume diameter. However, theoretical results were plotted against the mean
volumediameter in Fig. 5b for a better side-by-side comparisonwith the experimental
results (open circles). Figure 5a and b also show the experimental results for the
optical bandgap as a function of the median mobility diameter and the mean volume
diameter, respectively. The fitted parameters for the harmonic mean of electron and
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Fig. 5 The apparent optical bandgap measured using UV–Visible spectroscopy (open circles)
and the bandgap calculated using Eq. (12) with fitted electronic properties (open rectangles). The
apparent optical bandgap is plotted against a the median mobility diameter and b the mean volume
diameter. The maximum uncertainty in apparent optical bandgap due to fitting errors was found
to be less than 0.015 eV (not shown here). Symbols: experimental data (red circle) and theoretical
data (blue square) using Eq. (12), solid lines: lines drawn to guide the eye

hole effective mass, relative permittivity, and bulk material bandgap are shown to be
0.2, 10, and 0.8163 eV, respectively, for the volume-weighted values of

〈
1/r2

〉
and

〈1/r〉.
However, using themedianmobility diameter as an input in Eq. (12), fitted param-

eters are calculated as 0.178, 10, and 0.7431 eV, respectively, for the harmonic mean
of electron and hole effective mass, relative permittivity, and bulk material bandgap.
It should be noted that though both the median mobility diameter and the mean
volume diameter can be used to report the particle size dependency of the apparent
optical bandgap, representing the optical bandgap as a function of the mean volume
diameter, Dv, makes more sense. Figure 5 shows the measured and fitted optical
bandgap as a function of particle size using two separate treatments for the particle
radius in Eq. (12). The left panel used the median mobility size as is for the 1/r and
1/r2 terms; whereas, the right panel used volume-weighted

〈
1/r2

〉
and 〈1/r〉 values

along with the volume-weighted particle size.
For all series of flames studied, the optical bandgap measurements show that

the particle size is the single most important parameter that impacts the optical
bandgap. Figure 5 suggests a strong dependence of the optical bandgap on the particle
size, which in turn depends on the flame conditions and particle residence times.
This is seen in Fig. 5 and suggests the importance of various growth processes
in the flame environment in altering the optical and electronic properties of these
flame-synthesized carbon nanoparticles.

Similarly, to evaluate the non-linearity effect of the second term in Eq. (9), the
electronic properties are also fitted directly against the absorbancemeasurement. The
results are shown in Fig. 6 for the A5 series flame (A5a–A5c). The fitted electronic
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Fig. 6 A5 series flames
absorbance measurement
using UV–Visible
spectroscopy (symbols) and
the absorbance calculated
using Eq. (7) (solid lines).
Symbols: experimental data,
solid lines: theory using
Eq. (7)
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properties, considering the non-linearity effect, were evaluated to be 0.26, 10, and
1.0919 eV for the harmonicmean of electron and hole effectivemass, relative permit-
tivity, and bulk material bandgap, respectively. Using appropriate fitting parameters
in Brus’ expression, quantum confinement effects on the optical bandgap can be
easily evaluated. The theoretical results shown here are in good agreement with
the experimental results and indicate the importance of quantum confinement on the
optical bandgap for flame-synthesized aerosols. The above results show that quantum
confinement due to a decrease in particle size can widen the bandgap significantly.
Quantum confinement effects render unique properties to these flame-synthesized
aerosols in terms of tunable bandgaps that could be utilized further for photovoltaic
applications.

5 Conclusions

The apparent optical bandgap for flame-synthesized aerosols can be deduced by
considering the effects of the molecular size and structure, the particle size, and
chemical composition. It is well known that PAHs are gaseous precursors to solid
soot particles. These PAHs quickly grow in size due to chemical reactions and lead
to particle inception. During the particle inception phase, the optical bandgap can be
predicted by the HOMO–LUMO gap of a given PAHmolecule. Following inception,
primary particles undergo surface reactions and coagulate/agglomerate into larger
fractal-like structures.Due tofinite residence times associatedwith eachflameconfig-
uration, flame-synthesized carbon nanoparticles can grow due to particle–particle
coalescence/coagulation, agglomeration, and surface growth reactions. At this stage,
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change in the density of states due to change in the particle size plays an important
role and further affects the optical bandgap. Quantum confinement can alter the
density of states and can widen or shorten the bandgap accordingly. An increase in
the density of states due to an increase in the particle size can cause a further reduc-
tion of the optical bandgap. The present work suggests that the overall decrease in the
optical bandgap due to quantum confinement could be as large as ~1 eV. However,
beyond a certain mean volume diameter, the optical bandgap is found to approach an
asymptote, and no further decrease in the optical bandgap is observed (see Fig. 5).
The limit where this happens needs to be experimentally determined since a contin-
uous reduction of the optical bandgap is observed as the particle size increases from
3.6 to 13.6 nm (see Table 1 and Fig. 5). Theoretical results predict the same be
happening around amean volume diameter larger than 20 nm (see Fig. 5). The optical
bandgap measured through Tauc spectra for thermophoretically-sampled particles
represents its final reduced value after they undergo stacking, surface growth, coag-
ulation/agglomeration, functionalization, contamination, and quantum confinement.
The final particle size is the single most crucial factor that impacts the apparent
optical bandgap for these flame-synthesized aerosols.

The conclusions derived from the present study bring us to an important fact that
flame-synthesized carbon nanoparticles can be tuned for desired optical bandgaps
for applications in semiconductor devices and solar cells and exhibit promising capa-
bilities to replace the traditional semiconductors like Silicon and CdTe. For instance,
the semiconductors commonly used in commercial solar cells have bandgaps of
1.1 eV (Silicon) and 1.5 eV (CdTe). Our flames A4c and A5b can produce carbon
nanoparticles having optical bandgaps of 1.1 eV and 1.55 eV, respectively. Such
flame-synthesized carbon nanoparticles can be used to replace traditional semicon-
ductors and can reduce the cost associated with such devices drastically. This can
be a game-changer for both the industry and scientific community and can open
new pathways for the development of cost-effective solar cells for masses, where
currently the technology can be afforded by the elite few due to its exorbitantly high
cost.
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Using Ozone and Hydrogen Peroxide
for Manipulating the Velocity Deficits,
Detonabilility, and Flammability Limits
of Gaseous Detonations

D. Santosh Kumar and Ajay V. Singh

Abstract Self-sustained propagation of detonation waves near limits is essential
for the successful operation of detonation-based combustors since they suffer from
high-velocity deficits near limits due to geometric constraints. This can potentially
lead to its failure or attenuation near limits. The failure or attenuation of a detonation
wave under such circumstances could lead to the failure of a detonation-based engine
altogether. Existing models like Fay’s model reasonably predict detonation velocity
deficits for only stable mixtures. The present work focuses on estimating velocity
deficits for both stable and unstable mixtures. The proposed model is similar to Fay’s
model with the modified reaction zone thickness calculated using x = c(�i + �r ).
The value of c is found to be 33.2, 8.6, and 19.5 for H2–air, CH4–O2 (unstable
mixtures), and H2−O2−Ar mixtures (stable mixture) using existing experimental
data. The proposed model predicts velocity deficits better than other existing models
for both stable and unstable mixtures over a range of pressure ratios and tube diame-
ters and also near the limits. The addition of O3 and H2O2 at modest concentrations
was shown to reduce the velocity deficits near propagation limits. The present work
shows that the use of ignition promoters in trace amounts could help in the widening
of detonation limits for detonation-based combustors.

Keywords Detonation cycle engines · Detonation limits · Ignition promoters ·
Induction length (�i ) · Induction time (τi ) · Reaction length (�r ) · Stability
parameter ((χ) · Velocity deficit (ΔV)

1 Introduction

The widening of detonation propagation limits in gaseous detonations is one of
the fundamental problems that needs to be addressed for the successful operation
of detonation-based engines, such as the rotating detonation engine (RDE). These
detonation-based engines are expected to operate in a variety of conditions using
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fuels that currently range from energy-dense liquid hydrocarbon fuels to gaseous
fuels [1, 2]. One of the significant problems associated with RDEs is the stabiliza-
tion and sustainment of detonation waves in the narrow channel of the combustor,
where they can destabilize around tight curves. This, in particular, is important for the
development of a small-scale detonation device for propulsion applications. Gener-
ally, detonations within limits will propagate with a stable velocity close to the
Chapman-Jouguet velocity (VCJ ) with relatively small fluctuations. However, if the
conditions approach the limits or are far from the limits, detonations propagate with
significant velocity variations and deficits. The self-propagation of a detonationwave
will depend on boundary conditions, particularly near the limits. The effect of the
boundary condition is to reduce the propagation velocity below VCJ , resulting in
a velocity deficit and causing the detonation to attenuate and fail. This velocity
deficit can be due to the heat and momentum losses and can be attributed to the
boundary layer effects as proposed by Lee [3]. The finite thickness of the reaction
zone is responsible for detonation vulnerability to boundary layer effects. The deto-
nation wave velocity suffers from high-velocity deficits in smaller passages, and
in general, �V/VCJ is inversely proportional to the tube diameter as proposed by
several researchers [4–10]. The higher the tube diameter (1/d → 0), the closer the
detonation wave would be to VCJ . The detonation velocity is greatly influenced by
the boundary layer when the diameter of the tube or channel is comparable with the
boundary layer thickness.

Zeldovich [11] first investigated the effects of heat and momentum losses.
Zeldovich [11] proposed that since the total momentum associated with a deto-
nation wave is a function of volume, and because heat transfer and viscous drag are
proportional to the wetted area of the tube, the velocity deficit in gaseous detonations
should depend on the ratio of surface area to volume and thus on 1/d. However, such
a simplified treatment could not account for the two-dimensional effect of losses
adequately. Manson and Guenoche [12] proposed an alternate mechanism for the
velocity deficit. They considered a layer of reactive mixture adjacent to the wall
quenches as a result of heat losses. In such scenarios, the reaction rate decreases
significantly, leading to a decrease in the total chemical energy that goes to support
the detonation. Again, this mechanism produced a dependence on the surface area-
to-volume ratio. More definitive treatment of losses in 2-D was presented by Fay
[13], in which the boundary layer was assumed to cause a divergence in the reac-
tion zone, thereby resulting in a velocity deficit. In Fay’s theory, the boundary layer
causes the streamlines in the reaction zone to diverge and thus is responsible for
a reduction in the detonation velocity. The flow divergence is due to the negative
boundary layer thickness with respect to a reference coordinate system fixed to the
shock wavefront. The boundary layer in the reaction zone responsible for the diver-
gence of the streamlines will further result in a curved detonation front. Also, the
detonation wave curvature is observed to be proportional to the rate of increase of
the flow area away from the shock wavefront. For small curvatures, the detonation
can be modeled as a quasi-1-D ZND model.

Using Fay’s model, the velocity deficit for a given mixture and tube diameter can
be calculated if the reaction zone thickness is known for estimating the boundary
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layer thickness. The reaction zone thickness can be determined from the ideal ZND
detonation model. However, researchers in the past found it to be unsatisfactory
while predicting the velocity deficits as the theoretical reaction zone thickness was
found to differ from the experimental value by at least two orders ofmagnitude. Some
researchers used the detonation cell size,λ, rather than the ZND reaction zone length,
for predicting the velocity deficits in real detonations. In real detonations, λ provides
a more appropriate length scale to characterize the thickness of a cellular detonation.
In a separate study [3], it was proposed to use cell length Lc ≈ 1.5λ in place of
reaction zone thickness for unstable detonations. Moen et al. [14] later showed that
critical tube diameter dc could also be chosen as a length scale to characterize a
real detonation front. The critical tube diameter can be related to the cell size using
the following correlation of dc ≈ 13λ, which is valid for most explosive mixtures.
One of the primary reasons for using critical tube diameter as the length scale for
calculations of velocity deficit is because it can be determined less unambiguously.
The critical tube diameter may be defined as the minimum diameter through which a
planar detonation wave could emerge into an open space and continue to propagate
as a spherical detonation. Using the correlation of dc ≈ 13λ implies that λ ≈ dc/13
≈ 0.077dc. Therefore, the cell length Lc≈ 1.5λ ≈ 0.11dc. Using the experimental
values of detonation cell size or the critical tube diameter, since they are readily
known for a variety of explosive mixtures, the cell length can be determined for a
given fuel-oxidizer mixture. The calculated cell length can be used as the reaction
zone thickness for a real detonation, where it can be used to calculate the area of
divergence ξ from the displacement thickness δ*. Therefore, the velocity deficit in
various-diameter tubes can be obtained.

Laberge et al. [15] measured velocity deficits for stoichiometric acetylene-oxygen
mixtures with high concentrations of argon dilution (stable mixtures), and the exper-
imental results were found to agree with the Fay’s model. Since the transverse waves
in stable mixtures are relatively weak when compared to unstable mixtures, stable
mixtures exhibit a regular cell pattern. Fay’s model was found to predict the velocity
deficits with reasonable accuracy in such mixtures. However, experimental results
of unstable mixtures like C2H2 and C2H4 by Moen et al. [14] with low percentages
of argon showed a considerable discrepancy in velocity deficit when compared with
Fay’s model. This indicates that boundary layer effects do not influence unstable
detonations, since their propagation mechanism is dominated by instability in the
detonation structure. In unstable detonations, transverse waves are strong, and cell
patterns are irregular as opposed to stable detonations. For unstable detonations, as
in the case of fuel–air mixtures, the velocity deficits were found to deviate from
Fay’s theory. Thus, it becomes essential to know whether the mixtures are stable or
unstable for the application of Fay’s model. Fay’s model, in its present form, could
only be applied for stable mixtures.

The initial studies on stability were made by Fickett et al. [16] using a one-step
reaction model. The importance of transverse waves on the stability of mixtures
for self-sustained detonation was carried out by Dupre et al. [17], Teodorczyk and
Lee [18], and Radulescu and Lee [19]. Later, Ng et al. [20] defined the stability
parameter based on the ratio of the induction to the reaction zone length. They also
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included the temperature sensitivity of the induction reaction into the definition of
the stability parameter. It is known that a long reaction time would tend to spread
out the energy release and would reduce the effect of fluctuations in the induction
time, which in turn could increase the stability of the mixtures. The numerical simu-
lations by Radulescu et al. [21] with varying concentrations of argon in acetylene-air
mixtures indicate that the shock pressure oscillations change from low-amplitude,
high-frequency to low-frequency, and high-amplitude mode with a decrease in argon
dilution from 90 to 70%. The effect of the addition of argon was found to increase
the stability of mixtures. The same phenomenon was observed by Ng et al. [20],
where they characterized the mixtures using the stability parameter, χ. The results
by Ng et al. [20] indicate that the deviation of the stability parameter to higher
values from the neutral stability boundary will increase the instability in mixtures.
In contrast, the values below the neutral stability boundary would indicate stable
mixtures. Various researchers mostly use the stability parameter, χ used by Ng et al.
[20] for a quantitative description of the stability of detonation waves.

The velocity deficits are also greatly influenced by the type of boundary surfaces
like smooth walls, rough walls, and porous walls. The maximum velocity deficits
in smooth-walled tubes will be ~15% at detonation limits before it fails. However,
a self-sustained detonation with rough walls can be observed with a velocity deficit
of over 50%. The temperature behind the shock wave at very high-velocity deficits
is very low for auto-ignition to occur, thus requiring new ignition and combustion
mechanism for auto-ignition. Lee et al. [3] proposed that surface finish effects have
to be taken into account for studying detonation phenomena, e.g., for smooth and
rough-walled tubes. In smooth-walled tubes, it was observed that with an increase in
the concentration of nitrogen for C3H8–O2 mixtures, the detonation would transform
from amulti-headed spin structure to a single-headed spin, as the limit is approached.
The detonation in a smooth tube fails with the decoupling of the leading shock front
from the reaction zone. However, the rough-walled tube can maintain the detonation
wave with higher velocity deficits. Hence, rough-walled tubes have a positive effect
onmaintaining a self-sustained detonation wave with large velocity deficits of ~50%.
These detonations with velocity deficits as high as 50% are known as low-velocity
detonations.

Teodorczyk et al. [22] carriedout experiments to study thedetonationphenomenon
on the effect of obstacles for rough-walled tubes to explain the ignition mechanism
where temperatures behind the shock are well below auto-ignition temperature. It is
observed that the diffraction of detonation waves around an obstacle is responsible
for the failure of detonation by decoupling of reaction zone from the shock front.
However, the reflected shocks from obstacles merge with the leading shock front
to form detonation again. Therefore, obstacles or barriers in the flow path play an
active role in the generation of strong transverse waves in rough walls. Thus, it can be
understood that detonation in rough tubes can bemore robust and canmaintain steady
propagation even with higher velocity deficits, where detonation fails in smooth
walls. The roughness of tubes can also be increased by inserting a spiral coiled wire,
in which the quasi-steady detonation wave speeds can be achieved with velocities
as low as half of the CJ velocity. The role of boundary conditions, the nature of the
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surface, the stability of mixtures, and obstacles or barriers in the path of detonation
wave play a significant role in the determination of velocity deficits, which is essential
in the design of detonation-based engines like RDE, as proposed by Randall et al.
[23], Bykovskii and Vedernikov [24], Lu and Braun [25], and Kailasanath [26].

In real detonations, it is understood that detonation velocity will succumb to very
high-velocity deficits of ~15% for stable mixtures and ~40% for unstable mixtures
near their propagation limits before it fails. Since the velocity deficit is a function
of reaction zone thickness, lower reaction zone thickness will lead to lower velocity
deficits. Hence, reducing the length and time scales of a detonation wave without
changing the gas dynamics and the thermodynamic properties of the resultingmixture
can be a promising solution for the reduction of velocity deficits near the limits. Igni-
tion promoters such as ozone and hydrogen peroxide offer the opportunity to resolve
the problem of velocity deficit. We propose to use ozone and hydrogen peroxide as
fuel-sensitizers for reducing the velocity deficits near the propagation limits. This
methodology of sensitizing detonations with ignition promoters at low quantities can
reduce the velocity deficits near the propagation limits. The effect of such doping is
to reduce the velocity deficits by changing the ignition kinetics tremendously without
changing the gas dynamics and relevant thermodynamic properties of both unburned
and burnedmixtures. Recent results byMagzumov [27], Crane et al. [28], andKumar
et al. [29] for gaseous detonations support this notion of fuel-sensitization, and results
by Liang et al. [30], Kumar et al. [29], and Ivin et al. [31] show that ozone can be
used in enhancing the detonability limits of detonating mixtures.

2 Objective

The objectives of the present work are:

• To formulate a modified theoretical model similar to Zhang and Liu [32], which
can predict the velocity deficits in hydrogen and methane-oxygen detonations.

• To investigate the effects of ignition promoters on velocity deficits near the
detonation limits.

• To examine the impact of ignition promoters on the stability parameter.

3 Methodology

3.1 Fays Model

In Fay’s theory [13], the boundary layer causes the streamlines in the reaction zone to
diverge and is responsible for the reduction in detonation velocity. If the divergence
area is small, the flow in the reaction zone can be approximated as quasi-1D flow,
and the conservation equation can be written as:
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d(ρuA) = 0 (1)

ρuAdu + Adp = 0 (2)

d

(
h′ + u2

2

)
= 0 (3)

where h′ includes the chemical energyQ. Integrating the above equations between
the shock and the CJ plane gives Eqs. (4)–(6),

ρ1u1 = ρ2u2(1 + ξ) (4)

p1 + ρ1u
2
1 = (

p2 + ρ2u
2
2

)
(1 + ξ) −

ξ∫
0
pdξ (5)

h1 + Q + u21
2

= h2 + u22
2

(6)

where ξ is the area divergence defined by, ξ = A2−A1
A1

= A2
A1

− 1.
Subscript 1 indicates the unburnt gaseous mixture upstream of the shock wave,

and subscript 2 indicates the burned mixture downstream of the CJ plane, as shown
in Fig. 1.

The velocity deficit can be expressed as

�V

V
=

(
VCJ − V

VCJ

)
(7)

where VCJ is the theoretical CJ detonation velocity, V is the actual detonation
velocity, and ΔV is the detonation velocity deficit.

Solving the above Eqs. (4–6) and applying boundary conditions will result in
a velocity deficit described as,

Fig. 1 Steady flow in the detonation wave near the tube wall (velocities are measured with respect
to the coordinate system fixed to the shock front). The dotted lines indicate the outer edge of the
boundary layer, which develops at the tube wall behind the shock front
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�V1

V1
= 1 −

[
(1 − ν)2

(1 − ν)2 + γ 2
2

(
2ν − ν2

)
] 1

2

(8)

where γ is the specific heat ratio, and ν is defined as

ν = εξ

(γ2 + 1)(1 + ξ)
. (9)

The area divergence ξ can be reduced in terms of boundary layer thickness δ∗ for
a round tube of radius R and diameter d, as

ξ = A2

A1
− 1 = π(R + δ∗)2

πR2
− 1 ≈ 2δ∗

R
= 4δ∗

d
(10)

For smooth tubes, the boundary layer displacement thickness has been determined
in shock tube experiments by Gooderum [33] as,

δ∗ = 0.22x0.8
(

μe

ρ1u1

)0.2

(11)

where x is the distance from the shock front, μe is the viscosity of the gas in the
reaction zone, and ρ1 and u1 are the density and the velocity in front of the shock (in
the shock-fixed coordinate system).

Eqs. (7–11) can be solved for a givenmixture with initial conditions by computing
the value of reaction zone thickness x. According to Fay’s model, the x is calculated
by an empirical formula. Lee et al. used cell length, Lc, in place of reaction zone
thickness, x, for the calculation of velocity deficit.

3.2 Modified Theoretical Model

In the present study, a new modified version of Fay’s model was used for calculating
the velocity deficits in gaseous detonations. The recent work by Crane et al. [28]
suggested that detonation cell length can be modeled in terms of induction length,�i

and exothermic length, �r . Zhang and Liu [32] carried out velocity deficit calcula-
tions using the Fay’s model with modified reaction zone thickness as suggested by
the work of Crane et al. [28] as, x = c(�i + α�r ), where c is a constant and α is
the proportionality factor between �i and �r , i.e., �i / �r = α. The value of c is
calculated by carrying out velocity deficit experiments and solving equations from
(7) to (11). The equation used by Zhang and Liu [32], for calculating reaction zone
thickness, x ultimately simplifies to a function of �i , i.e., x = c(2�i ), after substi-
tuting ‘α’ in x = c(�i + α�r ). In the modified theoretical model proposed in this
work, the reaction zone thickness (x) is modeled as x = c(�i + �r ), where �i and
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�r represent the induction, and exothermic zone lengths, respectively, and can be
calculated using a 1-D ZND model. The value of c in the above expression depends
on the mixture composition. The value of ‘c’ was evaluated from the velocity deficit
experimental data reported in the literature elsewhere [32, 34, 35].

3.3 ZND Numerical Calculations

ZND computations were carried out using a modified version of the CalTech Shock
and Detonation Toolbox (2018) [36]. Cantera (2018) [37], integrated withMATLAB
and Python, was used for chemical kinetics simulation and to calculate the ZND
length scales for H2–O2 and CH4–O2 detonations. The Foundation Fuel Chemistry
Model Ver 1.0 (FFCM-1) by Smith et al. [38] is used in the present study. The
Princeton ozone sub-model by Zhao et al. [39] was used to carry out calculations
with ozone as a dopant. The uncertainties associated with the FFCM-1 model and
the ozone sub-models can be found in the literature elsewhere [28]. The complete
FFCM-1model, including the ozone chemistry sub-model, comprises 39 species and
301 reactions. The governing equations for ZND model have been discussed in the
literature elsewhere [40].

4 Results and Discussions

The present work focuses on studying velocity deficit experiments in three mixtures,
2H2–O2 (unstable mixtures), CH4–O2 (unstable mixtures), and 2H2–O2–3Ar (stable
mixtures). The reaction zone thickness (x) in the present study is modeled as x =
c(�i + �r ), where �i and �r represent the induction and exothermic zone lengths,
respectively. The velocity deficit experimental data of [32, 34, 35] for different tube
diameters for the above three mixtures were used for the evaluation of c. The value of
c is calculated by using velocity deficit values from experimental results and solving
equations from (7) to (11) using a 1-DZNDmodel. If the velocity deficit is calculated
from the experiment for a particular tube diameter, initial pressure, temperature,
and equivalence ratio, the only unknown in Eqs. (7)–(11) is ‘c’ value and the rest
parameters can be calculated from 1-D ZND model. The nonlinear Eqs. (7)–(11)
were solved simultaneously using MATLAB with velocity deficit experimental data
of [32, 34, 35], where ‘c’ values for different initial conditions were calculated for
stable and unstable mixtures.
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4.1 Unstable Mixtures

For unstable mixtures, the experimental data of [32, 34] for 2H2 + O2 and CH4 +
2O2 mixtures at stoichiometric equivalence ratio are used to evaluate the value of c
in x = c(�i + �r ), see Fig. 2a and b. It can be seen that the value of c varies over
a wide range of pressure, and the average value was calculated based on statistical
averaging. The value of c is found to be 33.2 and 8.6 for hydrogen and methane-
oxygenmixtures, respectively, as shown in Fig. 2a and b. The reaction zone thickness
was modeled as x = 33.2(�i + �r ) and x = 8.6(�i + �r ) for 2H2 + O2 and CH4

+ 2O2 mixtures, respectively. The modeled reaction zone thickness was then used in
the Fay’s model to calculate the velocity deficits in the respective mixtures. It can be
seen from Fig. 3a and b that the proposed modified theoretical model predicts better
when compared to Fay’s model and the theoretical model proposed by Zhang and
Liu [32]. Similar is the case for methane-oxygen detonations, where the modified
reaction zone thickness given as x = 8.6(�i + �r ) reasonably predict the velocity
deficits (see Fig. 3c). Fay’s model does not predict velocity deficits for unstable
mixtures when reaction zone thickness is modeled with cell length Lc. However, the
same is not the case with the proposed theoretical model, which reasonably predicts
the velocity deficit data for both 2H2 + O2 and CH4 + 2O2 mixtures. Thus, the
proposed modified model (designated as FFCM1 here) is more robust in predicting
the velocity deficits in unstable mixtures when compared to earlier models. The same
can be seen in Fig. 3, where the modified theoretical model (FFCM1) is observed to
predict the experimental velocity deficit data trends quite accurately when compared
to other models (Fays and Bo Zhang model).

Fig. 2 Calculation of value of c in reaction zone thickness formula x = c(�i + �r ) for a 2H2 +
O2 mixtures and b CH4 + 2O2 mixtures. ZND calculations were carried out at a stoichiometric
equivalence ratio and an initial temperature of 295 K
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Fig. 3 Comparison of the proposed modified model (FFCM1) with other theoretical models for
the prediction of velocity deficits in a and b hydrogen–oxygen detonations and c methane-oxygen
detonations. Filled symbols represent the experimental data whereas dotted and solid lines represent
the prediction by various theoretical models. ZND calculations were carried out for stoichiometric
mixtures at an initial temperature of 295 K

4.2 Stable Mixtures

In the case of stable mixtures, the experimental data of 2H2 + O2 + 3Ar by Gao and
Ng [38], as shown in Fig. 4a, are used to evaluate the value of c in x = c(�i + �r ).
It can be seen that the value of “c” is reasonably constant over the range of initial
pressures. The average c value for hydrogen–oxygen mixtures diluted with 50%
Ar is found to be 19.5 (see Fig. 4a). In the case of stable mixtures, Fay’s model
reasonably predicts the velocity deficits. The experimental velocity deficit results of
Gao and Ng [38] for 2H2 + O2 + 3Ar mixtures agree well with Fay’s model, where

Fig. 4 a Calculation of c in the reaction zone thickness formula x = c(�i + �r ) for 2H2 + O2
+ 3Ar mixtures diluted with 50% argon b comparison of velocity deficit results of the proposed
modified model (FFCM1) with the experimental data of Gao et al. and Fay’s model for 2H2 + O2
+ 3Ar mixtures diluted with 50% Argon. Filled symbols represent the experimental data. Dotted
and solid lines represent the prediction by Fay’s and FFCM1 theoretical model, respectively. ZND
calculations were carried out at a stoichiometric equivalence ratio and an initial temperature of
295 K
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the reaction zone thickness is modeled as a cell length (see Fig. 4b). In the present
study, the reaction zone thickness is also modeled as x = 19.5(�i + �r ), which
is then used in Fay’s model to predict the velocity deficit. It is observed that the
proposed modified model (FFCM1) predicts the velocity deficit trends of Gao et al.
more accurately when compared to Fay’s model. It can be seen from Fig. 4b that near
detonation limits, Fay’s model, in its current form, performs poorly in predicting the
velocity deficits for different tube diameters. However, using a modified theoretical
model (FFCM1) proposed in the present work predicts the velocity deficits more
accurately when compared to Fay’s model for stable mixtures near the propagation
limits. This is a remarkable result since, to date, no theoretical model can predict the
velocity deficit trends in both stable and unstablemixtures. The proposedmodel of the
present work is capable of predicting the velocity deficit trends in both the stable and
unstable mixtures and holds a lot of promise for the detonation scientific community.

4.3 Effect of O3 and H2O2 on Velocity Deficit

The effects of ignition promoters like ozone and hydrogen peroxide are studied for
both stable and unstable mixtures. It can be seen from Fig. 5a–c that the addition of
O3 and H2O2 will reduce the velocity deficits significantly near the limits for H2–O2,
CH4–O2, and H2–O2 mixtures diluted with 50% argon for various tube diameters.
The results by Crane et al. and other researchers [28, 41] show that ignition promoters
like ozone and hydrogen peroxide can effectively reduce the activation energy and the
associated chemical length and time scales. They also increase the chain branching
reactions, leading to an increase in the generation of free radicals like H, O, and OH,
which result in faster ignition kinetics. Thus, the reaction zone thickness reduces
with the addition of ignition promoters, thereby decreasing the velocity deficits.
From Fig. 5 and Table 1, it can be seen that the velocity deficits are significantly
reduced near the limits with the addition of ignition promoters from 0 to 20,000
PPM. It can be seen from Table 1 that velocity deficits can be improved by up to 20%

Fig. 5 Effect of O3 and H2O2 on velocity deficits for a H2–O2 mixtures b CH4–O2 mixtures and
c H2–O2 mixtures diluted with 50% argon. ZND calculations were carried out for stoichiometric
mixtures at an initial temperature of 295 K
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Table 1 Effect of O3 and H2O2 on velocity deficits for stable and unstable mixtures

Composition Dia
(mm)

Critical
pressure
(kPa)

V/VCJ V/VCJ @
O3 at
20,000
PPM

V/VCJ @
H2O2 at
20,000
PPM

%
change
@ O3

% change
@ H2O2

2H2–O2 2.0 29 0.80 0.90 0.86 12.50 7.50

4.5 16 0.82 0.91 0.87 10.98 6.10

7.0 13 0.85 0.93 0.88 9.41 3.53

36.0 6 0.91 0.98 0.94 7.69 3.30

CH4–O2 2.0 9.5 0.64 0.78 0.77 21.88 20.31

4.5 6.5 0.70 0.83 0.83 18.57 18.57

7.0 5.5 0.74 0.86 0.86 16.22 16.22

36.0 3 0.86 0.94 0.94 9.30 9.30

2H2–O2–3Ar 1.8 35 0.85 0.96 0.88 12.94 3.53

4.6 16 0.85 0.97 0.90 14.12 5.88

10.9 7 0.84 0.97 0.94 15.48 11.90

by using O3 and H2O2 in trace amounts for methane-oxygen detonations, especially
in narrow tubes. A similar improvement in the decrease of velocity deficit by ~13%
can be seen for hydrogen-oxygen mixtures, with and without argon.

4.4 Effect of O3 and H2O2 on Stability Parameter

The stability of mixtures can be better explained with the stability parameter. It is
evident that stability of the detonation is a consequence of the temperature-sensitivity
of the chemical reactions. Small fluctuations in the shock temperature result in large
fluctuations in the induction delay time as well as the energy release rate of the
recombination reactions. It should be noted that the induction time (or induction zone
length) should be measured relative to the recombination time. A long reaction time
will tend to spread out the energy release and thus reduce the effect of fluctuations in
the induction time. Thus, a long reaction time has a stabilizing effect and this is taken
into consideration explicitly in the stability parameter of Ng [20]. Large values of the
stability parameter leads to gasdynamic instabilities in the reaction zone. The lower
value of the stability parameter, χ, below the neutral stability boundary, represents
more stable mixtures with regular cell pattern, and higher values of χ represent
unstable mixtures with irregular cell pattern. It is desired to have stable mixtures
with regular and uniform cell structures for lower velocity and pressure fluctuations.
The addition of ignition promoters like ozone and hydrogen peroxide can have a
significant impact on the stability parameter, where they reduce the activation energy
and the ratio of the induction—to the reaction-zone length. The effects of the addition
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Fig. 6 Effect of O3 and H2O2 ignition promoters on the stability parameter for a H2–O2 mixtures
b CH4–O2 mixtures c H2–O2 mixtures diluted with 50% argon. ZND calculations were carried out
for stoichiometric mixtures at an initial temperature of 295 K and initial pressure of 15 kPa and
1 bar

of ignition promoters like O3 and H2O2 on the stability of H2–O2, CH4–O2, and H2–
O2 mixtures diluted with 50% argon were estimated at initial pressures of 15 kPa
and 1 bar. The results are presented in Figs. 6a–c. It can now be understood that the
stability parameter reduces significantly with the addition of ignition promoters for
both the stable and unstable mixtures.

Hence, it can be inferred that the addition of ignition promoters can steer the
mixtures from unstable regimes toward stable regimes. Thus, the presence of igni-
tion promoters not only reduces the velocity deficits but also seems to have a stabi-
lizing effect on a detonating wave structure. The critical role of ignition promoters
in detonating mixtures cannot be neglected, where they not only prevent the atten-
uation of a detonation wave but also stabilizes them, thus making it more robust
near its propagation limits. This methodology can be successfully implemented in
detonation-based engines to reduce the velocity deficits for variedflowconditions and
engine geometries. Similarly, detonability and flammability limits can be extended
for various fuel-oxidizer mixtures in the presence of ignition promoters at modest
concentrations.

5 Conclusions

The proposed theoretical model for the prediction of velocity deficits in gaseous
detonations in tubes was developed by modeling the reaction zone thickness as
x = c(�i + �r ) andusing it as a length scale inFay’smodel. The reaction zone thick-
ness x was calculated using ZND chemical length scales like induction length,�i ,
and exothermic length, �r . The value of c was estimated to be 33.2, 8.6, and
19.5 for the H2–O2 (unstable mixtures), CH4–O2 (unstable mixtures), and H2–O2

mixtures diluted with 50% argon (stable mixtures), respectively, by using exper-
imental velocity deficit data from earlier works. The proposed theoretical model
reasonably predicts velocity deficits for both unstable and unstable mixtures over
a wide range of pressures, tube diameters, and also near the detonation limits. The
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addition of ignition promoters like O3 and H2O2 in modest concentrations to fuel-
oxidizer-diluent mixtures significantly impacts the detonation structure, where it
reduces the chemical length and time scales significantly. The overall effect of such
a dopingwould be to reduce the velocity deficits in gaseous detonations. Thismethod-
ology of sensitizing a given fuel-oxidizer-diluent mixture with the help of ignition
promoters like ozone and hydrogen peroxide can be used as a promising solution for
reducing the velocity deficits in gaseous detonations, especially near the propaga-
tion limits. With this methodology, the detonation limits can be widened, and lower
velocity deficits can be attained, which is essential for the sustenance of detonation
waves for propulsion applications for a variety of engine geometries and varied flow
conditions. This methodology could also prevent the failure of detonation waves near
their propagation limits. The results from the present study show that the addition
of O3 and H2O2 at modest can significantly lower the stability parameter (χ ), even
for unstable mixtures. Ozone and H2O2 could have a stabilizing effect on irregular
gaseous detonations and can be used to steer the unstable detonations toward a stable
regime.
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Thermal Design of Cooling
Configurations for an Afterburner
V-Gutter of Advanced Aeroengine

Hanumanthu Gari Poornasree, Batchu Suresh, V. Kesavan,
and D. Kishore Prasad

Abstract Thrust augmentation of military aircraft engine is carried out during crit-
ical phases of flight with the help of an afterburner. In advanced aeroengines, after-
burner entry temperatures are beyond material allowable temperature limits. Thus, it
is vital to cool V-gutter even when afterburner is not in operation, to lower its metal
temperatures and to achieve increased creep life. Present study is preliminary design
of three cooling configurations for a given V-gutter geometry at design condition of
operation of afterburner. 1D code is developed to arrive at geometry of each config-
uration after a parametric analysis. Effect of thermal barrier coating on the V-gutter
metal temperature is studied. 3D conjugate heat transfer analysis (CHT) is carried
out using FloEFD commercial software to study the local coolant flow field and its
effect on metal temperatures.

Keywords V-gutter · Convective cooling · Impingement cooling · Heat transfer
coefficient (HTC) · Conjugate heat transfer (CHT)

Nomenclature

C or y Spanwise pitch (mm)
CHT Conjugate heat transfer
Dh Hydraulic diameter (mm)

H. G. Poornasree (B) · B. Suresh · V. Kesavan · D. Kishore Prasad
GTRE, Bengaluru, Karnataka, India
e-mail: poornasreehg.gtre@gov.in

B. Suresh
e-mail: batchusuresh.gtre@gov.in

V. Kesavan
e-mail: kesavanv.gtre@gov.in

D. Kishore Prasad
e-mail: kishoreprasadd.gtre@gov.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
G. Sivaramakrishna et al. (eds.), Proceedings of the National Aerospace Propulsion
Conference, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-19-2378-4_29

509

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2378-4_29&domain=pdf
mailto:poornasreehg.gtre@gov.in
mailto:batchusuresh.gtre@gov.in
mailto:kesavanv.gtre@gov.in
mailto:kishoreprasadd.gtre@gov.in
https://doi.org/10.1007/978-981-19-2378-4_29


510 H. G. Poornasree et al.

Di Curvature diameter (mm)
Gc Cooling air cross flow rate (kg/s)
Gj Jet mass flow rate (kg/s)
HTC Heat transfer coefficient (W/m2K)
KL Loss coefficient
Kb Bend loss coefficient
K imp Impingement pressure loss coefficient
L Length of the passage (mm)
LE Leading edge
Nu Nusselt number
Nu1 Nusselt number without cross flow.
P1 Coolant passage near LE in Configuration-I,II
P2 Coolant passage near wake in Configuration-I, II
Pr Prandtl number
Re Reynolds number
SW Sidewall
TBC Thermal barrier coating
T g Gas temperature (K)
Tm Metal temperature (K)
Tu % Turbulence intensity
W Width of passage P2 (mm)
b Bend dimension in Configuration-II (mm)
d Diameter of impingement hole in Configuration-III (mm)
e Exit dimension in Configuration-II (mm)
v Velocity (m/s)
x Chordwise pitch (mm)
z Impingement distance (mm)
ρ Density (kg/m3)
Ø Diameter of exit hole in passage P1 of Configuration-I. (mm)

1 Introduction

Afterburner is used to augment the thrust of an aeroengine during critical phases of
flight like take-off, landing, manoeuvres, etc. During operation of afterburner, the
high-velocity gases coming out from the turbine are mixed with fuel from spray bars.
This fuel–air mixture is burnt by anchoring the flame with help of V-gutter. V-gutter
creates a recirculation zone of high-temperature combustible mixture at its wake
region, providing the continuous source of combustion. In advanced aeroengines,
wake gas temperatures are of the order of 2100 K, and afterburner entry gas temper-
atures are of the order of 1300 K. These temperatures are beyond the allowable
temperature limit of the Nickel-based alloys used for the afterburner components.
Thus, the components have to be cooled throughout operation of the engine to lower
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metal temperatures and to achieve higher creep life. Bypass air originating from
lower stages of compressor can be used for cooling. Different types of cooling tech-
niques are employed in cooling different components. Wadia and James [1] have
presented on the enhanced power through low-risk derivative technology of F110-
GE-129 enhanced fighter engine. They have presented use of radial augmentor with
cooled radial flame holder. They have stated that it provides reduced complexity and
improved reliability. Over 50% improvement in life of augmentor parts is achieved
due to advanced cooling. Lindblad et al. [2] outlined basic understanding of cooling,
ignition, and combustion derived in the process of developing the cooled radial V-
gutter for F404/RM12 engine. Main reason for developing a cooled V-gutter was
to increase life compared to uncooled annular V-gutter. They designed a convective
cooling system using the bypass air. They have concluded that the radial V-gutter
meets its design goal and delivers thrust levels similar or slightly higher than that of
the annular V-gutter. Schmidt et al. [3] have described the development programme,
requirements, and design of V-gutter. They explained that main objective of cooling
the V-gutter is to increase its creep life and thereby lower the afterburner life cycle
cost. Suresh and Kumar [4] have presented the temperature prediction and validation
of V-gutter for aeroengine afterburner. They have studied the influence of gas temper-
ature and conductivity of TBC on metal temperature. Suresh and Kumar [5] have
carried out the design of cooling configuration for V-gutter. They have discussed four
different configurations. Smooth single channel, double channel configurations, and
two ribbed configurations are studied. Broken rib configuration was considered best
with lesser temperature compared to other three configurations. The present study
is to design cooling configurations for V-gutter with impingement and convection
cooling techniques.

2 Problem Definition

Aim of the present study is to design cooling configuration for a given radial V-
gutter geometry at design condition for an afterburner. Two cooling configurations are
designed with convective cooling technique, and third configuration is designed with
impingement cooling technique. 1D code is developed to arrive at the geometry of
each cooling configuration. 1D parametric study of each configuration is carried out
to arrive at geometrical parameters. Cooling geometry with lesser coolant mass flow
and metal temperatures within the allowable limits is selected. 3Dmetal temperature
distributions are obtained from CHT analysis using FloEFD ver.19 software for the
three configurations and are compared. One configuration is chosen based on the
coolant flow requirement and metal temperatures.
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3 V-Gutter Geometry

Radial V-gutter configuration with the bypass flow, core flow, and bypass casing is
shown in Fig. 1. There are total of 13 radial V-gutters.

Cross section view of a radial V-gutter is given in Fig. 2. As shown in the Fig, the
core gas flow region around V-gutter can be divided into three regions based on the
type of flow, namely leading edge (LE), sidewall (SW), and wake regions.

During the operation of the afterburner, core gases are mixed with the fuel and are
ignited. Flame gets anchored onto the V-gutter. Behind wake region, recirculation
zones are created. Wake gets exposed to high-temperature combustible gases.

Pressure differential between the bypass air pressure (source pressure) and core
gas pressure (sink pressure) acts as the driving force for the bypass air to flow as a
coolant in the V-gutter. Temperatures and pressures of core gas, bypass air, and the
hot gas temperature are considered as the aerodynamic inputs for the design. The
order of hot gas temperature is 2100 K, and bypass temperature is 500 K. Pressure
ratio between the bypass (total) and hot gases (static) is of order of 1.2.

Material of the V-gutter is a Nickel-based alloy, and material of thermal barrier
coating (TBC) is a zirconium alloy. The material properties of the V-gutter and TBC
are given in Table 1.

Fig. 1 Radial V-gutter
configuration in afterburner

Fig. 2 Geometry details,
core gas flow regions of
V-gutter
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Table 1 Material properties
of the V-gutter, TBC

Property, unit Component Value

k, (thermal conductivity), W
mK V-gutter 20

TBC 1.3

Cp (specific heat constant), J
kgK V-gutter 540

TBC 602

ρ (density), kg
m3 V-gutter 8980

TBC 5200

4 1D Analysis

1D flow networks are developed to predict the coolant pressure loss, coolant temper-
ature rise, coolant heat transfer coefficients (HTC), and metal temperature, for given
source pressure and sink pressure of radial V-gutter at design condition of afterburner.

External Gas Loads

Convective heat transfer toV-gutter fromcore gases is considered forLE, SWregions.
Convective and radiative heat transfer are considered in the wake region.

External heat loads coming on to the V-gutter are estimated using the empirical
correlations available in open literature.

Gas side HTC in LE is determined using the correlation by Lowery and Vachon [6]
for flow past cylinder.

Nu√
Re

= 1.01 + 2.624
Tu

√
Re

100
− 3.07

[
Tu

√
Re

100

]2

(1)

Turbulence intensity of 5% is used.
Gas side HTC in SW is determined using correlation for turbulent flow over a flat

plate

Nu = 0.037Re0.8Pr0.333 (2)

Gas side HTC in wake region is determined using the correlation by Andrew [7]
and Hajime [8]

Nu = 0.172Re
2
3 (3)

Bulk gas temperature and pressures are used to estimate Nu.
Radiation in thewake region is by luminous radiation, and the relation byLefebvre

and Herbert [9] for the gas emissivity is used
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εg = 1 − exp
[
−290PgL(qLb)

0.5T−1.5
g

]
(4)

where q—Fuel–Air ratio, L—Luminosity factor and Lb—Beam length, T g—Gas
temperature, Pg—Gas pressure.

Effective HTC is estimated for the wake region where the radiation effects are
significant.

Core gas heat fluxes are estimated using the allowable metal temperatures. It
is observed that heat flux is higher in the wake region. Thus, higher coolant heat
transfer coefficients are required in the wake portion of the V-gutter. Three cooling
configurations are designed.

4.1 Configuration-I

Simple convection cooling is employed for configuration-I. The cross section is
divided into two passages P1 and P2 as shown in Fig. 3.

Bypass air enters passages P1 and P2 at the top. It exits into the core through the
hole with diameter Ø at the end of the P1. In this configuration, the coolant flow
exiting from the V-gutter can participate in the combustion since it is exited into the
afterburner core. 1D flow network analysis is performed by developing a 1D code.

Following equations taken from Miller [10] and White [11] are used in the 1D
flow network analysis of Configuration-I.

At the entry and exit of P1 and P2, there is a pressure drop due to area change
which is estimated using

Fig. 3 Cooling
configuration-I
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�Parea change = KL
ρv2

2
(5)

Reynolds number,Re = ρvDh

μ
(6)

Friction factor f = 0.046Re−0.2 (7)

Pressure drop in the passages P1 and P2

�Ppassage = 4 f Lv2ρ

2Dh
(8)

Pr = 0.5424T 0.042 (9)

Dittus-Boelter correlation for Nusselt number,

Nu = 0.023Re0.8Pr0.4 (10)

V-gutter metal temperatures are estimated by heat balance of gas side loads and
coolant side loads for LE, SW, and wake regions from 1D flow network. Gas side
heat fluxes are estimated to obtain coolant temperature raise. 1D parametric study is
carried out by varying exit hole diameter Ø of P1 and width W of P2 as shown in
section-AA of Fig. 3.

4.2 Configuration-II

Convection cooling is adopted for second cooling configuration as shown in Fig. 4.
Cross section is divided into two passages P1 and P2.

Bypass air enters throughP1 at the top and is turned to flow throughP2. The bypass
air exits near the afterburner liner at the top of the P2. In this configuration, the coolant
flow exiting from the V-gutter can act as coolant for the afterburner liner.1D flow
network analysis of Configuration-II is carried out using the Eqs. (5–10) and the
following equation for pressure loss in the bend

Pressure drop in bend [10],�Pbend = Kb
ρv2

2
(11)

Coolant HTC in passages P1 and P2 is estimated. V-gutter metal temperatures
and coolant temperature raise are estimated from 1D flow network. 1D parametric
study is carried out by varying the width W of passage P2, exit dimension e, and
1800 bend dimension b as shown in Fig. 4.
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Fig. 4 Cooling
configuration-II

4.3 Configuration-III

Impingement cooling technique is adopted for third cooling configuration as shown in
Fig. 5. An impingement tube with impingement holes is designed inside the V-gutter.

Bypass air enters the impingement tube, comes out through impingement holes
and hits on the V-gutter surfaces, and then leaves through two rows of exit holes
placed in the wake of the V-gutter.

1D analysis is carried out by assuming constant coolant pressure in the impinge-
ment tube. Cross flow effects in spanwise direction along the length of the tube are
neglected.

Fig. 5 Cross section view of
cooling configuration-III
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Pressure loss across an impingement hole is estimated using the correlation by
Dabagh et al. [12]

�Pimpingement hole = 1

2
Kimpρv2 (12)

where K imp—impingement pressure loss coefficient,

Kimp = 0.97 + 0.465M2 , M-Mach number (13)

Pressure loss across the exit hole is estimated using

�Phole = 1

2ρ

[
m

CdAhole

]2

(14)

Cd—coefficient of discharge, Ahole—area of hole, m2.
Impingement HTC in the LE region is estimated using correlation by Chupp et al.

[13].

Nu = 0.44Re0.7
(
d

C

)0.8

exp

(
−0.85

( z

d

)(
d

C

)(
d

Di

)0.4
)

(15)

Impingement HTC on SW and wake region is estimated using correlation by
Florschuetz et al. [14]. Effect of cross flow from the upstream impingement holes is
considered whilst estimating HTC.

Nu

Nu1
= 1 − 0.596

( x
d

)−0.103( y

d

)−0.38( z

d

)0.803
(
Gc

G j

)0.561

(16)

where Nu1 is the Nusselt number without cross flow

Nu1 = 0.363
( x
d

)−0.554( y

d

)−0.422( z

d

)0.068
Re0.727Pr

1
3 (17)

1D parametric study is carried out by varying spanwise pitch C and y, chordwise
pitch x, impingement distance z, impingement hole diameter d, and exit hole diameter.
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5 Results and Discussion of 1D Analysis

Configuration-I

1D parametric analysis is carried out by varying the Ø from 5 to 20 mm, W from 1
to 15 mm. Coolant mass flow through P1 increases with the Ø. Coolant mass flow
through P2 increases with W.

The variation of coolant HTC in P1 with Ø and W is shown in Fig. 6.
In passage P1, as the Ø increases, coolant HTC increases due to increased coolant

mass flow. This effect is higher at the higher values of Ø.
As W increases, the flow area of P1 decreases. Coolant HTC in P1 increases with

increase in W because of the decreased P1 flow area and increased flow velocity.
This effect is very less for W ≤ 2.5 mm, and it is clearly observed at higher values
of W. The coolant HTC with Ø of 10 mm is sufficient to cater the cooling in P1.

Variation in coolant HTC in P2 withW is shown in Fig. 7.
Initially as W increases, coolant HTC in P2 increases, reaches maximum at W

of 2.5 mm, and then decreases with further increase in W. This is because, effect of
increased mass flow rate on HTC is dominant up to W of 2.5 mm, and the effect of
increase in the hydraulic diameter on HTC is dominant for theW values higher than
2.5 mm.

The dimension ofW is finalised with 2.5 mm from Fig. 7.

Configuration-II

1D parametric analysis is carried out by varying W from 2.5 mm to 16 mm, e from
1 to 13 mm, and b from 3 to 25 mm. Exit area is maintained minimum and is
the controlling area in this configuration. Upstream coolant flow area is maintained
higher than that of the downstream flow area.

Fig. 6 Variation of coolant
HTC in passage P1 with Ø
and W in configuration-I
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Fig. 7 Variation of coolant
HTC in P2 with W in
configuration-I

Variation of coolant HTC in P1 and P2 with W for b = 20 mm, e = 5 mm is
plotted in Fig. 8.

With increase ofW, the coolant flow area decreases and HTC increases in passage
P1. Coolant side HTC in P2 decreases with increase ofW due to increased flow area
and decrease of flow velocity. For providing sufficient HTC in both P1 and P2, W of
15 mm is finalised.

Mass flow through passages P1 and P2 mainly depends on the e. As e increases,
coolant mass flow increases.

Variation of coolant HTC in P1 and P2 with ‘e’ for b = 20 mm, W = 15 mm is
plotted in Fig. 9.

As e increases, coolant HTC increases in both P1 and P2 due to the increase of
coolant mass flow. At values of ‘e’ greater than 13 mm, exit area no longer remains

Fig. 8 Variation of coolant
HTC in P1 and P2 with ‘W’
in configuration-II
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Fig. 9 Variation of coolant
HTC in P1 and P2 with ‘e’ in
configuration-II

the controlling area. The dimension of e is finalised as 13 mm, as it provides the
sufficient coolant HTC in P1 and P2.

Variation of coolant HTC in P1 and P2 with b for W = 15 mm, e = 13 mm is
plotted in Fig. 10.

Coolant HTC increases slightly with increase in b due to less pressure loss for
higher bend dimension. Increasing the b further increases the bend area higher than
that of P1 area which is not intended. The dimension of b is finalised with 20 mm
for the configuration.

Configuration-III

1D parametric analysis is carried out for two impingement hole diameter d of 0.5 mm
and 1 mm. C/d ratio is varied from 4 to 16 for the analysis of LE region. x

d is varied
from 5 to 10, and y

d is varied from 4 to 8 for the analysis of SW and wake region. z
d

Fig. 10 Variation of coolant
HTC in P1 and P2 with ‘b’ in
configuration-II
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is varied from 1 to 3 for LE, SW, and wake regions, exit hole diameter of 1 mm and
1.5 mm are analysed.

Geometrical parameters are chosen such that higher coolant HTC is achieved
with lesser coolant mass flow. Finalised geometrical parameters from 1D parametric
analysis for the configuration-III are d = 0.5 mm, xd = 10, y

d or
C
d = 8, Z

d = 3, and
exit hole diameter = 1.5 mm.

Metal temperatures of the cooled V-gutter in all the three configurations were
observed to be higher than the allowable limits. To reduce the heat flux coming
onto the V-gutter and reduce the metal temperatures, TBC of 1 mm thickness is
considered. 1D analysis is carried out, from the heat balance, it showed a reduction
in metal temperature of 200 K in the wake region and of 100 K in the LE and SW
regions with TBC. The geometries finalised from 1D analysis are taken to carry out
CHT analysis.

6 Numerical Method of Solution

3D CHT analysis is carried out using FloEFD Ver19, a commercial computational
fluid dynamics software. 3D steady and compressible Navier–Stokes equations along
with k-ε turbulence model are solved. FloEFD approximates spatial derivatives with
implicit difference operators of second-order accuracy. The convergence criteria
specified for goals of the analysis are 1 × 10–3 kg/s for mass flow rate, 1 Pa for
fluid pressure, 1 K for averaged fluid temperatures, and 1 K for average wall temper-
atures. HP Z840workstationwith 44 quad core parallel processors and 128GBRAM
is used for carrying out the analysis.

7 Computational Domain

All the three configurations have geometrical symmetry and thermal symmetry (heat
loads) about the centre plane of the V-gutter (parallel to XZ plane). Hence, symmetry
boundary condition is applied as shown in Fig. 11 to reduce the mesh size.

Fig. 11 Computational
domain of configuration-I
with the symmetry boundary
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The computational domain considered for the Configuration-1 is shown in as
shaded portion as shown in Fig. 11. The accuracy of CHT results depends on themesh
near the boundary layer to capture the heat transfer effects. Finer mesh is generated
near the solid–fluid interfaces where boundary layer is likely to be observed, and
coarser mesh is generated in the fluid domain. FloEFD software is used to create
geometric models (FloEFD has in-built SolidWorks interface) and generate mesh
and for carrying out the analysis. FloEFD generates the Cartesian mesh (structured)
and convergence of results is faster, so is found to be effective during the design
phase of cooling configurations.

Basic mesh is generated with moderate mesh refinement. Mesh near the bound-
aries is refined by increasing the ‘level of basic mesh refinement’ in the ‘local mesh’
of solid–fluid interfaces. Refinement is a process of splitting a rectangular mesh cell
into eight cells by three orthogonal planes that divide the cell’s edges in halves. An
n-th level cell is 8n times smaller in volume than the basic cell. TBC and V-gutter
walls are also meshed to account for the conduction heat transfer.

Figure 12 shows the cross-sectional mesh of Configuration-I in computational
domain refined to capture the boundary layers near the solid–fluid interfaces.

Boundary conditions applied for Configuration-I are shown in Fig. 13. CHT anal-
ysis is carried out with the total pressure and temperature specified at coolant inlet
and static pressure and temperature at coolant exit.

Fig. 12 Mesh in the
V-gutter cross section of
configuration-I

Fig. 13 Flow boundary
conditions for CHT
analysis—applied for
configuration-I



Thermal Design of Cooling Configurations for an Afterburner … 523

Fig. 14 Grid independence
test for configuration-I

5% inlet turbulence intensity is considered for analysis. Outer wall boundary
condition is applied for the gas side surfaces of LE, SW, and wake regions, with
convectiveHTCandbulk gas temperature specified as shown inFig. 13.CHTanalysis
is carried out until solution is converged for all the three configurations.

Grid independence test is carried out, and level of mesh refinement for solid–fluid
interfaces is increased from 1st level to 4th level. Centre line temperature of the SW
for the different meshes (M-million cells) of configuration-I is shown in Fig. 14.
Metal temperatures in ratios of Tg are plotted with non-dimensionlised z values.

As the mesh size is increased beyond the 3.7 million for the Configuration-I,
centre line SW temperature does not vary.

8 Results and Discussion of CHT Analysis

V-gutter metal temperature contours non-dimensionlised with core gas temperature
T g, for three configurations from CHT analysis are shown in Fig. 15.

Configuration-I has the maximum metal temperature of 0.58T g at the LE region.
Themetal temperatures near the wake region are observed to increase gradually from
inlet to the exit of the P2 due to coolant temperature rise. Locally, a low-temperature
region is observed in the SW near the partition between P1 and P2 at the coolant
entry. Coolant mass flow of 3.7% of bypass flow is utilised for Configuration-I.

Configuration-II hasmaximummetal temperature of 0.60T g atwake region. There
is a coolant temperature rise across P1 and P2 passage due to heat pickup. The coolant
temperature at the end of P2 shows an increase of 100K. This has resulted in showing
maximum metal temperature at the wake region. Coolant mass flow requirement is
6.7% of bypass flow for Configuration-II.
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Fig. 15 Tm
Tg

contours for
three configurations

Configuration-III has maximum metal temperature of 0.57T g at the wake region
towards the bottom core side of V-gutter. Uniform metal temperature distribution
is observed for this configuration. The coolant mass requirement is 3.1% of bypass
flow.

Maximum metal temperatures in multiples of T g and percentage coolant mass
flow requirement for three configurations are in shown in Table 2.

Table 2 Coolant mass flow
requirement and maximum
metal temperature for three
configurations

Configuration % Coolant mass flow
requirement

Max metal
temperature

I 3.7 0.58Tg

II 6.2 0.60Tg

III 3.1 0.57Tg
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9 Conclusions

1D flow network analysis is carried out to arrive at the geometries for all the three
cooling configurations. CHT analysis shows the maximum metal temperature is
lowest for Configuration-III with lowest coolant mass flow requirement with uniform
temperature distribution compared to other two configurations. TBC has reduced the
metal temperatures by a maximum value of 200 K.
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A Numerical Investigation on the Effect
of Lip Geometry with Tangential Film
Cooling on an Annular Combustor

Ananda Prasanna Revulagadda, Buchi Raju Adapa, Sangamesh C. Godi ,
Arvind Pattamatta, and C. Balaji

Abstract Themain objective of the presentwork is to study the effect of lip thickness
and the lip cross section on the fluid flow behavior and effectiveness in tangential
film cooling in a combustor liner. A three-dimensional jet exiting from a circular
hole of diameter 2mm is considered as coolant and the hot mainstream as a co-flow.
The coolant and the mainstream are separated by a thick slab called the lip. A three-
dimensional, steady-state numerical study is performed for different lip thicknesses
(t) ranging from 0.25D to 2.5D and a blowing ratio of 0.5, 0.9, 1.5, and 2.5. Results
are presented for a dimensionless stream-wise distance between 0 and 35. At all
blowing ratios, a lip thickness of 0.25D (thin lip) performs better than the other lip
thicknesses under consideration due to the attached flow. Additionally, it is observed
that a change in the cross section (tapered) of the lip shows improvement in the film
effectiveness, which may be attributed to the Coanda effect.

Keywords Film cooling · Gas turbine combustor · Coanda effect
Nomenclature

BR blowing ratio =
mass flux of the coolant flow (ρcUc)

mass flux of the main flow (ρhUh)

DR density ratio =
ρc

ρh
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D diameter of the film cooling hole, m
S slot height, m
t time, s

TC coolant temperature , ◦C
Th mainstream temperature , ◦C
Taw adiabatic wall temperature , ◦C
u stream-wise mean velocity, m/s
u’ fluctuating component of the jet velocity in the x direction, m/s
ui velocity tensor, m/s
Uc mean velocity coolant at the hole exit, m/s
Uh main stream velocity, m/s

Umax local maximum velocity, m/s

VR velocity ratio =
Uc

Uh
X distance along the stream-wise direction, m

X/S dimensionless stream-wise distance
Y normal distance from the wall surface, m

Y/S dimensionless normal distance from the wall surface

Greek Alphabet

η effectiveness
ρ density

Subscripts

aw adiabatic wall
b base line geometry
c coolant
h main stream
i initial
j jet
m modified geometry

1 Introduction

The combustion temperatures and pressures should be as high as possible to have
higher thermal efficiency in the gas turbine. The heat convected from the combustion
gases produces thermal stresses and creep, leading to lower life and failure of the
combustor. A schematic of a typical annular combustor is shown in Fig. 1.

Combustion gases are typically at a temperature ranging from 1700–2400K.
The combustor liner metal cannot withstand such high temperatures for a pro-
longed period, and this reduces its life span. Additionally, even a small debris of the
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Fig. 1 Schematic of the cross section of an annular gas turbine combustor [4]

Fig. 2 Schematic of the film cooling

combustor can damage thewhole turbine. Hence, cooling themetal surfaces is imper-
ative. A few frequently used cooling techniques are ablation, transpiration, and film
cooling. In ablation, a heat shield coating is coated on the surface. In char ablation,
oxides such as carbon or silica are blazed to the combustor liner and are coated with
char. This coating acts as a thermal barrier. In transpiration, the coolant air is fed
into the surface, which is made up of porous material. Transpiration can provide
efficient cooling. Even so, it is not widely used due to difficulties in manufacturing
and also due to concerns involving the structural integrity of the combustor. In the
last few decades; film cooling has played a significant role in cooling gas turbine
components.

Figure2 shows the schematic of the velocity distribution of the coolant and main-
stream flow in film cooling. Here, a secondary fluid is introduced between the com-
bustion gases and the combustor liner (i.e., introducing coolant into the boundary
layer of the combustion gases). Since the secondary fluid is cooler and heavier than
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the combustion gases, heat transfer to the liner from the hot gases will be reduced.
The main objective of film cooling is to cool at the point of injection as well as in the
region downstream of the injection. The injection of secondary air into the boundary
layer increases the boundary layer thickness, which impedes the convection heat
transfer.

Sturgess [14] considered film cooling optimization for minimum cooling airflow
in aircraft gas-turbines. From experiments, it was identified that the potential core
length would be maximum when the velocity ratio of the mainstream to the coolant
is one. In the potential core of the film, the liner temperatures are under limiting
conditions. Sivasegaram and Whitelaw [13] investigated the importance of slot lip
thickness and injection angle. They identified that the effectiveness decreases if the
slot thickness (t) to slot height (s) ratio increases beyond 0.25. With an increase in
the injection angle, the effectiveness is reduced for a particular optimum blowing
ratio. Nina and Whitelaw [7] studied the effectiveness of film cooling with three-
dimensional slot geometries. They investigated the effect of open-area-ratio, slot lip
thickness, and slot lip length for tangential holes configurations. The measurements
demonstrated the requirement of the thin lip with long lip length and large open ratio.
Practically, in regions with an insufficient supply of coolant through the tangential
injection, augmentation can also be done by normal injection or splash cooling. They
also investigated splash cooling and compared it with tangential film cooling. Exper-
iments showed that tangential injection is better than splash cooling for the particular
geometry considered. Rastogi and Whitelaw [10] investigated the effectiveness of
three-dimensional film cooling slots. The coolant was injected tangentially through
the slot, which is made up of discrete holes. They identified that the film cooling
effectiveness is three-dimensional up to dimensionless stream-wise distance (X/S)
of 30. The effects of blowing ratio and the density ratio were found to be similar
to that of two-dimensional slots. Sturgess [15] analyzed the decay of film cooling
effectiveness in the axial direction. This decay is because of the small and large-
scale turbulent entrainment due to momentum exchange. Sturgess [15] concluded
that practical geometry slots perform poorer than the ideal geometry with the same
slot height and lip thickness. The performance degradation is due to the turbulence of
the film generated at the metering ports of the slots, which have high-initial entrain-
ments. The metering ports or injection holes cause non-uniformity of the film in the
lateral direction. Sturgess [16] studied combustor cooling slots for high-film cooling
effectiveness to design them for optimum performance. The prediction of film cool-
ing effectiveness using developed phenomenological models for two-dimensional
film cooling was not suitable for the actual combustor, as the flow is always three-
dimensional. As in a three-dimensional flow, the average film cooling effectiveness
depends on the circumferential uniformity of the film or lateral uniformity coming
out of the slot. The geometricalmixing parameter for different slot designswas devel-
oped and examined with a view to differentiate good and poor film cooling slots.
Mehendale and Han [6] conducted experiments to identify the effect of the main-
stream Reynolds number on the film cooling effectiveness. Due to an increase in
momentum with Reynolds number, the film cooling effectiveness was reduced. The
effect of mainstream turbulence intensity was negligible at low-Reynolds numbers.



A Numerical Investigation on the Effect of Lip Geometry … 531

Li and Mongia [5] developed an improved method for the correlation of film cool-
ing effectiveness of gas turbine combustor liners. They identified that the secondary
air, which has low velocity, would be entrained into the mainstream at low-blowing
ratios. A substantial portion of the lip edge is covered by secondary air (coolant).With
an increase in the blowing ratio, the mainstream is entrained into secondary air at
high velocity. Vortices at the lip edge were seen because of the sudden expansion.
Silieti et al. [11] numerically investigated film cooling effectiveness for a single hole
using conjugate and adiabatic wall boundary conditions. They observed significant
differences between the adiabatic and the conjugate models. Further, they compared
different turbulence models and concluded that the realizable k-ε model performs
better. Pattamatta and Singh [8] investigated the applicability of various turbulence
models in predicting heat transfer and flow characteristics of heated wall-jet flow
and concluded that the realizable k-ε model with enhanced wall treatment shows the
best agreement with experimental data as compared to other models. Singh et al. [12]
explored the use of film heating as an analogy to film cooling. They concluded that, at
a high-density ratio, film heating could not be considered an analogy to film cooling.
Qu et al. [9] conducted investigations on film cooling effectiveness by a combined
slot-effusion scheme. The drawbacks of film cooling far away from the slot and effu-
sion cooling at its beginning stage are eliminated using this method. The combined
cooling scheme was able to produce a better cooling effect with the same amount
of coolant. Zhang et al. [18] conducted experimental investigations on the overall
cooling effectiveness of t-type impinging film cooling. The effects of blowing ratio,
jet to plate pitch, hole spacing, and hole diameter were investigated, and a better
cooling performance was seen with an increase in the jet to the plate distance. At
high-blowing ratios, a decrease of hole spacing leads to better cooling, and the hole
diameter was observed to have little effect on the cooling performance. Kiyici et
al. [3] investigated the effect of geometrical and the flow parameters on film cool-
ing effectiveness and found that the effectiveness is high with a flat lip geometry
compared to a lip with an angle.

From the above review of literature, it is seen that most of the previous studies on
combustor liners are two-dimensional and are limited to impingement and crossflow
situations. Therefore, in the present study, a detailed three-dimensional numerical
investigation is conducted to investigate the effect of the lip thickness and a lip cross
section (tapered) that creates a Coanda effect on the mainstream.

2 Problem Description

In combustor film cooling typically, the coolant is introduced into the mainstream
boundary layer using a slot. The lip separates the mainstream and cold stream.

Figures 3a–c show a schematic of the combustor liner with tangential injection
hole, the dimensions of the rectangular and the tapered lip configuration.
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Fig. 3 Schematic of the a combustor liner under consideration, b rectangular lip, and c tapered lip

A parametric study is conducted to investigate the effect of lip thickness on film
cooling effectiveness. The dimensionless lip thickness (t/D) values considered in
this study are 0.25, 0.5, 1, 1.5, 2.5.

The tendency of the fluid to keep attached to the surface is called the Coanda
effect. A Coanda effect is created to the mainstream by changing the cross section
of the lip to a tapered arrangement. A numerical study is conducted to evaluate the
Coanda effect with a tapered lip on the film cooling effectiveness by considering an
taper angle of 5◦. That is realizable engineering standpoint.

3 Numerical Methodology

Simulations are carried out to study the effect of lip thickness and lip cross section
on the fluid flow and effectiveness in tangential film cooling in a combustor liner.
The numerical studies help in a fuller exploration of the parameter space, which is
otherwise difficult to accomplish through experiments that are expensive and time-
consuming.

3.1 Mathematical Formulation

Finite volume-based ANSYS Fluent 19 [1] is used for solving the governing equa-
tions. The results obtained from the numerical investigations are compared with the
results of Subbuswamy and Li [17] for the purpose of validation and are followed
by detailed parametric studies.
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3.2 Governing Equations

Three-dimensional steady, turbulent, incompressible flow, and heat transfer are con-
sidered. Air is the working fluid and is assumed to be incompressible. Thermo-
physical properties of the air are constant, while viscous dissipation is considered.
Body forces, natural convection, and radiation effects are all neglected.

The numerical study by Silieti et al. [11] reported that RKE-ewt can capture the
flow and heat transfer characteristics compared to other available Reynolds averaged
Navier Stokes (RANS) models. Hence, for the problem under consideration, the
realizable k-ε model with enhanced wall treatment is used for modeling turbulence
closure. The governing equations are expressed in the Cartesian coordinate system
using an indicial form as follows.
Continuity equation:

∂ui
∂xi

= 0 (1)

Momentum equation

u j
∂ui
∂x j

= − 1

ρ

∂P

∂xi
+ ν

∂2ui
∂x j∂x j

+
∂

(
−u

′
i u

′
j

)

∂x j
(2)

The energy equation

ui
∂T

∂xi
= α

∂2T

∂xi∂xi
− ∂u

′
i T

′

∂xi
(3)

The turbulent kinetic energy (k) and its dissipation rate (ε) are obtained by using
transport equations as given in Pattamatta and Singh [8] and Godi et al. [2] when
Reynolds stress (−u

′
i u

′
j ) is modeled by eddy viscosity two-equation model. More

details of the values used for constants and equations in the turbulence model under
consideration are given in ANSYS Fluent manual [1].

3.3 Computational Domain and Boundary Conditions

Figure4 shows the computational domain for the combustor liner with a rectangular
lip for a typical geometry. Details of numerical domain are S = 1.25D, l = 3.5D, L
= 60D, H = 20D. The coolant stream and mainstream flows are given as uniform
velocity inlet condition. The domain outlet is given as pressure outlet with zero-gage
pressure. The two vertical surfaces are made to be periodic so as to simulate as a flow
on a infinite flat plate in lateral direction and to capture jet to jet interactions. All
the remaining walls are adiabatic with no slip condition. The main stream velocity is
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Fig. 4 Schematic of the computational domain employed in the current study

maintained at 25m/s, and the turbulence intensity value of 2% is used for both main
stream and the coolant. The temperature of the main stream is 60◦C, and cold stream
is 30◦C, which gives a density ratio of 1.1.

3.4 Grid Generation and Grid Independence Study

Figure5 shows a schematic of the grid mesh on the domain and at the inlet of two
different configurations of the lip. The grids have been generated using the commer-
cial software ANSYS ICEM CFD 19. ’O’ type non-uniform grids are generated at
the circular jet openings and non-uniform hexahedral grids on the other part of the
computational domain [2]. The results of the grid independence studies are shown
in Fig. 6. While discretizing, the number of nodes were increased from 0.5 mil-
lion to 3.5 million. The effect of change in the centerline adiabatic effectiveness(

ηaw = Th − Taw

Th − Tc

)
on the number of grids was examined in the axial direction

by varying the grids in x, y, and z directions, and at the fluid inlet openings. It
was observed that the solution became independent, or no significant change was
seen in the centerline adiabatic effectiveness when the number of nodes changed
form 1.5 million to 3.5 million. In view of the above, computational studies have
been carried out for 1.5 million nodes. Further, in the case of turbulent flows with
low-Reynolds number modeling to capture the near wall effect, the first cell height
needs to be smaller than that of the thickness of the viscous sub-layer. For this, a non-
dimensionalized near wall size called wall y-plus (y+) is defined. For the simulations
carried out in this study, y+ ≈1 has been maintained, which is highly desirable for
near wall modeling [2].



A Numerical Investigation on the Effect of Lip Geometry … 535

Fig. 5 Distribution of the grid for a rectangular lip configuration, b tapered lip configuration, and
c at the cold jet inlet

Fig. 6 Results of the grid
independence study
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3.5 Solution Procedure

The COUPLED scheme is used to handle the pressure-velocity coupling. The
momentum and pressure-based continuity equations are solved together, making
the convergence faster than other segregated solvers. This method is highly stable
but at the same time, calls for massive computational resources. A second-order
interpolation scheme is used for pressure. The second-order upwind scheme is used
for the interpolation of velocity and temperature gradients and the turbulence equa-
tions. Further, absolute convergence criteria for the continuity equation are set to
10−5, formomentum, energy, and turbulence quantities are set to 10−6. Computations
are carried out on the VIRGO cluster in high-performance computing Environment
(HPCE) available at IIT Madras.
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Fig. 7 Validation of the
present study with
Subbuswamy and Li [17]
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3.6 Validation

The realizable k-ε with enhanced wall treatment model is used in this study to
validate the numerical results of the present study against the results of Subbuswamy
and Li [17]. The computational geometry has been suitably modified to facilitate the
validation, and the results of of this exercise the validation are presented in Fig. 7.
Results are presented for a blowing ratio of 1.5 and a density ratio of 1.5. Both the
mainstream and coolant flows are at a uniform velocity of 6m/s resulting in a velocity
ratio of 1. A very good agreement is observed between the results of Subbuswamy
and Li [17] and the present numerical study and this seems as adequate validation
of the numerical methodology along with the turbulence closure employed in the
present study.

4 Results and Discussion

A parametric study is conducted to investigate the effect of lip thickness for t/D =
0.25, 0.5, 1, 1.5, 2.5 at blowing ratios (BR) = 0.5,0.9,1.5, 2.

4.1 Effect of Lip Thickness on the Effectiveness

Figures8a–d show the stream lines and the velocity contours at different values of
t/D and blowing ratios. For the problem under consideration in the present study,
there is a systematic pattern of stream lines that can be seen for t/D = 0.25, BR = 0.9
(see Fig. 8a). However, a re-circulation zone 1 is created at the lip exit due to sudden
expansion of mainstream (see Fig. 8b). An increase in re-circulation zone can also be
seen with an increase in the lip thickness. Further, a re-circulation zone 2 is observed
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in the stream-wise direction beyond X/S = 5. This second re-circulation zone can
exist for higher lip thicknesses and for lower blowing ratios (see Fig. 8c). These re-
circulation zones are the regions in the flow regime, where the pressure is low, due
to which fluid from surroundings entertains into the flow and creates an unnecessary
complex flow and enhancing mixing. Further, as the blowing ratio increases, the
second re-circulation zones disappears due to high momentum of the coolant (see
Fig. 8d). From the Fig. 8, it can be inferred that, because of re-circulation zone 1 and
zone 2, the mixing of the hot and cold streams starts at the slot exit and beyond X/S

Fig. 8 Stream lines and velocity contours for a t/D = 0.25 b t/D = 1.5 c t/D = 2.5 at BR = 0.9
and at d t/D = 2.5 at BR = 2
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= 5, respectively. Due to these re-circulation zones, there is an increase in the film
temperature which results in lower film cooling effectiveness.

Figures 9a–d show the axial variation of effectiveness for various lip thickness at
different values of blowing ratios. It can be observed that at low-blowing ratios of
0.5 and 0.9, the lip to diameter ratio (t/D) of 0.25 (thin lip) is performing better than
the thick lip (t/D > 0.25) due to the elimination of separation of the flow. It is also
observed that the effect of lip thickness on the effectiveness is more significant at the
slot exit. Additionally, at high-blowing ratios, the thick lip performs better than that
of the thin lip. This is attributed to the absence of intense mixing or no interactions
between both the streams due to high momentum, which is due to shifting of the
interaction between the coolant and themainstream far from the slot exit in themixing
zone. In view of this, there is no second re-circulation zone is seen (see Fig. 8d).

4.2 Effect of Tapered Lip on the Effectiveness

To obtain a smooth interaction between coolant flow and the hot stream, the lip cross
section has been changed from rectangular to trapezoidal, and this phenomenon is

Effect of Lip thickness at BR=0.5

C
en

tr
el

in
ea

di
ab

at
ic

 e
ffe

ct
iv

en
es

s (
η)

 

0

0.2

0.4

0.6

0.8

1

Non-dimensional streamwise distance  (X/S)
0 5 10 15 20 25 30 35

t/D=0.25
t/D=0.5
t/D=1
t/D=1.5
t/D=2.5

(a)

Effect of Lip thickness at BR=0.9

C
en

tr
el

in
ea

di
ab

at
ic

 ef
fe

ct
iv

en
es

s (
η)

 

0

0.2

0.4

0.6

0.8

1

Non-dimensional streamwise distance (X/S)
0 5 10 15 20 25 30 35

t/D=0.25
t/D=0.5
t/D=1
t/D=1.5
t/D=2.5

(b)

Effect of Lip thickness at BR=1.5
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Effect of Lip thickness at BR=2
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Fig. 9 Effect of lip thickness on the effectiveness at a BR = 0.5 b BR = 0.9 c BR = 1.5 d BR = 2
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known as Coanda effect to the mainstream. A tapered or angled lip has been chosen,
and its performance is compared with a rectangular lip having t/D = 1.5. From
Fig. 10(a), it can be seen that angled lip shows better performance when compared
with that of a rectangular lip at low-blowing ratios and it also observed that at a
high-blowing ratio (BR) of 2, the tapered lip and rectangular lip show comparable
performance. Figure11 shows a comparison of the velocity profiles between flat and
the tapered lips at X/S = 15 for a blowing ratio of 0.9. From the figure, it is observed
that the velocity profiles of the tapered and flat lip are different due to the diverging
of the mainstream stream lines in case of tapered lip (see Fig. 10b). This makes the
coolant flow so as to attach to the surface without intense mixing. In view of this,
with the tapered lip configuration, flow separation is eliminated, and the velocity
difference between both the streams is reduced, thereby reducing the mixing of the
coolant and the mainstream.

Figure12 shows the relative effectiveness

(
ηm

ηb

)
at different blowing ratios and by

the location of the maximum enhancement. From this figure, it is seen that the effec-
tiveness is improved to a maximum of 95, 45.5, and 21.5 % for blowing ratios (BR)
of 0.5, 0.9, and 1.5, respectively. Further, a drop of 6.5 % in the relative effectiveness
is seen at X/S ∼ 11 and BR=2.

Fig. 10 Effect of taper lip on
a effectiveness b streamlines
and velocity contours
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Fig. 11 Stream-wise component velocity profile of rectangular and tapered lip at X/S = 15 and
BR = 0.9

Fig. 12 Relative effectiveness at different blowing ratios

5 Conclusions

A three-dimensional numerical study based on RANS was conducted to investigate
the effect of lip thickness and its cross section on the film effectiveness. The salient
conclusions from this study are



A Numerical Investigation on the Effect of Lip Geometry … 541

1. Because of the reduced separation in the flow, at all blowing ratios, the overall
performance of the thin lip is reasonably good.

2. At high-blowing ratios, a thick lip (t/D = 2.5) is having slight advantage over
thin lip (t/D = 0.25) because of shifting the intense mixing away from the slot
exit due to the high momentum of the streams.

3. The Coanda effect is introduced to mainstream by changing the cross section of
the lip from rectangle to the taper. In view of this, there is an improvement of
the effectiveness. At low-blowing ratios, there is a significant improvement in the
film cooling effectiveness with the use of a tapered lip, and this effect reduces at
higher blowing ratios.

4. The performance of the tapered lip is high at low-blowing ratios (between 0.5 and
1.5) and decreases with an increase in the blowing ratio.
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Nanoboron Slurry Fuel Droplet
Combustion for High-Particle
Loading Ratio

Sunil Kumar Kumawat , Apurv Dilip Ghugare , Abhijeet Kumar ,
Srikrishna Sahu , and Ravikrishnan Vinu

Abstract This paper investigates the influence of concentration of boron nano-
particles on the combustion behavior of Jet A1-based slurry droplets especially for
high-particle loadings. The nanofuel was prepared using commercially available
boron nano-particles. The particle loading ratio (by weight) was varied from 2.5 to
50%. Shadowgraphic visualization of the burning droplet and direct flame imaging
was carried out to examine the burning characteristics of horizontally suspended
slurry droplet. While for particle loading up to 20%, the droplet combustion was
dominated by vigorous oscillations and micro-explosions, beyond 20% loading, sig-
nificant differences in the combustion behavior were observed which are discussed.
The normalized surface area plot supported the observations and depicted clear depar-
ture from classical model for droplet burning.

Keywords Nano-particles · Combustion · Micro-explosion · Drop lifetime

1 Introduction

Since the last few decades, research on high-energy density fuels for various
aerospace applications has led to the development of nanofuels that opens a promising
future due to high reactivity, faster burning rate, high-calorific value, and reduction in
ignition delay [1]. Nanofuels are liquid fuels with a stable suspension of nano-sized
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metallic or non-metallic particles (NP) such as Al, B, Fe, C, and CeO2. Depending
on the choice of NPs, the nanofuels exhibit different thermophysical properties such
as thermal conductivity, mass diffusivity, surface tension, radiative property, and
non-Newtonian viscosity, as compared to their respective base fuels. While higher
loading of NPs in the base fuel is required to achieve the desired engine performance
with the same capacity of the fuel tank, there are many challenges right from the
synthesis of such slurry fuels, suspension stability, and transport, to issues related
to the atomization of the slurry fuel, ignition, burning of the spray, emission, and
presence of metallic oxides therein. Considering that combustion of the fuel droplets
is one of the critical stages in the overall burning process, study of single nanofuel
droplet combustion has attracted significant attention in the past as it provides a detail
understanding of the fundamental process as well as a basis to develop models for
spray combustion computation.

Tyagi et al. [2] observed that hot plate ignition probability of NP loaded diesel fuel
was significantly higher than that of the base diesel fuel. Gan and Qiao [3] investi-
gated the burning characteristics of fuel droplets containing micron- and nano-sized
Al particles in suspension with ethanol and n-decane. The micro-explosion behavior
of the micron-sized particle suspension occurred later than the nano-sized particle
suspension with much stronger intensity for the same mass loading and surfactant
concentration. Javed et al. [4] studied evaporation characteristic of n-heptane with
varying concentrations of Al NPs at different ambient temperatures (100–600 ◦C)
under atmospheric pressure and observed that nanofuel droplets vaporize in the same
way as base fuel droplet and follow classical d2-law at all temperatures. They found
that at lower temperature (100–300 ◦C), the evaporation rate of nanofuel, irrespec-
tive of the NP mass loading, is lower than that of pure heptane droplet. However, for
higher ambient temperature (>400 ◦C), the evaporation rate of the nanofuel droplets
is higher than that of the pure heptane droplet. Javed et al. [5] investigated the
effects of high-ambient temperatures and various concentrations of Al NPs on the
autoignition and combustion characteristics of heptane-based nano fluid droplets. It
is observed that in contrast to the pure heptane droplets, the nanofuel droplets exhib-
ited disruptive burning behavior at all temperatures (600–800 ◦C) and did not obey
the classical d2-law. The NP was ejected from the droplets via micro-explosions that
occurred early in droplet lifetime, was more intense at higher temperatures, and had
larger NP concentrations. Because of these intense and frequent micro-explosions,
almost no residue or agglomerated NPs remained on the fiber, and no distinct Al
flame was observed. Ojha et al. [6] reported that the structure of the NP particle
(whether amorphous or crystalline) has strong bearing on secondary droplet ejec-
tion and micro-explosions. Ojha et al. [7] studied slurry droplets of JP10 laden with
sub-micron boron NP at 10% loading. Three different commercially available NP
was tested, and considerable difference in burning characteristics was observed in
spite of the same loading. Recently, Ojha and Karmakar [8] studied aluminum- and
magnesium-decorated boron NP and Jet A1 slurry fuel. They found improved com-
bustion characteristics for the above fuel in comparison with non-decorated boron
and fuel slurry. Experiments were conducted up to 30% particle loading. Chandra
et al. [9] conducted experimental study on burning on the burning characteristics of
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Table 1 Particle loading ratios used in the earlier works in the literature and the current experiments

Authors Base fuel NP Particle loading ratio

Gan and Qiao [3] n-decane Al 10%

Javed et al. [5] n-heptane Al 0.5, 2.5 and 5%

Ojha et al. [7] JP10 B 10%

Chandra et al. [9] JP10 B 2, 5, 7 and 10%

Ojha and Karmakar [8] Jet A1 Al, Mg decorated B 10, 20 and 30%

Present study Jet A1 B 2.5, 5, 10, 20, 30, 40
and 50%

JP10 fuel droplets for various particle mass loadings (2, 5, 7 and 10%). It was found
that the burning of nanofuel shows oscillations and secondary droplet ejections due
to bubble formation, growth, and merging. Table1 summarizes the particle loading
ratios used in various droplet burning experiments reported in the literature.

Several practical applications involving aero-propulsion systems necessitate very
high-mass loading of NPs in order to meet the demand for the liberated thermal
energy. Hence, more investigation is required for combustion of slurry fuels with
high-mass loading ratio of the NP. Accordingly, the objective of the present paper is
to study boron slurry droplet combustion for wide range of particle loading ratio from
2.5 up to 50%. The Jet A1 is used as the base fuel. All experiments are conducted
under atmospheric conditions.

2 Experimental Methodology

Nanoboron and Its Characterization
Nanoboron used in droplet combustion studies was sourced commercially from
Hongwu International, China. Based on high-resolution scanning electron
microscopy equipped with energy dispersive spectroscopy (SEM-EDS), boron con-
tent in the sample was found to be ∼88 wt.% with the rest being oxygen and mag-
nesium. Figure1 shows a typical SEM photograph. The nanoboron particles were
irregular in shape and their particle size ranged between 50 and 400nm. Based on
powder X-ray diffraction analysis, nanoboron particles were predominantly amor-
phous in nature [10]. Few crystalline peaks could be attributed to the leftovers (NaCl,
MgO, MgB2) from the magnesiothermic reduction process. Ojha et al. [6] reported
that amorphous boron powders exhibit better burning behavior, and crystallinity in
the sample tends to dampen the combustion process. Amorphous nature of the sam-
ple is thus highly desirable. Pore size distribution analysis was also performed on
the sample powders using the Barret-Joyner-Halenda (BJH)method, and the analysis
revealed type-III curves accompanied by a H1-type hysteresis loop. Pore volume and
specific surface area were found to be 0.07 cm3/g and 12 m2/g, respectively [10].
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Fig. 1 SEM photograph of Boron NPs

2.1 Slurry Preparation and Its Stability

Slurry fuels of nanoboron in Jet A1 containing 2.5–50 wt.% of nanoboron were
prepared. The general method of preparation of slurry fuels involves the addition
of surfactants, viz., Span-80 and Tween-80, to Jet A1 fuel followed by complete
homogenization. Boron nano-particles were then added, and the resulting slurry was
ultrasonicated for 30min in a bath type ultrasonicator. The temperature of the slurry
was maintained at 25–30 ◦C. All the samples were periodically ultrasonicated, and
also prior to droplet combustion experiments to prevent agglomeration of nanoboron
particles. Further details regarding the preparation, characterization and stability of
different nanoboron slurries are available in Ghugare et al. [10].

The surfactants imparted a certain degree of flowability to the nanoboron slurry
as evident from Fig. 2. It was further observed that in the absence of surfactants the
50 wt.% nanoboron-Jet A1 sample behaved like a semi-solid lump, whereas with the
addition of surfactants, the liquid like behavior of the slurry was pronounced.

Fig. 2 Effect of addition of surfactants to 50wt.% nanoboron in Jet A1 suspension. aNo surfactant,
b 0.5 wt.% each of Span-80 and Tween-80, c 1 wt.% each of Span-80 and Tween-80
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Fig. 3 Top view of experimental apparatus

2.2 Experimental Setup

The top view of the schematic diagram of the experimental apparatus is shown in
Fig. 3. A quartz fiber of diameter 1mm was chosen for depositing nanofuel droplet
due to its low-thermal conductivity and inability to participate in combustion. A
micro-pipette was used to suspend the nanofuel droplet (initial volume 8 µL) on a
horizontal quartz fiber and was ignited using gas flame lighter under ambient condi-
tions. The initial droplet size was about 2.4mm. The droplet was back-illuminated
with a strobe, and shadowgraphic visualization of the burning droplet was carried
out using a CCD camera. In addition, direct flame photographs of the burning droplet
were also captured using a digital camera.

2.3 Image Processing Procedure

The shadowgraph images were processed using in-house MATLAB-based image
processing codes. As shown in Fig. 4, the grayscale images were first binarized
using inbuilt function ‘im2bw’, which blackened the drop region. The area of the
bright region outside the droplet in the image was identified using the inbuilt function
‘regionprops’, followed by subtraction of the obtained area of bright region in image
from the total area captured by image. This provides the area of the dark region,which
indicates the drop and fiber (as shown in Fig. 4b). In order to remove the projected
area of fiber, the image consisting of fiber without drop was considered, followed by
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Fig. 4 a Raw image of the droplet, b binarized image, and c droplet image after filtering the fiber

identification of fiber area using the procedure mentioned above. Finally, the fiber
area was subtracted from the drop+fiber area (as identified in Fig. 4b). This provides
the projected area of the drop in the instantaneous image as shown in Fig. 4c. Then,
a circle equivalent diameter of the droplet is calculated from the projected area of
the droplet.

3 Results and Discussion

Figure5a–g shows time sequence of the droplet flame photographs for the base fuel
and the nanofuel for differentmass loading ratios. In these images, the droplet itself is
not always visible due to high-flame luminosity. The shadowgraph images shown in
Fig. 6a–g overcome this issue as the liquid droplet and the residual of NP combustion
are distinctly visible though the flame does not appear now. It is observed in Fig. 5a
and6a that the base fuel droplet burned steadily as evidenced by a consistent reduction
in size of the droplet and the flame. For the nanofuel droplets with low to moderate
mass loading of NPs (up to 20% loading), the combustion behavior can be divided
into three stages. In the first stage, the nanofuel droplet burns similar to the base
fuel. This is followed by the second stage, where the droplet undergoes volumetric
expansion and contraction process due to vapor bubble formation as a result of liquid
to vapor phase change in the vicinity of the preheated NPs. It is worthwhile to note
that the thermal conductivity of boron is much higher than the base fuel due to which
the particles are heated up much quickly than the liquid. This may be augmented
by particle agglomeration, which increases with particle loading. As the bubbles
swell, the droplet size appears to increase. The bubbles reach the droplet interface
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Fig. 5 Instantaneous images for burning of a pure Jet A1 droplet and nanofuel droplets with mass
loading ratio of b 5%, c 10%, d 20%, e 30%, f 40% and g 50%
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Fig. 6 Time sequence of instantaneous shadowgraph images of a pure Jet A1 droplet and nanofuel
droplets with mass loading ratio of b 5%, c 10%, d 20%, e 30%, f 40%, and g 50%
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and burst resulting in volume contraction and ejection of secondary droplets. This
process continues for some duration leading to near harmonic variation of drop size.
The ejected droplets may carry some NPs, and due to their small size and high
temperature, burning time is small, while allows the boron NPs to oxidize to BO2.
As shown in Fig. 5, a green envelope around the base diffusion flame is observed,
which is attributed to the emission of BO2 [9]. In spite of oscillations in droplet size,
an overall size reduction continues to occur in the second stage. Although some NP
burned simultaneously with the combusting liquid fuel, most particles agglomerate
on the fiber when the loading is high. For loading below 20%, the agglomerated mass
in the fiber is not significant. Hence, the flame appears till the droplet size is almost
zero. However, for 20% loading, the size of the droplet does not appear to change
after sometime. This refers to the third stage burning process, where no liquid is
present. The liquid that remains within the particles, gasifies, and burns as it leaves
the particle mass and mixes with the surrounding air. Hence, a premixed blue flame
is observed in this stage. The flame extinguishes as soon as the liquid is exhausted.

Beyond particle loading of 20%, differences in the droplet burning behavior were
observed as explained below.The initial smooth burning of droplet is observed similar
to the above cases. However, interestingly, micro-explosions reduced significantly
in the second stage. This is due to gasification of a significant fraction of the initial
liquid in the initial steady burning phase. By the time, the NPs are heated up, the
liquid content is reduced such that the probability of vapor entrapment is lower. For
30% loading, some bubble formation occurs resulting in expansion and contraction
of the droplet. However, this effect reduces for 40 and 50% particle loading. For the
above cases, the flame images show that the droplet flame continues to envelope the
agglomerated particles (third stage), although, right after the flame extinguishes, a
flame front appears to travel from the bottom side of the particle mass toward the
fiber. Similarly, the shadow images indicate that during droplet burning, the particles
begin to appear at the droplet interface near its bottom part, and then more particles
are observed toward the upper part of the droplet. Then, only particles that stick
to the fiber remain. As mentioned above, the flame then propagates through the
agglomerated particle mass. The above observations are unique to higher particle
mass loading cases and are not observed for loading below 30%. In these cases, no
evidence of boronNP burning, i.e., presence of green flame could be identified. These
observations highlight that as the particle loading ratio of nanofuels is increased, the
residence time of the fuel droplets in the combustion zone should be longer to ensure
particle reaction and heat release.

In order to compare nanofuel droplet burning with the classical d2-law model
of droplet combustion, the temporal variation of normalized surface area of the
burning nanofuel drop for different particle loading ratios is plotted in Fig. 7. It can
be observed that the plot for pure Jet A1 shows a near linear trend in spite of that being
a multi-component fuel. Thus, the burning characteristics of pure fuel closely agree
with the d2-law [11]. However, as the NP mass loading ratio is increased, a clear
departure from d2-law is evident. As discussed earlier, the plot highlights the three
stage burning process as described earlier. The first stage is similar to the pure fuel
droplet burning. In the second stage, volumetric oscillation of the nanofuel droplet
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Fig. 7 Temporal variation of
normalized surface area of a
burning nanofuel droplet for
different NP loading ratio
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causes local fluctuations of surface area as shown in Fig. 7a. The overall reduction
of droplet surface area is still similar to d2-law. Nevertheless, beyond certain time
the surface area does not change with time indicating the flame extinction, which
represents the third stage burning. In this stage, the surface area does not change
as is clearly observed for 20% particle loading. With further increase in NPs mass
loading ratio, deviation from the curve for the pure fuel begins at a much earlier
stage. However, as demonstrated earlier in the visualization images, the surface area
fluctuations are observed to reduce beyond 30% loading. The third stage burning,
characterized by invariance of particle surface area, is dominant for these cases. The
above discussion emphasizes the need for an advanced model for nanofuel droplet
burning that must take into account the difference in combustion characteristics for
low- and high-particle loading.
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4 Conclusions

The present work aims to study the effect of boron nano-particle concentration on
the combustion behavior of nanofuel slurry droplets with Jet A1 as base fuel. The
focus is especially on the influence of higher range of particle loading ratio beyond
20%. The nanofuel preparation method and the stability of particle suspension were
described in detail. The droplet burning experiments were conducted under atmo-
spheric conditions. The results demonstrate different mechanism of nanofuel droplet
combustion (three stage burning process) as compared to the base fuel and also a
clear departure from the classic d2-law. For NP loading up to 20%, the slurry droplet
burning is characterized by vigorous droplet expansion/contraction accompanied by
micro-explosions that lead to particle combustion and appearance of a green flame.
In contrast, beyond 20% loading, droplet oscillations and micro-explosions tend to
reduce. A large agglomeration of NPs occurs on the fiber such that following the
droplet flame extinction, a flame propagates through the remaining particles. The
present experimental results not only demonstrate different mechanisms of nanofuel
droplet combustion for high-particle loading but also highlights the need for an
advanced model to describe such behavior and also for numerical simulation of
spray combustion.
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Effect of Surface Temperature on Fuel
Drop Splashing on Solid Surfaces

Akshay Sreenivasan and Sivakumar Deivandren

Abstract Interaction of hydrocarbon fuel drops with high-temperature substrates is
commonly encountered in combustion chambers, and such dynamics are relevant in
design and optimization of fuel spray systems. Dynamics of fuel drops impacting
on a heated solid surface in the splashing regime is investigated through high-speed
imaging experiments. The effect of surface temperature in altering the impacting drop
morphology and quantitative trends in splashing is studied in detail. The variation
of splash behavior of drops impacting at three distinct drop Weber number (We)
at different surface temperatures (TS) is considered. For a fixed We, an increase in
the surface temperature causes a shift in the impact dynamics from splashing to
spreading, which indicates higher threshold We at higher TS. The dynamics of the
ejected liquid sheet and the spreading lamella post-impact are analyzed from the
high-speed images to quantify the observed transitions.

Keywords Drop splashing · Heated surface · Fuels

Nomenclature

CG Speed of sound in gas (m/s)
D0 Initial diameter of impacting drop (mm)
g Acceleration due to gravity (m/s2)
H Impact height of drops (mm)
H t Initial height of lamella (mm)
kB Boltzmann’s constant (kg m2 K−1 s−2)
K l Constant multiplying lubrication force term
Ku Constant multiplying suction force term
Oh Ohnesorge number
P Ambient gas pressure (Pa)
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Re Reynold’s number
T Temperature of gas phase (°C)
TS Surface temperature (°C)
TS,tr Transition surface temperature (°C)
t Time elapsed from the instant of impact (s)
te,cr Dimensionless critical sheet ejection time
V Drop impact velocity (m/s)
V e Expansion velocity of liquid lamella (m/s)
V t Initial velocity of liquid lamella (m/s)
We Weber number

Greek Symbols

α Re-contact factor
β Splash threshold parameter
γ Ratio of specific heats
μ Dynamic viscosity of drop liquid (Pa s)
μG Dynamic viscosity of gas (Pa s)
νL Kinematic viscosity of drop liquid (m2/s)
ρ Density of drop liquid (kg/m3)
ρG Density of gas (kg/m3)
σ Surface tension of drop liquid (N/m)
�G Destabilizing stress exerted by gas (Pa)
�L Stabilizing stress of surface tension (Pa)

1 Introduction

Impact of liquid drops on solid surfaces has fascinatedmany researchers, owing to the
complexfluid dynamics it entails. Factors such as the drop size, impact velocity, liquid
properties, and the surface topology are known to influence the impact dynamics of
drops and are often expressed in terms of the following dimensionless terms,

Re = ρV D0

μ
, We = ρV 2D0

σ
, Oh = μ√

ρσD0
(1)

Of the various impact outcomes during the drop impact process [1], splashing
has been an area of active research. In addition to the factors listed above, the gas
phase that surrounds the spreading lamella in splashing has a key role in deciding
the splash outcome as well as the threshold velocity of splashing. It is observed that
the gas in the vicinity of the ejected liquid sheet exerts aerodynamic forces, which
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leads to the disintegration of the liquid sheet into a spray of secondary droplets. Xu
et al. [2] studied the effect of the surrounding gas pressure on splash threshold and
observed that a reduction in the ambient gas pressure leads to suppression of corona
splashing. Several studies have been proposed since the work by Xu et al. [2] that
discuss the interplay of factors such as liquid properties and surface characteristics
with the observed pressure effect [3–5].

The analytical model proposed by Xu et al. [2] based on the destabilizing stress
from the gas phase and the stabilizing stress from the interfacial tension may be
expressed using the following relation,

�G

�L
≈ P

√
D0V

RT

√
νL

σ
(2)

A more holistic model for the splash threshold considering the properties of both
the liquid aswell as the ambient gas phaseswas proposed byRiboux andGordillo [6].
In this model, the lift force imparted by the gas beneath the expanding liquid sheet
imparts a vertical velocity and acts to destabilize the sheet thus causing splashing,
while the interfacial tension tends to stabilize the system. A splash threshold param-
eter (β) is defined based on this model, to estimate the splash threshold velocity of
liquid drops impacting on solid surfaces, and is given by [6],

β =
(
KlμGVt + KuρGV 2

t Ht

2σ

)1/2

(3)

Drop impact on heated solid surfaces has been investigated extensively in litera-
ture, as it provides the baseline scenario for applications such as spray cooling and
fuel spray impingement [7, 8]. Investigation of the impact dynamics of fuel drops on
surfaces at high-temperature conditions helps refine the guidelines for design of effec-
tive atomizers and spray impingement systems in combustion chambers. Studies on
heated surface impact of liquid drops mainly focus on the impact morphologies and
their classification with respect to the hydrodynamics as well as surface temperature
parameter.

In the present work, we consider the splashing impact of millimetric liquid drops
on a heated solid surface, to study the effects of surface temperature (TS) in altering
the splash outcome, which is not reported in literature in detail. Staat et al. [9] studied
the impact of ethanol on heated sapphire surface and identified four different impact
regimes such as deposition, contact-splash, bounce, and film-splash onWe-TS phase
space. Although Staat et. al. [9] modeled the deposition to contact-splash transition
with respect to the surface temperature, a detailed description of the transition regime
and the underlying mechanism is still lacking in literature. In the present study, we
address these issues through investigation of liquid drop splashing on heated surfaces.
We study the variation of the splash threshold velocity with surface temperature and
qualitatively explain the transition observed in the splash outcome with change in
the surface temperature, for impact at constant We.
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2 Experimental Setup

Figure 1 shows a schematic of the experimental setup used in the current work.Milli-
metric drops of identical size are dispensed using the micrometer-syringe arrange-
ment and fall freely onto the target surface kept below. The drop dispenser assembly
ismounted on a vertical traverse that is used to vary the impact height and thereby, the
impact velocity. The drop impact dynamics are captured using a high-speed camera
(Photron FASTCAMMiniUX100) and strobe lamp (PanaTechAsia), in backlighting
mode.

The heating arrangement of the target surface consists of a flat plate heater
(Heatcon Sensors), a temperature controller unit, and K-type thermocouple. The
drop diameter (D0) is estimated from the high-speed images captured just prior to
impact. Owing to the reduced pixel resolution of the images at high frame rates of
50,000 fps, the impact velocity is taken as the free fall velocity, V = √

2gH , where
H is the impact height measured from the tip of the hypodermic needle to the top
face of the target surface.

Table 1 lists the physio-chemical properties of the test liquids evaluated at 25 °C,
considered in the present study. Table 2 lists the impact conditions for the three test
liquids considered in the present work.

Fig. 1 Schematic of the experimental setup

Table 1 Liquid properties
evaluated at ambient
temperature of 25 °C

Fuel Density (ρ)
(kg/m3)

Viscosity (μ)
(mPa-s)

Surface tension
(σ ) (N/m)

Ethanol 785 1.10 0.022

n-butanol 810 2.63 0.025

Diesel 818 3.46 0.027
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Table 2 Impact conditions of
the test liquids

Fuel D0 (mm) We

Ethanol 2.32 ± 0.024 454, 542, 643

n-butanol 2.24 ± 0.032 346, 430, 505

Diesel 2.43 ± 0.014 471, 582, 700

3 Methodology

Two different types of experiments are conducted in the present work. In drop impact
experiments at constant We, the liquid drops are impacted from a constant impact
height onto the target surface at different surface temperatures, ranging from the
ambient temperature to just below the Leidenfrost point of the respective liquid.
Three trials are taken corresponding to each experimental setting, to ensure repeata-
bility of the observed outcome. The threshold criterion of splashing is quantified
by conducting the splash threshold experiments, wherein the splash-deposition limit
of the impacting drops is experimentally determined corresponding to each surface
temperature setting.

In the splash threshold experiments, drop impact is conducted from a partic-
ular height, and the impact dynamics are observed from the high-speed images.
If the drop undergoes pure spreading and does not exhibit ejection of secondary
droplets, the impact height is increased by a marginal amount. After this increment,
if the impacting drop undergoes splashing, the corresponding height is taken as the
threshold height corresponding to the surface temperature, and vice-versa.

4 Results and Discussion

4.1 Splash Morphology of Impacting Drops

The results and inferences from the drop impact experiments conducted at constant
We are presented first. For each test fuel, liquid drops of nearly identical size are
dispensed at constantWe, as given in Table 2, and allowed to impinge on to the target
surface, maintained at different surface temperature conditions. The drop impact
dynamics captured using high-speed imaging, operating at a temporal resolution of
20µs, are used to explain themorphology of impacting drops and the resulting splash
outcome. Figure 2 depicts the temporal evolution of a diesel drop impacting at We
= 471, on the heated surface maintained at different temperatures.

In Fig. 2a, which denotes the impact of diesel drop on to the surface kept at
ambient temperature (TS = 25 °C), it can be observed that the impacting drop exhibits
corona splashing, as endorsed by the ejection of thin liquid sheet and the subsequent
ejection of secondary droplets. The liquid sheet is ejected after a certain time lapse
from the instant of impact, and subsequently, the sheet grows radially. After t =
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Fig. 2 Image sequence depicting temporal evolution of the dynamics of a diesel drop impacting
atWe = 471, on a heated solid surface kept at temperatures, a 25 °C, b 190 °C, and c 300 °C. The
time elapsed from the instant of impact in (µs) is given in the top right corner of each image

1280µs, perturbations in the liquid sheet grow and result in its disintegration, thereby
generating a spray of secondary droplets that are ejected in all azimuthal directions.
As the surface temperature is increased, it can be seen that splashing is no longer
observed, and the ejected liquid sheet fails to disintegrate and instead re-contacts the
spreading lamella. This particular impact morphology is termed as the ‘re-contacting
regime’ in the current study and is not previously studied in literature. As seen in
Fig. 2b, the liquid sheet grows radially for up to t = 280 µs and then merged back
with the base lamella that is spreading over the heated surface. Thereafter, splashing
or secondary droplet ejection is not observed.

A further increase in the surface temperature shifts the impact outcome from the
re-contacting regime to pure spreading regime, wherein the impacting drop simply
spreads over the surface and exhibits no discernible signs of liquid sheet ejection
and splashing, as depicted in Fig. 2c. Since the liquid properties and the impact
conditions are held constant in these experiments, the observed variations in the
impact morphologies may be attributed to only the surface temperature effects.

Figure 3 depicts the impact outcomes based on the characteristics of the liquid
sheet in the form ofWe-TS matrix for impact of ethanol drops on the heated surface.
The images of a given row correspond to the impact outcome for a particular surface
temperature and for different impact We. Similarly, the images of a given column
correspond to a particularWe, for different surface temperatures. It can be observed
that as the surface temperature is increased (moving up a column), the ejection of
liquid sheet is no longer observed, and the impact outcome transitions from thin sheet
splashing to the re-contacting regime to pure spreading. However, an increase inWe
(moving right in a row) enhances splashing, due to increased inertia of drop impact.
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Fig. 3 We-TS matrix depicting the liquid sheet evolution during impact of ethanol drop on a heated
solid surface. All images are captured at t = 300 µs

Fig. 4 Regime maps indicating the various impact outcomes observed during drop impact on a
heated solid surface for a ethanol, b n-butanol, and c diesel

The impactmorphologies observed during the impact of the test liquids on a heated
solid surface are consolidated in the form of a We-TS phase space/regime maps and
are shown in Fig. 4. It can be seen from the regime maps that with an increase in the
surface temperature, there is a discernible shift in the impact morphology form thin
sheet splashing (red zone), to the re-contacting regime (green zone) to pure spreading
(gray zone). It is speculated that with an increase in the surface temperature, the local
gas density close to the expanding liquid sheet decreases and, hence, becomes inca-
pacitated to sustain the liquid sheet up to the point of destabilization. This explains
the experimental observation, wherein, splashing via thin sheet ejection is observed
at low surface temperatures, while at higher temperatures, the thin liquid sheet fails
to destabilize and instead re-contacts the spreading lamella.

4.2 Estimation of Splash Threshold

Following the procedure explained in the methodology section, the threshold We of
splashing is determined for the three test liquids under consideration, corresponding
to different surface temperatures ranging from the ambient temperature to below
the Leidenfrost temperatures of the respective liquid. The splash threshold condition
essentially represents the impact condition corresponding to which the drop is at the
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incipience of splashing and essentially represents the splash/deposition limit. Exper-
imental image sequence corresponding to the splash threshold condition considered
in the present work is illustrated in Fig. 5. Reported works in literature [10–13]
investigated the splash threshold criterion only as a function of the liquid properties,
impact velocity, and drop size.

The interesting discovery made by Xu et al. [2] stating that the ambient gas plays
a role in controlling the splashing phenomenon, and that a reduction in the ambient
gas pressure suppresses splashing, ledmore researchers to study the effect of ambient
gas on the splash outcome. In this regard, the present work aims at understanding
how the surface temperature, through localized reduction in the gas phase density,
affects the splash threshold. Figure 6 depicts the variation of the splash thresholdWe
with surface temperature (TS) for the test liquids considered in the present work. The
upper and lower limits of the threshold We obtained through experiments are also
shown. From the variations depicted in Fig. 6, it can be clearly seen that there is an
increase in the splash threshold We, with an increase in the surface temperature. As
suggested previously, an increase in the surface temperature results in a reduction
in the local gas density in the vicinity of the liquid sheet. As a result, the air film
beneath the thin liquid sheet does not sustain the liquid sheet up to the point of its
destabilization, and consequently, the impact regime transitions from splashing to
spreading, via an intermediate transition regime.

The splash threshold parameter (β) reported by Riboux and Gordillo [6] is evalu-
ated in the current study for drops impacting on the solid surface, at different surface
temperatures. The splash threshold parameter (β) is defined as the ratio of the vertical
velocity imparted to the liquid sheet by the aerodynamic forces from the gas film

Fig. 5 Temporal evolution of a diesel drop impacting on heated surface at TS = 50 °C, at splash
threshold/incipience condition. The red squares represent the secondary droplets ejected during
splashing. The impact We at which such a morphology is exhibited by the impacting drop is taken
as Weth. Dimensionless time (τ ) corresponding to each image is given in the top right corner

Fig. 6 Variation of splash threshold We with surface temperature (TS) for a ethanol, b n-butanol,
and c diesel
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to the radial expansion velocity obtained from momentum balance. Following the
procedure reported in Riboux and Gordillo [6], the expression for (β) is given as,

β =
√

Kl

2σ
μG

√
3

2
V t−0.5

e,cr (4)

where V is the impact velocity, te,cr is the critical time of sheet ejection, μG is
the gas viscosity, σ is the surface tension, and the constant (K l) is approximately
constant and depends logarithmically on the physical parameters [6]. The critical
time of sheet ejection (te,cr) is obtained corresponding to the experimentally obtained
splash threshold We, using the procedure given in Riboux and Gordillo [6]. The
variation of the gas viscosity with the surface temperature is accounted for using the
two-coefficient Sutherland’s equation [14] given as,

μG = C1T 3/2

C2 + T
(5)

where T is the gas phase temperature in K, C1 and C2 are constants. The value of the
splash threshold parameter (β) so calculated is plotted against the surface temperature
(TS) in Fig. 7. From Fig. 7, it is evident that there is an appreciable increase of β

with TS, which again validates the splash suppression effect of surface temperature.
Further, the splash threshold parameter (β) is higher for lower viscosity liquid at
constant surface temperature and thus validates the results reported in literature.

Fig. 7 Variation of splash
threshold parameter (β) with
surface temperature (TS)
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4.3 Characteristics of Re-Contacting Regime

The transition regime between thin sheet splashing and pure spreading is charac-
terized by the tendency of the ejected liquid sheet to re-contact and merge with the
spreading lamella. Thus, the liquid sheet does not disintegrate and produce secondary
droplets. The temporal evolution of impact morphology of drops in this regime is
shown in Fig. 8. In the current study, this transition regime is characterized using
re-contact factor (α), defined as the time elapsed from the instant of impact to the
instant the liquid sheet re-contacts the lamella, and is non-dimensionalized using the
inertial time scale (D0/V ).

From the plots given in Fig. 9, the re-contact factor decreases with an increase
in the temperature. This may be explained as follows: As the surface temperature
increases, the gas phase in the vicinity of the heated surface beneath the expanding
liquid sheet is heated up, and consequently, its density decreases. As a result, the
liquid sheet fails to expand radially and instead merges back with the lamella.

More recently, Liu et al. [15] reported that Kelvin–Helmholtz (K-H)-type insta-
bility waves that are generated in the thin gas film beneath the expanding liquid sheet
are responsible for destabilizing the liquid sheet and causing it to disintegrate and
cause splashing. In the context of the findings by Liu et al. [15], the transition regime
may be explained as follows. With an increase in the surface temperature, the gas

Fig. 8 Experimental image sequence of diesel drop impact at We = 471, and surface temperature
(TS) = 230 °C, indicating the transition regime where the thin liquid sheet lifts up post-impact (t =
120), grows spatially but fails to disintegrate to eject secondary droplets. The liquid sheet eventually
merges back with the spreading lamella on the surface (t = 340) and thereafter spreads over the
heated solid surface. All times indicated in the left are in µs
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Fig. 9 Variation of re-contact factor (α) with surface temperature (TS) for a ethanol, b n-butanol,
and c diesel

Fig. 10 Variation of
transition surface
temperature with impact We
for the three test liquids
considered in the present
work
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phase density decreases, and the liquid sheet fails to expand up to the point, where
the K-H instability waves propagate spatially and temporally, to destabilize the liquid
sheet.

The transition or re-contacting regime is also quantified in terms of the transition
surface temperature (TS,tr), defined as the surface temperature above which splashing
is no longer observed, and the impact morphology shifts to pure spreading, via the
intermediate transition regime. The variation of TS,tr withWe is described in Fig. 10.
It is observed that the transition surface temperature increases with impactWe, since
higher impact velocities augment splashing and require higher surface temperatures
for transition to pure spreading. For a givenWe, higher viscosity liquids exhibit higher
transition surface temperatures.

5 Conclusions

Splashing of liquid drops impacting solid surfaces is commonly encountered inmany
fields and has been an area of active research interest. In the present work, we inves-
tigate the role of surface temperature in altering splash outcome when liquid drops
impact on heated solid surfaces. High-speed imaging is employed to investigate
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the morphological outcomes. It is observed that increase in the surface temperature
suppresses splashing caused due to localized reduction in the gas phase density.
Further, investigation of the impact dynamics at constant We reveals that with an
increase in the surface temperature, the impact morphology of drops shifts from
thin sheet splashing to pure spreading via an intermediate transition regime, which
is characterized by the tendency of the liquid sheet to merge back to the spreading
lamella before it can destabilize and disintegrate. The observed outcomes and transi-
tions are modeled using the splash threshold models proposed by Xu et al. [2] as well
as Riboux and Gordillo [6], and fair agreement is found in terms of the inferences
made. The present work endorses the widely held speculation that the thin film of
gas beneath the liquid sheet initiates the fluid dynamic instabilities responsible for
splashing, and that the thermodynamic state of this gas phase is pivotal in deter-
mining the splash outcome. Further studies on rough surfaces may shed light on the
possible interplay of surface temperature and surface roughness that enables us to
accurately model fuel spray impingement processes.

Acknowledgements Thisworkwas carried outwith the support ofNational Center for Combustion
Research and Development (NCCRD), Indian Institute of Science, India.
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Transition Dynamics Between Luminous
and Blue Whirling Flames

Sagar Singhal, Manish Sharma, Herambraj Nalawade,
and Pratikash P. Panda

Abstract This paper presents an experimental study to demonstrate transitions
between luminous and blue whirling flames. We have designed a fixed-frame four-
sided square aluminum test apparatus where liquid fuel is injected vertically upward
from the center of the base plate, which reacts with self-entrained tangential air.
Our experiments show evidence of the transition of a highly luminous non-premixed
fire whirl into a blue whirling flame above the base surface. The formation of a
blue whirling flame depends on the enhanced mixing and fuel spread above the
metal surface. The smooth surface boundary leads to the formation of Ekman type
boundary layer, which is shown to affect the flame. The transition from a fire whirl
to a blue whirling flame is found to be dependent on the fuel spread over the metallic
surface which depends on the fuel flow rate. This paper also shows the visual obser-
vation of flame patterns at different fuel flow rates, gap size (for air entrainment),
and surface conditions (to identify the key parameters that are responsible for the
formation of a blue whirling flame). The flame images show that a conical whirling
flame with a laminar bluish base could be an essential (but not enough) condition to
produce the transition to blue whirling flame.

Keywords Whirling flames · Air entrainment · Ekman layer

1 Introduction

There exist several strategies to control particulate emissions from combustion. The
recently discovered blue whirl reported by Xiao et al. [1], a regime of the fire whirl,
burns liquid hydrocarbon fuel with little visible soot. Whirling flames are different
from swirl-stabilized flames.Whirling flames are defined as those produced by intro-
ducing air with a strong tangential component of velocity that generates a whirling
flow. In case of swirl-stabilized flames, air is introduced into the combustor with
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a combination of axial and tangential component of momentum. Most common
example of a whirling flame is naturally occurring fire whirls. Fire whirls are vertical
rotating column of fire that can go up to several kilometers in height. It is produced
due to interaction of ambient vorticity and wildland fire. In this research, we present
transitions dynamics between a luminous and blue whirling flames in a laboratory
scale test set up.

In the past, wide research has been done on fire whirls to understand its structure
and formation mechanism [2–4]. Xiao et al. [1] studied lab scale fire whirl above the
surface of water to explore the feasibility to clear oil spills. Their experiments led to
the discovery of a new type of flame, which looks small, stable, and blue which were
called blue whirling flames. They also reported that the height of luminous conical
whirling flame can vary from 20 to 70 cmwhile the height of blue whirling flame can
vary between 4 and 8 cm. In a follow-up study, Hariharan et al. [5] have shown the
formation of blue whirl for a range of heavy hydrocarbon liquid-fuels (n-heptane,
iso-octane, and cyclohexane).

Temperature of blue whirling flame was found to be higher than the maximum
flame temperature achieved in non-premixed combustion of liquid hydrocarbon fuel
in pool fire [5]. Chung [6] performed numerical simulations to identify the flame and
flow structure of the blue whirl, and Hu et al. [7] plotted circulation and heat release
map for the blue whirling flame. They showed that formation of blue whirling flame
occurs near extinction limit of fuel. Hariharan et al. [8] showed that blue whirling
flame can be formed on surface of water, smooth metal surface, and porous surface.
They showed that for formation of blue whirling flame, smooth surface boundary is
required to form Ekman boundary layer. This layer forms near the base surface only
when there is cyclostrophic disbalance between outward acting centrifugal force
(due to rotating column of flame) and inward pressure gradient. Because on the
base surface viscous effect tends to reduce the centrifugal effects. This cause inward
radial entrainment of air near the base [9]. Thus, the simplistic concept of blue
whirling flame could be harnessed toward the development of a low-emission, soot-
free combustion technology.

The focus of this research is to demonstrate a new concept of blue whirling flame
in a laboratory scale test apparatus.We show the transition dynamics of luminous fire
whirl to blue whirling flame in fixed-frame four-sided square apparatus and discusses
essential conditions for its formation. This paper also presents the visual observations
of flame patterns for a range of key geometric and flow parameters.

2 Experimental Details

The experiments were performed in a fixed-frame four-sided square aluminum appa-
ratus shown in Fig. 1a. Four slits in along the corners of the experimental test set up
allowed tangential entrainment of air. The slit-gap size was varied from 15 to 45 mm
as shown in Fig. 1b. The gap size of the slits was found to affect the formation and
stability of the fire whirls and the blue whirling flame. A syringe pump (New Era
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Fig. 1 a Experimental set up b Schematic diagram of top view of experimental set up c Schematic
diagram of side view of experimental set up (flame image indicates the view captured by camera)

Pump Systems, Inc.) was used to deliver liquid n-heptane on to the center of the base
plate using a copper tube of 4 mm ID. The copper tube was flushed with top of base
plate as shown in Fig. 1c, and the liquid fuel was slowly squirted onto the surface.
The flow rate of fuel was varied from 0.5 to 3 mL/min. The evolution of the fire
whirl and its transition into a blue whirling flame was recorded using a Sony RX 10
MK IV camera. A mirror was used to image the top view of the whirling flame. The
flame images were acquired at 250 frames per second and frames were extracted
from videos and analyzed using ImageJ software.

Experiments were performed at ambient pressure and temperature. Initially, 2 mL
of n-heptane fuel was squirted over base surface (near center) and ignited with the
help of butane igniter. The flame first tends to lean toward slits. After 2 s, it starts to
rotate in the combustor and stretch itself vertically upward, resulting in a luminous
yellow whirling flame. Then, the fuel flow rate (controlled by syringe pump) was
varied from0.5 to 3mL/min. For lower values of fuel flow rate (less than 1.5mL/min),
the yellow luminouswhirling flame transitions first into a conical whirling flamewith
bright blue base and then eventually transitions into blue whirling flame in which
bright blue ring lifts from the base surface and a faintly inverted blue cone was visible
below bright blue ring.

3 Observations

Experiments were performed for different fuel flow rate, slit-gap size, and surface
conditions. Figure 2 compares the height of a luminous conical whirling flame
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Fig. 2 Image showing the
scales of a luminous conical
whirling flame and b blue
whirling flame

a b

8 cm

5 cm5 cm

25 cm

and a blue whirling flame. The extracted images correspond to a fuel flow rate of
0.75 mL/min and gap size of 15 mm.

The measured height of luminous conical whirling flame and blue whirling flame
is approximately 50 cm and 8 cm, respectively. The luminous conical whirling flame
looks very slanderous, and the measured width for both the flames is approximately
5 cm. The luminous conical whirling flame evolves from a pool fire (height ~ 15 cm)
through a series of flame patterns (flame tilting, flame rotating, and luminous cylin-
drical fire whirl). The height of luminous conical whirling flame increases because
high circulation rate prohibits diffusion of air at whirl core, so flame stretches axially.
In other words, turbulent mixing at fire whirl core reduces. The blue whirling flame
looks very small, laminar, and completely soot-free as compared to luminous conical
whirling flame. The transition to blue whirling flame was found to happen only from
luminous conical whirling flame with blue ring at the base. In a recent computa-
tional study reported by Chung [6] shows that the blue whirling flame is a result
of bubble mode of vortex breakdown. Bubble-mode vortex breakdown [10] consists
of an axial stagnation point followed by recirculation zone. This recirculation zone
increases the residence time so as complete combustion can occur. Soot recirculates
and is consumed primarily in the recirculation zone.

The regions of blue whirling flame are shown in Fig. 3. Chung [6] have described
that the purple haze, bright vortex rim, and faint inverted blue cone region represents
the diffusion flame (enveloped by premixed lean flame), triple flame, and premixed
rich flame, respectively. Triple flame was also discussed as the flame where lean
premixed, rich premixed, and diffusion flame met.

The shape of inverted blue cone is due to presence of Ekman type boundary
layer at the base surface. It produces premixed rich mixture of evaporated fuel and
air. Hariharan et al. [11] have performed OH* chemiluminescence to analyze the
reaction front in both luminous whirling flame and blue whirling flame, and it was
reported that most of the reaction happens only in vortex rim region of blue whirling
flame than in entire region of luminous whirling flame. Purple haze is the region
where soot is being recirculated.
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Fig. 3 Image indicating
different regions of blue
whirling flame (achieved for
fuel flow rate of 0.75 mL/min
and slit-gap size of 15 mm)

Purple Haze

Bright Vortex Rim
Faint Inverted Blue 
Cone

Figure 4 indicates the front view images of the transitions between blue whirling
flame and luminous conical whirling flame for a fuel flow rate of 1.25 mL/min and
slit-gap size of 15 mm. The back-and-forth transition shown, here is over a duration
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f g h

i j k l

d

e

Fig. 4 Front view images of back-and-forth transitions between blue whirling flame and luminous
conical whirling flame (fuel flow rate and slit-gap size were 1.25 mL/min and 15 mm, respectively)



574 S. Singhal et al.
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Fig. 5 Top view images of back-and-forth transitions between blue whirling flame and luminous
conical whirling flame (fuel flow rate and slit-gap size were 1.25 mL/min and 15 mm, respectively)

of seconds. Blue whirling flame with a thin streak of soot in the center can be
observed in Fig. 4a. The sooty region grows (Fig. 4b), diminishes (Fig. 4c), and then
approximately vanishes (Fig. 4d). It grows again (Fig. 4e, f), and blue ring touches
the surface (Fig. 4g). When the blue ring touches the surface, it forms luminous
conical fire whirl (Fig. 4g, h). The blue ring again starts lifting from surface (Fig. 4i)
and completely lifts (Fig. 4j), then it again transits into blue whirling flame with soot
recirculation zone at the center. This back-and-forth transition between blue whirling
flame and luminous conical whirling flame is due to intermittent fuel spread over
the surface. Rate of fuel consumption lower than the rate of fuel injection results in
intermittent fuel spread over the surface.When the fuel spreads over the surface, then
blue ring reattaches to the base surface and after consuming fuel from the surface, it
again lifts from the surface. Eventually, the sooty tip of the flame (as seen in Fig. 4j)
moves downward and consumed at the vortex rim.

Figure 5 indicates the top view images of the transitions between blue whirling
flame and luminous conical whirling flame for a fuel flow rate of 1.25 mL/min and
gap size of 15 mm. In Fig. 5, the variation in flame luminosity at the center of
the flame is observed. In the images from Fig. 5a–g, the yellow luminous zone was
enveloped by a blue ring. The blue ring corresponds to the region of peak heat release
rate, and the yellow luminous zone corresponds to the presence of soot. It can be
seen that the recirculating soot layer gets consumed at the blue ring. But when the
flame transitions into the luminous conical fire whirl (Fig. 5h), the blue ring cannot
be observed. The back-and-forth transition shown here is over a duration of 2 s.

Figure 6 shows the effect of variation of fuel flow rate (0.5–2.75 mL/min) on most
stable blue whirling flame structure at fixed slit-gap size of 15 mm. These images are
the best possible case that resembles the blue whirling flame for the respective fuel
flow rate. This figure indicates that the blue whirling flame (with all three regions)
forms below fuel flow rate of 1.5mL/min. Figure 6a indicates a bluewhirling flame at
a fuel flow rate of 0.5mL/min thatwas stable for a duration of 2 s, and the frequency of
transition to a blue whirling flames was 10 per min. The blue whirling flame quickly
extinguishes within 40 s. As we increase the fuel flow rate there is an increase in the
frequency of transition between conical whirling flame to blue whirling flame.
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Fig. 6 Blue whirling flame images for different fuel flow rates at fixed slit-gap size of 15 mm

The increase in frequency of transition with increase in fuel flow rate may be due
to increasing imbalance between rate of fuel injection and consumption. It can be
observed that blue whirling flame was formed near extinction limit of fuel. Inverted
blue cone was not observed in Fig. 6f–j. With an increase in fuel flow rate, there is
an increase in the degree of richness of fuel near the base of the flame, as a result,
there is an increase in the flame sootiness.

Figure 7 indicates the effect of variation of slit-gap size (15–45 mm) on the flame
structure and stability at a fixed fuel flow rate of 1.25 mL/min. The flame structure is
mostly luminous conical whirling flame for the slit-gap size of 45 mm (Fig. 7a). As

Gap size = 45 mm Gap size = 15 mmGap size = 35 mm

a b c d

Gap size = 25 mm

Fig. 7 Flame pattern for different gap size at fixed fuel flow rate of 1.25 mL/min
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the gap size reduces to 35 mm the luminosity of the conical whirling flame reduces
and the base of the flame shows the presence of bluish flame sheet (Fig. 7b). When
the gap size was reduced to 25 mm the blue flame sheet lifts off from the surface and
the flame structure transitions into a blue whirling cup holding a yellow luminous
flame in the center (Fig. 7c). When the gap size was reduced to 15 mm there is a
complete transition into blue whirling flame. Figure 7d shows all the three regions
of blue whirling flame. For gap size of 35 and 45 mm, local circulation rate was not
enough to produce bubble mode of vortex breakdown. The radial entrainment of air
near the base surface was not enough to mix with evaporated fuel and to form the
inverted cone for the slit-gap size of 35 and 45mm.Hariharan et al. [11] compared the
spontaneous OH* chemiluminescence between blue whirl and fire whirl and showed
that in a blue whirl, a significant portion of combustion occurs in vortex rim while
in the case of fire whirl, and there is distributed reaction zone in the whirling flame
above. Table 1 summarizes the observations when gap size was varied from 15 to
45 mm.

Table 2 summaries the details of different surface condition used to show its
effect on flame pattern. The role of surface boundary condition is also identified as
an important parameter that influences the transition from a fire whirl to a blue whirl.

Table 1 Summarized observations of flame patterns for different gap size at fixed flow rate of
1.25 mL/min

S. No. Gap size =
45 mm

Gap size =
35 mm

Gap size = 25 mm Gap size = 15 mm

1 No bubble mode
of vortex
breakdown

No bubble mode
of vortex
breakdown

Bubble mode of
vortex breakdown

Bubble mode of
vortex breakdown

2 Heat release rate
distributed over
complete flame

Heat release rate
distributed over
complete flame

Less intense heat
release rate at vortex
rim

Intense heat release
rate at vortex rim

3 Blue ring attached
to base

Blue ring attached
to base

Lifted blue ring from
base

Lifted blue ring from
base

4 No inverted blue
cone

No inverted blue
cone

No inverted blue cone Inverted blue cone

Table 2 Different surface conditions

S. No. Surface conditions Fuel supply Pan/tube diameter
(mm)

Pan height (mm)

(i) Fuel tube flushed
with base surface

Continuous supply of
fuel (0.75 mL/min)

4

(ii) Fuel pan kept
above base surface

Fixed amount of fuel
in the pan (10 mL)

50 30

(iii) Fuel pan flushed
with base surface

Fixed amount of fuel
in the pan (10 mL)

50 30
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Fig. 8 Flame pattern for different surface conditions

We have investigated three different configurations, viz., (i) fuel tube flushed with
the base surface, (ii) fuel pan kept above the base surface, and (iii) fuel pan flushed
with the base surface. For case (ii) and (iii), where fuel pan was used, and pan was
first filled with 3 mm diameter metal balls and then covered by a coarse wire mesh.
10 mL of fuel was poured in the pan, and fuel was flushed till the lip of pan.

Experiments were performed for all three cases to compare the flame structure.
No transition was seen for case (ii). But when fuel pan was flushed with base surface,
a conical whirling flamewith blue flamewas observed, but transition to blue whirling
flame was not observed.

Figure 8 indicates the flame pattern for different surface conditions for the fixed
gap size of 15mm. Figure 8a shows a blue whirling flamewhen the fuel flow rate was
0.75 mL/min. For case ii (Fig. 8b), the luminous whirling flame was observed till all
the fuelwas consumed and theflame extinguished.A small luminous conicalwhirling
flame can be observed for case iii (Fig. 8c), and there were rapid changes in the height
of conical whirling flame.When fuel pan was kept over the base surface, then Ekman
type boundary layer will not form due to presence of surface discontinuity at the lip
of fuel pan.

4 Discussions

In the current experimental set up configuration, circulation rate is dependent on the
heat release rate. So, if fuel consumption rate is high, then heat release ratewill also be
high. The high heat release ratewill create a low-pressure region inside the combustor
which leads to increase in air entrainment and circulation rate. Highly rotating free-
vortex region imparts surface wave on fire whirl core. If core velocity is high than
surface wave velocity, then it leads to disturbance at core and vortex breakdown
occurs [2]. Ekman layer at the base results due to cyclostrophic disturbance between
centrifugal force (acting outwards because flame rotates) and radial inward pressure
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gradient. This disturbance is created due to the presence of viscous layer at base
surface due to which radial inward velocity near the base surface produces [9].

Smooth surface boundary is essential condition but not enough to produce blue
whirling flame. The smooth surface boundary helps in creating Ekman layer at the
base surface due to which radial entrainment of air takes place near the base surface.
The radial entrainment of air increases as local swirl (or rotation) increases. When
the radial entrainment rate of air is high, then it can mix with vaporized fuel and
forms an inverted blue cone. It also helps to prevent fuel slick over the surface. When
the radial entrainment rate of air is low, then although air can mix with vaporized
fuel and forms blue ring at the base, but it will not form an inverted blue cone.

The back-and-forth transition between luminous and blue whirling flame is due
to intermittent fuel spread over the base surface. Intermittent fuel spread over the
surface is due to lower depletion rate of fuel than injection rate of fuel. This imbalance
between the two rates may be due to following reasons: (a) destabilization at base
surfacemay inhibit the formation of Ekman type boundary layer, (b) flow disturbance
at tangential slits, and (c) sporadic evaporation events at base surface due to hotspots
on the surface of plate [8]. The imbalance between the two rates increases with
increase in fuel flow rate. Therefore, frequency of back-and-forth transition increases
with fuel flow rate.

5 Conclusions

In this paper, experiments were performed on a fixed-frame four-sided square
aluminum apparatus. Air was naturally entrained through tangential slits. Hydro-
carbon fuel, n-heptane of 99% purity was injected axially upward from base surface
into the apparatus. Our experiments have shown the transition of sooty non-premixed
whirling flame to blue whirling flame. Transition has been believed to happen due
to disturbance that leads to formation of bubble mode of vortex breakdown. Blue
whirling flame is small (8 cm in height when measured at 0.75 mL/min), laminar
and soot-free. We have also presented the visual observation of flame patterns at
different fuel flow rates, gap size, and surface conditions. Blue whirling flame was
formed only near extinction limit of fuel. When the gap size was 15 mm, then blue
whirling flame forms at fuel flow rate of 0.5–1.5 mL/min. The smooth base condition
was found to be essential for fast mixing of evaporated fuel and radially entrained
air. Intermittent fuel spread on the base surface and insufficient swirl led to back-
and-forth transitions between luminous conical whirling flame (with blue flame at
base) and blue whirling flame. Frequency of back-and-forth transition increases with
increase in fuel flow rate because of insufficient swirl and increased frequency of
intermittent fuel spread. At higher slit-gap size, circulation rate was not enough to
produce blue whirling flame although smooth surface boundary condition was used.
Blue whirling flame was not formed when fuel pan was kept above base surface due
to discontinuity at the lip of fuel pan. Blue whirling flame was not stable for more
than a minute because of intermittent fuel spread resulting from poor local swirl near
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base. In current design of whirling flame test apparatus, circulation rate was depen-
dent on heat release rate of fuel, so in the future, we are designing a new whirling
flame apparatus to independently control heat release rate and circulation rate. Our
goal would be to increase the range of operation as well identify conditions that could
lead to blue whirling flame directly without any transition. In-situ laser diagnostics
and computations will also be performed to visualize flow-flame interactions and
blue whirling flame structure. A flow circulation versus heat release map will also
be plotted to identify the regime of blue whirling flame.
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Flow Dynamics in a Triple Swirl Burner

Neha Vishnoi, Agustin Valera-Medina, Aditya Saurabh, and Lipika Kabiraj

Abstract One of the most important milestones in gas turbine burner technology
was the incorporation of swirling flows for flame stabilization. The objective of
present work is the design and development of a generic fuel flexible multiple swirl
burner with enhanced flashback resistance and low emissions. The burner design will
allow operation in premixed and non-premixed modes with liquid and gaseous fuels.
The investigated burner consists of 3 annular co-rotating swirlers: an outer radial
swirler stage and two concentric axial swirler stages. Insights from the first isother-
mal and reactive numerical simulations for premixed methane–air combustion are
being presented here. Results based on the characterization of the flow fields, temper-
ature distribution, streamwise and azimuthal shear layer dynamics, and turbulence
characteristics are presented. The velocity profiles obtained from isothermal numer-
ical simulations are also validated by experimental results. Flame stabilization and
flashback propensity are discussed with respect to the features of vortex breakdown,
specifically the central recirculation zone (CRZ).

Keywords Central recirculation zone · Fuel flexibility · Flashback · Swirl flow

1 Introduction

Incorporation of swirling flows for flame stabilization in gas turbines is a crucial
milestone in the industry that allows for efficient, and stable combustion with low
NOx emissions [17]. In such combustors, swirl is introduced to the incoming fuel–air
mixture by stationary swirl vanes, which creates a vortex flow centered on the com-
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bustor’s centerline. At significantly high swirl intensity, vortex breakdown occurs in
the combustion chamber, thus forming recirculation zones. These recirculation zones
mix hot products into reactants upstream of flame base. These recirculation zones are
also responsible for increasing the flame speed [5]. At optimum swirl intensity, the
flame is stabilized at the dump plane in the shear layers and is compact permitting
the design of a shorter and lighter combustor. Additionally, swirl flows provide the
control of the mixing pattern and temperature field for preventing autoignition, and
flashback [10]. Vortex breakdown [6] is associated with formation of helical struc-
tures [23], and precessing vortex core (PVC) [1, 18] that acts as a source of unsteady
flow and heat release, thus triggering thermoacoustic instabilities in the system. To
address the stability issues associated with swirl flow, understanding the dynamics
of vortex breakdown is crucial.

Most gas turbines are operated using natural gas because of its availability, low
cost, and reliability. However, a combination of recent factors, including volatility
in fuel supply and pricing, global and climatic concerns about carbon emissions,
and excess risk from heavy dependence on a single energy source, have made the
utilization of natural gas substitutes such as industrial, municipal, and agricultural
opportunity fuel sources very attractive from environmental and economic stand-
points. Nevertheless, a major barrier to the utilization of opportunity fuels remains
in the inability of industrial gas turbines to operate effectively when powered by such
fuels [26]. The lean premixed swirl stabilized combustors burning a wide variety of
fuels are prone to flashback because they are highly tuned to operate on low-flame-
speed fuels like natural gas. A solution to these hurdles is to develop state-of-the-art
technologies for diluent-free (“dry”) or wet, low NOx and flashback-resistant com-
bustion for fuel flexible gas turbines [2]. Lately, the leading gas turbinemanufacturers
like GE, Siemens, Hitachi, and dedicated research groups are focused on developing
such state-of the-art technologies [7]. The available fuels, being investigated, cover a
wide range of Wobbe indices from those of high hydrogen content syngas produced
in the IGCC with CO2 capture and storage (CCS) systems to that of propane, and a
wide range of flame speeds from that of natural gas to those of high hydrogen content
fuels [2].

The long-term aim of the present work is the development of a novel fuel flexi-
ble multiple swirl burner with reduced detrimental thermoacoustic instabilities, low
NOx emissions, and stable combustion. The fuel blends to be specifically tested are
methane-hydrogen or pure hydrogen. Toward this, a preliminary design for burner
is proposed and comparative study of flow fields for isothermal and reactive flows
has been investigated through numerical simulations. Reynolds Averaged Navier-
Stokes (RANS) [4] simulation approach has been utilized here for flow description.
This approach with simplistic combustion models [4] helps in simulating the mean
flow field and effects of entire range of turbulent scales. Observations from the first
set of simulations are presented as a function of axial velocity contours, turbulent
kinetic energy contours, axial and tangential velocity profiles, and temperature fields.
Experimental validation of RANS isothermal flow profiles has also been conducted.
Streamwise and azimuthal shear layers are characterized by vorticity contours and
profiles.
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Fig. 1 a Triple swirl burner assembly and its perpendicular section; b computational domain

2 Test Case: Triple Swirl Burner

Triple Annular Research Swirler (TARS), a fuel injector, was developed byGoodrich
Corporation in collaboration with General Electric Aircraft Engines (GEAE) for
research purposes [21]. It has a complex geometry with design features analogous to
an aero-engine application and has been investigated in numerous experimental and
numerical studies [10, 16, 17].Apeculiar characteristic ofTARS is the propagation of
central recirculation zone (CRZ) upstreamof the fuel injector exit, thereby stabilizing
the flame inside the injector [8, 11]. The burner design investigated in the present
work is derived from the TARS concept. The investigated burner is characterized
by three co-axial air passages: outer radial swirlers and intermediate and inner axial
swirlers (Fig. 1a). Different configurations of the burner can be realized by changing
the swirl configuration (altering the vane angles of the three swirlers) or rotating
direction (co-rotating or counter-rotating) to generate different swirling flow fields.
In the present work, all the swirlers are co-rotating and the swirl configuration is
S504555 corresponding outer, intermediate, and inner swirl vane angles of 50◦, 45◦,
and 55◦, respectively. The outer and intermediate swirlers comprise 8 vanes while
the inner swirler has 5 vanes. The swirl numbers for the outer, intermediate, and inner
swirlers are 0.79, 0.77, and 1.061, respectively. The overall length of the burner is
66mm. The exit diameter of the burner is D = 54mmandwould be used as reference
for normalizing coordinates.

3 Numerical Details: Computational Domain
and Boundary Conditions

The dynamics of the flow within the triple swirl burner and in the combustor is
simulated using RANS (Reynold’s Averaged Navier-Stokes) numerical model in
STAR CCM+ at GTRC (Gas turbine research center), Cardiff University. Owing to
the complex geometry of the burner, an unstructured polyhedral mesh with prism
layer composed of 8.05million cellswas generated. SST k − ω turbulencemodelwas
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Table 1 Operating conditions for triple swirl burner

Condition Case 1 Case 2 �

ṁa (g/s) ṁ f (g/s) ṁa (g/s) ṁ f (g/s)

Isothermal 8.73 – 19.25 – –

Reactive 8.73 0.379 19.25 0.835 0.75

used to predict the burner’s exit flow field. The turbulent flame closure combustion
model used for simulations is Zimont’s TFC model [27]. This model involves the
solution of a transport equation for the reaction progress variable. The closure of this
equation is based on the definition of the turbulent flame speed. For the resolution
of combustion,“Complex Chemistry” was employed, enabling the calculation of
molar and mass fractions, chemical rates of production and heat release with up to
130 reactions and 27 species. Simultaneously, clustering methods were employed
to reduce the computational expense of these Complex Chemistry calculations. The
computational domain is presented in Fig. 1b. It consists of a plenum—upstream the
burner, the burner itself, and a cylindrical confinement. The inlet is located at about
1.796D upstream of the dump plane. The cylindrical confinement is 3.24D long and
2.85D in diameter.

At inlet, for pressure, zero gradient condition is imposed. For temperature and
species mass fractions, Dirichlet conditions are imposed. The inlet air temperature
is 300K. At the outlet, pressure is atmospheric (101kPa). No slip conditions are
assumed at the walls with zero pressure gradient and species mass fractions. The
walls are assumed to be adiabatic. The origin of the coordinates is placed near the
center of the inlet of the plenum. The operating conditions for the present numerical
study are tabulated in Table1. Premixed air–fuel mixtures after passing through the
triple swirl burner enter the dump combustor.

where ṁa and ṁ f represent air and fuel (methane) flow rates, respectively. �

represents equivalence ratio.

4 Laboratory Experiments

Isothermal experiments were performed using a vertical atmospheric test rig facility
(Fig. 2) at Cardiff University. The test rig consists of a vertical air flow conditioning
chamber, and a funnel extension for mounting of the burner. The experiments were
performed for case 1 isothermal flow condition, and mean axial velocity data was
obtained at different axial locations downstream the burner exit (Fig. 2) through LDA
(Laser Doppler Anemometry) diagnostic technique.

A 3D Dantec traverse system, controlled by BSA software, was used to move
the laser head stably in horizontal and vertical directions relative to the test rig. For
experiments, the triple swirl burner with plenum was 3D printed using Polyamide
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Fig. 2 Schematic of vertical atmospheric test rig and cross-section of burner with experimental
measurement points

(Nylon (PA2200)) material. This material has good mechanical properties, dimen-
sional stability, wear resistance, and high chemical resistance [14]. The air flow rate
of 440 ltr/min was metered by Platon flow meter at a constant pressure of 2 bars.
Aluminum dioxide powder was used as the seeding particles for flow visualization.

5 Results and Discussions

Formation of CRZ with reversed flow at burner’s axis because of vortex breakdown
is the characteristic feature of swirling [3]. The shape and location of formation of
CRZ is a function of swirl intensity and inlet Reynold’s number [17]. These flows
are 3-dimensional whose dynamics are dependent on geometric considerations. In
the present study, comparative flow fields from isothermal and premixed methane–
air reactive simulations are presented and are characterized as a function of axial
velocity streamwise and cross stream contours, turbulent kinetic energy contours,
axial and tangential velocity profiles, and temperature fields. The information about
the formation of inner and outer shear layers is provided through vorticity contours
and profiles.

5.1 Velocity Field

Figures. 3 and 4 shows the streamwise axial velocity contours for flow field along
the central axis of the burner for cases 1 and 2, respectively. A swirling motion is
imparted to the air when passing through the three set of vanes which along with
their shear layers merges near the burner exit. From the flow fields inside the burner
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Fig. 3 Comparison of streamwise isothermal and reactive flow axial velocity contour for case 1.
The coordinates are normalized by D = 54mm

and plenum assembly, for all conditions, regions of reversed flow can be observed
at the solid surface of outer swirler and plenum body (indicated by blue color for
case 1 and blue and dark cyan colors for case 2). The highest velocities are observed
throughout the flow passages in the burner.

Regions of reversed flow are observed at the tips of intermediate and inner swirlers
which favors the merging of the jets. Unlike TARS, the inner swirler rod is extended
up to the exit; therefore, no upstream propagation of CRZ through central route is
possible. The reverse flow at the tips of inner swirler merges with the CRZ. Along
the walls of the burner, boundary layer detachment is also observed. These observa-
tions are crucial for burner design in terms of two types of flashback [24]: boundary
layer flashback when flame gets attached to burner rim and flashback due to upstream
propagation of CRZ. In the present case, for themass flow rates considered, flashback
through inner and intermediate swirler tips is possible. This is the point of consid-
eration for further modification in the burner design especially for incorporation of
highly reactive fuels.

From the isothermal fields inside the combustor, the shape and size of CRZ can
be comprehended. The shape of CRZ is spherical (approximately) as represented
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Fig. 4 Comparison of streamwise isothermal and reactive flow axial velocity contour for case 2.
The coordinates are normalized by D = 54mm

by blue color. The width of CRZ is ±0.2D at the burner exit (Z/D = 1.84) which
increases up to ±0.75D at Z/D = 3.5. It is necessary to note these observations for
size and strength of CRZ. Addition of highly reactive fuels like hydrogen to methane
causes the upward shifting of the CRZ and also affects its size and strength which
forms the basis for flashback [13]. Outside the CRZ, an annular jet emerges from the
burner as indicated by green, yellow, and orange colors.

Changes in the temperature and density as a result of combustion heat release
causes changes in the velocity flow fields when compared to isothermal conditions.
For the reactive fields, the CRZs are strong for both the cases and differ in size
and location relative to the burner exit when compared to isothermal cases. For the
reactive cases, the CRZ is lifted and is narrowed near the burner exit. Its size becomes
remarkably smaller, only ±0.05D compared to±0.2D for the isothermal case at the
exit. Further downstream, its size reduces. The CRZ is pushed downstream in the
combustor with higher flow rates as can be seen for case 2. This reduces the chances
of its upstream propagation through intermediate and inner swirler tips.

Figure 5 represents the velocity distribution at the exit plane of the burner (marked
asZ2 inFigs. 3 and 4). The distribution shows the presence ofCRZwith negative axial
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Fig. 5 Comparison of crosswise axial velocity contours at the exit of the burner (plane Z2) for
isothermal and reactive flows. The coordinates are normalized by D = 54mm

velocity around the axis of the burner. The strength of CRZ is low for reactive cases at
burner exit confirming the lifting and constriction of CRZ in reactive flows. The non-
uniformity of velocity distribution at the burner axis is captured by these contours.
2–4 velocity peaks can be observed at the burner exit. These peaks can be associated
with the vane angles and number of vanes [8]. The flow generated by the swirlers
was not completely mixed at the exit resulting in non-uniform flow with velocity
values higher at certain regions. Such non-uniformities were also reported for TARS
in various numerical and experimental studies [8, 10, 12]. For both isothermal and
reactive flows, the reverse velocity regions at swirler tips (D1 andD2) are pronounced
indicating the presence of a possible route to flashback and flame anchoring location.
Improvements in the burner design need to be made for mitigating this flashback
route.

The turbulent kinetic energy contours are representatives of the distribution of total
turbulence from burner exit. Figure6 represents the comparison of these contours
for isothermal and reactive cases. From isothermal cases, it can be observed that the
turbulence is robust at inner shear layer between annular jet and CRZ, whereas it is
lowest inside CRZ. This intensity in the shear layer is nearly twice the level in CRZ
for both the cases. This result agrees with the TARS configuration [17].

Combustion affects the distribution of turbulent kinetic energy by clearly defining
the low- and high-turbulence velocity regions (Fig. 6) and disperses the turbulence
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Fig. 6 Comparison of turbulent kinetic energy contours for isothermal and reactive flows inside
the combustor

field into patches of turbulent regions. Like isothermal flows, the annular jet has
higher turbulence compared to the inside of CRZ. Similar effect of combustion on
turbulence is observed in TARS [17].

To quantify the observations from the velocity contours, spatially averaged axial
and tangential velocity profiles are plotted for isothermal and reactive flows and are
presented in Fig. 7. These profiles are obtained at Z2 and Z3 planes as marked in
Figs. 3 and 4. Since, mass flow rates are not constant for the cases considered, all
the velocity values have been normalized by V0 = 7.1m/s (case 2) for comparison
purposes.

As observed from crosswise contours, the velocity distribution has 4 peaks along
the burner diameter and reversed flow at the swirler tips (D1 and D2 in isothermal
and D2 in reactive flows, respectively) are also visible. These peaks are defined in
Fig. 7. For reactive flows, positive velocity peaks are observed at the center of the
burner unlike isothermal profiles even though the mass flow rates are constant for
a particular case. The reason for this trend of velocity profiles can be explained by
the temperature contours (Fig. 9). For reactive flows, the flame is found to flashback
through the inner and intermediate swirler passages and is anchored inside the burner.
Due to higher temperature regions at the tips of swirlers, the density reduces resulting
in the increase in velocity and mass flow rates. The radial motion of the swirling
flow is also observed to be enhanced remarkably by combustion (as observed from
tangential profiles—red and green markers). Although the boundary conditions are
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symmetric, yet flow fields are found to be non-uniform. These non-uniformities are
typical for this design and are not observed in TARS.

5.2 Experimental Validation of Velocity Field

Figure 8 presents the comparison ofmean axial velocity profiles obtained fromRANS
simulations and experiments at Z/D = 0.05, 0.1, and 0.2 downstream the burner
exit (consider the coordinates to be placed at the center of the burner exit). The plots
characterize the non-uniform features of the flow field. The axial velocity mapping
indicates a CRZ with reverse velocity. The width of CRZ increases on moving in
downstream direction. Velocity profiles obtained from RANS simulations matches
with the experimental profiles except for the location of peak velocity.

The velocity distribution from RANS simulations indicates the presence of sepa-
rated flow at the boundaries of the swirlers (D1 and D2). This flow separation leads
to the inward shifting of annular jet resulting in velocity displacement. However,
no such flow separations are observed in experimental results (Fig. 8) indicating the
attached flow. This disagreement between the RANS simulations and experimental
results suggests the incapability of RANS to predict accurate behavior of turbulent
swirling flownear a diverging region. Therefore, the next stepwould be to use the data
obtained from experiments as inlet boundary conditions numerical model validation
using LES.
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5.3 Temperature Distribution

Figure 9 shows the temperature distribution for reactive case 1 and 2 in the combustor.
The temperature is uniformly distributed inside the combustor on both the sides of
the burner axis and peak temperatures of around 2300K and 1900K are observed for
the two cases, respectively. From the contours, it is observed that the flame is flashing
back through the tips of inner and intermediate swirlers. The flame is stabilized at
the inner shear layer between the swirling jet and CRZ, and at outer shear layer
with the surrounding air and is anchored inside the burner. We are using adiabatic
conditions for simulations therefore the difference in peak temperatures is possible.
In practice, most burners would operate in the range of � = 0.6 − 0.65 to bring
down those temperatures, besides they would operate with an increase in pressure
that would also reduce the flame size, thus controlling turbulence and mitigating
large temperature spots. Therefore, we require some experiments for calibration of
themodel, including some temperature profiles of the casing/burner to determine heat
transfer and more realistic values. This will be assessed through experimentations
in further work. The temperature drops in the shear layers as can be visualized
from radial profiles. Beyond the burner radii, the temperature field is constant and is
toward the lower side. These observations from the contours suggest that the present
configuration requires design modifications in terms of swirl number and Reynold’s
number. The higher flow rates may help in reducing the flashback issue but this may
not help with higher reactive fuels.
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Fig. 9 Comparison of temperature distribution and its averaged radial profiles for reactive flow
cases 1 and 2. The coordinates are normalized by D = 54mm

5.4 NOx Emission Profiles

The methodology to determine NOx (NO, NO2, etc.) was through the resolution of
the complex chemistry, thermodynamics, and transport properties of the complex
mechanism. Figure10 represents the radial profile of NO2 emissions for the reactive
flow case 2 at two axial locations farther downstream the burner exit. As the peak
temperatures for case 2 lies within the range of 1800–1900K, at an equivalence ratio
of 0.75, the emission range is as expected, i.e., up to 4ppm [20]. The emissions
are higher near the burner center and reduce toward the walls of the combustor.
NO2 emissions increase exponentially with flame temperature. The contours for
NOx emission suggest that the emissions are within the reasonable range for lean
premixed mixtures.

5.5 Shear Layer Dynamics

Figure 11 shows the characteristic features of a swirling jet. These features include an
annular jet that emanates from the nozzle exit and passes between recirculation zones
(inner (IRZ) and outer (ORZ)). The IRZ is associated with the interactions between
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Fig. 10 Comparison of
radial profiles of NO2
emissions for reactive case 2
at two axial locations in the
combustor:
Z/D = 2.78(Z5) and
Z/D = 3.70

Fig. 11 Schematic
representing features of a
swirling jet. K-H indicate
Kelvin–Helmholtz
instability. This figure is
reproduced from O’Conner
et al. (2011) for triple swirl
burner

vortex breakdown bubble (VBB) and center-body wake. This flow field forms the
base flow in which the perturbations can grow or decay. Leibovich [15] and Rusak
and Wang [22] presents an extensive study on VBB and instabilities. The size and
locationofVB is dependent on the swirl intensity, axial pressure gradient, geometrical
features, andReynold’s number [19]. Streamwise and spanwise shear layers separates
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Fig. 12 Comparison of streamwise vorticity contours for shear layer visualization between isother-
mal and reactive flows. The coordinates are normalized by D = 54mm

the annular jets and RZ. The shear layers are unstable and are associated with vortex
rollup and forms concentrated regions of vorticity [9]. The flame is stabilized at inner
shear layer between annular jet and CRZ and at the outer shear layer separating ORZ.

In the present study, the shear layer dynamics is presented by plotting the stream-
wise vorticity contours for isothermal and reactive flows. Figure12 represents the
comparison for the contours. The wrinkling of the shear layers is associated with
vortex roll up that are convected in the downstream direction. Figure12 clearly rep-
resents the vortex rollup phenomena. The beginning of the vortex rollup in inner
shear layer (ISL-between CRZ and swirling jet) is clearly visible in the figure. These
vortices grow as they convect downstream. These vortices are larger in size due to
their interactions with CRZ. The presence of additional shear layers between inner
and outer layers are indicative of multiple swirl passages in the burner.

Figure 13 shows the azimuthal shear layer through cross stream vorticity contours
at two axial locations inside the combustor: Z/D = 1.94 and Z/D = 2.04 for reac-
tive flows. The inner and outer shear layers along with two additional shear layers
are clearly demarcated. These additional shear layers are generated due to multiple
swirl passages and boundaries in the burner. The structures in these layers are larger
in size and can be seen to roll up as the flow rotates. Due to the interaction of ISLwith
CRZ, the vortical structures in ISL are large and more diffuse. Figure14 represents
the vorticity profiles for the reactive cases along the line marked on Fig. 13. The
presence of large vortical structures can be clearly seen in ISL with high magnitude
of vorticity.
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Fig. 13 Cross wise vorticity contours at two axial locations in the combustor: Z/D = 1.94 and
Z/D = 2.04. The coordinates are normalized by D = 54mm
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Thumuluru and Lieuwen [25] have experimentally reported four flame topologies
based on the position of VBB. The flame is anchored at the stagnation point behind
the VBB, if it is detached from the center body. On the contrary, if the VBB is
attached to the center body, the flame is stabilized in one or both the shear layers.
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In the present configuration, VBB is attached to the inner swirler body, and flame
is stabilized in the ISL. The flame has a tendency to stabilize on the intermediate
swirler rim, thus creating an adverse effect on burner body. Higher flow rates and
modifications in the burner are required to increase the Reynolds number.

6 Concluding Remarks

The abovementioned behavior of swirlers highlights the importance of parameters
that govern these flows: swirl numbers, number of swirl vanes, the inlet boundary
conditions, velocity profiles, and shear layer dynamics. Swirl of sufficient strength
induces an adverse pressure gradient which causes vortex breakdown and flow rever-
sal. This work aims at developing a generic fuel flexible swirl burner which can be
operated in premixed or non-premixedmodes and have stable combustion with mini-
mum flashback. Toward this aim, a preliminary design of the burner employing three
swirlers was proposed and correspondingmean flow fields were investigated with the
help of RANS simulations. Compared to the top-hat velocity profiles, the triple swirl
burner’s profiles involve complex features. The isothermal and reactive flow fields
indicate the upward propagation of recirculation zones causing the flame to stabilize
inside the burner. This upstream propagation is not as severe as that of TARS but is
a crucial consideration especially when dealing with higher reactive fuels. Higher
temperature ranges are observed which may lead to higher NOx emissions but as
the present cases are simulated for adiabatic conditions, practical assessment of the
burner will help in estimating the actual temperatures. The RANS simulation results
are also validated using initial isothermal experiments, and the results were found to
be well in agreement.

The ongoing work address appropriate methods to improve the flow fields. The
issues to be explained relate to mitigating any chances of flashback, incorporating
liquid and gaseous fuels injection locations, and using suitable laboratory data for
LES simulations.
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Sheet Atomization of Gel Propellant
Simulant
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and Lipika Kabiraj

Abstract Gelled propellants for rocket propulsion applications offer the advantage
of safer storage and handling in comparison with liquid fuels. Sheet formation and
break-up studyof non-reactive gel simulant preparedwithCarbopol 934 in de-ionized
water was conducted for understanding atomization of gels by impinging jets config-
uration. Material properties of gels prepared and their flow behavior estimated. The
simulant is injected through an orifice of 0.413 mm up to a range of 20 bar injec-
tion pressure is studied by analyzing high-speed shadow graph images of liquid jets
impingement, sheet formation, and disintegration. The prominent effect of gelling
agent concentration in sheet formation and break-up is revealed. Sheet break-up is
occurring in two different modes for five different gel concentrations. Waves gener-
ated from impingement point caused break-up of sheets for low-concentration gels
and high-velocity jets while tearing and hole formation in sheets led to their break-
up for mostly high-concentration gels and particularly for low jet velocity modes.
Droplet trajectories and their velocity at various locations in the periphery of sheets
were measured for two different jet velocities for five gel concentrations.
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1 Introduction

In rocket propulsion, the requirement of energy dense and safe to operate fuel is
of utmost importance. Gelled propellants offer these two essential qualities and
qualify for further study of their atomization and combustion characteristics. The
non-Newtonian nature of gelled propellants, alongwith yield stress, allows its storage
like solid materials for which safety issues like leakage, sloshing, and spilling are
non-existent. Having addressed these issues takes these gel propellants to the next
level of requirement of a fuel which is the atomization capability. Fuel drop size
and its distribution are a big concern for liquid fuels. High viscosity and shear thin-
ning behaviors play advantage and disadvantage from the atomization angle. The
impinging fluid jet configuration has better oxidizer fuel mixing and atomization
capabilities. The liquid disintegration process depends on liquid injection pressure,
injector design, and liquid properties. The studies include sheet dimensions like
break-up length, sheet width, droplet formation sites, droplet velocity distribution,
droplet size, and distributions. Liquid propellants are Newtonian, whereas, gelled
propellants are non-Newtonian. Water is a simulant for propellant simulant as its
physical properties are similar. Preparation of gelled propellant simulants involves a
simulant for the propellant and a gelling agent which will dissolve in the propellant
simulant.

Various reports about studies on the impinging jet of Newtonian liquids are funda-
mental steps for the non-Newtonian liquids. Reference [1] reported four different
spray regimes for three different fluids with different physical properties. These
regimes were closed rim pattern, periodic drop regime, sheet rim separation, and
fully developed regime within a jet velocity range of 1.5–30.5 ms−1. Sheet width
and sheet length increase as jet velocity increased and reache a maximum value
before fully developed flow. Hydrodynamic waves were observed above a critical
liquid jet Weber number. Reference [2] study on impinging jet up to a jet velocity
of 25 ms−1 found that sheet break-up length increases with velocity and decrease of
impingement angle. Theoretical study of two cylindrical impinging jets of fluid by
[3] showed two break-up regimes. A low Weber number regime sheet dimensions
were similar to experimentally measured values reported earlier, and the break-up is
due to Taylor cardioidal waves, and a high Weber number break-up regime where
break-up was due to Kelvin–Helmholtz instability. A study by [4] on Newtonian
fluids with an impingement angle of 90° using 0.5 mm diameter injector showed
ten different spray patterns, mostly subcategories found by [1]. For different surface
tension and viscosity fluids, the sheet formed by impinging jets had a constant sheet
length to width ratio for an increase in jet velocity, and this ratio increased with an
increase in jet velocity.

Carbopol 941 in water described as power law fluid was used [5] to simulate
RP-1 gelled fuel and water as RP-1 and reported low atomization quality because
of high viscosity [6]. Carbopol 941 gel was also used as a simulant. A low break-
up tendency of liquid was observed, which was attributed to higher intermolecular
forces within the gel. Gelled kerosene loaded with Al particles and was atomized [7]
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by impinging liquid jets from an injector of orifice 1.5 mm for a jet velocity range
of 10–20 ms−1. High shear rates induced in the gel while flowing and impingement
reduced the viscosity and mean droplet diameter. Ostwald and HB models were
found suitable to describe the rheological behavior of Carbopol gels [8]. In [9],
the HB model explained metalized gelled jet A1 fuel and observed a reduction in
viscosity for increased shear rates. They identified three different spray patterns: ray
shaped, ligament pattern, and a fully developed pattern for low, medium, and high
generalized Reynolds number (Eq. 1). Various Newtonian liquids were studied [10]
with an impinging jet configuration using 1mmorifice injector. Regimes, namely ray
shaped structure, rim and droplet separation, rimless separation, ligament structure,
and fully developed patterns, are identified under a Reynolds Number and Weber
number plot [11]. Study on Carbopol 941 was conducted with a triplet impinging set
up with an orifice diameter of 1.1 mm.

They observed a delay in liquid break-up and atomization and explained that it
was due to the gel’s higher viscosity. Spray patterns with rims are also identified.
Comparison [12] of sheet formation and disintegration of gelled and non-gelledwater
reported lesser disturbances in the sheet due to higher viscosity. For an increase in
Reynolds number, break-up length was found to decrease. Carbopol 934 gel loaded
with SUS302 nanoparticles was used [13] to study the rheological characteristics.
Shear-thinning nature and presence of yield stress was reported, and the gel was
described as HB fluid. The extended HB model was used to explain paraffin, jet
A-1, and ethanol-based gelled fuels [14]. This extended model was mentioned to
take consideration of whole range of shear rates occurring in propulsion application.
Carbopol 934 gel atomization by impinging jets was compared with that of water
[15]. The sheet length was found to increase with an increase in jet velocity. Four
types of spray patterns were identified: open rim and no shedding drop; rimless sheet
with ray shaped shedding; sheet with ligament separation; fully developed. Mean
droplet diameter was also decreasing with an increase in jet velocity and converged
to an asymptotic number. Carbopol gel was studied [16] and saw that the linear
stability analysis method yield similar results to that of experimental for sheet break-
up length and wavelength of power-law sheets. The break-up length and wavelength
were found to decrease with an increase in Weber number. An impinging jet study
[17] with Carbopol 934 solution using 0.6 mm orifice injectors and showed the
existence of six types of spray pattern; open rim without shedding droplet, closed
rim, open rim with shedding droplet, rimless sheet, bow-shaped ligament, and fully
developed. The flow behavior under shear was described using power law. They also
measured droplet velocities across various axes and observed higher velocities for
larger droplets. The impact wave regime of impinging jets of gelled rocket propellant
ISROsene loaded with alumina particles and had the wave propagation velocity to be
slower than that of jets [18]. Break-up length increasedwithWeber number. An SMD
of 200–400μmwas also observed [19]. In sheet formation of gel propellant, two new
regimes were discovered, open rim with holes, and impact wave with longitudinal
ligaments. Uneven distribution of mass or clustering of particles was seen as the
reason for these regimes.
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With this information, a detailed study on Carbopol 934 gel’s atomization is
conducted on a doublet like on like impinging jet configuration. Liquid sheet break-
up, droplet velocity, and trajectory for different gelling agent concentrations under a
range of injection pressures are studied.

2 Experiments and Setup

Carbopol 934 is an acrylic acid polymer soluble in water. Gel simulants are prepared
using this gelling agent. A measured amount of gelling agent is mixed with de-
ionized water (18.2 M�̀) by continuous stirring at 800 rpm using a magnetic stirrer.
Stirring is continued up to twelve hours for proper dilution of the gelling agent. The
pH of the solution is maintained neutral by the addition of Triethanolamine (TEA).
The addition of TEA will produce a clear gel. After preparation of gel, it is stored in
an airtight container. Gel samples with Carbopol concentration varying from 0.10 to
0.35 wt% by weight were prepared and stored. The surface tension of these samples
was measured by pendant drop test in FTA1000 series contact angle instrument by
First Ten Angstrom. This instrument uses the Laplace-Young equation to calculate
surface tension. Variation of viscosity with the shear rate for each gel concentration
is studied by rotational rheometer. Parallel plate geometry with 50 mm diameter flat
plates and a gap of 1 mm between the plates is set for all measurements. A constant
pre-shear of 10 s−1 is given for 100 s to the sample to remove any shear history. An
idle time of another 100 s will ensure the reversal of all stress. The sample is made to
undergo a rotational shear rate test with shear rates increasing logarithmically from
0.001 to 1000 s−1 in a duration of 3000 s.

A view of schematic diagram for spray characterization of two impinging jets
in like on like configuration is shown in Fig. 1. Liquid fuel is stored in a 70 mm
bore stainless steel cylinder. Pressurized nitrogen gas displaces an aluminum piston
inside the cylinder for amaximum length of 300mm. This piston drives out the liquid
from the cylinder through two polyurethane tubes of 9 mm inner diameter whose
other ends are connected to two nozzles of 0.41 mm. The impingement angle and
pre-impingement length can be varied, and for the study, 2θ was kept at 900, and the
pre-impingement length was 10 mm. An ultrasonic sensor tracked the movement of
piston. Pressure transducers mounted at reservoir exit. A valve connected at the end
of the cylinder restricts the flow of fluid. The fluid coming out through the orifices is
collected in a vessel which is kept below the impingement location, and one nozzle
entrance shows corresponding pressure values.
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Fig. 1 Schematic diagram of atomization equipment and image acquisition

3 Experiments and Setup

3.1 Rheology Measurements

Results from rheology measurements of gel concentrations (0.10–0.35 wt%)
confirmed the fluid’s shear-thinning nature. Test up to a shear rate of 1000 s−1

showed that viscosity is continuously decreasing with an increase in shear rate.
Figure 2 shows the viscosity-shear rate trends for gel concentrations on a log scale.
As the concentration of the gelling agent increases, the viscosity is also found to be
increasing. Kim et al. (2003) observed that more gelling agents increase the network
structure inside the gel, thus requiring more shear stress to break the structures and
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Fig. 2 Viscosity-shear rate trend and corresponding HB fluid model fit

flow. Herschel–Bulkleymodel is fitted to the experimental data point, and parameters
describing the HB model are obtained. The model is given in Eq. 2.

μ = τ0

γ̇
+ K γ̇ n−1. (1)

The presence of yield stress was noted for all gel concentrations tested. The value
of yield stress increased with an increase in gel concentration. For 0.10 wt% gel,
the yield stress is 3 Pa, which is very low, and for 0.35 wt% the value for yield
stress is found to be 48 Pa. This shows that as gel concentration increases, the gel
behaves more like solid and more amount of initial stress is required to overcome
the yield stress and make the gel start flowing. In Fig. 2, when the shear rate reached
the maximum value, all the cases viscosity dropped below 1 Pa s. It is expected that
a further increase in shear rate will take the viscosity value to a much lower level
compared to that of water, which is the base fluid of the Carbopol gel. As gel travels
through the nozzle and impinges, a high shear rate is expected to occur, which will
reduce viscosity and thus atomization of the gel. As gel concentration increases, the
exponent index, n, is decreasing. This shows that the liquid viscosity is getting more
sensitive to change in shear rates. The HB model fit parameters are presented in
Table 1. The density of the gel concentrations is taken to be 1000 kg m−3 and all
measurements are carried out at a temperature of 25 °C.

3.2 Jet Velocity

The graphical relation between injection pressure and jet velocity of fluids studied is
shown in Fig. 3. It is clear from the figure that the initial injection pressure required to
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Table 1 HB model
parameters for gel
concentrations

Carbopol
(wt%)

Yield stress
(Pa)

Consistency
factor (Pa sn)

Exponent
index

0.10 3.001 5.01 0.47

0.15 3.571 11.83 0.41

0.20 17.82 22.82 0.35

0.25 22.63 39.3 0.32

0.30 25.25 37.11 0.33

0.35 48 40.25 0.32

Fig. 3 Injection pressure versus jet velocity for five gel concentrations

make the liquid flow through the orifice increases for an increase in gallant concentra-
tion. For a concentration above 0.10 wt%, the existence of yield stress is shown. The
shear-thinning nature of gels prepared and the existence of yield stress confirms the
excellent selection of fluid model selected for this work. The increase in yield stress
is due to the increased quantity of gelling agents which creates more network-like
structures in the fluid. To break the firm structures, initial stress is required. After
breaking the bonds, the liquid starts to flow. Measurements conducted were for low
jet velocity range, 5–30 ms−1.

Regen = ρv2−ndn
0

K
(
3n+1
4n

)n
8n−1

(2)

As the gels under study are non-Newtonian power-law fluids, a non-dimensional
form of flow can be represented by generalized Reynolds number as shown in Eq. (2).
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3.3 Sheet Break-up

Figure 4 shows representative images of spray formed by impinging jets of all gel
concentrations at various injection pressures, with each row representing one gel
concentration and five distinct injection pressure conditions starting from 0.10 wt%
gel and ending with 0.30 wt% gel. The impinging jets form liquid sheets on a plane
perpendicular to the axis of liquid jets.

Fig. 4 Sheet break-up length and width representation for five gel concentrations. a 0.10 wt%, b
0.15 wt%, c 0.20 wt%, d 0.25 wt%, and e 0.30 wt%
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The fluid elements are emerging from the impingement point spread in all direc-
tions for low jet velocities, as visible from Fig. 4. The vertical momentum of the
liquid elements stretches the sheet a little above the impingement point. Note that
sheet length is measured from the impingement point only (Fig. 4a1–a5). The liquid
elements moving in the vertical direction above the impingement point in the sheet
slowly lose their momentum and reach the rim of the sheet. These fluid elements
then travel through the rim downwards and join other liquid elements that have lost
momentum and continue to flow downward.

Any disruption in the jets is visible immediately on the rim. The horizontal compo-
nent of velocity will slowly decay for fluid elements in the sheet. Only downward
momentum persists, thus forming the sheet shape.

As jet velocity increases, the momentum of liquid elements also increases,
resulting in the opening up of the bottom of the sheet. The fluid elements traveling
in the rim have higher velocity, and this velocity helps them separate them from the
hold of the liquid sheet. The sheet thickness near the rim must be less compared to
other parts of the sheet. For higher concentration gels, the rim is seen to separate from
the sheet without disintegration. Figure 4b2 shows the formation of perforations in
the lower portion of the sheet. These perforations contain thin rims also.

Further increase in jet velocity ismarked by a gain inmomentumof fluid elements,
which breaks out of the rim and spreads in the plane as droplets of various sizes.
In Fig. 4, column three represents droplets emerging out from the sheet, but mostly
below the impingement point. Images of higher viscosity gels look different from
their lower concentration counterparts in the shape and size of liquid elements disin-
tegrating from the sheet.While low-concentration gels formmore droplets, the higher
concentration ones mostly move out as ligaments.

For a higher concentration of gels shown, sheet break-up is mostly observed due
to the sheet’s tearing at the lower portion of the sheet. The multiple perforations
formed in the sheet make it like a Web structure and are further stretched to form
ligaments as they move away from the impingement point. This type of break-up is
visible for cases b2–b3, c2–c4, d2–d4, and e2–e3. For 0.10 wt% gel, this mode is
not visible under the ranges of jet velocities measured. One distinctive spray pattern
for 0.10 wt% gel is that it behaves like water or a Newtonian fluid. It is because of
low-viscosity value and high-surface tension similar to water.

Formation of waves originating from impingement point is visible for 0.10 wt%
cases. These disturbances eventually cause the sheet to flap and disintegrate into
droplets. As injection pressure increases, these disturbances are increasing, and it is
seen that sheet dimensions areminimal and the bulk of fluid coming out of the orifices
is moving away in waves after impingement. Frame a5 indicates a lot of atomization
activity without any visible ligament formation. For gels of higher concentrations,
especially from 0.20 wt% and above, wave-induced sheet break-ups are only visible
at higher injection pressures (see Fig. 4c5, d5 and e5). The viscosity shear rate trend
shows that the viscosity is attaining a value near to that of water at high shear rates.
The shear rate achieved by the fluid is higher for higher injection pressures, and
viscosity is reduced; this helps the formation of unstable wave generation at the
impingement point.
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Within each plot, break-up due to waves and perforations in the sheet are accom-
modated by giving red color boxes for wave-induced break-up and magenta for
perforations induced break-up. For 0.10 wt%, gel wave-induced sheet break-up is
prominent for a range of jet velocities studied. At low jet velocities (Fig. 4, column
1), sheet does not show break-up and continues to fall like a thread. As gel concen-
tration increases, the lower portion of sheet has a higher tendency to form a single
cylindrical (line) like flow structure. For low-viscosity gels like 0.10wt%, the threads
are visibly disintegrating into drops. In Fig. 5, a sheet break-up length and width are
found to decrease initially and then increase. From frames, it was observed that due
to increased occurrence of waves at higher jet velocity, the sheet got unstable, and
as velocity further increased, more waves are created, and adjacent waves are found
to overlap each other and a higher sheet dimension was observed.

For 0.15 wt% gel, wave-induced break-up cases show an initial increase in sheet
dimension and then decreases for an increase in Reynolds number. For perforations
induced break-up, the sheet length is found to decrease for an increase in Reynolds
number. Sheet width for both break-up modes is approximately constant. For 0.20
wt% gel, perforations-induced break-up is found first to increase and then decrease
for increasing Reynolds number.

For wave-induced break-up, the sheet dimensions decreased for an increase in
Reynolds number. For 0.25 and 0.30 wt% gels, increase in Reynolds number causes
reduction in sheet break-up length, but a slight increase in sheet width. Von Kampen
et al. (2003) obtained a reduction sheet dimension for an increase inReynolds number.
This study conducted did not go to higher Reynolds number ranges to compare the
results. For an increase in gel concentration, the drop velocity increase is observed
for drops originating from the sheet’s lower portion.

3.4 Droplet Profile and Velocity

From the edges of the sheet (see Fig. 4a2), small protrusions can be seen forming,
trying to disrupt the sheet equilibrium. Depending on the jet velocity, the droplets
attain velocities and follow particular trajectories. Figure 7 shows trajectories of a
few liquid droplets for three gel concentrations for two different jet velocities. A set
of 15–20 continuous frames is selected to trace three different droplets originating
from the sheets of three different locations. Each droplet taken was considerably
far from each other. Drop velocities are an average of all instances taken. Droplets
originating from the top side of the sheet are having a higher horizontal velocity
component. As jet velocity increases, the droplets are trying to move horizontally.

The velocity of droplets measured from these frames is presented in Fig. 7. As jet
velocities increase, the droplet velocities also increase. It is observed that droplets
originating from lower portion of the sheet have higher velocities than the droplets
originating from the upper portion. For higher jet velocities, the increase in droplet
velocity as we move down the sheet is also higher than the low jet velocity case.
Waves starting to form from the impingement point are seen to slowly move in the
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Fig. 5 Sheet break-up length versus generalized Reynolds number. Red color represents sheet
break-up due to waves originating from impingement point and Magenta color represents sheet
break-up due to perforations. X-axes and Y-axes represent sheet dimension in millimeter and gener-
alized Reynolds number, respectively. a 0.10 wt%, b 0.15 wt%, c 0.20 wt%, d 0.25 wt%, and e 0.30
wt%
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Fig. 6 Droplet trajectory followed for consecutive frames. a1 and a2 0.10 wt%, and jet velocities
8.33 and 13.65 m/s. b1 and b2 0.15 wt%, and jet velocities 7.02 and 9.94 m/s. c1 and c2 0.30 wt%,
and jet velocities 8.91 and 9.43 m/s. In each figure, trajectories of three different droplets are shown
as white cross

formof an arc and the stretches to gain a horizontal shape and during this propagation,
liquid droplets are thrown out from the ends. When these droplets are thrown before
complete stretching, the velocity of droplets is found to be less. This occurs from
waves near the impingement point. When waves stretch of in the middle of the sheet,
the droplets emerging from its ends travel at a higher velocity. And liquid droplets
found further downstream travel at an even higher velocity. The velocity of each
droplet is observed to be constant for the displacement measured. For higher jet
velocities, twenty number of instances were not obtained as the droplets move fast.
In Fig. 6, one portion of the impinging jets is shown; the other is symmetric for most
cases. As only three droplets are studied for each frame, a complete trajectory for
droplets is not obtained and all locations in the sheet where droplet formation takes
place are also not shown. For high concentration gels, the size of the droplets was
not always spherical. An elliptical shape is more prominent.

4 Conclusions

Impinging jet atomization study of Carbopol gel is conducted experimentally. The
focus was on sheet formation, disintegration mechanism for a range of Reynolds
number and droplet velocity distribution for different jet velocities. As Reynolds
number increases, sheet break-up lengths for perforations-induced break-up are
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Fig. 7 Droplet velocity and drop origin location are represented for five gel concentrations. a 0.10
wt%, b 0.15 wt%, c 0.20 wt%, d 0.25 wt%, and e 0.30 wt%. For each case, drop velocity for two
jet velocities is marked (the corresponding jet velocities are shown in legend)

found to decrease for 0.15–0.30 wt%. For higher Reynolds number, sheet break-
up length for wave-induced break-up also reduced. Droplet velocity increases as we
go down the sheet length. The droplet velocities are also found to be stable.
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A Parametric Study on Rotary Slinger
Spray Characteristics Using Laser
Diagnostics
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Abstract This paper reports an experimental study of spray characteristics in rotary
slinger atomizers using different laser diagnostic tools. The main objective of the
present study is to investigate the effect of size of the slinger orifices on liquid
breakup dynamics and droplet size distribution over a wide range of rotational speed
(5000–45,000 rpm) and liquid flow rates (0.2–2 lpm). Three different slinger discs
having the same number of orifices but different sizes (d0 = 1, 1.5, and 2 mm) are
considered. The primary liquid breakup visualization is achieved using volumetric
laser-induced fluorescence (VLIF) technique; whereas, the droplet size is measured
by interferometric laser imaging for droplet sizing (ILIDS) technique. The results
demonstrate critical role of orifice size on liquid breakup mode and droplet size up to
rotational speed about 30,000 rpm, beyond which the aerodynamic force dominates
the atomization process such that neither the orifice size nor rate of rotation has
strong influence.

Keywords Slinger atomizer · Liquid breakup visualization · VLIF · ILIDS ·
Coriolis force
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AMD Arithmetic Mean Diameter (μm)
Ro Rossby Number
Ql Total liquid feed rate (lpm)
D Droplet size (μm)
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d0 Diameter of slinger orifice (mm)
dp Diameter of the injection port on liquid delivery manifold (0.7 mm)
lpm Litres per minute
N Rotational speed of slinger (rpm)
VLIF Volumetric Laser Induced Fluorescence
R0 Radius of the slinger disc (45 mm)
ILIDS Interferometric Laser Imaging for Droplet Sizing

1 Introduction

A rotary slinger atomizer in an annular combustor has been frequently used in small-
size gas turbines, for instance, in Teledyne’s J-69 and Turbomeca’sMarbore engines.
Simple design and low-cost are the advantages of such atomizer. In addition, impor-
tantly, it operates at lower injection pressure compared to pressure atomizer. For
maximum power output of a turbine, slinger may be operated at higher rotational
speed and it can exceed about 100,000 rpm. But at ideal or relight conditions, the
rotational speed is typically in the range of 5000–20,000 rpm. The rotary atomizer
is coupled to the turbine shaft and rotates at the shaft speed. The fuel from the pump
is fed to discharge orifices on the periphery of the rotary disc. The orifice channels
of the disc are drilled in radial or radial-axial direction with respect to the engine
shaft. Due to the large centripetal acceleration, the liquid spreads along the inner
walls of the atomizer cavity and form a liquid film that supplies the liquid into the
orifice channels. Finally, the liquid is discharged from the orifices into the ambience,
and it atomizes into droplets forming a spray around the slinger disc. As for any
other atomizer, the size of liquid exit area (in the present case the diameter of slinger
orifices) is an important design parameter that may strongly influence atomization
behaviour, the study of which is the aim of the present paper.

Several studies have reported liquid breakup dynamics in the slinger atomizers.
Dahm et al. [1] reported liquid breakup visualization in slinger atomizers for different
sizes and shapes of orifices or holes over a wide range of rotational speeds. They
stated film and streammodes of liquid injection through for each orifice. The injected
film or stream undergoes various types of breakups depending on rotational speed
of the disc and geometry of the orifice including subcritical and supercritical mode
of breakup for film mode injection. The subcritical breakup refers to the collapse
of the annular film, due to surface tension, to form a steam, while the supercrit-
ical breakup refers to direct disintegration of the liquid sheet at the orifice exit. The
same group [2] conducted a theoretical analysis to predict liquid film thickness, jet
diameter for circular as well as non-circular slinger orifice geometry based on film
Reynolds number and aerodynamics Weber number, mass and momentum flux of
the emerging liquid jet. The authors proposed a correlation for Sauter mean diam-
eter (SMD) in terms of Weber number and Ohnesorge number. The droplet size
data measured by Morishita [3] was used for this purpose. Choi et al. [4] performed
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series of experiments using high-speed flow visualization and Phase Doppler Particle
Analyser for droplet sizing. They considered three different orifice sizes and different
arrangements of the orifices on the disc periphery. The experiments were performed
in the speed range of 5000–40,000 rpm for a constant liquid mass flow rate. The
subcritical mode of liquid breakup is observed up to 15,000 rpm while supercritical
mode is observed to be predominant above 30,000 rpm.Droplet sizingmeasurements
were done within 50 mm distance from the slinger disc surface. It is observed that
liquid film thickness as well as the SMD decreases with increase in slinger rotational
speed. SMD decreased with increase in orifice size. They proposed a linear corre-
lation between SMD and liquid film thickness inside the injection orifice. Though
atomization and spray characteristics in slinger atomizers have been studied by a
number of other researchers in the past [5–9], they considered same size of orifices
for all experiments.

The previous studies mostly used in direct photography for visualization of the
liquid breakup process in slinger atomizers. However, the quality of the images
degrades for high rotational speed and/or liquid flow rates. This can be overcome
by the application of the volumetric laser induced fluorescence (VLIF) technique
that allows objective way of visualization of the liquid core region, while the back-
ground and also products of atomization around the liquid core (especially for dense
sprays) are filtered out. The present paper aims to investigate primary liquid breakup
dynamics and spray characteristics in slinger atomizers having different orifice size,
which has not gained much attention in the past. The experiments were performed
in a high-speed slinger test rig designed to operate over a wide range of conditions.
Different laser diagnostic tools were employed in the present work. The visualization
of the liquid breakup is achieved by using the VLIF technique, which is advanta-
geous over conventional method of direct imaging as explained above. The size of
the spray droplets is measured by interferometric laser imaging for droplet sizing
(ILIDS) technique. In the current work, the liquid breakup visualization experiments
were performed for the slinger rotational speed in the range 5000–45,000 rpm and
the liquid flow rate was varied in the range 0.2–2 lpm.

2 Experimental Set-up

A schematic of the slinger atomizer test rig is shown in Fig. 1. The unique slinger
rig facility is housed at NCCRD, IIT Madras and comprises following key units.

(a) Slinger test rig

The slinger test bed consists of a heavy cast iron test bedwith vibration absorber
pads at its bottom. The high-speed drive is installed on a heavy test bed that
dampens any vibrations during slinger operation. Moreover, a vibration sensor
(range: 0–25 mm/s) was installed on the electric drive to monitor the perfor-
mance of the slinger assembly especially for higher range of rotational speeds
of the slinger disc. For all experimental conditions, the recorded vibration limit
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Fig. 1 Schematic of the slinger atomizer experimental set-up forVLIF experiment. 1.Water tank, 2.
Pump,3.Rotameter,4.Slinger disc,5.Liquid injectionmanifold,6.Electric drive,7.Air compressor,
8. Air strainer, 9. Lubrication oil chamber, 10. Cooling unit, 11. Frequency controller for electrical
drive, 12.CCDcamera, 13.Macro lens, 14.Data collection system, 15. Synchronizer, 16. Power box
for laser, 17. Nd:YAG laser, 18. 900 beam deflection prism, 19. Cylindrical lens and 20. Spherical
lens

was always less than 1 mm/s that ensured smoother and safer operation as per
the standard for mechanical vibration. Themotor shaft is connected to the shaft
of the slinger atomizer, which is a circular titanium disc (radius, R0 = 45 mm)
containing 18 number of orifices on its outer periphery (Fig. 2). The liquid
is delivered to the slinger disc via a liquid delivery manifold which contains
12 numbers of injection ports uniformly distributed over its periphery (Fig. 2
presents a schematic of the manifold). The diameter of each port is 0.7 mm.
The purpose of the manifold is to evenly distribute the liquid to the inner side
of the slinger. The liquid (water in the present case) is pumped to the liquid
intake line of the manifold (as shown in the Fig. 1) via a rotameter connected
to a regulating valve. The liquid goes into the manifold cavity and comes out
through the injection ports as liquid jets that impinge on the inner surface of
the slinger disc and create a liquid film that serves as a dynamic source of
liquid supply. However, it is important to mention that the liquid impingement
velocity at any higher liquid feed rate is 40–400 times smaller than the tangen-
tial velocity of the slinger disc. Thus, the possibility of liquid jet impingement
causing splashing on the inner surface of the disc is minimal. In the present
study, three slinger discs (A, B and C) with the same three slinger discs with
the same number of orifices but different size of orifices, viz. 1, 1.5 and 2 mm,
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(a)

(b) (c) (d)

Fig. 2 (a) Liquid injection manifold, (b) Slinger A (d0 = 1mm), (c) Slinger B (d0 = 1.5mm) and
(d) Slinger C (d0 = 2mm)

Table 1 Details of the three
slinger discs in present set-up

Parameters Slinger A Slinger B Slinger C

Diameter of each orifice (d0) 1 mm 1.5 mm 2 mm

Number of orifices (Ns ) 18 18 18

Radius of the disc (R0) 45 mm 45 mm 45 mm

Length of each orifice (l) 2 mm 2 mm 2 mm

are used (Fig. 2). The details of the slinger discs are summarized in Table 1.
At any particular rotational speed of the disc, the liquid in the inner surface of
the disc is ejected out of each of the slinger orifices and atomizes as it inter-
acts with the surrounding air, However, as the liquid flows through each of the
slinger orifice, it may not fill its inner surface of the orifice completely, and in
such case, the liquid film is not uniformly distributed inside each orifice. The
slinger rotational speed N was varied in the range 5000–45,000 rpm, and the
liquid flow rate Ql was in the range from 0.2 to 2 lpm.

(b) Lubrication unit

The lubrication unit ensures supply of oil from the lube oil chamber to the
bearings of the high-speed drive for appropriate lubrication which is essential
for smooth running of the slinger disc.

(c) Cooling unit

During the rotation of moving components such as shaft and bearing, heat
generation due to friction raises the temperature of associated parts, which
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needs to be lowered for hassle-free and safe operation. This is done by the
cyclic circulation of the cool water through the heat exchanger.

Now we discuss the application of different laser-based techniques for the atom-
ization and spray study in the current work. In the present work, the primary liquid
breakup is visualized using volumetric laser-induced fluorescence (VLIF) technique
(Fig. 1); whereas, the droplet size measurement is obtained using interferometric
laser imaging for droplet sizing (ILIDS) technique as discussed below.

2.1 VLIF-Based Visualization of Liquid Breakup

In VLIF optical arrangement, a single pulse Nd: YAG laser (Quantel: Q-smart 850,
532 nm, 5 ns pulse width and 6.5 mm beam diameter) was used as the illuminating
source. A cylindrical lens (focal length:−25 mm) and a spherical lens (focal length:
+250 mm) were used to convert the laser beam to a sheet (height 5 cm and beam
waist about 1–2 mm). The thickness of the laser sheet was adjusted while using
slinger discs with different orifice sizes to ensure that the laser illuminates the whole
orifice for all cases. The laser is synchronized with a CCD camera (PCO Pixelfy,
1040× 1392 pixel2, 14-bit and 13.5Hz) using anArduino board. In total, 400 images
were captured using a 150 mmmacro lens (Sigma, f/2.8). In this technique, adequate
amount of Rhodamine 6G is uniformly mixed in water tank, then the water tagged
with the dye is fed into the slinger during experiment. Upon illuminated by the green
laser, the liquid absorbs the incident irradiation and fluoresces at the red-shifted light
(with peak around 555 nm)which is captured by the camera equippedwith a bandpass
filter (550 ± 10 nm). Thus, the scattered light is rejected and only the fluorescent
liquid core is imaged. This way the signal to noise ratio is high, and very good quality
images with high background contrast is imaged. In order to highlight the advantage
of the VLIF technique, we compare a VLIF image with front light illuminated image
in Fig. 3 for the same operating condition of Ql = 2 lpm and at N = 30,000 rpm for
slinger disc B, as example. The above figure clearly demonstrates the potential of the
VLIF technique, while the direct imaging suffers from poor contrast due to hindrance
of light by the droplets around the liquid core so that imaging of the latter is very
difficult. Nevertheless, for lower range of liquid flow rate and rotational speed, direct
photography provides reasonably good images.

2.2 Droplet Sizing by ILIDS

The optical arrangement for application of ILIDS in the present experiments has
been presented in Chakraborty and Sahu [10], Sahu et al. [9], and hence not repeated
here. The same laser and sheet optics as mentioned earlier for VLIF technique
were employed. The CCD camera was also same, although the optical setting for
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(a) (b)

Fig. 3 (a) A sample VLIF image, (b) an image acquired by front light illumination using a
stroboscope for Ql = 2 lpm and at N = 30,000 rpm and Slinger B

ILIDS imaging system was different. The camera was oriented at the forward scat-
tering angle, θ = 69° (optimum angle for maximum interference while using water
droplets). A 105 mm Nikon lens (f/2.8) was used to collect the scattered light. An
optical compression unit (a pair of cylindrical lenses), positioned in between the
CCD camera and the lens, compresses the circular fringe pattern from a droplet such
that each droplet is finally imaged as a rectangular region with superposed fringes. A
rectangular aperture (30 × 2 mm) was mounted on the lens to control the collecting
angle, α, which was about 8° in the present case. The entire imaging system assembly
was housed on a custom-made frame that also incorporates the Scheimpflug mount
for the camera due to which the degree of defocusing remain almost same across
the image (i.e. otherwise not possible due to non–90° viewing in ILIDS). In the next
step, the ILIDS images were processed to obtain droplet size, which is expressed as
given below [11],

D = λ
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where λ is the wavelength of the laser light and α is the collecting angle of the
receiver. The above equation can be written as, D = k n, where k is an experimental
constant that represents droplet diameter per fringe and is given by the bracketed
term in Eq. 1. In the present experiments, k was about 3 μm/fringe. The details of
the ILIDS image processing could be found out in Manish and Sahu [12], Boddapati
et al. [13]. The application of the ILIDS technique for droplet size measurement in
slinger atomizers has been demonstrated in our earlier study [10].

The ILIDS images were captured at the radial station at R = 2R0 (R0 is radius of
slinger disc and equals to 45 mm) away from the slinger surface. The selection of the
measurement plane is not arbitrary. Lee et al. [14] carried out combustion study in
rotary atomizer of disc diameter of 40 mm, and they reported that the reaction zone
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of combustion zone is within 50 mm distance away from the outer disc periphery.
Accordingly, in the current study, the spray characteristics are decided to bemeasured
at 2R0 location. For each experiment, 1000 ILIDS images were captured that ensured
statistical convergence of themeasured characteristic size of spray droplets. ForQl =
0.2 lpm, the droplet sizing experiments were conducted up to N = 45,000 rpm. The
characteristic droplet diameter is represented as arithmetic mean diameter (AMD) in
the present study and defined as given by the expression;

AMD =
∑n

1 Ni Di∑n
1 Ni

,

where Ni is the number of droplets in the size class represented by droplet size Di

and ‘n’ is the total number of images.

3 Result and Discussions

3.1 Liquid Breakup Morphology

The liquid breakup images close to the orifice exit are presented in Figs. 4 and 5 for
Ql = 0.2 and 2 lpm, respectively, for different rotational speeds. For each case, the
images are shown for the three atomizers, i.e. slinger disc A, B and C (corresponding
to orifice size, do = 1 mm, 1.5 mm and 2 mm, respectively). Before we discuss the
influence of orifice size, some common observations are noted.

(i) For each case, the primary breakup zone of the liquid, which is character-
ized by unbroken liquid length, is observed. The liquid, as it exists from the
orifice, interactswith the surrounding air, which can be considered to approach
the liquid (from the slinger reference frame) in cross-stream manner. Due to
aerodynamic interaction with the air, the liquid breaks up when the disrupting
forces dominate the surface tension forces.

(ii) It is interesting to notice that for all rotational speeds and liquid feed rates, the
liquid within an orifice channel is pushed to the side opposite to the direction
of slinger rotation despite of having low aspect ratio of the orifice which is
unique observation in the present study. This is attributed to the dominant
role played by the Coriolis acceleration that tends to accumulate all liquid to
one side of the channel as soon as the liquid enters the orifice. As a direct
consequence of this, the liquid breakup mode is different in comparison with
the case where the liquid exists all along the channel wall [1, 2]. Depending on
the operating condition as well as slinger orifice size, broadly three different
modes are observed, viz. stream-, transition- and film- modes depending on
the structure of the liquid at the orifice exit.
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Fig. 4 Liquid breakup morphology for different size orifice in slinger atomizer over rotational
speed of 5000–45,000 rpm at liquid feed rate, Ql = 0.2 lpm. The arrow indicates the direction of
rotation of the disc

(iii) As the slinger speed is made higher at the same liquid feed rate (compare
images column-wise in Figs. 4 and 5), the breakup length appears to decrease,
which is as expected, due to higher velocity of approach of the air flow. It
is important to mention here that, due to oblique view, it is not possible to
quantitatively indicate the breakup length and only qualitative comparison
for different rotational speed and liquid feed rate can be made. Since the
VLIF technique provides images with high background contrast, identifying
the breakup point is less ambiguous. In addition, due to the same reason, for
higher rotational speed (and the same Ql) the liquid breakup structure in the



624 A. Chakraborty et al.

Fig. 5 Liquid breakup morphology for different size orifice in slinger atomizer over rotational
speed of 5000–30,000 rpm at liquid feed rate, Ql= 2.0 lpm

vicinity of an orifice changes from stream mode to sheet mode. Accordingly,
the liquid breakup morphology away from the orifice changes from column
breakup regime (at lower N) to sheet-, sheet-ligament multi-mode regime and
sheer regime at higher N.

(iv) As the liquid feed rate is made larger at the same speed (compare images
for each case between Figs. 4 and 5), no general trend can be observed as the
difference is dependent on the orifice size, aswill be discussed later. In general,
the liquid is wider at the orifice exit in Fig. 5 compared with Fig. 4. However,
no significant difference in either breakup length or regime is evident.

In spite of the above common observations, which demonstrate the key roles of
slinger speed and liquid feed rate, some striking influence of orifice size is also
observed in the present experiments as explained below.

Even if the slinger speed and liquid feed rate are held constant, comparing the
images row-wise either in Figs. 4 or 5, it can be noticed that the liquid breakup
length is always larger for do = 1 mm, followed by do = 1.5 and 2 mm. In addition,
interestingly, for lower range ofN (up to about 20,000 rpm), the liquid mode changes
from stream mode for do = 1 mm to film mode for do = 2 mm. This highlights the
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role of curvature of the orifice channel such that smaller orifice leads to stronger
effect of surface tension that tends to roll up the liquid resulting in the liquid to exit
as a stream. It is worth to mention here that both Coriolis and surface tension forces
influence the mode of liquid delivery within a slinger orifice. In fact, the balance
between the above forces dictates the thickness and the width of the liquid. However,
the curvature of the inner surface of the orifices aids to surface tension force even
if the working liquid is the same. Hence, we attributed the observed difference to
increased surface tension force. For larger orifice, the liquid is able to spread in the
cross-stream direction due to which the liquid exits as a film. As a consequence, the
breakup regime of the liquid varies with the diameter of the orifice for the same speed
and liquid flow into the atomizer. For example, considering the case N = 5000 rpm
and Ql= 0.2 lpm in Fig. 4, column breakup corresponding to Rayleigh regime is
evident for do = 1 mm, while a combined sheet-ligament regime occurs for do =
1.5 mm (ligaments of liquid appear on the boundary of the sheet), on the other hand,
the sheet transforms into a bag structure that further breakups for do = 2 mm. For
higher slinger speed (N > 20,000 rpm), the liquid breakup mode and regime are
mostly governed by aerodynamic force, thus, the influence of orifice size is smaller.
Overall, the current visualization images indicate that even if the slinger operating
conditions are held same, and the liquid never fills up the orifice channel, smaller
orifice size leads to poor atomization and vice versa. Though, no much difference in
breakup morphology is observed between do = 1.5 and 2 mm.

Figure 6 presents the droplet size distribution measured at R = 2Ro location for
different slinger discs at Ql = 0.2 lpm for the rotational speed range of 10,000–
45,000 rpm. As the rotational speed of the disc is made higher for the same liquid
feed rate, the size distribution is slightly shifted to left indicating production of
smaller droplets. Thus, large numbers of smaller droplets are generated for higher
rotational speed, as expected, due to improved atomization. However, an interesting
trend is observed comparing the plots for different slinger discs in each subfigures
in Fig. 6. For the same speed and liquid feed rate, the droplet size distribution is
populated with smaller droplets as the orifice size increases from disc A to disc C.
It can be observed that up to N = 30,000 rpm, as the orifice size is made larger, the
probability of smaller droplets is higher and larger droplets is smaller. For very high
rotational speed for instance, N = 45,000 rpm, the droplet size distribution for all
slinger discs nearly overlaps. This is further highlighted in theAMD vsN plots shown
in Fig. 7. For all discs, AMD reduces with rotational speed. Similar observations are
reported by Rezayat and Farshchi [15], Choi and Jang [4] and Chakraborty and
Sahu [10]. For a given rotational speed, the trend of AMD with orifice size appears
non-monotonic. This is evident especially for N < 35,000 rpm and requires further
investigation to relate droplet size with the observed liquid breakup mode. However,
for high rotational speed (N > 35,000) no significant difference in droplet size for
different discs are evident, which is attributed to rigours liquid atomization which is
nearly independent of boundary conditions at the orifices (see last row of images in
Fig. 4). We note that we have verified the above for different liquid flow rates and
speed up to 1 lpm and 10,000 rpm and found that the feed rate does not influence
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(a) (b)

(c)

Fig. 6 Probability distribution of droplet size measured at R = 2Ro location for different slinger
discs at rotational speed of (a) 10,000 rpm, (b) 20,000 rpm, and (c) 45,000 rpm at liquid feed rate,
Ql= 0.2 lpm

Fig. 7 Droplet size (AMD)
variation with rotational
speed (N) at liquid feed rate
Ql = 0.2 lpm for different
slingers
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much the resulting droplet size. However, further experiments are being conducted
currently for higher speed and feed rate.

The above trends for the droplet size and especially the role of orifice size can be
explained considering the liquid breakup regimes discussed earlier for the current
range of slinger operating conditions. For slinger disc A, Rayleigh type breakup
occurs corresponding to the column breakup regime, as a result, the droplet size is
of the order of the size of the columns. In contrast to the prevailing sheet and/or
ligament breakup regime in disc B and C, the droplet size is smaller. However, at
very high rotational speed such as N = 45,000 rpm, shear breakup is the dominating
mode of breakup, and hence, mostly very small droplets are generated for all orifices
with different size.

4 Conclusion

The motivation behind the present work is to investigate the effect of orifice size
on liquid atomization and spray characteristics in slinger atomizers using different
laser diagnostic tools. The present study demonstrates the potential application of
VLIF technique for visualization of liquid breakup process near the slinger orifices, as
high contrast images are obtained in comparison with direct photography. The ILIDS
technique was used to measure droplet size. The visualization images demonstrated
the dominant role of Coriolis-induced liquid breakup behaviour which means that
the liquid in an orifice channel is pushed towards the side opposite to the direction
of rotation. It was found that, up to about 30,000 rpm, for the same rotational speed
and liquid feed rate, the mode of liquid flow (stream- or film- mode), breakup regime
(column-, sheet- or ligament- breakup) and droplet size distribution vary with the
size of the orifice channels. Smaller orifice size (do = 1 mm) promotes column
mode liquid transport in the orifice that results in Rayleigh type breakup leading
to generation of large-size droplets. Larger orifices (d0= 1.5 and 2 mm) lead to
film mode and sheet and/or ligament breakup regime which is responsible for small
droplets in the spray size distribution. The results highlight that smaller the orifice
size, larger is the AMD. At very high speed such as N = 45,000 rpm, shear breakup
regime was observed for all slinger discs, and also AMD does not vary much with
the diameter of the slinger orifices.
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CFD Analysis of Primary Air Flow Field
of a Swirl Injector Using Embedded
LES-Based Hybrid Model

Rampada Rana, N. Muthuveerappan, and Saptarshi Basu

Abstract Injector plays a pivotal role inmeeting requirements of combustion perfor-
mance in terms of combustion efficiency, flame stability, ignition, lower emissions,
etc. In a multi-swirler injector configuration, air flow field inside injector is mainly
dictated by primary swirler. Present CFD studies have been attempted to characterize
flowfield of a conical nozzle fittedwith a radial swirler. Embedded LES-based hybrid
model has been used where computational domain is divided into three zones which
are seamlessly connected by capturing the interface fluid dynamics. In LES zone,
both time and spatial scales have been resolved based on the results of a precursor
RANS analysis. Analysis is carried out with CFL no. around 2, time step of 1μs. The
analysis is reasonably able to capture various unsteadiness (PVC, CTRZ, frequen-
cies, TKE useful for the atomization of liquid fuel) which are not possible to be
captured using URANS models.

Nomenclature

CFD Computational Fluid Dynamics
CFL Courant-Friedrichs-Lewy
CTRZ Central Toroidal Recirculation Zone
ELES Embedded LES
FFT Fast Fourier Transform
KH Kelvin-Helmotz
LDI Lean Direct Injection
LPP Lean Premix Prevaporization
LES Large Eddy Simulation
MPI Message Passing Interface
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PIV Particle Image Velocimetry
POD Proper Orthogonal Decomposition
PVC Precessing Vortex Core
RANS Reynolds Averaged Navier Stokes
Re Reynolds Number
RQL Rich burn Quick quench Lean burn
SIMPLEC Semi-Implicit Pressure Linked-Consistent
SGS SubGrid Scale
TKE Turbulent Kinetic Energy
URANS Unsteady RANS
WMLES Wall Modeled LES
ZLES Zonal LES

Small Letters

y+ Non-Dimensional distance of centroid of cell from the wall
k Turbulent Kinetic Energy
μt Turbulent/Eddy Viscosity
Δx Cell length in x-direction on wall surface
Δz Cell length in z-direction on wall surface
c,v Velocity of flow across a computational cell
�t Time step
μsgs Subgrid-scale viscosity
μlaminar Laminar Viscosity
r Radial direction of flow

Capital Letters

Cμ Constant
D Diameter (Ref. geometrical dimension)
D0 Diameter of nozzle exit
Ps Static Pressure
Pref Reference Pressure
Rij Reynolds stress tensor
Re Reynolds Number
Ua Axial Velocity
U r Radial Velocity
U t Tangential Velocity
U ref Reference Velocity
X X-co-ordinate
X Position Vector
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Y Y-co-ordinate
Z Z-co-ordinate

Greek Symbols

Δ Cell Size, Small Change
ε Turbulent kinetic energy dissipation rate
ρ Density of air
μ Viscosity
θ Circumferential direction of flow
ω Vorticity Vector
� Gamma Function

1 Introduction

Improvement of specific fuel consumption through increase in thermal efficiency
and that of specific thrust through burning of small air mass; both led to incre-
ment of pressure and temperature of gas turbine engines. According to Tacina [1],
increases in pressure and temperature levels affect combustor in a way to the require-
ment of injector with large turn-down ratios meeting with parasitic requirements of
uniform circumferential and radial temperature distributions and this is because of
less amount of availability of dilution air for tailoring combustor exit temperature.
With the injector in place and using different philosophies of combustor designs
such as LPP, RQL, LDI, etc., NOx emissions of the combustor can be controlled
where uniform mixture of fuel vapor and air burnt at low temperature. Hence, the
injector plays a pivotal role to meet better combustion performances requirements
with respect to combustion efficiency, flame stability, better ignition characteristics,
lower emissions, etc. In terms of achieving lower droplet sizes and better near flow
field of injector, the requirements are achieved through better atomization of bulk
fuel into droplets and distribution of same in terms of lower sizes and velocities.
According to Cornea [2], tool with deeper understanding and predictive capabil-
ities from first principle is required in this respect and especially to understand
unsteady phenomena involving complex three-dimensional geometries of interest
and complex phenomena; it may require approaches such as discrete vortex method
or Large Eddy Simulation. Zhang et al. [3] performed numerical CFD calculations
using URANS model for flow over flat plate under with and without adverse pres-
sure gradient effects. They captured large-scale vortical structures of the flow when
reattachment occurs after a separated region due to adverse pressure gradient and
vortical structure remains in the field despite large effective eddy viscosity produced
by the turbulence model and the model does not capture the small-scale vortical
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structures requiring smallest grid cells as required in LES. Sankaran and Menon [4]
performed LES studies to capture unsteady interaction between spray dispersion,
vaporization, fuel–air mixing, and heat release in a realistic combustor. They found
that presence of high swirl increases the droplet dispersion, activates CTRZ, and
reveals large-scale organized structures which are then subjected to complex stretch
effects due to a combination of stream-wise and azimuthal vorticalmotions leading to
enhanced fuel–air mixing. They opined that compared to RANS calculations where
full range of length scales are not modeled, LES could resolve the flow/geometry-
dependent large-scale motions more accurately and their study was confined to a
geometry of dumb combustor with conical nozzle entry; boundary conditions of the
LES simulations were, however, based on non-dimensional stream-wise and tangen-
tial velocity profiles available at the swirler exit plane, MPI-based parallel computa-
tion systems for interacting among processors, are used to perform the simulations.
Stone [5], in his Ph.D. studies, performedLES calculations in a simplified highRe gas
turbine combustor flows to capture vortex flame interaction, vortex dynamics, vortex
breakdown, and combustion dynamics. Wang et al. [6] carried out LES study of gas
turbine injector consisting of radial swirlers oriented in both co- and counter- rotating
directions, to predict the characteristics of flow field. Results of the numerical anal-
ysis were compared with experimental data. Boundary conditions for inlet domain
were applied after swirler exit upon superimposing broadband noise with a Gaussian
distribution on the mean velocity profile with its intensity extracted from RANS
simulation, and the methodology is iterated to its sensitivity. Block-based structured
hexahedral grid system with mean cell size inside the injector as 0.35 mm was used
during grid preparation, and four steps Runge–Kutta scheme for time integration
and second-order accurate center-differencing methodology for spatial discretiza-
tion were used for numerical calculation. The ratio of resolve to total TKE exceeded
95% in the bulk flow field. The axial, radial and tangential velocities downstream of
the injector vis-à-vis the experimental results were plotted and reduced order POD
analysis were also carried out to dictate most energetic components in the flow field.
Wang et al. opined from their studies that air flow field inside injector is mainly
dictated by primary swirler and the impact of secondary swirler on the same is
limited.

Current LES study on the flow field was performed to understand flow field evolu-
tion. Since, the flow evolution especially inside the injector using single swirler is
fundamental and to avoid difficulties for experimentally evaluating the same, authors
were motivated to carry out this LES study. And most literatures showed that swirler
exit conditions were derived from separate analysis and were used as boundary
conditions for the LES domain.

In this present study, embedded LES method, new computational method, is
adopted where no separate analysis was performed to impose boundary conditions
on inlets to LES domain, rather than analyses were performed on the full computa-
tional domain segmented into multiple zones and total grids were generated based on
varied zonal requirements with reduced computational costs. The flow field perfor-
mances were predicted and comparisons were made between radial variations of
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Fig. 1 High shear swirl cup
[8]

normalized axial velocities of LES predicted results and experimental PIV data at
different downstream locations of the injector.

2 Computational Methodology

2.1 Model Details

As fundamental components of high-shear injector schematically shown in Fig. 1,
the injector model under study is consisting of radial swirler attached with a conical
nozzle at the exit of swirler as shown in Fig. 2. The geometrical swirl number and
swirler vane angle are 0.75° and 66.5°, respectively. For details, refer [7]. Fluid
volume of the injector is shown in Fig. 3.

2.2 Grid Details

The computational domain extends from 500 mm in upstream direction in a cylin-
drical duct of diameter 100 mm as per the experimental setup, and the exit flow of
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Fig. 2 Cut section of the
mechanical model of the
injector

Fig. 3 Fluid volume
disposition of the injector at
decomposed condition

the nozzle is allowed to meet on to a domain of length more than 1600 mm in a
rectangular duct with square cross-section of size 780 × 780 mm as shown in Fig. 4.
Size of upstream domain is based on experimental duct size. The square shape of size
780 × 780 mm is based on the understanding of better accommodating tangential
swirl flows exiting from the conical nozzle without downstream wall confinement
effects on flow evolution as well as having better grid. For further details, refer [7].

The total domain is divided into three zones: First zone covers flows fromupstream
inlet through swirler vanes flows exiting into nozzle connected downstream analyzed

Fig. 4 Computational domain used for the analysis



CFD Analysis of Primary Air Flow Field … 635

by RANS model (realizable k–ε turbulence model with standard wall function);
second zone covers RANS exit of first zone toward downstream of nozzle exit
analyzed by LES model (wall-modeled LES); third zone includes toward the down-
stream of LES exit of second zone analyzed by same RANS model. Domains are
seamlessly connected by capturing the interface fluid dynamics of the flow (discussed
later).

Figure 5 shows grid details of the computational domain. The grid philosophies
for the upstream and downstream RANS zones are kept same as in [7]. The densities
of grids present in RANS zones are lesser because of non-resolving the scales there as
shown in Fig. 5(a). Number of cells and size of grids required in the LES zone are
based on the level of TKE to be resolved across the zone and accordingly the cell size
�x is arrived at. To make the turbulent model worked well, certain grid criteria is
required to be met. As shown in Fig. 5(b), two layers of y+ adaptations were carried
out to resolve the extend of wall y+ (150–200 were possible) keeping in view quality
of grids such as skewness and minimum orthogonality requirement. The resulting

aspect ratio of nozzlewall surface face sizes
(
�x/

�z

)
, i.e., alongwall parallel plane,

is found to reach ~13 which is more than the required value of maximum 2. However,
aspect ratio based on cell-base length scale to cell wall distance is found to be 5.06
meeting the required acceptable limit of less than 10 [9]. Since, the phenomenon of
interest is chosen to be away from wall, grid scheme of this order is considered to be
acceptable. Time scale is worked out as �

v
, for which time step �t is decided after

ensuring that extend of smaller time step should lie in zone of interest. Cell size �x

(a)

(b)

Fig. 5 aComputational grid used for the simulation.bDetails of the grid LES zone (nozzle portion)
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and time step �t are connected to CFL number as c�t
�x . CFL number is to be as close

to 1 to resolve the time scale. Typical value of �x is 0.1 mm and �t is kept at 1 ×
10–06 s during the computation.

A grid of size of 9.7 million having maximum skewness of 0.91 generated using
ANSYS Meshing has been arrived at after resolving both time and length scales.

2.3 Solver Details

ANSYS Fluent version 19.2 was used for the analysis. Analyses were carried out
considering the flow as unsteady, incompressible, iso-thermal, and turbulent. Real-
izable k–ε turbulence model is used in RANS zones. WMLES model was used in
LES zone.

Time dependent RANScomputations are performed as follows: The computations
are performed after time averaging N–S equation resulting following set of equations
which are required to be solved in CFD using finite volume methodology.

ρ

(
∂ui
∂t

+ uk
∂ui
∂xk

)
= − ∂ p

∂xi
+ ∂

∂x j

(
μ

∂ui
∂x j

)
+ ∂Ri j

∂x j
(1)

Ri j = −ρu′
i u

′
j (2)

Ri j = μτ

(
∂ui
∂x j

+ ∂u j

∂xi

)
− 2

3
μτ

∂ui
∂x j

δi j − 2

3

∂ui
∂x j

ρkδi j (3)

μτ = ρCμ

k2

ε
(4)

k and ε values are solved separately by using two different independent equations
thus called the model as two equations model.

The general equations for LES computations are shown below.
In LES computations, large-scale turbulent structures are directly solved using

resolved scales and small-scale effects are modeled and solved through filtering the
N–S equation as like RANS calculations, but with more details. The filtered equa-
tions are formed by space averaging or Favre (density weighed averaging) averaging
(based on incompressible or compressible flows) of N–S equation. Followings are
the conservation equations applicable for incompressible computations:

According to [10], the space averagedfiltered continuity andmomentumequations
are as follows:

∂ρ

∂t
+ ∂

∂xi
(ρui ) = 0 (5)



CFD Analysis of Primary Air Flow Field … 637

∂

∂t
(ρui ) + ∂

∂x j
(ρuiu j ) = ∂

∂x j
(σi j ) − ∂ p

∂xi
− ∂τi j

∂x j
(6)

The molecular viscosity σ ij is defined as

σi j ≡
[
μ

(
∂ui
∂x j

+ ∂u j

∂xi

)]
− 2

3
μ

∂ul
∂xl

δi j (7)

The subgrid-scale turbulent stress τ ij is defined as

τi j ≡ ρuiu j − ρuiu j (8)

The subgrid-scale turbulent stress τ ij is computed from

τi j − 1

3
τkkδi j = −2μt Si j (9)

The isotropic part of the subgrid-scale stresses τ kk is not modeled but combined
with the filtered static pressure term. The rate-of-strain tensor Si j for the resolved
scale is defined by

Si j ≡ 1

2

(
∂ui
∂x j

+ ∂u j

∂xi

)
(10)

where μt is modeled based on type of LES model requirement.
In current numerical simulation based on ELES or ZLES model, LES portion of

the simulation is resolved using algebraic WMLES model, and μt has been defined
accordingly. In WMLES, inner part of logarithmic turbulent layer is solved through
zero-equation algebraic RANS, and outer part of turbulent boundary layer is solved
through a modified LES formulation reducing LES grid requirement for high Re
flows. The procedure could be useful when phenomena were considered away from
wall, and wall boundary layers need not to be resolved.

In WMLES, eddy viscosity ν t is calculated below with the use of a modified grid
scale � to take care of grid anisotropies in wall-bounded flows:

νt = min
[
(κdw)2,

(
CSmag�

)2] · S ·
{
1 − exp

[
−

(
y+/

25

)3
]}

(11)

where dw: wall distance, S: strain rate, κ = 0.41 and CSmag = 0.2 are constants, y+:
normal to wall inner scaling, and modified grid scale � is given as:

� = min(max(Cw.dw;Cw.hmax, hwn); hmax) (12)
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where hmax: maximum edge length for a rectilinear hexahedral cell which is modified
for other cell types and/or conditions based on an extension of this concept. hwn:
wall-normal grid spacing, and Cw = 0.15 is a constant.

Mass flow inlet and pressure outlet boundary conditions with air as computational
fluid have been chosen for the analysis. All walls are considered to be at adiabatic
conditions. At interior zone of the RANS–LES interface, vortex method is used
to resolve turbulence from the modeled turbulence of upstream RANS calculations.
According to [10], numbers of vortices are assessed throughN /4, whereN is number
of cell faces and the vorticity transport is modeled and tracked as follows:

ω(X, t) =
N∑

k=1

�k(t)η(|X − Xk |, t ) (13)

Corresponding fluctuating velocity field computed using the Biot–Savart law as:

u(X, t) = − 1

2π

¨ (
X − X ′) × ω

(
X ′)ez∣∣X − X ′|2 dX ′ (14)

However, for the LES–RANS interface, “no perturbations” conditions were
imposed so as to have a smooth transitions of flow from LES to RANS. Here, down-
stream RANS domain uses mean flow of LES, since perturbations are considered to
be diminished at the interface.

For numerical computations, second-order upwind scheme for spatial resolu-
tions for momentum, turbulent KE, etc., and second-order implicit scheme for time
resolutions were used. SIMPLEC scheme was used for pressure velocity coupling.
Residuals for convergence criteria were kept at 10–06.

3 Results and Discussion

Results of CFD analysis are discussed in this section. It consists of time-dependent
contour, vector, streamlines, and turbulent kinetic energy plots of the flow field.
Data were captured after running simulations for much over five flow-through times
through the computational domain (typical value for five flow-through times is
~0.013 s and data were recorded and time averaging was performed after ~0.03 s

ensuring better stability in flow). SGS viscosity ratio
(

μsgs

μlaminar

)
~500,which is found to

be lower than turbulent viscosity ratio calculated fromRANS simulation as expected,
thus ensuring dissipating nature of turbulence due to LES calculations (turbulent
viscosity ratio from RANS calculation was 2200). Apart from this, it was also found
from analysis that resolved spectrum in flow of interest (ratio of resolved TKE to
the sum of resolved TKE and resolved TKE due to SGS averaging) is 97%, which
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directly builds confidence of carrying out analysis using current model setup, length,
and time scales resolved, etc.

3.1 Comparison of Normalized Velocities

Figure 6 shows comparison of normalized time averaged axial velocities between
numerical prediction and experimental PIV results at different downstream locations
of exit of the injector showing first-order dynamics of the system.

Results show there is a good agreement with the experimental data; the variations
between them are lower.

Normalized time averaged radial and tangential velocities based on the numerical
prediction are shown in Figs. 7 and 8, respectively.

Fig. 6 Time averaged normalized axial velocity comparison

Fig. 7 Numerical prediction of time averaged normalized radial velocity variations along the
injector axis
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Fig. 8 Numerical prediction of time averaged normalized tangential velocity variations along the
injector axis

3.2 Various Plots

3.2.1 Q–criteria

Figure 9 clearly shows presence of vortex inside and downstream of injector as it
flows.

Fig. 9 Q-criteria iso-surface (based on 1% of maximum value at Z = 0 plane at location of interest)
colored by tangential velocity: Data are plotted for every 0.1 ms time interval after mean flow fields
were stabilized
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Fig. 10 Normalized time averaged axial velocity contour

Fig. 11 Normalized time averaged axial velocity streamlines

3.2.2 Contour Plots of Axial Velocity

Figure 10 shows above contour plot of the normalized axial velocity showing
recirculation zone near to exit of the injector.

3.2.3 Stream Line Plots

Figure 11 shows streamline plot of normalized axial velocity showing recirculation
zone near to exit of the injector.

3.2.4 Vector Plots of Axial Velocity (r-y) and (r-θ ) Directions

Figure 12 shows time averaged velocity vector plot colored by normalized axial
velocity showing recirculation zone near to exit of the injector. There is also presence
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Fig. 12 Time averaged velocity vector colored by normalized axial velocity

of shear layer which fluctuates and vortices were also present due to K–H instability.
This instability to atomize fuel film can be added up to that created by secondary
swirler at the same location (Fig. 13).

Through above vector plots multiple phenomena are being tracked: In above
plot (Fig. 13), normalized vorticity of flow is super-imposed on normalized axial
velocity. It is seen high vortex started from swirler exit gradually reduces with flow
with maximum vorticity occurring near injector wall when flow is inside the injector.
Presence of vortex near the wall is due to presence of PVC (not shown here) at

Fig. 13 Normalized vorticity-velocity fields
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Fig. 14 Positions of various monitoring points for time-dependent tracking of various parameters

injector core, which continuously throws out air toward the wall. According to Shan-
mugadhas and Chakravarthy [9], PVC with primary spray continuously precessed
due to primary air swirl which indirectly creates periodic droplet impingement on
the wall and thereby forming non-uniform filming of fuel on the pre-filming wall. It
is also seen that around the periphery of CTRZ magnitude of normalized vorticity is
slightly higher than that near to the shear layer: This may also help to atomize and
disperse the fuel droplets (Fig. 13).

3.2.5 Plots and Capturing Frequency Tracks

During the simulation run, time-based values of parameters such as Ua, U t, U r, and
Ps are collected and stored at each of the locations mentioned above ( refer Fig. 14) at
each time step 1×10−06 s. These parameters are then plotted (refer Fig. 15) to reveal
for any periodic phenomena.

Figure 15 shows the plotting of periodic signals capturedw.r.t. time after removing
initial transient data. FFTof the signals is shown in Fig. 16.Here, itmay bementioned
that during the simulation run, it was observed that after flow-time of ~0.0524 s the
time averaged values of parameters have been found to be varied within maximum
±2% of their mean values (results not shown here). And since this variation is small,
hence, the solution was considered to be achieved statistically averaged value.

From Fig. 16, it is seen that at core of the injector near to axis and slightly away
from injector tip, there are phenomena with 2.5 kHz frequency. This frequency can
be considered for PVC and shear layer fluctuations.
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Fig. 15 Time-dependent signals of parameters at various monitoring points of the flow field
collected over 2.8 ms

Fig. 16 FFT of respective time-dependent signals (second column of Fig. 15) showing various
frequencies
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Fig. 17 Normalized TKE plot of the flow field

3.2.6 Turbulent KE Plots

Figure 17 clearly shows that most values of normalized TKE exist near the core and
tip of the injector. Presence of TKE at starting of core is due to PVC, slightly at
downstream TKE is due to presence of CTRZ; both these TKE would be useful for
proper mixing of fuel–air droplets; where TKE presence near to injector lip would
be helpful for fuel atomization and droplet dispersion. The spatial energetic modes
could also be extracted using reduced order mathematical tool such as POD.

4 Conclusions

LES analysis is able to capture reasonably the flow field of a fuel injector fitted
with single radial swirler, thus capturing important fundamental aspects of flow
physics. WMLES model of ANSYS Fluent was used to capture turbulence in LES
region. Closure trend behavior of numerical results and experimental data of the axial
velocity shows that aspects of modeling for resolving the flow field are reasonable.
Analysis could capture different vortices present in flow field useful for fuel atom-
ization and droplet dispersion for proper mixing. It was found that vorticity present
near to the injector wall surface and outer periphery of CTRZ (with which PVC
fluctuates) could be useful for creating azimuthal instabilities on the fuel film and
relevant frequency is 2.5 kHz. Positions of higher TKE fields have shown relevant
phenomena in terms of fuel atomization and droplet dispersion. Modeling method-
ologies used here would be very useful for carrying out computational studies and
database generation for the kind of complex geometry and physics. Since this prelim-
inary study is aimed at considering a fixed location of the interfaces, studies can be
further progressed by varying the placement of interface zones and their impacts on
flow field so as to make the model more robust.
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