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Abstract In earlier days, image retrieval is based on text whereas due to the improve-
ment in technology, and this paper aims at deep learning (DL) techniques to produce 
integrated image recommendations. As the recommendation system has become 
inevitable in e-commerce sites, the proposed work is based on recommending the 
matching color of the same category product. Initially, the preprocessing of the dataset 
is carried out by applying lemmatization and stop words removal then by applying 
term frequency-inverse document frequency (TF-IDF), the top 15 frequent categories 
of the product are identified which is considered for further processing. Then, the 
Web scraping technique is applied to retrieve the images from the product URL. 
To identify the color of the product, the color histogram approach is incorporated. 
The fetched images are fed into the DL techniques of convolutional neural network 
(CNN) and VGG-16 to recommend the matching color of the same category product. 
The evaluation metrics of precision, recall, F1score, and accuracy are applied to eval-
uate the implemented model. From the experimented results, it is justified that the 
VGG-16 technique scores better than CNN. 

Keywords Color histogram · Convolutional neural network · Image retrieval ·
TF-IDF · VGG-16 

1 Introduction 

As the volume of data grows rapidly, it is essential to improve the quality of recom-
mendations. Hence, the data scientists have replaced the traditional machine learning 
(ML) algorithms with deep learning (DL) models. In the past few years, deep learning 
techniques have perceived great success in computer vision applications. Recently,
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the DL models have started their influence in the field of recommender systems (RS) 
as it achieves high-quality recommendations. Before diving into the techniques of 
DL, this introductory session explains the basic concept of RS. Recommender system 
analyzes the user and item profile [1] and helps to discover new items by reducing the 
searching time of the user. It is usually classified into collaborative, content-based, 
and hybrid filtering techniques [2]. Collaborative filtering generates the recommen-
dation list by considering the user-item historical interactions, browser history, and 
user ratings whereas content-based filtering [3] generates the recommendation list by 
considering the features of items such as color, shape, text, etc. The hybrid filtering 
produces the recommendation by integrating one or more filtering techniques [4]. 
The category of recommendation can be non-personalized, semi-personalized, and 
personalized [5]. If the recommendation list is generated based on the relevance of 
the most popular category, it is considered a non-personalized system. If the recom-
mendation is generated based on a group, for instance, students, professionals, old 
aged people, etc., then it is a semi-personalized recommendation. At this level, the 
same category of people will get the same type of recommendations. The last level of 
personalized recommendation provides the items by analyzing the current user of the 
system. The generated list will be made only to the specific user. This recommenda-
tion can be applied to various application domains such as e-commerce, healthcare, 
tourism, and education. The famous e-commerce site Amazon.com has launched its 
recommendation engine two decades ago and millions of users have benefitted from 
the RS, by discovering unknown items [6, 7]. 

Deep learning is a subset of ML which is a subset of artificial intelligence (AI) 
[8]. With the ability to work with a large set of data along with good computational 
power, DL algorithms can able to self-learn the hidden patterns to make predictions 
and recommendations. The difference between the prediction and recommendation 
is the predictions help to quantify the items whereas the recommendations help the 
users to discover the unknown items. With the increase of research publications 
based on deep learning-based recommendations, it is evident that the DL models 
have proved their efficiency. All the social media sites and e-commerce sites have 
implemented the DL models for recommending items. For instance, YouTube, e-Bay 
uses deep neural network (DNN) models, and Spotify, Netflix uses convolutional 
neural network. When the neural network is applied, it can process complex user-
item interaction patterns. Also, due to the advancement of deep learning models, 
it is possible to build hybrid models for recommending items. The deep learning 
models proved their efficiency in the tasks of both supervised and unsupervised ML. 
As the field is teeming with new ideas, DL models have become more successful 
in image processing and speech recognition techniques, e-commerce, healthcare, 
advertising, entertainment, etc. The major reasons for implementing DL models in 
RS are non-linear transformation, representation learning, sequence modeling, and 
flexibility [9]. 

Non-linear Transformation: The traditional matrix factorization technique 
combines the user and item latent factors linearly. But the neural networks (NN) 
are capable of approximate the function by applying various activation functions.
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Representation Learning: The real-world applications usually contain a large 
amount of descriptive information about user-item interactions. To get a better quality 
recommendation, it is essential to make use of this information effectively. When the 
deep learning model is incorporated, it learns the features from the raw data. Also, 
it can make use of text, image, audio, and video to build a recommendation model. 

Sequence Modeling: In the past decade, DNN has exposed its efficient results in 
natural language processing and speech recognition techniques. The deep learning 
techniques of Recurrent Neural Network (RNN) and Convolutional Neural Network 
(CNN) work effectively in the above-mentioned tasks. RNN is a feedforward 
network, in which the information moves in the forward direction. It consists of 
input, hidden, and output layers. RNN achieves this task by the presence of internal 
memory. Because of the internal memory, the RNN can make the prediction easier, 
hence it is useful for the time series data, sentiment analysis. CNN works on the 
image by taking a segment also known as filters. Sequence modeling has become 
important in session-based recommendations. Hence, it can be concluded that the 
deep learning models are extremely useful for the pattern mining task. 

Flexibility: Deep learning has the framework of Tensorflow, PyTorch, 
DeepLearning4j, Keras, ONNX, Caffe, etc. Hence, it provides an easy way to 
combine various neural network models which makes the task of prediction and 
recommendation efficient. 

This paper focuses on color and category-based image retrieval [10, 11] by imple-
menting convolutional neural network (CNN) and VGG-16. Initially, the category 
of the product needs to be identified, which is done by applying natural language 
processing techniques. Then, the color of the user interested product is identified 
through color histogram which is then fed into CNN and VGG-16 to retrieve the 
same color products from the dataset, which will reduce the browsing time of the 
user. 

1.1 Organization of the Paper 

The paper is organized as follows. Section 1 introduced the significance of the work, 
Sect. 2 describes the techniques covered under deep learning, and Sect. 3 describes 
the proposed methodologies of CNN and VGG-16. Finally, Sect. 4 explains the 
evaluation metrics followed by the conclusion. 

2 State of the Art 

Deep learning is a subset of machine learning, which can be thought of as a subset of 
machine learning. It is a field devoted to computer algorithms that learn and evolve 
on their own [12]. In contrast to machine learning, which employs simpler concepts, 
deep learning employs artificial neural networks, which are designed to mimic how
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humans think and learn. This section summarizes the most popular deep learning 
approaches. 

Multilayer Perceptron 

It is also known as a fully connected neural network which consists of three layers 
known as the input layer, one or more hidden layers(s), and output layer. As it is 
known as a fully connected network, each neuron is connected with every other 
neuron. It is extremely applicable to the tasks of classification and regression. Here, 
the training of data will be accomplished through backpropagation [13]. The input 
layer receives data and passes it on to the hidden layer. Weights are assigned to 
each input at random by the links between the two layers. After the weights have 
been multiplied separately, a bias is added to each input. To the activation function, 
the weighted sum is passed. The activation function can be linear or non-linear, 
and if the linear function is used, then it is termed a single-layer perceptron. The 
activation function is applied at the output layer to generate an output. The above-
mentioned process is feedforward NN. Observing the loss function of output, the 
previous weights are adjusted and backpropagated to minimize the error. 

Convolutional Neural Network 

It is a type of neural network that has shown to be useful in image recognition and 
classification applications. It is also known as the convolution net, and it is made 
up of three layers: convolution, pooling, and fully linked layers [9]. CNN works in 
a different way than normal neural networks. The height, breadth, and depth of the 
layers in CNNs are all determined in three dimensions. The neurons in one hidden 
layer only communicate with a subset of the neurons in the other layer, rather than 
all of them. In addition, the result is grouped along the depth dimension into a single 
vector. The convolution and pooling layers do feature extraction, whereas the fully 
connected layer performs classification. 

Recurrent Neural Network 

A recurrent neural network (RNN) is considered as the multiple feedforward neural 
network, which transfers the information from one to the other. It has profound 
applications in speech recognition, stock market prediction, language translation, 
and image recognition [9]. The major drawback with the Naïve RNN is it tends to 
forget the old information also it suffers from the issue of vanishing gradient and 
exploding gradient. The problem with the feedforward network is the predictions are 
done based on the current input as it cannot remember the historical information. 
On the other hand, RNN predicts the output based on current and previously learned 
input. A recurrent neural network is based on the notion of preserving a layer’s output 
and feeding it back to the input to predict the output. Hence, the nodes of a particular 
layer can remember the information of the past steps. The best example for RNN is 
Google’s auto-filling words. The performance of RNN can be enhanced by extending 
the memory by implementing long short-term memory (LSTM) and gated recurrent 
unit (GRU). They have internal gates that can control information flow. These gates 
can learn which data in a sequence should be kept and which should be discarded.



Integrated Image Recommendation Based on Category and Color … 789

This allows it to convey relevant information down a long chain of sequences to 
generate predictions. 

Autoencoders 

Autoencoders are a specific sort of feedforward network, with an input identical to the 
output. It compresses the input into a lower-dimensional code and then reconstructs 
the result. Encoder, code, and decoder are the three parts of an autoencoder. The 
encoder compresses the input and generates the code, which the decoder subsequently 
uses to reconstruct the input. With a non-linear activation function and multiple 
layers, an autoencoder can learn non-linear transformations. It does not need to learn 
dense layers. Bottleneck refers to the layer that exists between the encoder and the 
decoder, i.e., the code. This is a well-designed method for determining which aspects 
of observed data are important and which can be ignored. 

Restricted Boltzmann Machine 

RBMs are one of the most basic neural networks because they only have two layers: 
a visible layer and a hidden layer [14, 15]. In a forward pass, we feed our training 
data into the visible layer, and during backpropagation, we train weights and biases 
between them. Each hidden neuron’s output is generated using an activation function 
like ReLU. Neurons in the same layer cannot communicate directly with one another. 
The connections will exist between the two layers. Since the communication is 
restricted, it is known as restricted Boltzmann machine. 

Deep Reinforcement Learning 

Deep reinforcement learning (DRL) revolutionizes artificial intelligence (AI) and is 
a step toward designing autonomous systems to better understand the visual world 
[16]. A machine is continuously learning through a sequence of trials and errors, 
making this technology perfect for dynamic, changing situations. Although rein-
forcement training was available for decades, it was paired with deep learning much 
more recently, which provided fascinating outcomes. The deep part of reinforce-
ment is many (deep) layers of artificial neural networks that emulate the human 
brain structure. 

Generative Adversarial Networks 

GANs are deep learning algorithms that create new, training-like data instances 
[17]. GAN consists of two components: a generator and a discriminator. During 
the training data, the former generates false data and the latter can learn from the 
false information. GAN is used to generate realistic images, cartoons, human face 
photographs, and 3D objects.
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3 Proposed Methodologies 

As the work concentrates on both color and category-based image retrieval, the TF-
IDF method is applied, as a preprocessing step. Then, the online scraping technique, 
also known as Web harvesting, is used to extract images from the product URL as the 
procedure focuses on color. Because there are 20,000 items in the dataset and each 
product can have 5 images, all of the images must be obtained from the URL. Web 
scraping is used to retrieve and download images from product URLs in the dataset. 
The extracted images are passed into convolutional neural network and VGG-16 
to retrieve similar types of products. Section 4 incorporates the proof of retrieval 
images. Figure 1 displays the example of retrieval images. And Fig. 2 shows the 
product category tree. 

3.1 Preprocessing 

Initially, the case-folding also known as the lowercasing approach is used, which turns 
all letters to lowercases. To eliminate the punctuation marks and non-alphabetic char-
acters, string manipulation and regular expression procedure are used. Furthermore, 
a lemmatization method is applied to fetch the meaningful category for the product. 
TF-IDF [18] is applied, to fetch the top and least 15 frequent categories from the 
dataset. TF-IDF is a feature extraction technique that presents the relative impor-
tance of a term. TF is the ratio of no. of times term ‘t’ appears in the document to the 
total number of terms whereas IDF is the ratio of the number of documents to the 
number of documents that has a term ‘t’ which will compute the logarithmic further. 
By applying the TF-IDF, the most frequent and least frequent product categories are 
identified. Only the top-15 frequent categories are considered for further process. 
The prediction of categories can be easily identified through the above-mentioned 
approach. 

Fig. 1 Example of retrieval images
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Fig. 2 Product category tree 

3.2 Color Identification 

The color feature is used to find the corresponding product based on a similar intensity 
of pixels. To extract color information, color histogram techniques, color coherence 
vectors, and color moments are often utilized. This paper utilizes the color histogram 
to identify the color of the product. A color histogram [19] is a graph that depicts the 
distribution of color composition in an image. In addition, the color histogram bar 
shows the number of pixels in each type of color in an image. A histogram’s data are 
obtained by counting each color in the image. To identify the similarity matching 
between the images, the Euclidean distance is computed. The formula to compute 
the Euclidean distance is given below in Eq. (1).
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D = (
(x2 − x1)2 + (y2 − y1)2

)1/2 
(1) 

The color of the retrieved images will be determined this way. Finally, the color 
identified through the color histogram will be passed into the DL algorithms, which 
will predict the matching image for the selected product. 

3.3 Application of DL Techniques 

3.3.1 Convolutional Neural Network 

The reason behind the choice of CNN is, when compared to other classification 
methods, the amount of pre-processing required by a ConvNet is significantly less. 
It is also known as convolution nets, which have three types of layers known as 
convolution layer, pooling layer, and fully connected layer. When compared to regular 
neural networks, CNNs work differently. The architecture of CNN for the proposed 
work is depicted in Fig. 3. 

The image gets differed from one another in their special structure. CNN could 
be used to derive a higher-level representation of image content. In addition to the 
color identification product in the E-commerce sites, various applications can be 
listed for the color identification process. For instance, in the agricultural industry, 
to determine the color of fruits [20] that are riped completely and to discard it, to 
identify the color of the light under different conditions, detecting and identifying 
the color of the traffic signal to maintain road safety. As the implemented work is 
incorporated in the images taken from the e-commerce site, this method can be useful 
to recommend similar color products [12] by observing the user’s behavior. 

In CNN, the overhead to preprocessing will be lesser. The basic elements of CNN 
are the convolutional layer, pooling layer, fully connected layer. The convolutional 
layer is responsible for feature extraction. The term ‘convolution’ is a mathematical

output 

Fig. 3 Architecture of CNN
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function that combines two functions and produces a third function using the merging 
technique. The images retrieved from the e-commerce sites are represented in terms 
of the pixel matrix. The input to the convolutional layer is the height, width, and 
number of channels in the image. As we have taken the RGB image, the number of 
the channel will be 3.

As the CNN will not consider the whole image of pixels, only the part of the pixels 
is supplied as input. For instance, instead of taking the whole pixel matrix, a small 
subset of matrix values will be taken. For instance, from the whole matrix, either 3 × 
3 or 5  × 5 matrix values and the extracted feature map will be applied with the filter 
which is of the same size. The number of features chosen by the CNN is directly 
proportional to the training time. If the number of features is high, then the time taken 
for training will also be longer. Then, the process of activation function begins, here 
the ‘ReLU’ function is used, which will replace the non-negative value with zero. The 
pooling layer works similar to convolution, and there are various types of pooling 
available known as max pooling, min pooling, and average pooling. It slides the value 
obtained through convolution by considering the mentioned value. For instance, the 
max pooling is applied here, which will stride the max. Value from the pixel groups. 
The obtained values are then randomly passed to the fully connected layer. The final 
layer has a ‘Softmax’ function which will predict the recommendation for the query 
image by considering the category and color. 

3.3.2 VGG-16 

VGG-16 is a type of CNN model known as a very deep convolutional neural network. 
VGG-16 has a convolutional layer which is 3 × 3 size, and the max pooling layer 
has 2 × 2 size followed by the fully connected layers at the end. Hence, ‘16’ denotes 
the number of layers that have weights [20]. The formation of convolution and max 
pool layer is consistent with the whole architecture. Figure 4 shows the architecture 
of VGG-16. 

In 2014, Simonyan and Zisserman [21] presented VGG-16 architecture as a very 
deep convolutional network for large scale image recognition. A sequence of convo-
lutional layers is followed by a max pooling layer in each VGG block. All convolu-
tional layers have the same kernel size (3 × 3). After each block, a max pooling of 
size 2 × 2 with strides of 2 is used to halve the resolution. There are two completely 
linked hidden layers and one fully connected output layer in each VGG model. The 
dimensions of the input image change to 224 × 224 × 64 when it is passed through 
the first and second convolutional layers. The output is then sent to the max pooling 
layer with a stride of two.
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Fig. 4 Architecture of VGG-16 

4 Performance and Evaluation 

4.1 Datasets 

The evaluation dataset is a pre-crawled dataset derived from data extracted from 
Flipkart.com, a leading e-commerce site. Product URL, product name, product cate-
gory tree, pid, retail-price, reduced price, image, is FK advantage product, product 
description, product rating, overall rating, brand, and product specification are among 
the fields in this collection [22]. Figure 5 shows the process of preprocessing such 
as stopwords removal, lemmatization, etc. Figures 6, 7 describe the top and least 15 
categories of items. Figure 8 depicts the color histogram of the query image, and 
finally, Fig. 9 shows the proof of image retrieval based on color and category. 

4.2 Precision, Recall, F-Measure, and Accuracy 

To evaluate the performance of CNN and VGG-16, the performance metrics [23] 
of precision, recall, F-measure, and accuracy are applied. Precision defines, ‘how 
many selected items are relevant’, and recall defines, ‘how many relevant items are 
selected’. Accuracy defines the correctly predicted data to the total observations. The 
formula to calculate precision, recall, F-measure is mentioned below in Eqs. (2), (3), 
(4), and (5). Where TP, TN, FP, and FN denote true positive, true negative, false 
positive, and false negative, respectively.
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Fig. 5 Preprocessing the dataset 

Fig. 6 Retrieving the top 15 frequent category 

Precision(P) = TP/TP + FP (2) 

Recall(R) = TP/TP + FN (3)
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Fig. 7 Retrieving the least 15 frequent category 

Fig. 8 Color histogram of the query image 

F-Measure = 2 ∗ (P ∗ R)/(P + R) (4) 

Accuracy = TP + TN/TP + FP + FN + TN (5)
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Query image Examples of retrieval images 

Fig. 9 Category and color-based retrieval 

Table 1 Comparison of 
performance 

Metrics/techniques CNN VGG-16 

Precision 73.52 90.47 

Recall 87.71 95 

F-measure 0.8 0.92 

Accuracy 85.32 91.25 

Table 1 shows the obtained results by applying CNN and VGG-16. And Fig. 9 
shows the similar product retrieved by applying the above technique. 

From the obtained results, it can be concluded that the results of VGG-16 
outperform the CNN. 

5 Conclusion 

This paper adopts the strategy of convolutional neural network and VGG-16 to fetch 
the color-based products. Also, 20,000 images are trained to predict the products 
based on color. Initially, the TF-IDF is applied to identify the category of the product. 
Then, the Web scraping technique retrieves all the images from the product URL, 
and it is fed into a color histogram, to identify the color of the product. From the 
color histogram, the color of the product is easily identified and it is passed into CNN 
and VGG-16 to fetch the matching images for the chosen product. The experimental 
results show a good prediction for the implemented models. The evaluation metrics 
of precision, recall, F-measure, and accuracy demonstrate that our system performs 
well with the trained model, and VGG-16 performs better with CNN. This paper 
concentrates on image retrieval in the domain of apparel, and further, it can be 
enhanced to various products available in the dataset. This image retrieval can be 
implemented on e-commerce sites to reduce the browsing time of the user.
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