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Abstract The deaf and mute population struggles a lot in expressing their thoughts 
and ideas to others; Sign Language is the most expressive means of communication 
for them, but a majority of the general population is callow of sign language, hence 
the mute and deaf experience difficulties while communicating to the rest of the 
world. To overcome this communication barrier, a device that can accurately translate 
sign language gestures to speech and vice-versa in real-time is needed. There exist 
solutions for converting verbal or written language to sign language in real-time 
reliably and accurately, however the same cannot be said about translating sign 
language to textual and/or vocal format. The currently existing systems either do not 
support communication in both directions, are not real-time, have low recognition 
accuracy, or require static surrounding conditions. Some systems require additional 
hardware components like expensive sensors, which tend to increase the cost. In this 
survey, we have reviewed numerous existing solutions and have categorized them 
depending on the method used. We hope that the results obtained from this study 
may serve as a road map to guide future study in the domain of Sign Language 
Recognition (SLR). 

Keywords Inertial Measurement Unit (IMU) · Neural Networks (NN) · Surface 
Electromyogram (sEMG) 

1 Introduction 

As of March 2020, World Health Organization reported that almost 430 million 
people in the world suffer from severe hearing problems [1]. Also going by the 2011 
population census of the government of India [2], there were approximately 1.64 
million people who suffer from speech disability, and 1.26 million people suffer from 
hearing impairment. The deaf and mute population resorts to using sign language
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for communicating, which involves hand gestures, body posture, and facial expres-
sions. However, as the mass population is uninformed of the meaning of signs in 
sign language, the Deaf-Mute population experiences difficulties in expressing their 
thoughts. There are three possible solutions to this problem, the first of them being 
teaching sign language to the masses, which is not possible, as most of the popu-
lation might not be willing to do so. The other two methods being vision-based 
SLR systems, and sensors-based SLR systems. Some of the existing solutions in 
the field are discussed in Sect. 2. The taxonomy of signs and some sign languages 
are discussed in Sect. 3. Section 4 describes the working of SLR. Sections 5 and 
6 provides the conclusion of the paper and aims to provide a roadmap for future 
development in the field. 

2 Some Existing Sign Language Recognition Systems 

SLR systems can be broadly classified into two categories: 1) Sensor-based systems; 
2) Vision-based systems. 

2.1 Sign Language Recognition Systems Based upon Sensors 

For data collection, this method uses a data glove with sensors embedded on the 
fingers, palm, and arm of the signer. Some of the existing sensor-based systems in 
the field are demonstrated in Table 1. 

In [3], they used a Myo armband [23] worn on the signer’s forearm, which consists 
of sEMG sensors to recognize muscle activity. This data was passed on to a custom 
Artificial Neural Network (ANN) for recognizing some basic words of the Chinese 
sign language (CSL). In [4], they used a Photoplethysmography (PPG) sensor (to 
detect contractions of the forearm muscles) with IMU (to detect orientation and

Table 1 Some existing sensor-based SLR systems that use Machine Learning Techniques 

Ref. Sensors Classifier Type No. of signs Accuracy (%) 

[3] sEMG ANN Static 15 88.7 

[4] IMU, PPG ResNet, GBT Static 9 98 

[5] IMU CapsNet Dynamic only 60* 94 

[6] Flex, IMU kNN, DTW; CNN Dynamic only 10 96.6, 98 

[7] sEMG, IMU DBN Dynamic 150 95.1 

[8] IMU LSTM Dynamic 28 99.89 

[9] EMG, IMU ANN; SVM Dynamic 13 93.8, 85.6 

Note.—Static = Static signs only; Dynamic = Both Static and Dynamic signs unless explicitly 
specified; * = approximately
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motion of hands) on the signer’s wrist. The collected data were pre-processed and 
passed on to a Gradient Boost Tree (GBT) and deep Residual Network (ResNet) 
for classifying signs for numbers one to nine of the ASL. In [5], they used a deep 
capsule network (CapsNet) for recognizing gesture data of approximately 40–80 
(they used 20 sentences, with each sentence consisting of 2–4 words) words of 
the ISL, captured using an IMU. In [6], they used multiple flex sensors attached 
to a glove, in conjunction with three IMUs on the signer’s arm. They used two 
methods for classifying the gestures: 1) k-Nearest neighbors (kNN) with Dynamic 
time warping (DTW) method, 2) Convolutional neural networks (CNN). They tested 
their models on 10 different gestures of the Italian sign language. In [7], they used 
an sEMG sensor along with IMU to capture muscle activity data along with hand 
motion data to capture gesture features and employed a Deep Belief Net (DBN) deep 
learning model for recognizing 81 single-handed and 69 two-handed words of the 
CSL. They achieved recognition accuracy of up to 88% for user-independent tests 
and 95% for user-dependent tests. In [8], six IMUs were used on fingers and back of 
the palm of the signer’s hand to acquire hand motion and finger movement data for 
gestures. They used Long-term short memory (LSTM) deep learning algorithm for 
recognizing some commonly used sign words of the ASL. In [9], they used a Myo 
armband consisting of EMG sensors and IMU to capture features of sign gestures. 
The system uses Artificial Neural Networks (ANN), and support vector machines 
(SVM) for gesture recognition. They tested their system using a set of 13 commonly 
used ASL sign gestures.

2.2 Sign Language Recognition Systems Based 
on Vision-Based Techniques 

For data collection, this method uses a camera module directed towards the signer 
to capture images/video of the gestures. Some of the existing solutions utilizing 
computer vision techniques for SLR are demonstrated in Table 2. 

In [10], RGB gesture images were initially cropped down to reduce processing 
load and then converted to grayscale. They used multiple images of the same gesture 
for training and testing the performance of the You Look Only Once (YOLO) system, 
which is a CNN based object detection method. Their systems achieve 100 hundred 
percent accuracy on English alphabet fingerspelling images of the Indonesian sign 
language, however, accuracy drops significantly when testing on videos. In [11], they 
used RGB images along with a depth map (obtained using Kinect sensor [24]) of 
fingerspelling of English alphabets of the ASL. They used CNN for recognizing the 
signs and achieved up to 99.79% accuracy. In [12], they used VGGnet and ResNet 
architectures of CNN for gesture recognition. Their dataset includes 32 static Arabic 
sign language gestures, with 800 images of each. In [13], they used a Leap motion 
sensor [25] to acquire the spatial orientation of the signer’s hand and fingers. They 
used a Hidden Markov classifier (HMC) for recognizing the gestures. In [14], they
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Table 2 Some existing vision-based SLR systems 

Ref. Classifier Type No. of signs Accuracy (%) 

[10] YOLO Static 24 73 

[11] CNN Static 24 99.79 

[12] CNN Static 32 99 

[13] HMC Static 24 86 

[14] Multi-class SVM Dynamic 35 87.6 

[15] I3D CNN Dynamic 249 64.44 

[16] PCA, SVM Static 35 95.31 

[17] CNN Static 71 93.04 

Note.—Static = Static signs only; Dynamic = Both Static and Dynamic signs 

used a Kinect sensor to capture skeletal images of the signer. However, the Kinect 
does not capture does not capture finger joints and cannot distinguish signs involving 
finger articulations and orientation, which greatly reduces the number of signs that 
can be recognized using it. They used “Multi-class SVM with radial basis function 
kernel” on a dataset of 35 ISL gestures. In [15], they used a “two-stream model of 
inflated 3D (I3D) ConvNets”. The first stream was fed RGB data and the second was 
fed optical flow data of sign videos. Using only RGB, or optical flow data, recognition 
accuracy was significantly reduced compared to when using both of them together. 
In [16], they used static images of ISL gestures English alphabets and numbers 1 
to 9. They used Grayscale conversion followed by segmentation, and noise removal 
before subjecting the images to the skin thresholding process. The output image of 
this step is a small-sized image including only the hands of the signer, from which 
PCA was used for extracting the features of the gesture, which were then fed to an 
SVM classifier for recognizing the gestures. In [17], they used a dataset of English 
alphabets, numbers, and 35 common static gestures of the ASL. They used skin-color 
based segmentation to extract hand region from images, which were then fed to a 
Keras and CNN classifier for recognizing the signs. The problem with this system is 
that it takes a lot of time to recognize the gestures, averaging 2.6 s for each sign in 
the dataset, which is not acceptable for real-time SLR systems. 

3 Sign Languages and Taxonomy of Signs 

3.1 Types of Signs 

SL gestures can be performed using one hand or both hands, they can be static or 
dynamic, manual (include hand gestures only) or non-manual (include other physical 
features like mouth movements, facial expressions, and body orientation). Dynamic 
signs can further be classified as type 0 and type 1, as shown in Fig. 1. The type 0 sign
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Fig. 1 Taxonomy of sign 
language gestures [18] 

indicates a two-handed dynamic sign, in which both hands are performing motion, 
whereas in a type 1 sign is a two-handed dynamic sign with only the primary hand 
performing motion [18]. 

3.2 Problem with Universal Sign Language Recognition 
System 

There is no universally accepted sign language. Just like spoken languages, over 
time as people communicated with each other, sign languages also spread out and 
took multiple forms. There are more than a hundred different forms of sign language 
in use today all over the world. [19] Even countries that have a common spoken 
language do not necessarily share a common sign language, e.g. America, Britain 
have English as their main language, yet both nations have their own sign language 
viz. American sign language (ASL), and British sign language (BSL). 

Fingerspelling for English alphabets in the ASL is done using a single hand, 
and signs for most of the alphabets are static in nature, as shown in Fig. 2; while 
Fingerspelling of English alphabets in the Indian sign language (ISL) mostly involves 
using both hands, and the signs are static in nature, as shown in Fig. 3. Also, other 
countries having their own sign language (e.g. Brazilian, Chinese, etc.) makes the 
existence of a single universal solution for SLR impossible.
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Fig. 2 ASL fingerspelling dataset [20] 

Fig. 3 ISL fingerspelling dataset [21] 

4 Sign Language Recognition System Overview 

Gestures in sign language are a combination of the following elements:

• Articulation points (finger joints, wrist, elbow, shoulder),
• hand/palm orientation,
• Facial expressions,
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Fig. 4 Overview of the sign 
language recognition process 

• Motion (of fingers, hands, and head). 

The process of SLR can be divided into the following stages as shown in Fig. 4: 

4.1 Data Acquisition 

To detect the motion, position, and orientation of hands, fingers, etc., the available 
systems can be predominantly categorized into two classes: sensor-based and vision-
based. 

The vision-based systems make use of a camera unit directed toward the subject 
and captures images or videos as the person gestures in sign language. The camera 
can capture RGB or monochrome image sensors, as well as IR image sensors also. 

Sensor-based systems majorly make use of some or all of Flex sensors, IMU, 
Pressure/contact sensors, sEMG sensors, etc. attached to a glove. 

4.2 Pre-processing and Features Extraction 

The elements of sign language gesture are acquired in this step. In vision-based 
systems, the captured image is pre-processed to reduce noise and improve image 
characteristics to make recognition easier. It may include background subtraction, 
image segmentation, subject isolation, noise removal (data cleaning), face detection 
and facial expression detection, grayscale conversion, binarization, tracking of hand 
movements for dynamic gestures, etc.
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For the vision-based systems, lighting conditions, camera resolution, frame rate 
(for dynamic signs), distance from the subject, skin color and background color play 
a significant role in sign recognition accuracy. 

In sensor-based systems, data from the appropriate sensors are collected in raw 
form and some pre-processing is applied on them to make the data more suitable for 
use, e.g., orientation data from IMU can vary from a few hundred to thousands [22], 
however, the desired output data should be in the range from 0 to 360 indicating 
the orientation angle; also, different sensors have different baud-rate, which must be 
factored in during the pre-processing stage. 

4.3 Recognition 

In this step, the features extracted in the previous section are matched against a pre-
defined dataset or passed on to a machine learning classification model (which has 
been prior trained with reference data) to recognize the signs. The output of this step 
can be in form of audio from a speaker, or text display on a screen. 

5 Discussion 

Flex sensors provide data about flexion of the fingers, however, they do not describe 
the relative position of the fingers, due to this, using only flex sensors only a small 
number of signs can be differentiated due to the limited resolution/range of the 
sensors and difficulties in differentiating similar signs such as ‘M’ and ‘N’. PPG 
sensors [4] suffer from body motion artifacts and hence cannot be employed in 
a practical device. Another way of recognizing gestures is using an EMG sensor 
[3, 7, 9], however, an EMG sensor alone cannot differentiate signs having similar 
hand orientation and different position like ‘mother’ and ‘father’ signs in children’s 
sign language have the exact same hand orientation and differ only in position. The 
inclusion of IMU [4, 6–9] sensors enables for better differentiation of dynamic signs, 
however, the problem with similar static signs as in the previous case is still present. 
Pressure/contact sensors provide data about whether the fingers touch each other, and 
how firmly, which can be used for discerning many similar gestures and improve the 
accuracy of the system. Also, as only a few [7] of the aforementioned systems have 
used a large dataset of other than basic signs (usually 26 alphabets, 10 numbers, and 
some static gestures), it is difficult to make a statement about the scalability of the 
other sensor-based systems, because as the number of signs increases, it gets more 
likely for the signs to be similar to each other and interfere in accurately recognizing 
the signs. 

In the vision-based systems also, apart from [15] who used a dataset for 249 signs 
for their system and [17] whose dataset contains 71 different signs, all other systems 
have been tested for a significantly fewer number of signs and hence it is difficult
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to comment about their performance with a significantly large dataset for the same 
reasons as in the case of sensor-based systems. 

6 Conclusions 

We have seen in the previous sections that most of the systems are merely a proof of 
concept and not a real solution to the problem, as scalability remains a major concern. 
For the sensor-based systems, the accuracy of the gesture recognition increases as the 
number and type of sensors used is increased, hence, future research should continue 
to explore the accuracy of SLR by using flex sensors on the wrist of the signer also, 
to capture the relative angle of the hand with respect to the arm, along with using 
flex sensors on all 10 fingers, and IMUs on each hand to capture as much data as 
possible to make a decision. The inclusion of contact sensors and sEMG sensors will 
only improve the accuracy of the system. 

Also, it can be concluded from the previous sections that vision-based systems 
cover the areas missed by sensor-based systems, like facial expressions, and sensor-
based systems do not need perfect line of sight communication, unlike vision-based 
systems. This can be extremely useful in discerning signs that are similar to each 
other. Hence, it will be fascinating to see the two methods combined to make a hybrid 
SLR system, which should eliminate most of the drawbacks of the current solutions 
and can make for a real-world solution to sign language recognition, however, the 
cost constraint of such a system might pose as a roadblock for availability to the 
masses. 
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