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Preface 

This volume of the conference proceedings encompasses top-notch papers presented 
at the International Conference on Distributed Computing and Optimization Tech-
niques (ICDCOT–2021), which took place on the 25th and 26th of June 2021, at the 
SJB Institute of Technology, Bangalore, Karnataka, India. 

Mode of Conference 

In view of the COVID-19 pandemic, a complete lockdown was imposed by the Indian 
Government. Public gatherings were strictly restricted and treated as a high offence 
by the task force not only within the country but world over. Travel restrictions 
were completely banned worldwide. Therefore, in order to abide by the government 
rules and to not risk the lives of the public, the conference was held online through 
“Microsoft Teams”. The platform conveniently provided the facilities of seamless and 
uninterrupted interactions amongst all the conference participants which involved 
researchers and speakers from different parts of the world coming together under 
one roof to conduct the event as per planned to avoid postponement. Conducting 
it offline was not a viable option as it would be possible only after the pandemic, 
causing a long delay, which can be easily prevented through a virtual meeting. We are 
delighted to announce that all the conference proceedings were successfully executed 
through the will and cooperation of all its organizers, hosts, participants and all other 
contributors. 

International Conference on Distributed Computing and Optimization Techniques 
(ICDCOT–2021) is the premier conference, which aims to provide an opportunity 
to exchange valuable insight about the advanced trends in communications, signal 
processing, power engineering and VLSI designs. This peer-reviewed conference 
provides the forum for the participators, scholars and industry experts to discuss, 
debate and share their innovative ideas in advance trends in Electronics, Electrical 
and Communication Engineering. Field experts share their solutions for the complex
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vi Preface

problems that occur in various fields/domains. This year ICDCOT–2021 Proceed-
ings received an overwhelming global response from countries across the world. 
The presentations consisted of novel and original works undertaken in the areas of 
Electronics, Electrical and Communication Engineering as well as their applications 
by experts and budding researchers, across the world. This conference provided 
opportunities for researchers to exchange new ideas and application experiences to 
establish research relations and to find global partners for future collaboration. The 
presentations given at the proceedings encompassed a wide variety of research topics 
that majorly involved but were not limited to the following domains:

• 4G;5G, 802.16 & WiMAX
• Antenna design (lower band/higher band)
• Design of controllers using electrical circuits
• Image, signal and video processing
• Micro-electromechanical system (MEMS)
• Optical communication
• Renewable energy 

The conference has received papers from countries such as Iraq, Egypt, 
Bangladesh, Belgium, as well as from various parts of India: Karnataka, Tamilnadu, 
Andhra Pradesh, Uttarakhand, Jalandhar, Rajasthan, Mathura and Maharashtra. We 
received a total of 332 papers for the conference. All the papers have been subjected 
to a thorough peer review by at least two referees, until each of the papers levelled 
the quality expected at the conference. A total of 73 papers had received the final 
acceptance for submission at the conference. Overall, the proceedings consisted of 
a total of eight sessions, spanned over two days. Each author was given a time of 15 
minutes under which both paper presentation and the Q & A discussion had to be 
completed. 

[Day 1]: 25/06/2021 

[11:30 AM – 1:30 PM] = Speech given by our honourable speaker, Dr. Sudhan 
Majhi, followed by two sessions dedicated to paper presentations [Session 1 & 2], 
conducted parallely. 

[2:30 PM – 4:30 PM] = Speech given by our honourable speaker, Dr. Gabriella 
Casalino, followed by two sessions dedicated to paper presentations [Session 3 & 
4], conducted parallely. 

[Day 2]: 26/06/2021 

[10:15 AM – 1:00 PM] = Speech given by our honourable speaker, Dr. Mincong 
Tang, followed by a half an hour break, after which two sessions dedicated to paper 
presentations [Session 1 & 2], were conducted parallely.
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[2:15 PM – 4:30 PM] = Two sessions of the proceedings were conducted, parallely. 
A total of 13 papers were presented over the span of two sessions, with nine papers 
presented in [Session 3] and ten papers presented in [Session 4]. This was followed 
by a speech given by our honourable speaker, Dr. Tu N. Nguyen. 

Patna, India 
Jaén, Spain 
Bengaluru, India 

Sudhan Majhi 
Rocío Pérez 

Chandrappa Dasanapura Nanjundaiah 
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1 T-1D Single-Ended SRAM Cell Design 
for Low Power Applications Using 
CMOS Technology 

T. Venkata Lakshmi and M. Kamaraju 

Abstract In recent decades, there is an increasing demand for high-density, and 
Very Large Scale Integrated Circuits (VLSI). SRAM cell stability is the central issue, 
because of the CMOS technology scaling. In recent periods, the demand for VLSI 
low-power circuits is very high. SRAM is the central part of the cache, and Memory 
Caching (MC) seems very effective as most programs access similar data repeatedly. 
The major challenge in SRAM cells is balancing power and delay. CMOS-based 
SRAM cells face issues such as less reliability, high cost, and significant variation in 
parameters. In addition, the gate in CMOS devices starts to lose its control over the 
channel. Due to this reason, CMOS technology is used to design a 1 T-1D SRAM 
cell in this research paper. This work aims to reduce the leakage of power without 
affecting SRAM cell logic state. The proposed cell structure is simple to design also 
makes it exceptionally accessible and cost-effective. 

Keywords Delay · One transistor-one diode · Power consumption · Static random 
access memory · Very large scale integrated circuits 

1 Introduction 

Random-access memory is classified as SRAM and DRAM. Static RAM retains 
data bits in its memory until power is given [1]. SRAM directs the total system 
performance also uses a system-on-chip area [2]. Evolving applications, for example, 
wireless body sensing networks, implanted medical devices, seeks the necessity 
of low-power SRAMs [3]. It is challenging to design low-power SRAM in sub-
micrometer technology as it has some effects like leakage power and reduced design 
margins [4]. Periodic refreshing is not needed in SRAM [5]. While comparing with
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DRAM, static RAM is also costly, and it offers quick data access [6]. SRAM is used 
as a feature of RAM D/A converter on a video card for cache memory in personal 
computers [7]. SRAM stores ‘1’ and ‘0’ bits as volatile semiconductor memory 
[8]. Static RAM contains three conditions of activity in particular; hold—write— 
read. SRAM cell comprises access transistors and double cross-coupled inverters for 
reading and writing the data [9]. The familiar characteristics intended for SRAM 
cell stability measurement are Static Noise Margin, which is well-defined in all 
operational modes [10]. Various 7 T, 8 T, 9 T, and 10 T SRAM cells suggested 
improved read SNM, hold SNM, and read–write conflicts [11]. SRAM cells function 
at lower voltage with minor delay [3]. SRAM is preferred because of its low power 
requirements, speed, low access time, reliability, and simple construction. Power 
consumption is decreased by reducing the supply voltage, which also lowers the 
transistor’s threshold voltage. 

2 Related Works 

Pal et al. [12] presented a vital 7 T low-power SRAM cell. The read, write SNM was 
delivered with this cell by dividing data stored from the read path and feedback path 
removal for the period of the write process when the only one-bit line was exerted in 
this design. The simulation result was based on the CMOS technology revealed the 
dominance of new cells. Average power, cell space, static power, and power delay 
product were improved in this cell compared with other cells averaged employing 
69%, 26%, 41%, then 68% correspondingly. Wei et al. [14] proposed technology 
advances required to shrinking of CMOS transistors. MOS transistors channel length 
was decreased as stability and power are vital concerns. Less power intake and a high 
power stable SRAM model were suggested in this article. At the time of switching 
activity, this architecture was liable for swing voltage minimization. At high-speed 
switching activities, the reduction of voltage swing limits dynamic power use. The 
stability of SRM improved by the proper width ratio. The 8 T SRAM model afforded 
low power besides high stable design for high power and speed devices. Chaudhuri 
et al. [13] proposed the evaluation of various n-T SRAM cells. The standard power 
and read delay utilization are investigated for various 1-bit SRAM cells named 4 T, 
5 T, 6 T, 7 T, 8 T, 9 T, 10 T, 11 T. The presentation of various SRAM cell topologies 
is mentioned in this work. The structure of SRAM cells relies upon the size and 
speed of the cell. To achieve high performance in the memory structure, massive 
transistors were accommodated on a single chip to boost the speed of the microchip 
and improve the SRAM cell execution. Also, the comparison of various structures 
has been finished.
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3 Proposed Work 

A new SRAM cell with only one transistor and a diode (1 T-1D) has been proposed. 
1 T-SRAM uses single-transistor cell storage yet encompasses bit cell with control 
hardware that marks the memory practically proportional to SRAM. Because of its 
one-transistor bit cell, 1 T—SRAM is smaller than other n-T SRAM cells also closer 
in size and thickness to embedded DRAM. The proposed cell design uses a gated 
diode to accomplish significant enhancement in reading time, write access time, and 
performance; however, it consumes low power than the conventional DRAMs. 

The proposed 1 T-1D SRAM cell is represented in Fig. 1. It consists of one tran-
sistor and a voltage-controlled diode capacitor. The source and drain of the NMOS 
structure are tied together and represent the structure of the diode. Each bit cell is 
connected to a word line to select a cell, and bit lines are used to read and write 
operations. Memory arrays are built as an array of bit cells, each store 1-bit data. 
For each combination of address bits, the memory asserts a single word line that 
activates the bit cells in that row, and the bit line is initially left floating to read a 
cell. Then the word line is turned ON, enabling the stored value to drive the bit line 
to 0 or 1. The bit cell is strongly driven to the desired value to write a bit cell. Then 
the word line is turned ON, interfacing the bit line to the stored bit. The SRAM cell 
provides extensive noise margin and high speed. The proposed design includes three 
modes of operation. They are standby mode (the circuit is idle), read mode (the data 
has been requested), and write mode (updating the contents). When the circuit is in 
ideal mode, this is also called standby or else hold mode. SRAM bit cells are enabled 
through word lines on the selected row, connecting each cell to a pair of bit lines. 
The bit cells carry the analog signals from the enabled bit cell to the sense amplifier, 
converting the analog signals to digital data while reading the data. The incoming 
data is driven onto the bit lines and stored into the enabled bit cells through write 
processes. 

Fig. 1 1 T -1D SRAM cell
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3.1 CMOS Based 1 T-1D SRAM Cell Design 

The representation of the 1 T-1D SRAM cell in CMOS is shown in Fig. 2. SRAM  
cell based on CMOS design offers higher noise margin (NM) and stores binary 
information in a single bit comparing with different circuit configurations. 6 T SRAM 
cell design based on CMOS is popular because of its lower static power dissipation. 
However, the primary necessity in CMOS design is, SRAM cells have to offer high 
speed and superior NM. It seems complicated that even if high speed is needed and 
so the power leakage also gets increased. 

The drawbacks noticed in CMOS design lead to the emergence of FinFET design. 
The cell design in CMOS operates at high speed with increased leakage current and 
high power dissipation. Hence, it is essential to reduce the leakage characteristics in 
order to boost cell stability. The diagrammatic illustration of 4 × 4 1 T-1D SRAM  
Cell is displayed in Fig. 3. The row address is the inputs to the row decoder. The 
word lines are attached to the row decoder to access the SRAM memory cell. The 
intersection of a row and column line represents a cell, where word lines are driven 
only from outside. Bit lines represent data flow in both directions. To access a cell, 
select a particular row and column for reading the data. Word lines lie in a horizontal 
direction, whereas bit lines are vertical, and the access transistor controls whether 
the cell should be connected to bit lines or not. Data transfer for reading as well as 
writing are done using the word line and bit line. Each cell is separately addressable, 
which can be arranged in matrix form. Most SRAM memories select a whole row 
of cells at any given moment and read out the data of the considerable number of 
cells in a row along column lines. The intersection of word line as well as bit line 
displays one transistor one diode SRAM memory cell. One of the vital components 
in SRAM is precharge circuits used to charge the bit lines to drain voltage. These 
circuits allow the bit line to charge high at all times except during the read and write 
process. A single precharge circuit is used for each column. The array of memory

Fig. 2 Schematic for 1 T-1D SRAM cell
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Fig. 3. 1 T-1D 16-bit memory array 

cells consists of a diode structure in each cell for biasing the arrays unselected word 
lines and bit lines. If a programming pulse is applied to the selected word line and the 
bit line, reverse leakage of diode structures in the array may be reduced. The source 
and drain of a MOS device are tied together to form a diode structure. The diode is 
mentioned as a voltage-controlled diode capacitor that acts as variable capacitance.

The output of the row decoder is linked with a word line to select one of the 
word lines in a 4 × 4 memory array. The function of the row decoder is to select 
a particular word line depending on the inputs. The entire output of the memory 
array is linked with the column decoder. The column addresses are inputs to the 
column decoder. The source voltage of 5 V is supplied to all bit lines. If the bit lines 
are considered more prolonged, the diode’s energy gets discharges with minimum 
variation in the bit line voltage. The column decoder takes the column address in 
binary logic and decodes it into the physical column location of the RAM array. 
Only one bit from one row and one column are accessed if the memory is one bit 
wide. For example, in an 8-bit memory, there are effectively eight identical planes 
of memory cells, each having the same number of rows and columns, and each will 
be selected when addressed. One bit is written to or read from each plane, giving 
the appearance of the data being 8-bits wide. Write driver circuit comprises a dual 
inverter circuit as well as dual NMOS transistors. These transistors drive logic 0 but 
not logic 1. Writing zero in BL represents the write operation. Inverters perform the 
conversion of logic ‘0’ to logic ‘1’ at other nodes. Data is transferred to bit lines if 
the write enable signal is activated. The sense amplifier is present at the edge of the 
array also bit lines are related to it. Sense amplifier senses the signal from the bit 
line. SA will detect which bit line is going towards high voltage also which bit line
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is going towards ground potential, and afterward, a full voltage swing is acquired at 
the output. On each pair of bit lines, the purpose of SA is to turn weak differential 
signal into standard logic signal also fed to the additional data multiplexers and/or 
else input–output pin drivers. Finally, the digital output is obtained from the sense 
amplifier. 

3.2 Read Operation 

During the read task, the drivers in the pre-charge circuit pre-charge the bit line to 
zero and Vdd to one. Every cell in the selected row pulls anyone of its two-bit lines 
to GND. Sense amplifiers rapidly identify the slight voltage difference developing 
between bit lines and generate the suitable digital output. Recognition of variation in 
voltage is highly delicate to electrical noise, and the SRAM utilizes a couple of bit 
lines for each bit and a differential sense amplifier to provide more excellent noise 
immunity. 

3.3 Write Operation 

Drivers set the bit lines to the desired value during the write mode, and VDD equals 
zero value. Data has been placed on the bit line as well as turn ON the access transistor. 
At that point address decoder initiates any of the word lines to high esteem, choosing 
every cell in a specific row for write activity. Every cell is overpowered by the drivers 
that store values. If the storage node is initially storing one, then the data on the bit 
line is one. 

4 Results and Discussion 

Simulated outcomes of the 1 T-1D structure are displayed in this subdivision. Tanner 
13 EDA tool is utilized for designing the circuit. SRAM cell performance is affected 
through the parameters such as power and delay. The performance of some SRAM 
cell categories is analyzed in this work. The read and write processes are performed 
in memory for one-bit storage of CMOS technology. 

The input and output waveform of 1 T-1D SRAM cell with two inputs and one 
output is in CMOS shown in Fig. 4. Input bits are given at the bit line, and a voltage 
source of 5 V is connected with the word line. Based on the two inputs, the SRAM 
cell performs its functioning and displays the output. The input bits at the bit line 
may be composed of 0 & 1, and the voltage level giving at the word line is 5 V. For 
bit 1, there is an occurrence of charging, and hence the output will be logic 1. If the
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Fig. 4 Representation of Input and Output waveform (CMOS Technology) 

Fig. 5 Read process (CMOS) 

input bit is 0, there may be the possibility of discharging, and hence the result is logic 
0. 

The simulation results of read operation in CMOS technology are given in Fig. 5. 
Initially, the memory will have some value; the word line should also be high to 
perform read operation. The driver’s pre-charge all bit lines to Vdd (1) and left them 
floating. The address decoder is activated by the word line, whereas the external 
word line driver is disabled. Word line is made active by selecting a row in addition 
turn ON access transistor. In read mode, charges stored in internal nodes will be 
interrupted by the bit line charges. The bit line is linked to SA acts as a comparator 
to generate the output. 

The analysis of the write process in CMOS technology is shown in Fig. 6. During  
the write process, data must be placed on the bit line and turn ON the access transistor. 
If the value of data is zero, the output node finds a direct path to the ground. The
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Fig. 6 Write process (CMOS) 

Table 1 1 T-1D Read, write power and delay (CMOS technology) 

Vdd (V) Read power (W) Write power (W) Read delay (sec) Write delay (sec) 

0.8 8.50e-09 8.56e-09 2.055e-8 2.10e-8 

0.9 9.45e-09 9.52e-09 2.056e-8 2.093e-8 

1.0 1.12e-08 1.04e-08 2.0944e-8 2.097e-8 

1.1 1.12e-08 1.13e-08 2.094e-8 2.098e-8 

charge stored on the output node discharges through the access transistor. Initially, 
if the storage node stores zero, bit line data is one. Similarly, bit line data is zero, 
and the storage node stores also zero; there is no change in the cell state. The power, 
as well as delay, are the essential parameters in the 1 T-1D SRAM cell. Both read 
as well as write power and read, write delay concerning varying supply voltages in 
CMOS technology is shown in Table 1. The power range differs for each varying 
supply voltages. The read, write operations are fundamental operations in the SRAM 
cell. 

Table 2 illustrates the power comparison of the proposed 1 T-1D CMOS SRAM 
cell with other structures (4 T–11 T) in 180 nm technology. Table 2 describes 
outcomes of 1 T-1D CMOS in 180 nm technology. The power of each SRAM cell is 
varied following the voltage variations. At 1 V, power for CMOS is 2.52E-8 W that 
describes low power consumption.
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Table 2 Power comparison of various existing SRAM cell with proposed work in 180 nm 
technology 

Supply voltage/ SRAM cell 0.8 V 0.9 V 1.0 V 1.1 V 

4 T [14] 1.12e-07 1.42e-07 1.73e-07 2.03e-07 

5 T [14] 4.80e-07 6.15e-07 7.64e-07 1.13e-06 

6 T [14] 4.97e-07 6.37e-07 8.00e-07 1.18e-06 

7 T [14] 4.85e-07 6.17e-07 7.70e-07 1.14e-06 

8 T [14] 2.37e-07 3.06e-07 3.85e-07 5.70e-07 

9 T [14] 6.15e-07 8.12e-07 1.03e-06 1.54e-06 

10 T [14] 6.02e-08 8.31e-08 1.08e-07 1.73e-07 

11 T [14] 6.65e-08 8.95e-08 1.13e-07 1.62e-07 

1 T-1D CMOS  (PROPOSED) 2.016e-08 2.2713e-08 2.5269e-08 2.7833e-08 

5 Conclusion 

The 1 T-1D SRAM design permits the cost-effective embedding of enormous quan-
tities of memory in SoC designs by employing the merits of one transistor bit cell. 
A diode structure can appear in a memory cell for various reasons, for instance, in 
certain types of solid-state memory devices that use a structural phase-change mate-
rial as the programmable data storage mechanism. The read and write operations are 
permitted when the access transistors are turned on via word line and turned off at 
load condition. The functionality of the 1 T-1D cell structure is designed and justified 
by the simulation results. In the future, the low power design of 1 T-1D SRAM cell 
can be obtained in the latest Nano-meter technologies. 
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A Local Descriptor and Histogram 
of Oriented Gradients for Makeup 
Invariant Face Recognition Under 
Uncontrolled Environment 

Rajesh Kumar Tripathi 

Abstract Makeup is an important cosmetic which is used for beautification and for 
hiding their identity by the people or criminals. To recognize the face of a people 
or criminal after makeup is difficult due to the changes in the appearance of the 
face. This paper presents a descriptor which works on local region for extracting the 
important features for finding similarity against intra-class variation. The proposed 
pixel intensity difference is calculated from the local regions of the input image to 
generate the feature vector. Then, histogram of oriented gradient is also computed 
for shape feature and combined with the proposed descriptor feature. A machine 
learning classifier Multi-class SVM has been utilized and five-fold cross validation 
is used for calculating the rank-1 accuracy. The evaluation has been done carried 
on two standard datasets-VMU and YMU. The fusion approach performs better and 
outperforms to the most of the existing approaches of the standard datasets. 

Keywords Descriptors · Face recognition · Makeup · Multi-class SVM 

1 Introduction 

Face is an important biometric trait for human identification or authentication 
under uncontrolled environment. Uncontrolled environment refers to the face image 
capturing under Pose, Illumination, Expression (PIE) and makeup variation. Most 
of the researchers have worked to handle face recognition under PIE variation. A 
few researchers have initiated to work for face recognition while makeup changes 
the appearance of the face. Makeup is a frequently used cosmetic which changes the 
appearances of the face photos. It changes the texture and shape of the face image. 
Most of the women uses makeup on their face daily basis and sometimes, criminals 
use the makeup to hide their identity. Therefore, authentication, identification, image 
tagging, criminal identification, human computer interaction [1] becomes more chal-
lenging using face images having makeup. There are two types of people who uses
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light or heavy makeup. To handle the light or heavy makeup, a makeup invariant 
system is required to be develop. 

Face appearance is altered due to the use of lipstick, powder, eye liner, 
mascara, foundation, contour, concealer, eye shadow etc. Face recognition under 
these appearance changing materials becomes very difficult. The results of the 
different approaches of face recognition under make-up [2–4] proves the degrading 
performance. Therefore, a robust approach is required for face recognition. 

The local descriptors are used frequently for face recognition or texture classifica-
tion. Many descriptors use the neighboring pixels of the reference pixel for encoding 
the relation. Sometimes, descriptors skips pixels of different radial widths which may 
cause the loss of important information. Therefore, a local region based descriptor 
has been presented for texture feature extraction and histogram of oriented gradients 
for shape feature. 

This descriptor works on the local region to extract the intensity difference feature 
for face recognition. In this, all the pixels of local region are involved for feature 
extraction. The kth intensity difference is highly close to the kth intensity difference 
of intra-class similar images and discriminative features to make the distinction 
between inter-class similarity. Histogram of oriented gradients is more robust for 
extracting the shape feature. Fusion of shape feature with texture feature is more 
robust to handle makeup variation. Therefore, HOG is combined with the proposed 
descriptor. 

The major contribution is robust to handle the appearance changes caused by 
makeup for face recognition, is discussed below: 

• The presented descriptor finds the texture feature by calculating intensity differ-
ence of ordered pixel intensities of extracted local regions which creates robust 
feature vector for face recognition which handles appearance changes. 

• The histogram of oriented gradients is helpful in shape feature extraction which 
combined with the proposed descriptor feature vector for face recognition under 
makeup. 

• The fusion approach performed well and improved the result on standard datasets 
which includes synthetic and real makeup face images. 

The remaining part of the research work is structured as follows: Sect. 2 explores 
the progress in handling of face recognition having makeup, Sect. 3 presents the 
proposed approach, Sect. 4 presents result and discussion, finally, Sect. 5 presents 
conclusion. 

2 Related Work 

The improvement in the area of face recognition having makeup variation has been 
presented in this section. Many researchers have presented their approaches to handle 
the texture and shape changes caused by makeup on the face image.
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Guo et al. [6] used important features- smoothness, skin color tone, and texture 
changes of skin. Two dimensionality reduction methods PCA and LDA were used 
for feature extraction. Wang et al. [7] presented a face verification method for face 
recognition in which random space has been used to obtain different correlation space. 
Chen et al. [8] fused the local descriptors that are densely sampled LBP (DS-LBP), 
Histogram Ordinal Measures Ratio (HGORM), and Local Gradient Gabor Pattern 
(LGGP) and then used improved LDA for ensemble learning and generating scores of 
classifiers. Then, sum rule has been applied to fuse generated scores. This approach 
could not handle the face recognition for those face images which are having large 
pose and hair style. In next year, Poon et al. [9] generated the gradient faces and 
then used PCA for feature extraction and dimensionality reduction. Similarity was 
measured using Euclidean distance. 

Zheng et al. [10] proposed learning approach based on a multi-level feature to 
handle appearance changes due to makeup. This approach used SVM for classifica-
tion. It could not work well while face image having lighting effects and large pose 
variation. Sun et al. [11] constructed a triplet-network that has 3 face-inputs for the 
creation of negative-pair and positive-pair. The Alexnet model was used for testing 
and training. 

In 2018, Sajid et al. [12] generated makeup faces from original input images and 
then a CNN model VGG-19 was used for face recognition. Recently, Wang et al. [13] 
proposed a network which is multi-branch based for face recognition under makeup. 

3 Methods 

The sequence of the presented fusion approach for makeup invariant face recogni-
tion. Figure 1 shows the block diagram which clearly shown the sequence of face 
recognition. The fusion approach has the following three steps-preprocessing, feature 
extraction using presented descriptor and HOG, and multiclass SVM to perform the 
classification and calculating the recognition accuracy. The face recognition process 
is explored in subsections which have been discussed below: 

Fig. 1 Shows the process of the proposed approach
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3.1 Preprocessing of Face Image 

The preprocessing step has been used for color to grayscale conversion and then 
dimension is reduced from 130× 150 to 64 × 64. A descriptor which works on local 
regions are strongly able to handle face appearance changes due to makeup and PIE 
variation. The local regions of size p × p of input image are utilized for feature 
extraction. 

3.2 Local Pixel Intensity Difference 

The local descriptor computes intensity difference that has been applied over 
local region for feature extraction that is invariant to makeup with PIE varia-
tion. In this process, local regions of size p × p are taken out where pixel 
intensities are organized in increasing order. Considered a patch has 16 pixels-[ 
P1, P2, P3, ...................., P p×p 

] 
. The pixel intensities are arranged in an ordered 

way 
[ 
I 1, I 2, I 3, ...................., I p×p 

] 
. An array containing the all the intensities in 

increasing order. In this process, alternate pixel intensity difference is calculated. 
To find the first order derivative (difference), first index intensity is subtracted from 
third, second indexed from fourth, fifth indexed from seventh, sixth indexed from 
eight and so on. This pattern provides difference values from 16 to 8 in one iteration. 
The iteration is done 5 times to calculate the difference value of a patch’s pixel. 

The equations given below helps to calculate local intensity difference value: 

δ1 = 

⎡ 

⎢⎢⎢ 
⎢⎢⎢⎢⎢⎢ 
⎢⎢ 
⎣ 

I 1 

I 2 

I 3 

. 

. 

. 
I p×p 

⎤ 

⎥⎥⎥ 
⎥⎥⎥⎥⎥⎥ 
⎥⎥ 
⎦ 

(1) 

δ2 1,2 = R(I3) − R(I1) (2) 

δ2 2,2 = R(I4) − R(I2) (3) 

δ2 3,2 = R(I7) − R(I5) (4) 

δ2 4,2 = R(I8) − R(I6) (5)
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δ2 5,2 = R(I11) − R(I9) (6) 

δ2 6,2 = R(I12) − R(I10) (7) 

δ2 7,2 = R(I15) − R(I13) (8) 

δ2 8,2 = R(I16) − R(I14) (9) 

The first difference has been computed with the help of the above Eqs. 1–9. 
Further, four values are computed from eight difference values (using Eq. 10–13): 

δ3 1,3 = R(δ2 2,2) − R(δ2 1,2) (10) 

δ3 2,3 = R(δ2 4,2) − R(δ2 3,2) (11) 

δ3 3,3 = R(δ2 6,2) − R(δ2 5,2) (12) 

δ3 4,3 = R(δ2 8,2) − R(δ2 7,2) (13) 

Next, difference values are computed using above four difference values: 

δ4 1,4 = R(δ3 2,3) − R(δ3 1,3) (14) 

δ4 2,4 = R(δ3 4,3) − R(δ3 3,3) (15) 

Finally, Eq. 14–16 generates the final value to store as a feature vector: 

δ5 1,5 = R(δ4 2,4) − R(δ4 1,3) (16) 

The Eqs. 1–16 is applied over a 4 × 4 local region of the face. Equation 1 is 
representing to the sorted pixel intensities in 16 × 1 matrix, then Eqs. 2–9 are used 
to calculate the first order difference as δ2. Then, δ2 has dimension 8 × 1. Finally, δ3 
generate 4 × 1, δ4 generates 2 × 1, and δ5 generates 1 × 1 matrix. The final value 
for δ5 is key value for feature vector.
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Fig. 2 Proposed local intensity difference descriptor for feature extraction 

The procedure related to feature extraction has been discussed in Fig. 2 to easily 
understand. 

3.3 Histogram of Oriented Gradients 

The well-known descriptor HOG [14] has been used to compute the oriented gradients 
of the local regions. The HOG is highly helpful to compute the shape features of 
the face image which is combined with the above descriptor to generate a high 
discriminative feature vector. The x and y directional gradients are computed as 
DGx and DGy respectively over a 4× 4 patch and then magnitude is computed with 
the help of the given Eq. 17: 

G =
/

(DGx )2 + (DGy)2 (17) 

Finally, computed local pixel intensity difference values and histogram of oriented 
gradients are combined into a feature vector. 

3.4 Multi-class Support Vector Machine (MSVM) 

In order to calculate the accuracy of the proposed approach, Multi-class SVM. SVM 
works better in recognition for the small dataset and gives better result. The fivefold 
cross validation method is applied for training and testing purpose. This method is 
best to test all the fold’s images. In this approach, MSVM divides the data into five 
different folds and complete the training and testing in five different iterations. The 
average result of fivefold iteration is computed as recognition accuracy.
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Table 1 Results of the state-of-the-art descriptors and proposed fusion approach using SVM, 
Euclidean and Chi-square measures on YMU dataset 

Works Method Chi-square Euclidean distance Multi-SVM 

Dubey et al. [15] 
(2019) 

Frequency decoded 
LBP 

65.37 64.52 68.52 

Chakraborty et al. [16] 
(2020) 

R-Theta 74.51 73.47 76.92 

Proposed method Local pixel intensity 
difference + HOG 

82.39 81.27 86.25 

4 Results and Discussion 

The performance of the fusion approach is evaluated on two standard datasets Virtual 
Makeup (VMU) [2] and YouTube Makeup (YMU) [5]. The reason of choosing these 
datasets is the availability of the dataset publicly for the research purpose. 

To prove the robustness of the fusion method, evaluation has been performed 
with existing methods such as HOG [3], LBP [3], and LGBP [3], fusion of DS-LBP, 
HGORM, LGGP [8], Sajid et al. [12], R-Theta [15], Poon et al. [9], and FDLBP 
[16]. The purpose of the fusion of HOG with proposed descriptor is to extract 
shape feature which helps in improvement. The proposed method outperforms to the 
existing methods which have used descriptors. The deep learning approaches perfor-
mance are based on size of training set. Deep learning approaches performs well on 
large datasets. The proposed fusion method presented better result than FGGNet with 
six makeup face generation [12], and very close to FGGNet using Transfer learning 
and without augmentation [12]. Therefore, the proposed fusion of descriptors works 
better and improves the result. Tables 2 and 3 shows the performance analysis of the 
proposed fusion method and state-of-the-art methods. 

4.1 Quantitative Analysis with Classifier and Similarity 
Measure 

Descriptors are more robust to makeup variation, PIE variation, therefore, most of 
the works have used the descriptors or fusion of descriptors. Evaluation has been 
done using Multi-SVM and some similarity measures and found that MSVM works 
better in comparison to Chi-square, Euclidean measures (Table 1).
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Table 2 Result of existing methods and the presented fusion approach on YMU dataset 

Works Year Method Recognition accuracy (%) 

[3] 2013 HOG 71.90 

[3] 2013 LBP 74.40 

[3] 2013 LGBP 80.50 

[8] 2016 Fusion of HGORM, DS-LBP, and LGGP 80.46 

[9] 2017 Gradient faces and PCA 84.50 

[12] 2018 FGGNet using 6 face makeup styles 75.61 

[12] 2018 FGGNet using Transfer learning and 
without augmentation 

86.37 

[15] 2019 Frequency decoded LBP 68.52 

[16] 2019 R-Theta local neighborhood pattern 76.92 

Proposed method Local pixel intensity difference + 
HOG 

86.25 

Table 3 Results of existing works and proposed fusion approach on VMU dataset 

Works Year Method Recognition accuracy 

[3] 2013 HOG 73.60 

[3] 2013 LBP 78.30 

[3] 2013 LGBP 82.20 

[12] 2018 FGGNet using 6 face makeup 
styles 

78.19 

[12] 2018 FGGNet using Transfer 
learning and without 
augmentation 

88.48 

[16] 2019 Frequency decoded LBP 68.52 

[15] 2019 R-Theta local neighborhood 
pattern 

76.92 

Proposed method Local pixel intensity 
difference + HOG 

88.75 

4.2 Qualitative Analysis with Different Datasets 

Experiments on YMU Dataset [5]. YMU has 604 face images of 151 white females 
where 2 face images for non-makeup and 2 for makeup images. The face images 
are having lipstick/gloss, foundation, eye liner etc. The face images have also PIE 
variation. This is the dataset with real makeup face images. 

The proposed fusion of descriptors is able to handle the makeup variation with 
PIE variation. This local descriptor outperforms to the descriptors used in Guo et al. 
[3], fusion of descriptors in Chen et al. [8], R-Theta [15], Poon et al. [9], and FDLBP 
[16].



A Local Descriptor and Histogram of Oriented Gradients … 19

Experiments on VMU Dataset [2]. VMU [2] has 204 faces of 51 subjects where 
every female has eye makeup, no makeup, full makeup, lipstick, and full makeup with 
blush, eye face images and foundation. In this, makeup face images are generated 
after applying synthetic makeup. 

The proposed fusion approach works well with synthetic makeup face images 
having PIE variation. Histogram of oriented gradients are helpful to extract gradient 
feature which is more discriminative. 

4.3 Comparative Analysis with State-of-the-Art 

Experiments on YMU Dataset [5]. The proposed descriptor with oriented gradients 
is performed well and handle makeup variation. The fusion of descriptor outperforms 
to the used descriptors in Guo et al. [3], Poon et al. [9], fusion of descriptors in Chen 
et al. [8], and recent descriptors R-Theta [15], FDLBP [16]. Only, fusion of proposed 
descriptor with HOG is comparable to sajid et al. [12]. 

Table 2 proves the robustness and effectiveness of the fusion of descriptors in 
comparison to the existing works on YMU dataset. 

Experiments on VMU Dataset [2]. The evaluation of the proposed fusion of 
descriptors has been done with few state-of-the-art approaches who have used VMU 
dataset because of synthetic makeup. The fusion of descriptors outperforms to the 
existing works such as HOG [3], LBP [3], LGBP [3], Sajid et al. [12], R-Theta [15] 
and FDLBP [16]. 

Table 3 shows the performance which shows its robustness and effectiveness on 
VMU images in comparison to the existing works. 

5 Conclusion 

The proposed fusion approach improved the accuracy and proved its robustness for 
face recognition under face appearance changes due to makeup. The intensity differ-
ence descriptor extracts the texture feature and robust against makeup. The HOG 
extracts the shape feature of the face image and complement to texture feature for 
face recognition under makeup. The fusion of descriptors proved better in handling 
makeup variation and outperforms to the existing descriptors. The performance of 
the proposed method is comparable to existing deep learning approach. 

In the future, improvement can be made with the help of makeup removal approach 
and deep learning approaches.
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A Preventive Framework for Mine 
Representatives Utilizing Remote Sensor 
Networks with Optimized Routing 

D. Jayakumar, T. Rajesh Kumar, and C. M. Velu 

Abstract Security is the most basic piece of an industry. Inconsiderateness in the 
security part may cause hurting of first rate gear hampering of creation or may cause 
loss of human life also in absurd cases. Industrial safety is one of the fundamental 
parts of the Industry, particularly mining. Wellbeing is a vital factor in mining. To 
forestall material misfortune and harm to human wellbeing, a security framework 
and a dependable correspondence framework are needed in underground mines. To 
guarantee both security and profitability in mines, solid correspondence should be 
set up between laborers traveling through the mine and a fixed base station. Inside the 
mines, the link correspondence framework isn’t as successful. In this research study, 
we will screen mine boundaries such as unusual gas, temperature and stickiness to 
keep destructive gas or high temperature from assaulting diggers and furthermore 
we examined successful directing calculation for power saving in ZigBee. 

Keywords Gas sensor · Humidity sensor ·Mine · Reliable · Temperature sensor ·
Wireless · ZigBee 

1 Introduction 

In the mining industry prosperity and security is a vital piece of all. To avoid such 
unwanted wonders all mining industry follows some central protection and mira-
cles. Correspondence is the most major key factor today, to screen different limits 
relentlessly and to take fundamental actions in like way to avoid any sorts of dangers 
related to creation, security, managing of HR [1]. To avoid loss of material and hurting 
of human prosperity, security and security structure similarly as strong determined 
solid correspondence system is central in within the underground mines. To improve
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security, prosperity and productivity in underground mines, a strong correspondence 
structure ought to be set up between workers, moving in the mine, and a fixed base 
station. The correspondence organization ought not to be upset at any second and at 
any condition [2, 3]. Inside underground mines, the wired correspondence network 
system isn’t so amazing. The unfaltering quality and long presence of standard corre-
spondences structures in severe mining conditions has reliably been an issue. Inside 
mines in view of abnormal condition the foundation cost similarly as help cost is high 
for wired correspondence associations. It is difficult to reinstall the wired correspon-
dence system inside mines after a torrential slide or damage due to any clarification. 
If in view of some clarification any wire of the correspondence network hurts, it may 
cause brief obstruction of the consistent cycle or may cause a drawn out independent 
of the structure [4–6]. 

Because of rooftop slide, if using any and all means a few specialists caught 
inside mines, it is particularly needed to keep up the progression of the correspon-
dence framework. It is particularly critical to know the real position and state of the 
caught laborers. To screen different boundaries during this condition it is a lot of 
important to keep up the correspondence framework not surprisingly [7]. Appropri-
ately, advancement of mine checking framework to precisely identify temperature, 
to follow underground excavators and vehicles on continuous has critical importance 
to wellbeing creation and salvage of underground mine catastrophe [8]. Coal mine-
shaft wellbeing checking framework dependent on remote sensor organization can 
opportune and precisely reflect dynamic circumstance of staff in the underground 
locales to ground PC framework. In Existing System, in conventional technique the 
strange in any of the boundaries are sent in remote correspondence to hint the status 
to checking segment and in this strategy no alarm as voice is given to the laborers 
inside the mine. Consequently, we go for proposed framework [9, 10]. For the effec-
tively remote information transmission, in this work the ZigBee determination is 
used. In this framework, the essential boundaries like temperature, moistness and 
dangerous methane gas will be observed and if any irregularity occur in any of the 
boundaries implies it will be hinted as voice inside the mine and sent to the checking 
area through ZigBee. For that we are having framework with Microcontroller, in that 
the sensors are interfaced with it. Here a voice IC named APR9600 is utilized for 
implying the strange status in voice design. 

2 Related Works 

Maimour [11] analyzed the impact of interference aware metrics in iterative multipath 
routing with AODV protocol. Subha and Malarkkan [12] has implemented a hybrid 
clustering energy aware routing protocol in WSN. Chehri et al. [13] has introduced a 
new energy efficient routing protocol in WSN to transmit the data with limited number 
of sensor nodes. The traffic was relayed by utilizing intermediate nodes to transmit 
the data to the final destination by generating a multi-hop network. Soomro and Jilani 
[15] predicts methane using artificial neural network to ensure the safety of miners.
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Sunitha and Chandrikab [14] developed network condition aware node profiling 
and malicious node detection algorithm for determining the malicious sensor nodes. 
In addition to this, evolutionary computing assisted dual disjoint forwarding path 
algorithm for obtaining disjoint path with no shared elements for reducing energy 
consumption, and for ensuring QoS centric. Ramya et al. [16] proposed the modified 
AODV and DSR protocols for performing the routing. In this work, the throughput 
of the design is less due to the black hole attack. 

3 Design of Embedded System Blocks 

The block diagram of the design is shown in the Fig. 1(Mine section) & has a 
Microcontroller, LCD, Temperature sensor, Gas sensor, Humidity sensor, Voice play 
back circuit, ZigBee, and Power interact with each other as follows: When switched 
on, the power supply supplies 5 V to microcontroller for its operation. When the 
Digital signal board is on, a signal is transmitted by ZigBee. 

The block diagram of the design is shown in the Fig. 2(Monitoring section) & 
has a ZigBee, Computer and Power supply blocks which interact with each other. 
Then the ZigBee at monitoring section will receive the signal and send to computer 
through serial communication circuit. 

Fig. 1 Mine section
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Fig. 2 Monitoring section 

4 Mine Section 

Digital sign board has a Microcontroller, LCD, Temperature sensor, Gas sensor, 
Humidity sensor, Voice play back circuit, ZigBee, and Power supply. 

4.1 Microcontroller 

Microcontroller is the center of the arranged unit, which handles all of the signs. 
Any leftover interfacing blocks are interfaced to it. By enduring high heartbeat from 
the Digital sign board circuit it sends request to the exchange related with motor 
which cuts the affiliation or related with voice playback circuit. The ATmega8535 
is a low-power CMOS 8-cycle microcontroller subject to the AVR improved RISC 
designing. By executing bearings in a lone clock cycle, the ATmega8535 achieves 
throughputs advancing toward 1 MIPS for every MHz allowing the system planner 
to improve power usage instead of taking care of speed. Predominant, Low-power 
AVR® 8-digit Microcontroller, Nonvolatile Program and Data Memories 8 K Bytes 
of In-System Self-Programmable Flash, Endurance: 10,000 Write/Erase Cycles, 512 
Bytes EEPROM. 

4.2 Power Supply 

The force supply incorporates Step Down transformer, and voltage controller. The 
transformer has two circle windings, the basic and the optional, around a common 
appealing core interest. The current spilling in the principal winding makes a period 
moving electro engaging field, which in like manner influences a yield voltage across 
the optional winding. The degree of the turns in the two windings picks the degree of



A Preventive Framework for Mine Representatives Utilizing … 25

the data voltage and yield voltage. The higher voltage side has an all the flimsier (high 
check) wire with more turns while the lower voltage side has thicker (low measure) 
wire and less turns. The LM78XX series of three terminal positive regulators are 
available in the TO-220 package and with several fixed output voltages. 

4.3 LCD 

Here, the LCD is related with the microcontroller. It is used to show messages. A 
liquid diamond show is an insignificant exertion, low power device prepared for 
showing text and pictures. LCD’s are exceptionally essential in embedded systems. 
LCD can be found in different contraptions like watches, fax and copiers and little 
PCs. The LCD (HD44780U) used here. A variable or fixed resistor ought to be 
used on any LCD module as it appears in the above schematic. The HD44780U dab 
network fluid precious stone showcase regulator and driver LSI shows alphanumeric, 
Japanese kana characters, and images. It very well may be designed to drive a dab 
grid fluid gem show heavily influenced by a 4-or 8-digit microchip. Since every one 
of the capacities, for example, show RAM, character generator, and fluid gem driver, 
needed for driving a speck framework fluid gem show are inside given on one chip, 
an insignificant framework can be interfaced with this regulator/driver. 

A solitary HD44780U can show dependent upon one 8-character line or two 8-
character lines. The low force supply (2.7 V to 5.5 V) of the HD44780U is appropriate 
for any convenient battery-driven item requiring low force dispersal. The inward 
activity in the regulator chip is controlled by the signs sent from the MPU. 

4.4 Temperature Sensor 

The LM35 game plan are precision facilitated circuit temperature sensors, whose 
yield voltage is straightly comparative with the Celsius (Centigrade) temperature. 
The LM35 in this manner appreciates a high ground over direct temperature sensors 
changed in Kelvin, as the customer isn’t expected to remove a gigantic consistent 
voltage from its respect get profitable Centigrade scaling. The LM35 needn’t bother 
with any external Calibration or figuring out how to give conventional correctness’s 
of ±1/4 °C at room temperature and ±3/4 °C over a full −55 to + 150 °C temperature 
range. Negligible exertion is ensured by overseeing and change at the water level. 
The LM35’s low yield impedance, direct yield, and careful natural change make 
interfacing to readout or control equipment especially straightforward. It might be 
used with single power supplies, or with notwithstanding and short supplies. As it 
draws only 60 µA from its reserve, it has very low self-warming, under 0.1 °C in 
still air.
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4.5 Gas Sensor 

Gas sensor is utilized in gas spillage recognizing supplies in family and industry, are 
reasonable for identifying of LPG, iso-butane, propane, LNG, stay away from the 
commotion of liquor and cooking vapor and tobacco smoke. It has some features 
like, High sensitivity to LPG, iso-butane, propane, small sensitivity to LPG smoke, 
Fast response, Stable and long life, Standard detecting conditions. 

4.6 Humidity Sensor 

The Smartest dampness sensor is a two terminal capacitor, which extensions in regard 
as water particles are held into its dynamic polymer dielectric. It has a couple of 
features: unrivaled, long stretch security, close protections, strong turn of events and 
simplicity. Applications: Air conditioners, Climate control for green houses, Storage 
and stockrooms, meteorological applications, Food taking care of, Room comfort 
control, clinical applications. 

4.7 Play Back Circuit 

The APR9600 contraption offers authentic single-chip voice recording, non-flighty 
limit, and playback capacity for 40 to 60 s. The contraption maintains both self-
assertive and progressive access of various messages. Test rates are customer 
selectable, allowing originators to adjust their arrangement for unique quality and 
limit time needs. Consolidated yield enhancer, beneficiary intensifier, and AGC 
circuits essentially develop structure plan. The contraption is ideal for use in adaptable 
voice recorders, toys, and various other client and present day applications. APLUS 
facilitated achieves these irrefutable levels of limit capacity by using its selective 
basic/staggered limit advancement executed in a general Flash non-flighty memory 
measure, where each memory cell can store 256 voltage levels. This advancement 
enables the APR9600 device to mirror voice signals in their ordinary design. It 
discards the prerequisite for encoding and pressing factor, which routinely present 
bowing.
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5 Monitoring Section 

5.1 ZigBee 

FSK Transceiver module, which is organized utilizing the ChipconIC (CC2500). 
It is an ensured single-chip handset; it depends upon 3 wire modernized progres-
sive interface for cautious neighborhood oscillator age. So the rehash could be 
setting. It is an unparalleled and immaterial effort module. It gives 30 m range with 
locally open radio wire. In an average framework, this trans-finder will be utilized 
long side a microcontroller. It gives far reaching equipment backing to designate 
consideration of, information buffering, burst transmissions, clear channel assess-
ment, interface quality sign and wake on radio. It very well may be utilized in 
2400–2483.5 MHz ISM/SRD band structures. (for example RKE two-way Remote 
Keyless Entry, distant alert and security frameworks, AMR-adjusted Meter Reading, 
Consumer Electronics, Industrial seeing and control, Wireless Game Controllers, 
Wireless Audio/Keyboard/Mouse). It could no ifs, ands or buts to plan thing requiring 
inaccessible association. Working Range is 30 m without requiring any outer radio 
wire. 

5.2 Computer 

PC is utilized to store information from the recipient. Programming, created here is to 
make an intuitive, dependable checking and the executives of detected information. 
The distinctive natural boundaries got by the ground control PC are shown in those 
habits in the LCD screen. The boundaries incorporate the temperature, mugginess, 
and gas. The PC stores the boundaries in the hard plate and ground staff can pick 
any of the boundaries for recording and replaying. 

6 Safety System for Mine Workers 

The made system can be disengaged into two regions. First is a hardware circuit that 
will be associated with the body of the earthmovers. This may be in a perfect world 
fitted with the prosperity cap of the experts also which should be obligatory in the 
premises of any underground mines. An additional save system can be fitted with 
the wrist of the underground backhoes at whatever point required. The circuit has 
a sensor module involving certain MEMS based sensors that activities continuous 
underground limits like temperature, tenacity combination of different gases inside 
mines, etc. Gas obsession is expected for the harmful gases. A segment of the gases 
is destructive and some are inflammable. A microcontroller is used with the sensors 
to get the sensor yields and to take the essential decision. The microcontroller can
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store data’s depending on the situation by the customer for keeping up of records. 
At the point when temperature is more than the security level set up at microcon-
troller, microcontroller deciphers blast alerts through the speaker and LCD related 
with. Again, when the intentional tenacity regard is more than the prosperity level 
coordinated at microcontroller, it deciphers different sort message. In like manner 
when gas center crosses the security level, microcontroller deciphers message. In 
each and every such case, this will send an alarm through a squeezing message and 
alert sound to the ground control terminal through ZigBee. 

Second section is hardware and programming that will be placed in ground 
terminal. Considering the alert got ground staff takes decision and set up voice 
correspondence with the underground workers. The security division people are sent 
caution. Specific control and prosperity measures are taken in like way subject to the 
relentless seeing of condition and voice correspondence with underground people. 

7 Routing Algorithm Used in WSN 

7.1 Zone Based Routing 

The maximum min zPmin calculation needs right force level data for every one of 
the hubs in the organization. For huge scope sensor networks this is definitely not 
a potential presumption. Rather we propose to bunch along groups of sensors and 
gauge the in general steering force of the group for the point of the maximum min 
zPmin calculation. All the more explicitly we propose to arrange the organization 
primarily in geological zones, and progressively to control steering across the zones. 
The thought is to group along every one of the hubs that square measure in geographic 
vicinity as a zone, treat the zone as a substance in the organization, and permit each 
zone to settle on a choice an approach to highway a message across. 

The hosts in a zone independently to process the ideal life, the message rates are 
known. The maximum min calculation won’t have this information. This topograph-
ical dividing can be implemented essentially utilizing GPS information from each 
host. Direct neighborhood steering and take part in assessing the zone power level. 
Each message is steered across the zones abuse data concerning the zone power 
gauges. In our vision, a worldwide regulator for message steering deals with the 
zones. This might be the hub with the best force, albeit different plans, for example, 
circular robin may moreover utilize. In the event that the organization can be isolated 
into a relatively minuscule assortment of zones, the scale for the overall steering 
calculation is decreased. The worldwide information expected to send each message 
across is summed up by the office level gauge of each zone. We accept that in gadget 
networks this cost won’t need continuous updates because of perceptible changes 
will happen exclusively once extensive stretches of time. The remainder of this part 
examines (1) how the hosts in a very zone team up to assess the force of the zone;
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(2) how a message is steered inside a zone; and (3) anyway a message is directed 
across zones. 

7.2 Zone Power Estimation 

The force gauge for each zone is constrained by a hub in the zone. This assessment 
estimates the quantity of messages which will move through the zone. Since the 
messages come from one adjoining zone and get coordinated to a unique adjoining 
zone, we propose a procedure during which the force assessment is done comparative 
with the heading of message transmission. The convention utilized by the regulator 
hub comprises of surveying every hub for its force level followed by running the 
maximum min zPmin calculation. The returned cost is then communicated to every 
one of the zones inside the framework. The recurrence of this strategy is contrarily 
relative to the measurable force level. At the point when the force level is high, the 
force assessment update will be done rarely because of a little Number of messages 
steered through the zone jars not adjustment the general force a lot. At the point when 
the force level is low, message transmission through the zone is probably going to 
change the force dispersion fundamentally. Without loss of consensus, we accept that 
zones territory unit sq. with the goal that they need four neighbors highlighted the 
North, South, East, and West3. We expect extra that it is potential to convey between 
the hubs that are closed to the boundary between 2 zones, so that in outcome the line 
hubs territory unit part of each zones. At the end of the day, adjoining zones that can 
speak with each option have a neighborhood of cover. The force gauge of a zone will 
be approximated as follows. We will utilize the maximum min zPmin algorithmic 
principle to gauge the office level, discover the maximum min zPmin way, reenact 
sending�messages through the way, and rehash until the organization is immersed.
� is picked to be proportionate to the force level of the zone. All the more precisely, 
consider Figure three remaining. To gauge the force of zone B regarding sending 
messages inside the course from A to C, let the left piece of the cover among A and 
C be the source region and the correct piece of the cover among B and C the sink 
territory. The force of zone B toward the path from A to C is the maximal number 
of messages that can move from the source hubs to the sink hubs before a hub in B 
gets soaked. This can be registered with the maximum min zPmin calculation. We 
start with the force diagram of zone B and increase it. We make a nonexistent source 
hub S and associate it to all the source hubs. We make a fanciful sink hub T and 
interface all the sink hubs to it. Leave the loads of the recently added edges alone 
0. The maximum min zPmin calculation run on this chart decides the force gauge 
for zone B toward A to C. Compared to AODV [11] protocol, DSR and modified 
AODV [16] protocol, Zone based routing achieved better performance in terms of 
throughput, which is shown in Table 1, and Fig. 3.
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Table 1 Comparative analysis 

Number of sensors AODV [11] DSR [16] Modified AODV [16] Zone based routing 

20 38 32 40 60 

40 56 50 58 70 

60 47 49 50 71 

80 39 32 42 78 

100 40 35 45 67 
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Fig. 3 Graphical analysis 

8 Conclusion 

Traditional mine security system can be suitably replaced by the perception and 
prosperity structure proposed in the paper. This paper gives a system related to pros-
perity and security of underground mines. The system is strong, steadfast, constant, 
reasonable and straightforward. A greater district and greater significance inside 
unsafe underground mines are right now can be covered and potential accidents can 
be controlled effectively. The structure combined the low power, ease ZigBee based 
high repeat distant data transmission development. The sensor and ZigBee module 
can be obviously presented over the head defender of digger. Authentic checking and 
conversation is possible between the workers and the ground staff which can help 
with taking fitting actions even more rapidly and intelligently. The structure in like 
manner can be conveniently loosened up with ZigBee distant picture transmission 
office in future; it will improve flexibility of underground environment and expand 
accurate circumstance of tractors.
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A Quantitative Study of Image Fusion 
Using Hybrid Approach 

Budhi Veera Bharath Chandra, Mahapatra Medha Sampath Kumar, 
Chigurupati Naveen, Madhavarapu Srinivasa Sai Bhargav, R. Jagan, 
and Poornima Mohan 

Abstract Image fusion is a process that combines two complementary source 
images and gives a single image as output. It consolidates the beneficial information 
from different images into a single image. The image fusion methods that are studied 
and analyzed in this paper are DWT, SWT, DCT, and Hadamard Transform (HT). A 
new image fusion method called Stationary Wavelet Transform along with Hadamard 
Transform is proposed. Medical images such as Positron Emission Tomography 
(PET) images, Magnetic Resonance Image (MRI) images, and Computed Tomog-
raphy (CT) images and multi-modal images, were used and analyzed using all the 
above-mentioned image fusion techniques including the proposed method. Obtained 
performance metrics such as PSNR, RMSE, Correlation, MAE and SSIM for all 
the techniques. The quantitative analysis has shown that the proposed method gave 
better results (Highest PSNR, least RMSE, Highest Correlation, least MAE and 
highest SSIM) and also the output images have good visual perception than input 
images. 

Keywords Hadamard transform · Image fusion · SWT 

1 Introduction 

Image fusion is a prominent field in analyzing images. This helps to increase the 
image quality and reduce randomness and redundancy. This process helps to create 
more comprehensible images. Nowadays the advancements in image fusion are used 
in medical image processing like MRI, CT, PET scans. This image fusion can be 
carried out in two ways one is in the transform domain and the other is in the spatial 
domain. In the spatial domain, the fusion process deals with the image pixels whereas, 
in the transform domain, the fusion process uses the transformed coefficients such 
as DCT, DWT, SWT, and Hadamard transform.
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Average-DWT-Maximum and PCA-DWT-DSWT [6] are two hybrid methods for 
image fusion which gives high PSNR compared to the traditional methods. In our 
work, we are using a hybrid method SWT-Hadamard along with PCA for image 
fusion which gives better results compared to many widely used fusion methods like 
DWT, SWT, DCT, and Hadamard transform, which are studied for many images 
from different domains in our work. We claim that our method is better compared to 
many widely used methods because our method gives better values for performance 
metrics like PSNR, RMSE, Correlation, MAE and SSIM. We also have made a 
comparison in terms of performance measures with some recent works, the result 
of which is given in Table 6 of results section. The methodology and result sections 
explain more about the method and obtained results. Medical images such as MRI, 
CT, PET were taken from [16, 17]. 

2 Related Works 

The research work in [9], has taken MRI and SPET images for performing the 
experiments in transform domain, and fusion methods like DCT, DWT, SWT, and 
Hadamard transform are applied. To measure the performance, spatial frequency, 
entropy, correlation, visibility, and standard deviation are found out. Mutual 
Information and Quality factors are used for comparison. 

DWT is most commonly used as a Fusion technique for MRI and PET scans [6]. 
In [14] the input image is filtered and DWT is applied to get the fused image which 
contains more information than the both input images. [2] presents a method of 
Medical image fusion using the transform technique where DWT and SWT are used 
to perform the fusion in the transform domain for MRI and PET scans. Entropy was 
used to measure the image quality. The conclusion was that SWT is more efficient 
than DWT. This is where we got to know that SWT is better than the other transforms 
like DWT and DCT. 

The authors in [6] says that they used some normal methods like PCA, DWT, 
DSWT for the medical image fusion and they didn’t get the results they expected, so 
they have used the hybrid method-that is amalgamating two or more normal methods. 
They have achieved it by Average-DWT-Maximum and PCA-DWT-DSWT; these 
two methods have got high PSNR compared to the traditional methods. On the other 
hand, based on some studies in [5], the authors say the that: on comparison of the 
outputs of DWT and CNN for the input image fusion of PET and MRI, CNN shows 
a larger Signal to Noise Ratio and entropy, thus giving a better result when compared 
with others. 

The researchers proposed different fusion methods for medical applications in 
[12]. Pixel, region, and decision levels fusion methods are used for image fusion in 
[11, 15]. The spatial methods are used to perform image fusion in [7, 12], wherein 
the principal component analysis (PCA), average, maximum, contrast pyramid, and 
minimum methods are included [7, 12]. In all these spatial domain methods, the 
major problem was to overcome the problem of decreasing signal to noise ratio. We 
can overcome this problem by making use of transform based techniques, such as
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the discrete cosine transform (DCT) and stationary wavelet transform (SWT), [13, 
15] 

3 Methodology 

Proposed Image fusion method using SWT with Hadamard Transform consists of 
the following steps: 

Step 1: Take two source images im1 & im2 which are to be fused. 
Step 2: Perform Stationary Wavelet Transform on both images. 
SWT result consists of lower frequency (LL) and higher frequency (LH, HL & 

HH) bands. 
Step 3: Divide the LL band obtained into 8*8 blocks and perform Hadamard 

Transform on each of the blocks. 
Step 4: For the Hadamard Transform outputs of every 8*8 block obtained in step 

3 for both the input images, we calculate the gradient, visibility, spatial frequency, 
correlation, and entropy, definitions of which are given below (Eqs. (1) to (7)) and 
do a comparison as given in Eq. (8) to obtain the best block. The Eq. (8) defines the 
fusion rule. 

3.1 Gradient (G) 

Better quality block will have high gradient [18] using  Eq.  1. 

G = 1 

(P − 1) ∗ (Q − 1)
∑P−1 

r=1

∑Q−1 

s=1 

√√√√1 

2

{(
d A(r, s) 

dr

)2 

+
(
d A(r, s) 

ds

)2
}

(1) 

3.2 Visibility (VIS) 

It can be defined as a measure to verify the degree of transparency of a block using 
Eq. 2. 

β = mean, σ = visual contrast and it is lies between 0.6–0.7 [10]. 

V I  S  =
∑P 

r=1

∑Q 

s=1

∣∣∣∣A(r, s) − β 
βσ +1

∣∣∣∣ (2)
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3.3 Spatial Frequency (S f ) 

It determines the sharpness of a block using Eq. 3 to Eq. 5. 

S f =
√(

R f
)2 + (

C f
)2 

(3) 

where 

R f =
√

1 

P ∗ Q
∑P 

r=1

∑Q 

s=1 
[A(r, s) − A(r, s − 1)]2 (4) 

and 

C f =
√

1 

P ∗ Q
∑P 

r=1

∑Q 

s=1 
[A(r, s) − A(r − 1, s)]2 (5) 

3.4 Correlation Coefficient (C) 

It is a measure of correlation between two blocks (X and Y) in [3] by using  Eq.  6. 

C =
∑P 

r=1

∑Q 
s=1

(
X (r, s) − X

)(
Y (r, s) − Y

)
√∑P 

r=1

∑Q 
s=1

(
X (r, s) − X

)2 ∑P 
r=1

∑Q 
s=1

(
Y (r, s) − Y

)2 (6) 

3.5 Entropy (E) 

It is used to measure the information contained in the block using Eq. 7 and Eq. 8. 

E =
∑p 

r=1

∑Q 

s=1 
p( A(r, s))loglog[p(A(r, s))] (7)
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3.6 Fusion Rule 

H (r, s) = 

⎧ 
⎨ 

⎩ 

h1 i f  G1 > G2, V I  S1 > V I  S2, S f 1 > S f 2, C1 > C2, E1 > E2. 
h2 i f  G1 < G2, V I  S1 < V I  S2, S f 1 < S f 2, C1 < C2, E1 < E2. 

h1+h2 
2 Other  wise. 

(8) 

where h1 and h2 are the Hadamard Transform Coefficients obtained when the trans-
form is applied to LL band data of SWT of the blocks. H(r,s) is the final Hadamard 
Transform coefficient after the Fusion process applied to Hadamard coefficients. 

Step 5: Apply Inverse Hadamard Transform to get New LL band (NLL). 
Step 6: Apply PCA in [20] to the higher bands. 
Step 7: Perform ISWT to both newly formed higher bands and LL bands to get the 

final fused image. The whole process which is briefly described in the above steps is 
clearly shown in the block diagrams in Figs. 1 and 2 and can easily be understood. 

The widely used image fusion techniques such as DWT, SWT, DCT, and 
Hadamard transform are studied and analyzed for images from different domains 
and compared the results. The study showed that among all the four techniques,

Fig. 1 The layout of the Process flow 

Fig. 2 The layout of the Fusion process
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SWT and Hadamard transform has given good results. SWT gives out maximum 
image features with more compression time whereas Hadamard Transform gives 
fewer image features with less compression time. To overcome the limitations of 
SWT and Hadamard Transform when applied alone, a new method by combining 
the above two transforms, a hybrid method, which is the Stationary Wavelet Trans-
form along with Hadamard Transform, is used to obtain more image features useful 
for improving the quality of output. In addition to this, PCA is used which helps to 
reduce the larger data sets into smaller ones but still contains higher information that 
is good image features that are useful for fusion. Thus proposed method is used for 
image fusion. The block diagram representation of the method given in Fig. 1 and 
the fusion process in Fig. 1 is discussed in Fig. 2.

4 Results 

Medical images [14], Multimodal and other images of spatial resolution 256 × 256 
pixels are given as inputs to our fusion method. The input images taken for fusion 
and fused images are shown in Figs. 3, 4, 5, 6 and 7. The performance evaluation 
is done using PSNR, RMSE, CORR, MAE, and SSIM which are defined as given 
below. Let us consider the ground image GI(r, s) and the fused image FI(r, s) of size 
P x Q.  

(a) (b) (c) 

Fig. 3 Saras a and b Input images, c Output image 

(a) (b) (c) 

Fig. 4 Pepsi a and b Input images, c Output image
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(a) (b) (c) 

Fig. 5 MRI and CT a and b Input images, c Output image 

(a)                          (b)                            (c) 

Fig. 6 MRI-1 a and b Input images, c Output image 

(a) (b ) (c )  

Fig. 7 MRI-2 a and b Input images, c Output image 

4.1 Peak Signal to Noise Ratio 

The Peak Signal to Noise Ratio [7, 19] is used to measure signal power to noise 
power ratio. Its maximum value is 100 and its minimum value is 0. Its expressed as 
Eq. 9. 

PSN  R(dB) = 10 ∗ log10

⌊
2552 

1 
P∗Q

∑P−1 
r=0

∑Q−1 
s=0 (GI  (r, s) − FI  (r, s))2

⌋
(9)
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4.2 Root Mean Square Error 

It is used to estimate the closeness between the ground image and the fused image. 
Lower the value of RMSE indicates high closeness between ground and fused image 
[8] which is expressed in Eq. 10. 

RM  SE(dB) =
√

1 

P ∗ Q
∑P−1 

r=0

∑Q−1 

s=0 
|GI  (r, s) − F I  (r, s)| (10) 

4.3 Correlation (CORR) 

Computes correlation between FI and GI. Value range (0,1). A value near 1 indicates 
more information and if near to 0 indicates the information is low which is expressed 
in Eq. 11. 

Cx,y =
∑P 

r=1

∑Q 
s=1

(
GI  (r, s) − G

)(
FI  (r, s) − FI

)
√∑P 

r=1

∑Q 
s=1

(
GI(r, s) − G

)2(
FI  (r, s) − FI

)2 (11) 

4.4 Mean Absolute Error (MAE) 

MAE is used to calculate the absolute error value between original and fused images 
using Eq. 12. 

MAE  = 
1 

P ∗ Q
∑P 

r=1

∑Q 

s=1 
abs(GI  (r, s) − F I  (r, s)) (12) 

The smaller value of MAE indicates finer similarities between ground and fused 
images. 

4.5 Structural Similarity Index (SSIM) 

It is used to measure the similarities between original and fused images. It is defined 
as Eq. 13.
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SS  I  M  = 
((2μF I  μGI  + c1) × (2σGF  + c2)) 

(μ2 
F I  + μ2 

GI  + c1) × (σ 2 F I  + σ 2 GI  + c2) 
(13) 

where μF I  and μGI  are the average intensities of fused and ground images, σF I  and 
σGI  are the variances of fused and ground images, c1 and c2 are constants. The index 
value of SSIM is ± 1. If the index value is 1, it indicates that the source and fused 
images are the same. 

The results obtained after fusion for different input images using our method are 
shown below. 

Visually itself it can be understood that our method gives better quality output 
compared to the inputs given for fusion. 

A comparative analysis of different fusion methods in terms of performance 
metrics are shown in the tables below: 

The quantitative analysis of the performance metrics such as PSNR, RMSE, Corre-
lation, MAE, and SSIM for the different types of images are shown in the tables from 
Tables 1, 2, 3, 4 and 5. For every input image, the performance measures are best

Table 1 Comparison of performance measures for Saras Image 

Image Method PSNR RMSE CORR MAE SSIM 

SARAS DWT 24.4862 15.2135 0.9978 4.6262 0.9603 

SWT 28.1231 10.0089 0.999 3.8974 0.9830 

DCT 25.1159 14.1496 0.9981 7.7225 0.9666 

HT 25.1231 10.0089 0.999 3.8974 0.983 

PROPOSED 31.9311 6.4563 0.9996 1.973 0.9933 

Table 2 Comparison of performance metrics for Pepsi Image 

Image Method PSNR RMSE CORR MAE SSIM 

PEPSI DWT 30.0281 8.01 0.9973 3.6531 0.9852 

SWT 31.7907 6.5615 0.9981 3.4457 0.9903 

DCT 30.3638 7.733 0.9974 4.543 0.985 

HT 33.4037 5.4495 0.9987 3.038 0.9987 

Proposed 36.6782 3.7379 0.9994 1.8939 0.9965 

Table 3 Comparison of performance metrics for MRI and CT Image 

Image Method PSNR RMSE CORR MAE SSIM 

MRI & CT DWT 10.0717 79.9756 0.2217 3.6531 0.9852 

SWT 25.8895 12.9439 0.9888 7.1596 0.9783 

DCT 11.793 65.5983 0.5865 51.142 0.2402 

HT 15.7422 41.6321 0.8261 28.308 0.6478 

Proposed 26.7243 11.7578 0.9911 6.7072 0.9983
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Table 4 Comparison of performance metrics for MRI-1 Image 

Image Method PSNR RMSE CORR MAE SSIM 

MRI-1 DWT 53.5287 0.5372 0.6313 0.3083 0.6952 

SWT 65.4023 0.1369 0.9833 0.0202 0.9833 

DCT 57.5743 0.3372 0.8897 0.1156 0.8924 

HT 70.3248 0.0777 0.9945 0.0073 0.9946 

Proposed 70.9123 0.0726 0.9953 0.0061 0.9952 

Table 5 Comparison of performance metrics for MRI-2 Image 

Image Method PSNR RMSE CORR MAE SSIM 

MRI-2 DWT 54.9415 0.4565 0.683 0.2228 0.9889 

SWT 66.6348 0.1188 0.9828 0.0153 0.9828 

DCT 60.2159 0.2487 0.9239 0.0638 0.9954 

HT 70.0475 0.0802 0.9920 0.0111 0.0997 

Proposed 72.4964 0.0605 0.9955 0.0043 0.9999 

(Highest PSNR, least RMSE, Highest Correlation, least MAE and highest SSIM) for 
our method.

We did a comparison of PSNR values for our method with the results in [1, 4], 
RMSE values with the results in [1], MAE and SSIM values with the results in [4]. 
Table 6 shows a comparison of various performance measures. 

The performance metrics of the proposed method are better when compared to 
the values mentioned in the research papers. 

Table 6 Comparison of performance metrics of our method with that in Research paper [4] 

Image Method PSNR MAE SSIM 

Saras SFDWT [4] 
Proposed 

29.1705 
31.9311 

3.4824 
1.973 

0.9864 
0.9933 

Pepsi SFDWT [4] 
Proposed 

35.3338 
36.6782 

2.4741 
1.8939 

0.9951 
0.9965 

MRI&CT SFDWT [4] 
Proposed 

24.8183 
26.7243 

8.1639 
6.7072 

0.9720 
0.9983 

MRI & PET SFDWT [4] 
Proposed 

63.1320 
72.4964 

0.0765 
0.0043 

0.9995 
0.9999
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5 Discussion and Conclusion 

It is observed that the proposed method, SWT with Hadamard Transform has 
shown better results when compared to fusion methods using DWT, DCT, SWT, 
and Hadamard Transform and are giving similar results, in terms of various perfor-
mance metrics, as obtained in some other work. The performance metrics of ideal 
fused image include high PSNR, low RMSE, low MAE, Correlation and SSIM 
values approximately equal to 1. The values we obtained for our method for these 
performance metrics are near optimum values. Thus, using the proposed method, the 
performance metrics such as PSNR, RMSE, CORR, MAE, and SSIM are improved. 

On this note, it is concluded that by using image fusion method that is SWT 
with Hadamard Transform we have obtained fused images which have better image 
quality. 
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A Review on Smart Road Traffic 
Management System Using LoRa WAN 

Naga Raju Jangam, G. P. Ramesh, and P. Rachana 

Abstract Smart Road Management System using LoRa WAN technology is helpful 
for the traffic police to clear a path for the Emergency vehicles at intersections to 
save human life and heavy damages due to any kind of fire accidents. This tech-
nology may be very useful to detect the road accidents and may provide density 
based traffic control system due to its versatile nature of being dynamic nature to 
connect with different end-nodes. It can be used as a tool to provide hierarchical 
road infrastructures for public transportation. This survey tends to help the users 
and traffic management systems by providing reliable information of the real-time 
traffic. This work also helps to identify the best methods/solutions to identify the rash 
drivers and to minimize the road accidents. Also, help to propose a method for easy 
exit path for the emergency vehicles and VIP passage within 1–2 km rages before 
the vehicle arrival time. To make efficient automatic traffic Chelan fine system for 
traffic rule breakers and also to design a density based traffic light system. 

Keywords LoRa WAN · Road traffic management · Road site units · Smart road 
management system · Traffic light system 

1 Introduction 

The traffic management system is one of the oldest areas of discussions for a long time 
due to changing behavior of commuters with respect to facilities, innovative tech-
nologies, increasing population, and adamant behavior of commuters in different 
scenarios. The human- controlled (i.e. with a traffic police officer) traffic includes lot 
of intelligence and human brain to respond quickly for certain situations to take 
decisions and to maintain the safe and peaceful traffic flow. However, with the 
exponential rise in the population and vehicles on the roads demand wide range
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of roads and monitoring eyes with more controlling facilities to maintain a system-
atic traffic flow on the roads. Advancement of technologies helped to various traffic 
management systems/departments across the globe, using wide range of electronic 
devices and computer aided tools to monitor, control, and guide the commuters on 
the roads in a proper direction. Sometimes these devices/tools also helped to identify 
the mischievous behavior of different individuals on the roads to punish them and to 
avoid future any kind of such incidents on the roads. However, these devices are func-
tioning based on the instructions set stored in the central processing units (CPU) of 
the traffic control room; and cannot take certain decisions based on emotions, emer-
gencies and on the urgency to a certain situation. Of course, there are some devices 
installed on the roads, which works based on the traffic density on certain roads and 
are functioning fine with the road management but human intelligence is missing all 
the way. On the other hand, these devices are directly/ indirectly controlled by satel-
lite communication systems in most of the developed countries. They use extensive 
technological advancements of satellite technologies to operate, guide, monitor and 
to take quick decisions remotely from far-end distances. However, many of the coun-
tries do not have proper satellite communication facilities even to carry out various 
other important activities in their countries and depends on the neighboring coun-
tries or hardly could afford to buy a satellite for different purposes. Only twelve (12) 
Countries out of 300 have the capacity to build and launch their own satellites and 
rest of the nations need to depend on these twelve countries. Sometimes the satellite 
based systems does not work effectively on highways with low infrastructure and 
facilities, which in turn face the issues of low signals or signal dropouts. Especially, 
at the time of natural disasters such as heavy rains, winds, thunderstorms, etc. these 
kinds of problems are mostly heard and experienced at everywhere in the world. 
Therefore, it is very much essential to address a solution which can avoid expen-
sive satellite technology for the road traffic management services using some of the 
smart devices which are affordable and can be effective to monitor and communi-
cate the traffic information to the commuters on the roads. In the recent times, wide 
area networks (WAN) are popularly known for long range communication systems 
used for different types of traffic management systems. Low power & long range 
(LoRa) WANs are widely used by the traffic departments for effective usage due to 
the advantage of using this network with lower physical layers. Lora WAN works as 
a network layer protocol, which is based on the cloud-based medium access control 
(MAC) protocols. These protocols helps to establish a communication between the 
Lora WAN gateways and the end-nodes like a routing protocol. This technology 
gives a cutting-edge traffic management systems and methods to implement in very 
busy traffic roads in an efficient manner. This technology is also they responsible for 
the management of all communication frequencies, data rates, and power supplies. 
Apart from these it is highly reliable for moderate loads and with some of the issues 
related with performance while sending the acknowledgements. 

In this paper, a detailed review on LoRa WAN is carried out to use it for the 
applications of smart road traffic management systems. In the Sect. 2, a background 
study on LoRa WAN will be discussed and the purpose of the LoRa WAN based traffic 
management systems in India will be discussed in detail. In the Sect. 3, different
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types of innovative ideas and implementations using Lora WAN are discussed with 
appropriate research outcomes and deliverables. In the Sect. 4, a summarized SWOT 
analysis is carried out towards the LoRa WAN technology for a traffic management 
system. Finally, the Sect. 5 provides the references of authors’ overall studies on 
the Road Traffic Management system design approaches with various development 
techniques and also LoRa WAN Module Interface. 

2 Analysis of LoRa WAN Technology 

Introduction of WAN helped most of the engineers to solve the problems related with 
remote access. To connect different local area networks installed at far-ends can be 
obtained by using WAN, covering larger geographical areas. The major advantage 
of WAN is with respect to the privacy, security, and consistency. In general, there 
are two popularly known circuit-switched WAN technologies are available in the 
market for the public usage. They are public switched telephone network (PSTN), 
and integrated services digital networks (ISDN). Later, low power based long range 
(LoRa) WAN has been introduced, which uses the spread spectrum modulation tech-
niques that comes out of chirp spread spectrum (CSS) technology. This technology 
was introduced by Cycleo of France and later acquired by SEMTECH, which is also 
a founding member and alliance. 

2.1 Technological Factors Related with LoRa WAN 

Using LoRa WAN the communication between two nodes can be established for a 
distance up to 15 km. Major advantage of this technology lies with the low power 
consumptions for covering a long range as compared to any other wireless system. 
It maintains different types of internet of things (IoT) standards and protocols are 
used with battery powered systems. The range of bytes for data transmission varies 
between 51–222 bytes in LoRa. The cellular networks are managed by a controller 
from a defined base station, but the LoRa WAN devices need not link up with any 
specific gateway and can operate independently as well. Gateways in this technology 
can forward the data to the network servers like any other link- layers and are allowed 
to add up couple of the bytes to payload. The network server network server ensures 
an appropriate gateway is identified for replying any particular nodes; and these 
gateways behave transparently with all end nodes. LoRa WAN is one of the fastest 
growing technologies and more than 50 countries deployed this network and presently 
many small countries are trying to implement for various IoT based network infras-
tructure development programs. Some of the countries using this technology for 
various applications such as waste management, GPS-less tracking, etc. due to high 
security and low installation expenses.
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Table 1 Shows different features of LoRa WAN as compared with LTE 

Features LoRa WAN Narrow-Band LTE Cat-1 LTE Cat-M NB-LTE 

Modulation SS-Chirp UNB/GSK/BPSK OFDMA OFDMA OFDMA 

Rx 
bandwidth 

500-125 k Hz 100 Hz 20 MHz 20–1.4 M Hz 200 kHz 

Data range 290-50 K bps 100bps or 12/8 
bytes 

10 Mbps 200 K–1 M bps 20 Kbps 

Max. O/P 
power 

20 dBm 20 dBm 23–46 
dBm 

23/30 dBm 20 dBm 

Battery life 
time 

105 months (9 
Years) 

90 months (7.5 
Years) 

18 months (1.5 
Years) 

Link budget 154 dB 151 dB 130 dB 146 dB 150 Db 

Security Yes No Yes Yes Yes 

2.2 Advantages of LoRa WAN 

The main advantage of LoRa WAN is using the low-level physical layer with ISM 
bands of 868 and 915 MHz are available in the world for free to use. Low power 
consumption by these devices makes it more suitable for battery-powered applica-
tions/devices. The battery life- time using LoRa based devices can last for more than 
9 years and which is far beyond any other type of wireless networks. The distance 
covered by a LoRa WAN is between 5–15 km based on urban and sub-urban areas 
respectively. The advantage of low power consumption using LoRa WAN is possible 
due to the usage of adaptive data rate (ADR), which helps to vary the output data 
rates based on the payload coupled with the CSS. On the other hand, frequency 
shift keying (FSK) modulation techniques are being implemented in this technology 
allows using low cost and high power amplifiers. This also helps to achieve the low 
cost connectivity aspect of any network provider. A single gateway of LoRa WAN 
accommodates up to 1000 end-nodes makes this technology to handle high network 
capacities. It also an interoperable technology due to the standardization process 
taken place at the time of design and implementation of LoRa architecture. Some 
of the key features of LoRa WAN as compared with the long-term evolution (LTE) 
technology are shown in Table 1. 

2.3 LoRa WAN Based Traffic Management Systems in India 

India is the second largest populated country in the world with diversified cultures 
and religious practices. Due to the lack of proper Traffic rules awareness, it is seen 
that the people break the traffic signals/rules, due to which blockages occur on the 
roads frequently. Sometimes it is also observed to see the emergency service vehicles
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are not in a position to come out of the traffic jams and traffic inspectors find it a 
very challenging task to deal with such scenarios. 

3 Implementation Techniques of LoRa WAN for Traffic 
Management 

Nellore and Hancke [1] recommended a design to be done by using the WSN based 
urban traffic management system. Such systems will optimally manage the traffic 
congestion by prioritizing the vehicle flow, provides exit way for emergency vehicles, 
reduce the waiting time of vehicles and fuel consumption, and finally good safety 
measures. Later, the work proposed by Santa et al. [2] mainly focused on a real 
monitoring platform for vehicles using LPWAN has been designed and developed, 
and the performance study of LoRa WAN technology in vehicular scenarios has 
been conducted. A generic Linux interface is used that enables direct and seamless 
transmission of application-layer data. It can boost the synergy between intelligent 
transport systems (ITS) and IoT. The major limitations of this work are with respect 
to the Data compression and data processing techniques implemented for the traffic 
management system. In order to inspect the sensors available in the market and to 
study their strengths and weaknesses Padmavathi et al. [3] carried out a research on 
the vehicle detection and tracking algorithms. Each algorithm used for detection and 
tracking compares vehicle system existence based on different types of evaluation 
parameters. In this work, the particle filtering is carried out based on the Bayesian 
TBD estimator algorithm that sounds the best for vehicle detection and tracking in 
WSNs. Bayesian TBD estimator algorithm used for vehicle detection and tracking. 
Finally, the propagation delays in this work are varied based on vehicle tracking. 
Arbabi et al. [4] focused on combining the best data from the traffic network to 
provide traffic information, directions and driver services in an intelligent manner. 
The dynamic traffic monitoring (DTM) system proposed in this work can provide 
high quality travel time and SMS data in transient flow traffic (which is caused by 
non-recurring congestion). This method claimed to provide better performance in 
monitoring message delivery methods. This also provides better penetration rate, 
message delay and acceptable latency. Measurements may incur some delay caused 
by vehicles having to carry their data to a nearby TO and low market penetration 
rates. In a work presented by Ahmad et al. [5] focuses on wireless sensor based 
road side architecture for intersection traffic data collection and control. It is capable 
of accurate real time data collection utilizing the IEEE 802.15.4 protocol. It can be 
leveraged by intelligent transport system (ITS) for implementing numerous decisions 
depending on the underlying policy. It reduces communication overhead, energy 
consumption, connectivity delay and interference from neighboring intersections. 
Hence, the taxonomy of traffic management system is represented in Fig. 1. 

Collota et al. [6] proposed a novel approach to dynamically manage the traffic 
lights using the cycles and phases in an isolated intersection with Fuzzy logic. Fuzzy
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Fig. 1 Taxonomy of traffic management system

controller addresses vehicles turning movements and dynamically manages both the 
phase and the green time of traffic lights. It has easy deployment and less mainte-
nance. The advantages of this method claimed with respect to the flexibility, low-cost, 
non-invasiveness, and scalability. It is limited to certain level of Traffic intensity and 
RSU design unit is cost effective and complex. The work proposed by Sivanandam 
et al. [7] focused on designing architecture for advanced traveler information system 
(ATIS) and data collection techniques. The implementation of data fusion models 
is based on MATLAB software. This method is used to estimate the dynamic link 
travel prediction and the response time is varied with the vehicle distance. SEMTECH 
includes the network layer too so it is possible to send the information to any Base 
Station already connected to a Cloud platform. LoRa WAN modules may work in 
different frequencies by just connecting the right antenna to its socket. Long range 
data transmission License free ISM band ranges. It has complexity in design [8]. 
Various security concerns were discussed by Oniga et al. [9, 10] showed different 
data protection and the data privacy methods used in LoRa WAN protocol specifi-
cations. An in-depth analysis towards security aspects was proposed by the authors 
by proposing architecture to protect the data transmission and to prevent any kind 
of data loss due to unauthorized access. The testing results of this work on the end-
nodes on sniffing LoRa traffic revealed that the message will be encrypted and are 
signed with AES128 keys at the time of communication. This in turn offers strong 
protection against the intercepting and data reading process during transit times. 
Similarly, the authors also presented a secured LoRa WAN sensor network architec-
ture to address wide range of security threats and mitigation mechanisms along with 
variety of security recommendations for a safe and protected data transmission. This 
architecture also claimed to be helpful for preventing the unauthorized data access
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and losses in LoRa WAN networks. Similar attempt was made for LoRaWANv1.1 by 
Donmez and Nigussie determined various security related problems [11]. The authors 
revealed that LoRaWANv1.1 does not provide any kind of forward secrecy due to 
the operations involved without human intervention which deals sometimes with 
sensitive data. Five security vulnerabilities related with LoRa WAN were discussed 
by Yang et al. [12] included with i) denial-of-service (DoS) attacks on IoT devices, 
ii) plaintext recovery, iii) malicious message modifications, iv) falsification of the 
delivery reports, and v) battery exhaustion attacks/The authors highlighted different 
types of security features, activation methods, key management systems, counter 
management systems, cryptography, and message acknowledgment systems related 
with various securities related issues.

An intelligent transportation system (ITS) proposed by Salazar-Cabrera et al. 
[13] focused on the urban public transportation to track the public vehicles using 
IoT systems and their concepts. In this work, the authors used serial monitor in 
Arduino IDE for reading the messages sent or received to test their method by using 
the event processing module. Similar work was carried out by Divij et al. [14] for  
controlling the traffic lights at the time of emergency situations. Different types of 
acoustic sensors and object detection methods were proposed in this work to alert 
both commuters and traffic management system to control and manage the traffic on 
the roads. To address the traffic congestion and monitoring Nor et al. [15] suggested 
a smart traffic light using LoRa WAN. This system claimed to be sufficient enough 
to replace the old system by monitoring congestion levels using IoT technology. 
On the similar lines, Sudeep et al. [16] proposed a quicker ambulance service using 
LoRa based system after accident detection. Thangam and Vikram [17] proposed 
a low cost, long range, automated monitoring and communication system using 
LoRa for emergency services in the rural areas. The authors claimed to support the 
drivers by reducing the burden of selecting an appropriate route at the time of emer-
gency situations. Technically a sound question was raised by Pop et al. [18] while 
addressing the bi-directional traffic. The authors highlighted whether the bi- direc-
tional traffic is safe or harmful using LoRa WAN based networks. In this work, the 
authors also highlighted the reliability trade-offs versus energy consumption during 
retransmission attempt. A detailed energy analysis was carried out on LoRa WAN 
technology by Mathur et al. [19] for different types of traffic sensing applications. 
Various features and inadequacies are explored in this work for providing an adap-
tive data aggression along with a re-transmission algorithm to understand the sensor 
data of related traffic. From this work, the authors intended to provide a solution due 
to which the sensor devices are capable of working for more than five years using 
small batteries. Oh et al. [20] also carried out research on similar lines to propose 
TRILO, an energy efficient downlink communication mechanism for the LoRa WAN 
technology. TRILO provides a trade-off that balances the latency and overall energy 
consumption where it alerts the end-devices periodically using beacon mechanism to 
alert all those devices which are having pending downlink frames [21]. In the recent 
times, integration of 5th generation (5G) of mobile networks with LoRa WAN was 
under discussions. The challenges in the existing traffic management system is listed 
in Table 2.
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Table 2 Challenges in the existing traffic management systems 

Challenges Definitions 

Connectivity and coverage The connectivity of most of the traffic management systems 
depends on the technology they use and infrastructure 
available in different locations. For example, the GPS may 
not be available in remote places due to the shortage of 
connecting infrastructure and therefore the coverage of a 
vehicle may not be possible for all the time and duration 

Communication and energy cost The communication may lose with the controller stations 
once the travelling is through a remote area and additional 
energy cost is needed to maintain the infrastructure. 
Installing a GPS substation may be an ordeal to for the 
management 

Congestion Traffic congestion is always a challenging task, especially in 
the busy working hours and managing so many vehicles with 
different challenges. Slow speed, long trip times and 
queuing of the vehicles create a serious situation on the 
roads with poor traffic management systems 

Traffic incident notification Alerting the commuters on time with appropriate 
information related to road accidents or traffic jams is one of 
the critical jobs of any traffic management system to avoid 
further road blocks, traffic jams, and accidents. Most of the 
times, especially during winter time, such type of delays in 
traffic incident notifications may cause serious accidents on 
the roads. Probability of losing human life and serious 
damage of the road properties may further create havocs in 
commuter’s journey 

Coordination and implementation A lot of coordination is required by the traffic management 
systems to ensure a smooth process of events on the roads, 
without any kind of implementation hurdles. A lot of 
communication with positive intent and approach needs to 
be adopted for a good coordination between different 
departments and traffic management systems. Otherwise, it 
is going to be a disaster on the roads to maintain a pleasant 
journey for the commuters 

4 Conclusion 

In this paper, a systematic literature review is carried out in order to enhance 
the existing state of research approach regarding smart traffic management design 
methods in the new technology design areas. This review paper is intended to iden-
tify the future design trends and propose key areas for the future research. This 
systematic literature review was based on a set of criteria developed through the 
state-of-the-art literature, as well as from best practices in the authentic need of the 
road Traffic Management design approach. The findings show that while relatively 
few studies have been conducted in the field thus far, the design approach is defi-
nitely garnering more research attention. The study analysis of existing system has
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helped to identify the gaps and to define important areas for future research in the 
field. A deign using the LoRa WAN technology intended to increase the possibility 
of faster communication between the drivers, BS and Police control rooms for a 
good advanced smart road traffic management system. To make efficient automatic 
traffic Chelan fine system for traffic rule breakers and also to design a density based 
traffic light control system. This reduces road accidents and minimizes the number 
of traffic rule breakers. It also reduces the longer waiting time at the traffic signals 
when traffic density is less. Accidents can be minimized and a systematic, safer, and 
smarter transit can be developed by monitoring the driving behavior through video 
surveillance. The solution can also be then linked with central traffic system and 
customized to work in conjunction with other technologies, like face recognition, 
automatic license plate recognition. Traffic diversion can be planned at peak hours 
on a daily, monthly or yearly event basis. It should be more accurate, predictive 
and must be automated using artificial intelligence (AI) and Machine learning (ML) 
systems along with this solution. It is very important for the local police officials to 
make the public aware of such events by conducting pilot exercises on roads once in 
a while in a month/week if possible. 
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A Road Side Unit Based Proxy Signature 
Scheme for Fast Verification of Messages 
in Vehicular Ad-Hoc Network 

Farooque Azam, Sunil Kumar, and Neeraj Priyadarshi 

Abstract Vehicular Ad-hoc Network (VANET) has become an attraction for both 
academia and industry because of its application in Intelligent Transportation 
Systems (ITS) and Vehicular social networks (VSN). VANET facilitate safety as 
well as non-safety services and hence improve the ride quality. VSN relies on 
VANET and Mobile Social Network (MSN) where connected vehicle exchange 
numerous messages. These messages need to be delivered within the time constraint. 
The idea behind VSN is to develop a robust recommendation system and route 
planner based on social behaviour of vehicle and its mobility pattern. But vehicles in 
VANET are prone to security breach. Several researchers have addressed the issues 
of secured message dissemination using public key cryptography but the schemes 
lack in message verification time because of high dependence on the trusted authority 
(TA). Thus, in this research work, road side units (RSU) which are deployed across 
the city are considered as a Proxy signer by the Road side control centre (RSCC). 
RSU acts in place of the RSCC as a proxy signer. In order to check the malicious RSU, 
RSCC uses revocation in consultation with the TA. The proposed scheme is secure 
because of its reliance on computationally hard Diffie-Hellman problem (DHP). The 
security analysis shows the effectiveness of the proposed scheme in terms of lowering 
the overhead on the OBU in verification of signature. 
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1 Introduction 

VANET being a self-organizing network provides vehicle to vehicle (V2V) and 
vehicle to infrastructure communication (V2I) communication by employing Dedi-
cated Short Range Communication (DSRC) and Wireless Access Vehicular Envi-
ronment (WAVE). Vehicular networking requires secure vehicle operation, traffic 
assistance, road safety, fuel station such as electric vehicle (EV) charging station as 
well as driver safety apart from some infotainment applications [1, 2]. Numerous 
VANET research and standardization projects are being carried out in several coun-
tries across the globe such as PReVENT to bring road safety and preventive safety 
related application by European automotive industry project co-funded by the Euro-
pean Communication Commission (ECC) in Europe, Vehicle Safety Communica-
tions Consortium (VSCC) in USA intelligent transportation system (ITS) Consor-
tium and Advanced Safety Vehicle project in Japan. V2V deployment was demon-
strated by General Motors employing Cadillac vehicles in 2006. Automakers such 
as BMW, Toyota, Daimler, Audi, Volvo, Honda, and Car-to-Car Consortium are also 
working on V2V communication. The automobile industries, Government organi-
zations, and academia are partnering together for applications viz. vehicle collision 
warning system, traffic information disseminations, secured EV charging schemes 
etc. [3–5]. 

The above mentioned applications of VANET pose challenges in terms of security, 
privacy, and authenticity of the communicating parties. The communication must 
guarantee node authentication, message integrity and privacy of the entity. In this 
regards, numerous research work has been carried out to mitigate and provide secured 
communication. A vehicle sends safety message every 100–300 ms as per the DSRC 
protocol [6]. In a PKI based system, a message is signed before sending and the 
verification for these messages were mitigated in previous research work. But, when 
a heavily dense traffic where 60–200 vehicles share safety message is considered, the 
generation and verification of 600–2000 signed messages poses challenges in terms 
of communication and computational overhead. Also, PKI based system needs the 
public key and certificate to be appended to the message which may increase the 
message size and incur message delay. Due to stringent time constraint, even a delay 
of millisecond may result into catastrophic situation. Hence, there is a need of an 
algorithm which robust, incur less communication and computational overhead and 
at the same time proves scalable. Scalability can be defined as an ability to sustain 
an increase in number of vehicles without compromising the loss in traffic data and 
performance in the system. 

In order to provide integrity and non-repudiation, various digital signature 
schemes have been used in the recent years viz. identity based signature, proxy 
signature, ring signature, blind signature etc. [7–10] to mitigate the issues. 

In this research work, a modified proxy signature scheme with warrant has been 
proposed for fast verification of messages to reduce the computational overhead of 
the OBU and hence increases the throughput.



A Road Side Unit Based Proxy Signature Scheme … 57

The paper is summarized as: Sect. 2 discusses the related work. Section 3 give an 
insight on component of VANET architecture and the system requirement. Section 4, 
explains the proxy signature scheme by first explaining the basics and then proposes 
a warrant based proxy scheme. In Sect. 5, security analysis based on the proposed 
algorithm has been discussed. Finally, Sect. 6 concludes the paper with some future 
work. 

2 Related Work 

In [7], Mambo et al. discussed various proxy signature schemes, in which the original 
signer delegates a proxy signer to sign on behalf of an original signer. In this paper, 
the proxy delegation has been categorized as (i) full delegation, (ii) partial delegation 
and (iii) delegation with warrant. Full delegation comprises of same secret keys for 
both the original as well as proxy signer. In partial delegation secret key of both the 
original signer and proxy signer are different. Proxy signer secret are created from 
original signer secret key. Delegation by warrant emphasizes that the proxy signer 
to be entrusted completely. The idea relies on Diffie-Hellman computationally hard 
problem. 

Schnorr et al. [8], have proposed public key approach for signature based on 
discrete logarithmic problem of sub-group. It shows improvement over Elgamal 
scheme. 

Hua et al. [9], have proposed a hybrid proxy scheme to improve the efficiency 
and provide less computational and communication overhead as compared to the 
existing scheme. In this paper, authors have used the concept of identity based 
PKI based system along with the agent concept. The time to verify a message is 
2 Tmul +2 Tmtp +6 Tpa , and overhead byte to verify a message is 126 bytes. 

Chaum et al. [11] and Boneh et al. [12], have presented a group signature approach 
in which a member of the group can sign on behalf of the group head. In this approach, 
the identity of the signing agent is not known inside the group. Group head also 
called group manager can check any signed message by the group member through 
its master key. In order to reveal the identity in case of malicious behavior of a group 
member, it incurs communication and computational overhead because of the peer 
discovery procedure. 

In [13], authors have discussed an identity based ring signature approach to 
provide anonymity based on bilinear groups. 

Cui et al. [14] have proposed a binary search and cuckoo filter approach to improve 
the efficiency in batch verification of messages. But in this approach the vehicle signs 
every message which incurs computational and communication overhead. 

In [15], Zhang et al. have discussed a certificate-less proxy ring approach avoiding 
the use of bilinear pairings and exponentiation operation. The difficulty with the 
approach is its inefficiency to distribute private keys in the communication environ-
ment. Also, membership changed is not allowed as it is predefined. Thus, the scheme 
fails in VANET requirement.
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Zhang et al. [16], have proposed a proxy ring signature approach with t times 
revocable mechanism. In this approach, the author has shown the effectiveness using 
the proposed algorithm and claimed completeness, unforgeability, etc. Proxy ring 
based signature is also discussed in [17], and authors have used additive operation 
apart from others. 

3 Preliminaries and System Design 

3.1 System Model 

Figure 1, shows the typical component of a VANET consisting of Onborad Unit 
(OBU), Road side control Center (RSCC), Road Side Unit (RSU) and a Trusted 
Authority (TA). 

OBU. An OBU is embedded in each vehicle and uses 802.11p protocol to commu-
nicate with other vehicle’s OBU and nearby RSU. An OBU is considered as a semi-
trusted entity in VANET which regularly broadcast it’s driving status. OBU has 
limited computational and storage capability as compared to the RSU. 

RSU. These are usually deployed alongside the roads and various intersections for 
V2I communication. Usually, RSU acts as a semi trusted authority and acts a bridge 
between the TA and vehicle. RSU regular sends a beacon messages regarding road 
safety and local environment such as a gas station, a parking lot and an infotainment 
application. As RSU have more computation and storage capability as well as wide 
communication range, it can acts as a proxy for signing and verifying the critical 
message to incur better throughput and less overhead. 

Fig. 1 System model for a VANET



A Road Side Unit Based Proxy Signature Scheme … 59

TA. Trusted authority is the most trusted, uncompromised component in VANET. 
TA holds the responsibility to register, assign public/private key pair and authenticate 
the vehicle before inclusion in VANET. In order to keep communication safe various 
efforts have been made by the researchers in the recent past. Usually, a TA sign and 
verify the signature for secured communication of a vehicle. TA initializes parameters 
for both the OBU and RSU and can revoke the malicious vehicle as well as RSU. 
TA can choose the RSU as a proxy signer to offload the burden and facilitate fast 
exchange of messages. 

RSCC. Road side control center are spread across the city along with the RSUs. 
Group of RSUs are associated with the RSCC. RSCC keep tracks of generating the 
proxy and revoke when found malicious. 

3.2 Assumptions 

As  shown in Fig.  1, RSUs are spread across geographical area at various intersections 
along the road of a city and group of RSUs are controlled by a Road Side Control 
Center (RSCC). All RSCC are independent to each other and are connected through 
the internet and the Trusted Authority (TA). TA maintains information regarding 
each RSU, RSCC and vehicles. TA issues certificate to each RSU. The public key of 
the TA is known to all in the VANET. RSU advertises a beacon message as Eq. 1: 

beacon :=
(

(I DRSCC  , Pub_keyRSCC  , I DRSU  , MAC_Addr RSU  

, LocRSU  ), H (I DRSCC  , I DRSU  , LocRSU  )SK  T A

)
(1) 

where, 

I DRSCC  = Identity of Road side control center 
I DRSU  = Identity of Road side unit 
LocRSU  = Location/MAC address of RSU 
MAC_Addr RSU  = MAC address of RSU 
Pub_keyRSCC  = Public key of Road side control center 
H (I DRSCC  , I DRSU  , LocRSU  )SK  T A  

= Signature using TA secret key 
H(.) denotes a one-way hash function. 

Vehicle embedded with OBU come to know about the parameters such as RSCC 
public key, RSU MAC address, RSU location. The integrity of the beacon is recog-
nized by the signature of TA on the message and hence the RSU is authentic and 
belongs to a particular RSCC. A vehicle then decides to a particular RSU group or 
waits for another beacon for the joining process.
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4 RSU Based Proxy Signature with Warrant 

Let p and q are two prime numbers generated in such a way that q is prime factor 
of p − 1. Values of p and q are designated to the large geographical space. Then, g 
as a generator for Z∗ 

P for covering small area is selected. 

4.1 Proxy Signing Initial Phase 

RSCC selects a random number d < q which acts a private key for the RSCC for 
secured communication in VANET. Then, the public key is computed by Eq. (2): 

Pub_keyRSCC  = gd mod p (2) 

This private/public key is always calculated before the actual start of commu-
nication process. The items such as p, q, d, Pub_keyRSCC  are made public for all 
RSUs and OBUs in the communication range. Apart from this, RSCC generates a 
random number e ∈R Z p−1 \{0}; such that Z p−1 \{0} represents a finite field. Here, 
revocation parameter for the scheme is e. At the initialization phase, RSCC computes 
the following Eq. 3: 

K = ge mod p (3) 

The value of K is needed to calculate the proxy secret key, σ by Eq. (4): 

σ = d + eK mod (p − 1) (4) 

From Eq. (5), value of σ serves as secret identity of the Road side unit, and is 
stored in the memory of each RSU which is volatile. Also, the value of K is used 
to verify the proxy pair (σ, K ) as well as in verification of delivered message by the 
RSU and OBU respectively. 

An RSU verifies if the following congruence hold on the receipt of a proxy pair 
(σ, K ) as Eq. 5: 

gσ ≡ Pub_keyRSCC  K 
K mod p (5) 

If Eq. (6) doesn’t holds, the proxy pair (σ, K ) is discarded and the demand of new 
proxy is placed before the RSCC. Usually, the value of σ and K are valid for long 
times until unauthorized third party misuse it. 

RSU uses σ in place of d as a secret key for the signature scheme employed 
in VANET. Here, Schnorr’s scheme is used because of its rapid verification and 
minimum bandwidth requirement [7, 8]. The modified Signature and verification 
scheme are detailed below.
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4.2 RSU Proxy Signature 

RSCC chooses random number as a session parameter m < q to compute using 
Eq. 6: 

x = gm mod p (6) 

RSCC generates this session parameter whenever a message is there to be broad-
casted. To ensure the freshness of the message, validity time period (VTP) and the 
sequence number (Seq_no) is appended with the message (M). RSCC calculates the 
following Eq. 7: 

h = H (M, x, V T  P, Seq_no) (7) 

RSCC also calculates the legacy warrant to have a better control over the proxy 
signer as follows Eq. 8. 

hs = (h, VT  P), H (h, VT  P)s (8) 

The legacy warrant consists of signature of hash value along with validity time 
period as shown in Eq. (9). RSU receives the tuple (M, VTP, m) consisting of message 
(M), validity time period of the message (VTP) and the session parameter (m) through 
an IPSec tunneling. The process is repeated whenever a message has to be broad-
casted. The hash value h, validity information are extracted from legacy warrant 
hs and verified using RSCC public key Pub_keyRSCC . Next, RSU uses session 
parameter m and h to compute y as Eq. 9: 

y = (m + σ h) mod q (9) 

Now, the proxy signature (hs, y) is appended to the message/application resulting 
in the tuple as (M, hs, y, K ). This tuple is broadcasted by the Road side unit. 

4.3 Proxy Verification Strategy 

The recipient vehicle’s Onboad unit utilizes the signature ingredient to verify the 
proxy signature employed on the safety message M as follows Eq. 10: 

Pub_keyRSCC  
/′ = Pub_keyRSCC  K 

K mod p (10) 

The value in Eq. (10) is used by Eq.  (11): 

x/ = gy Pub_keyRSCC  
/ h′

mod p (11)
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Fig. 2 Overview of the proxy signature scheme 

Upon receiving value of h and VTP from the legacy warrant, h is verified using 
the public key of RSCC (Pub_keyRSCC ). VTP is checked with current time stamp of 
the Onboard unit. If it is outdated, then a resend alert is initiated by the OBU from the 
RSU for the message. If not, the message is validated through the following Eq. 12. 

h = H
(
M, x/

)
(12) 

If Eq. 12 holds then the messages is authenticated and considered valid else 
OBU either discards the message or generates an alert message to the RSU that the 
message is corrupted. Figure 2 explains the overview of proposed schemes in terms 
of generation and verification. 

5 Security Analysis 

The strength of the proposed warrant based proxy signature approach relies on the 
complexity of solving the DHP (Diffie-Hellman Problem). The proxy signer derives 
the secret key from the original signer’s secret key. An adversary can’t generate the 
secret even by having the unauthorized manipulation of the proxy key because of the 
intractability of Diffie-Hellman Problem. Below subsection describes the analysis 
process. 

• False message transmission 
The original signer RSCC delegates the RSU to sign on behalf of it. In this 
approach, the session parameter based on the message M and validity time 
period is utilized to avoid a replay attack. The secret key of the RSCC is not 
known to anyone in the communication range of the VANET, so only RSCC 
can generate the session parameter in such a way that vehicle’s Onboard unit
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can accept the message. Even though an adversary can succeed in verifying 
a false message from the OBU, but the probability is very less. Since, p and 
q are large primes with minimum length as 512 bits. The probability calcu-
lated for f alse

/
Modi  f  i ed_message to be verified by an Onboard unit is 

< 2
/(
2511 −1

) ≈ 1
/
2510. Thus, the scheme is robust enough towards thwarting 

false message attack. 
• Unforgeability 

RSCC delegates an RSU as a proxy signer by using the proxy pair (σ, K ) to 
sign a message. Even though an adversary a valid combination of proxy pair say 
(σ

′
, K

′
), it will not be able to do so because the h value can only be generated by the 

RSCC. Thus, an adversary will not be successful in creating a proxy. Also, σ being 
computed from a randomly generated secret, computing new σ is computationally 
infeasible because of the hardness of solving a discrete logarithmic problem. 

• Non-repudiation 
Each RSU is considered as only one proxy and is in full control of the RSCC. Any 
adversary would not be able to generate the proxy signature even getting access 
to the public parameter d and e as the y component is unique to the RSU and can 
be only calculated using Eq. (10). 

• Impersonation Attack 
Even though an adversary a valid combination of proxy pair say (σ

′
, K

′
), it  

will not be able to calculate the y component and hence can’t be able to launch 
impersonation attack. 

• Revocation 
An adversary may succeed in compromising the RSU to send a forged message 
to the OBU. If gone undetected, catastrophe may happen in VANET communica-
tion. Hence the RSCC must revoke such compromised RSU. For this, the RSCC 
regenerate e and then compute the verification parameter. TA will verify through 
RSCC and revoke such RSU. 

5.1 Performance Analysis 

In [17] and [18], only time consuming operations such as addition/multiplication 
have been taken into consideration. 

Let Tpar denotes pairing operation time, TGa denotes addition operation on the 
elliptical curve and TGm denotes the scale multiplication [17]. 

In the proposed scheme, the calculation of hash value is considered as most time 
consuming in case of verification of the signature while T mod is the time for modulus 
calculation is considered in the generation phase along with the Th(Time to calculate 
hash value). 

The EAAP scheme proposed by Azees et al. [18] 2 Tp +4 Tep−1 + Tep−1 for veri-
fying one certificate and signature, where Tp is the time required for pairing operation 
while Tep−1 and Tep−2 are the time required for the exponentiation operation of group 
G1 and G2. Table 1, shows the signature generation and verification for [17, 18] and 
proposed scheme.
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Table 1 Performance 
analysis of different schemes 

Scheme Signature generation Signature verification 

[17] 
2(n − 1) TGa 

+2n TGm 
2n TGa +n TGm 

[18] 
2 Tp +4 

Tep−1 + Tep−1 

(1 + n) Tp + 
4 Tep−1 +n Tep−1 

Proposed n Th +n T mod n Th 

Fig. 3 Overhead verification 
bytes for OBU 

The proposed scheme has verification time less as compared to schemes mentioned 
in [17] and [18]. Thus, the proposed scheme reduces the computational burden on 
the OBU. 

5.2 Computational Overhead Computation 

In the proposed signature scheme, the broadcasted message by the RSU is the tuple 
(M, hs, y, K ) Where, M is the message which is of fixed length. The hash calculation 
is going take 20 bytes, the prime number p and q is of 512 and 140 bits as per the 
requirement of proxy signature and for every message, the calculation of x/ = 
gy Pub_keyRSCC  

/ h′
mod p is done every time. Hence, x/ contributes an overhead 

of 64 bytes. Finally, hash is calculated in the verification process and contributes 20 
bytes. Thus, total overhead bytes in the proposed scheme are 84 bytes with standard 
SHA-I use. In [9], authors have proposed a hybrid approach and overhead bytes for 
verification of a single message is 126 bytes. 

In [19], the transmitting bytes are 161. Excluding the payload, the overhead for 
a signed message is 94 bytes which is more compared to proposed scheme. Thus, 
OBU have will be less burdened with verification of messages. Figure 3 shows the 
overhead bytes plot.
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6 Conclusion 

In this research work, an RSU based proxy signing scheme using warrant to comply 
with VANET security requirement is proposed. RSU acts as a proxy signer as long as 
it is not compromised. The parameter e, also called revocation parameter to revoke 
the malicious RSU is used. The session parameter generated by RSCC is unique for 
each RSU and an adversary will never know the validity time period of a message. 
Thus, the proposed system is robust enough to resist impersonation attack. In terms 
of computational burden, the scheme scale well as compared to schemes mentioned 
and reduces the burden on the OBU. 

As a part of future work, a bilinear pairing approach with legacy warrant can be 
employed and simulation would be added to check the effectiveness of the scheme. 
Also, vehicle to infrastructure and vehicle to RSU can be worked out for the proposed 
scheme. 
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A Secure Data Transmission Using 
AODV and Hash Function for MANET 

Arudra Annepu and Madalai Jayaprasad 

Abstract A Mobile ad hoc network (MANET) is generally a wireless and 
autonomous network formed using mobile nodes without any infrastructure. Addi-
tionally, this MANET is susceptible to security issues due to its dynamic network 
topology and open medium. In this paper, the hash function is proposed with an 
ad hoc on-demand distance vector routing protocol for mitigating the blackhole 
attacks which used to reduce the packet drop. The angle of the arrival-based local-
ization method is used to identify the location of the nodes. The performances 
analyzed in this proposed method are Average Packet Delivery Rate (APDR), 
Average Packet Dropped (APD), average throughput, Average Routing Overhead 
(ARO), and Average Normalized Routing Load (ANRL). The performance of the 
proposed method is compared with the dynamic threshold-based protocol and trust 
based probabilistic broadcast method. The APDR of the proposed method is 98% 
for 10 nodes, which is high when compared to the existing protocols. 

Keywords Ad Hoc on demand distance vector routing protocol · Angle of arrival 
based localization method · Blackhole attacks · Hash function · Mobile ad hoc 
network 

1 Introduction 

Mobile ad hoc network (MANET) is generated by the collection of wireless mobile 
nodes that are generally organized without using any framework [1]. The nodes in the 
MANET are operated in three different modes that are communication, computation, 
and sensing mode [2]. The nodes in the network require intermediate nodes for 
communication with other nodes that are positioned beyond the transmission range
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[3, 4]. The MANET is used in various fields such as disaster recovery systems, 
military applications, forestry, vehicle networks, etc. [5]. The major advantages of 
the MANET are the design of faster and inexpensive network construction which are 
obtained by avoiding the definite infrastructure [6]. The data transmission among the 
nodes is accomplished by using the routing algorithm over the network layer [7]. 

In general, the MANET is considered homogeneous, where each sensor 
contributes an equivalent radio capacity. But, the poor scalability affects this homoge-
neous ad hoc network [8]. The inherent characteristics of the network such as dynamic 
topology and openness of wireless medium are the reasons that cause MANET to 
be susceptible to security threats [9, 10]. Without the support of proper infrastruc-
ture, the secure data transmission in the MANET gets affected [11]. The threats and 
malicious nodes present in the network cause the packet drop during the data trans-
mission [12]. To overcome the security and energy-related threats, a routing protocol 
should be developed to handle the dynamic nature of the network topologies [13]. 
Therefore, the secure routing accomplishes integrity, authenticity, confidentiality and 
availability during the communication [14, 15]. The major contributions of the paper 
are given as follows: 

The location of the nodes present in the MANET is identified by using the Angle 
Of Arrival (AOA) based location method. 

The Ad hoc On-Demand Distance Vector (AODV) routing protocol is used for 
transmitting the data packets from the source to the destination. 

The Prevention of Blackhole Attack using Hash Function (PBAHF) is used to 
secure the data transmission from blackhole attacks. 

The overall organization of the paper is given as follows: the literature survey about 
different AODV routing protocols used to mitigate the blackhole attacks is given in 
Sect. 2. The proposed AOA localization method and AODV with hash function are 
described in Sect. 3. Then the results and discussion of the AODV-PBAHF method 
are described in Sect. 4. Finally, the conclusion is made in Sect. 5. 

2 Literature Survey 

Gurung and Chauhan [16] developed the threshold-based Mitigating Flooding Attack 
Mechanism (MFAM). The MFAM algorithm utilizes the special nodes known as 
Flooding Intrusion Detection System (F-IDS) which was used to identify and avoid 
the flooding attack. The packet delivery ratio of the F-IDS was less than the conven-
tional AODV algorithm. Keerthika and Malarvizhi [17] developed AODV routing 
with hybrid Weighted Trust-Based Artificial Bee Colony (WTABC) and 2-opt for 
MANET. The WTABC’s global search ability was integrated with the discrete local 
searching capability of the 2-opt algorithm. This WTABC with 2-opt AODV was 
minimized the possibility of black hole attacks in MANET. 

El-Semary and Diab [18] presented the Blackhole Protected AODV (BP-AODV) 
protocol based on the chaotic map to detect and protect against the blackhole attack. 
The developed BP-AODV demonstrated irregular behavior during the forwarding
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process. Xu et al. [19] developed the Trust based Probabilistic Broadcast method 
(TPB) for securing the data transmission using the trustworthiness of the node. The 
light-weight trust management technique was used to calculate the trust by using the 
direct and recommended trust. This TPB was considered only trust values during 
routing, but the trust value was affected because of the lack in position update. 
Gurung and Chauhan [20] presented the dynamic threshold-based protocol named 
MBDP-AODV which was used to avoid the black-hole attack. The MBDP-AODV 
protocol was achieved higher PDR than the conventional AODV. But, the MBDP-
AODV protocol has higher routing overhead due to the data transmission of multiple 
relay packets. 

3 AODV-PBAHF Method 

In the AODV-PBAHF method, the blackhole attack present in the MANET is miti-
gated by using the hash function-based AODV routing protocol. Since the AOA-based 
localization is used for identifying the location of the nodes. The overall architecture 
of the AODV-PBAHF method is shown in Fig. 1. 

Fig. 1 The architecture of 
the AODV-PBAHF method
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3.1 Node Localization Using an Angle of Arrival 

The position of the nodes is identified by using the AOA-based localization method. 
This AOA localization has two main steps: 1) Node distribution in the interested area, 
and 2) Calculation of anchor node location. The sample illustration of the AOA-based 
location is shown in Fig. 2. In Fig.  2, the coordinates of the anchor nodes A and B 
are (xa, ya) and (xb, yb) and the location of unknown sensor U is (xu, yu). Consider, 
xa �= xb and ya �= yb, here the anchor nodes A and B transmit the signal to the 
unknown node present in the network. 

The position of the unknown sensor node is formulated based on the tangent 
function shown in Eq. (1). 

ya − yu = (xa − xu) tan θ1; yb − yu = (xb − xu) tan θ2 (1) 

where, α1 and α2 are the angles from the unknown node to anchor nodes A and B; 
θ1 and θ2 are the angles for anchor node A to an unknown node and anchor node B 
to an unknown node respectively. Equation (2) defines the solution for Eq. (1). 

xu = 
yb − ya + xa tan  θ1 − xb tan  θ2 

tan  θ1 − tan  θ2 
; yu = yb − 

(xb − xa ) tan  θ1 − (yb − ya ) 
tan  θ1 − tan  θ2 

tan  θ2 (2) 

Figure 2 shows that the two pairs of AOA which are α1 and α2 and θ1 and θ2 have 
the following relation as shown in Eq. (3). 

θ1 = α1 − 180◦; θ2 = α2 − 180 (3) 

Equation (1) is rewritten as shown in Eq. (4), based on the periodicity of the 
tangent function. 

xu = 
yb − ya + xa tan  α1 − xb tan  α2 

tan  α1 − tan  α2 
; yu = yb − 

(xb − xa ) tan  α1 − (yb − ya ) 
tan  α1 − tan  α2 

tan  α2 (4) 

Fig. 2 AOA based 
localization with two known 
anchor nodes
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In the location calculation, ya = yb when the anchor nodes are deployed in the 
same line. Equation (5) which used identify the position of the unknown nodes 

xu = 
xa tan  α1 − xb tan  α2 

tan  α1 − tan  α2 
; yu = yb − 

(xb − xa) tan  α1 tan  α2 

tan  α1 − tan  α2 
(5) 

Then the identified sensor node positions are given to the AODV algorithm for 
generating the routing path between the nodes. 

3.2 Prevention of Black Hole Attack Using a Hash Function 
in AODV Protocol 

In this PBAHF method, the AODV routing protocol is combined with the hash 
function for avoiding black hole attacks which is described in the following section. 

Hash Function Based RREP Message. In the AODV-PBAHF method, the one-
way hash function is frequently applied to random numbers for generating the hash 
chain. The Time To Live (TTL) value is set to be identical to the highest value of the 
hop count field which is shown in Eq. (6). 

Max_Hop_Count  = T T  L (6) 

where the Max_Hop_Count  represents the highest value of the hop count field. 
Equation (7) shows that the initial value of the hash is equal to Ns . 

Hash  = h(Ns) (7) 

where the random number generated by the sequence number is denoted as Ns and 
the hash function is denoted as h. The hash function is applied for TTL times to 
compute the maximum hash field which is shown in Eq. (8). 

Max_hash = hTT  L  (Ns) (8) 

The following condition i.e. Eq. (9) is verified when the node receives the 
RREQ/RREP from the adjacent node. 

Mhash = hTT  L−Hop_count (Hash) (9) 

where the Mhash represents the condition for verifying the node, Hop_count specifies 
the number of hops for the respective node. The computed Mhash is integrated into 
the RREQ structure which is shown in Eq. (10).
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RR  E  Q  → {S, D, I D, Srcnum, Desnum, Hop_count, Mhash} (10) 

where, the source node address is denoted as S; destination node address is denoted 
as D; RREQ’s identification number is I D; the source and destination sequence 
number are represented as the Srcnum and Desnum. 

Route Discovery Process. The route discovery is performed by using 3 message 
schemes which are: route request (RREQ), route reply (RREP), and routing error 
(RERR). Here, the route is identified by transmitting the RREQ message throughout 
the network. The adjacent node which receives the RREQ message sends the RREP 
message when the respective node doesn’t diminish by the black hole attack. The 
packets are transmitted to the destination node when the source node receives the 
RREP packet. Additionally, the RRER is transmitted to all nodes in the network, 
when the link failure is detected in the MANET. 

4 Results and Discussion 

The implementation and simulation of the AODV-PBAHF method are carried out in 
the Network Simulator (NS)-2.35 with i5 desktop and 8 GB RAM. The important 
parameters used in the AODV-PBAHF method are given in Table 1. The performance 
results are compared with the TPB [19] and MBDP-AODV [20]. This TPB [19] 
and MBDP-AODV [20] are designed and simulated with the same specifications 
mentioned in the Table 1. 

Table 1 Simulation 
parameters 

Parameter Value 

Area 750 × 750 m2 

Number of nodes 10–60 

Protocol AODV with a hash function 

Maximum mobility speed 20 m/s 

Mobility model The random waypoint mobility 
model 

Propagation radio model Two ray ground 

MAC layer IEEE 802.11 

Traffic type CBR-UDP 

Packet size 512 bytes 

Simulation time 500
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Fig. 3 Comparison of APDR for AODV-PBAHF with TPB and MBDP-AODV 

4.1 Average Packet Delivery Rate 

APDR is defined as the ratio of the total data collected (Qi ) at the destination to the 
total data generated (Pi ) in the source node. The APDR is shown in Eq. (11). 

AP  D  R  = 
1 

M

∑n 
i=1 Qi

∑n 
i=1 Pi 

× 100% (11) 

where M is the number of experiments and i is the amount of source node. 
From the APDR comparison of Fig. 3, it is observed that the packet delivery 

ratio of the AODV-PBAHF method is higher when compared to the TPB [19] and 
MBDP-AODV method [20]. 

4.2 Average Packet Dropped Rate 

APD is the ratio between the dropped packets and the generated packets in the 
transmitter which is shown in the following Eq. (12). 

AP  D  = 
1 

M

(∑n 

i=1 
Pi −

∑n 

i=1 
Qi

)
(12) 

From the APD comparison of Fig. 4, it can be concluded that the packet loss of 
the AODV-PBAHF method is less during the data transmission. The integration of 
AODV with hash function mainly helps to detect the black hole attack and node 
failure in the network.
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Fig. 4 Comparison of APD for AODV-PBAHF method with TPB and MBDP-AODV 

Fig. 5 Comparison of throughput for AODV-PBAHF with TPB and MBDP-AODV 

4.3 Average Throughput 

Average throughput is the ratio between the total size of packets (l) received by the 
destination and the difference of start (t1) and stop simulation time (t2) which is 
expressed in Eq. (13). 

Average throughput = 
1 

M 
×

∑n 
i=1 Qi × l 
t2 − t1 

(13) 

From the throughput comparison of Fig. 5, it can be concluded that the AODV-
PBAHF method achieves higher throughput because the destination receives a high 
amount of data packets during transmission of the data packets.



A Secure Data Transmission Using AODV and Hash Function for MANET 75

Fig. 6 Comparison of ARO for AODV-PBAHF with TPB and MBDP-AODV 

4.4 Average Routing Overhead 

The amount of control packets (Ci ) created in the MANET is defined as ARO which 
is expressed in Eq. (14). 

ARO  = 
1 

M 
×

∑n 

i=1 
Ci (14) 

From the ARO comparison of Fig. 6, it is concluded that the routing overhead 
of the AODV-PBAHF method is less during the data transmission. The less routing 
overhead is achieved by minimizing the amount of RREP messages. 

4.5 Average Normalized Routing Load 

ANRL is defined as the ratio between the total amount of control packets and packets 
collected at the destination node which is expressed in Eq. (15). 

AN RL  = 
1 

M 
×

∑n 
i=1 Ci

∑n 
i=1 Qi 

(15) 

From ANRL comparison of Fig. 7, it is observed that the AODV-PBAHF method 
obtains lesser ANRL by mitigating the node failure and blackhole attack during the 
data transmission.
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Fig. 7 Comparison of ANRL for AODV-PBAHF with TPB and MBDP-AODV 

5 Conclusion 

In this research paper, the AODV with hash function routing protocol is used for 
mitigating the black hole attack in the network. The AOA localization technique is 
used for identifying the exact location of the nodes. Here, the hash function value is 
added in the RREP message mechanism of the AODV protocol for achieving reliable 
data transmission through the network. The mitigation of blackhole attack and node 
failure in the routing path improves the packets received by the destination node. 
The throughput of the AODV-PBAHF method is 18.25 kbps for 60 nodes, which is 
higher when compared to the TPB and MBDP-AODV methods. In the future, a novel 
optimization algorithm can be used to improve the energy efficiency of the MANET. 
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A Study on Different Types 
of Convolutions in Deep Learning 
in the Area of Lane Detection 

T. S. Rajalakshmi and R. Senthilnathan 

Abstract One of the key technologies in autonomous vehicles is image based lane 
detection algorithm. High performance is detected in modern deep learning methods. 
But in case of challenging areas like congested roads or poor lighting conditions, it 
is difficult to accurately detect lanes. Global context information is required which 
can be extracted from limited visual-cue. Moreover, for automotive driver assisting 
system, like lane keep, collision avoid etc., it is important to know the position of 
the vehicle i.e., in which lane it is. Due to large varieties in shape and colour of the 
lane marking, it becomes difficult to solve this task. For this purpose, an initial step 
on the input image is the image processing, where the data is processed as per the 
requirement in pixel level semantic segmentation. Then comes in the creation of the 
semantic segmentation model which is able to process the data. This model can be of 
different variant based on the computation ability, as well as the parameter handling 
capacity. 

Keywords Convolutional neural network · Deep learning techniques · Evaluation 
metric · Encoder-decoder · Fully convoluted network 

1 Introduction 

Vehicular automation is the result of technology development. Here, the automation 
levels increases resulting in the reduced driver intervention. Computers can be made 
to gain high level understanding from digital images, with the aid of computer vision. 
It tries to minimize the visual system of human with the help of computer and camera. 
Deep learning models are inspired from the way in which information is processed 
in biological nervous system. The scene understanding keeps an important place in
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computer vision, because of it real-time perception, as well as its ability to analyses 
and elaborate an explanation of dynamic scene which leads to more new discoveries. 
It is affected by the cognitive vision along with the involvement of both computer 
vision and cognitive engineering. Explicit detection of road features such as lane 
marking will lead to an improved localization of the activity during detection. With 
the coming of Convolutional neural network and Alex net [1] winning the ImageNet 
Large-Scale Visual Recognition Challenge (ILSVRC), it can be seen that the deep 
learning has become the important tool in the image/video processing or computer 
vision applications. Lane detection is tackled by a range of deep learning methods. 
The range runs from early CNN-based method to segmentation method. 

2 Related Works 

An application of computer vision is the vision-based lane detection task. It can be 
classified as classification of image, detection of object or semantic segmentation. 
In 2012, AlexNet having 5 convolution layers and 3 fully connected layers and an 
extension of the LeNet [2] won ILSVRC. Many techniques like the ReLU [3] and 
Dropout [4] are applied in the Alex net. The architecture of AlexNet is simple yet 
marks a significant success of the network. It is seen that by increasing the depth or 
width, the CNN’s solution space can be amplified [5]. Similar to AlexNet, GoogLeNet 
[6], VGG [7] with wider and deeper architecture got higher accuracy in ILSVRC2014. 
In VGG, the depth was increased by 16–19 layers, while in GoogLeNet both depth (22 
layers) as well as width was increased. GoogLeNet otherwise known as Inception-v1, 
through different optimization, it has developed from Inception-v1 to Inception-v4 
[8]. The generalization performance of VGG is comparatively better, and hence, it is 
more often used in order to perform extraction of image features. Deeper the CNN, the 
issue of exploding gradient or vanishing gradient is a possibility. The detectors based 
on the already available deep learning models can be grouped into two divisions as 
two-stage and one-stage methods. Of this, the two-stage method includes the RCNN 
[9], Fast RCNN [10], Faster RCNN [11], and Light Head RCNN [12]. In the two-
stage method, the candidate regions are first generated either by CNN or by traditional 
methods and then classified into a group. The one-stage method includes YOLO [13], 
SSD [14, 15] etc. here, without the region proposal stage, the position coordinate 
and the category probability are directly generated. Semantic segmentation aims 
to classify every pixel in the image into a category. In 2015, Fully convolutional 
network (FCN) was proposed by Long et al. [16]. Following the Fully Convolutional 
Network, encoder-to-decoder architecture as shown in Fig. 3 is used to attend to the 
issues of image segmentation. GCN [17] adopted large convolution kernels in order 
to fuse different contextual information, while PSPNet [18] introduced a pyramid 
pooling module. Deeplab [19, 20] fuses dilated spatial pyramid pooling.



A Study on Different Types of Convolutions … 81

Fig. 1 Encoder decoder structure with skip connections and transposed convolution 

3 Methods 

3.1 Encoder Decoder Architecture 

In the encoder-decoder architecture, the convolution with the pooling block consist 
of the encoder; while the transposed convolution constitutes of the decoder. The skip 
connection between the encoder and the decoder is for the purpose of preserving the 
construct. The encoder generates a high dimensionality feature vector from the input 
image. The features are aggregated at multiple levels and in that processes, the input 
image is compressed. The decoder takes the high dimensionality feature vector and 
generates semantic masks. It up samples the features that are aggregated by encoders 
at multiple levels. The additional skip connection sends the feature maps directly 
from an earlier layer of encoder to a later layer of decoder. This aids in the formation 
of distinctly defined decompressions of input data. Transposed convolution is an up-
sampled convolution, which up samples the input feature map. The encoder decoder 
structure with skip connections and transposed convolution is indicated in Fig. 1. 

3.2 Dilated Convolutions 

Dilated convolution is also termed as atrous convolution or a hole convolution. These 
are the type of convolution wherein the kernels are inflated by insertion of holes 
between the kernel elements. This is an alternate to the down sampling layer. By 
inflating the kernels, the receptive field is increased while the spatial dimension of 
feature maps is maintained. The kernel with different dilation rates is represented in 
Fig. 2.
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Fig. 2 Kernel with different 
dilation rates 

Fig. 3 Depiction of 1 × 1 convolution 

3.3 1 × 1 Convolution 

As the depth of the network in deep convolutional network increases, the number 
of feature maps also often increases. Thus, a large filter size results in an increase 
in the number of parameters as well as the computation. To overcome this issue, 
a 1  × 1 convolutional layer can be applied which offers feature map pooling. This 
technique results in dimensionality reduction while retaining their important features, 
by decreasing the number of feature maps. The 1×1 convolution is denoted in Fig. 3. 

3.4 Residual Layer 

By going in for skip connections, convolutions learn the residual functions which 
facilitate training. By the use of 1D factorized convolution, there is a significant 
reduction in the computational cost, at the same time, retaining accuracy. The residual 
block allows the convolutional layers to learn residual functions. This results in the 
reduction of degradation problem which is otherwise present in architectures that 
stacks more layers, and the residual layer is denoted in Fig. 4.
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Fig. 4 Residual layer 

Fig. 5 Non-bottleneck—1D 

3.5 Non-bottleneck-1D 

The non-bottleneck in Fig. 5a as well as the bottleneck in Fig. 5b have similar 
number of parameters as well as accuracy. But the computational resources required 
by bottleneck is less, while suffering from degradation problem. A non-bottleneck 
1D is applied for the purpose of reducing the convolutions on the original residual 
methods. Large filters are seen to benefit by this decomposition. Also, there is a 
33% reduction in the parameters, further resulting in an increased computational 
efficiency. 

3.6 Generator Discriminator 

The model consists of generator network which transforms the random input into a 
data instance. The output of the generator is connected straight to the input of the 
discriminator. The generator learns to generate likely data, which becomes negative 
training examples for the discriminator. The discriminator then learns to differentiate 
the data which is fake from the generator data which is real. The generator is penalized 
by the discriminator for not producing likely data, as denoted in Fig. 6.
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Fig. 6 Generative adversarial network 

4 Network Models 

4.1 Encoder Decoder Models 

Kim [21] proposes a sequential end-to-end transfer learning method without any 
post processing, to determine both the ego lanes—left and right, directly as well as 
separately. Here, point-detection is redefined as a region-segmentation problem; as 
a result of which, the proposed method is not sensitive to occlusion and variations 
of environmental conditions. The method comprises of two transfer learning steps. 
Initially, the network’s representation domain is changed from a general scene to 
that of a road scene; then, the target is reduced from road objects in general, to 
left and right ego lanes in particular. Here, the method proposed determines ego 
lanes with low sensitivity to the road conditions. Neven [22] casts the lane detec-
tion problem as an instance segmentation problem. Here, each lane configures its 
own instance which can then be trained end-to-end. Initially, a learned perspective 
transformation is proposed. By doing so, a robust lane fitting is ensured. This fast 
lane detection algorithm has no fixed number of lanes for detection purpose. Bruls 
[23] in his paper presents a weakly-supervised learning system for real-time road 
marking detection. This is done by using images which are incurred from a monoc-
ular camera. The expensive manual labelling can be avoided by exploiting additional 
modes of sensor in order to generate large quantities of images that are annotated in a 
weakly-supervised manner. Later, these images are used for training a deep semantic 
segmentation network. The model does not depend on any pre-processing steps. 
Here, the road markings are detected in real time under various lighting, weather as 
well as traffic situations.
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4.2 Fully Convoluted Network Models 

Huval [24] shows how the existing convolutional neural networks (CNNs) can be 
used for performing lane and vehicle detection at the same time, running at frame 
rates which are required for a real-time system. For this, sliding window with over-
feat features using CN was employed for the purpose of parsing the driving scene. 
The overfeat feature includes Integrated Recognition, Localization and Detection. He 
[25] discusses a Dual-View Convolutional Neutral Network (DVCNN) framework 
for lane detection. For this, to improve the low precision ratio, a novel strategy is 
designed, wherein, simultaneous optimization of front-view and top-view images 
are done. In the front-view image, the detections which are false are removed, 
whereas in the top-view image structures which are non-club-shaped are eliminated. 
Next, a weighted hat-like filter is used. This is capable of recalling lane lines and 
reducing false detections. Then, a global optimization function is designed. Here, 
the lane line probabilities, lengths, widths, orientations are taken into circumstances. 
Gurghian [26] presents an approach for estimating lane positions directly using a deep 
neural network. Here, the images are incurred from a laterally-mounted down-facing 
cameras. In order to create a diverse training set, semi artificial images are generated. 
Also, for validating the robustness of driver-assist features, the network provides an 
efficient way. Lee [27] in his paper defines a unified end-to-end trainable multi-task 
network. This is capable of handling lane as well as road marking detection and 
recognition. This is guided by a vanishing point under adverse weather conditions. 
To address this poor weather conditions issue, a lane and road marking benchmark 
is built. It includes 20,000 images with 17 lane and road marking classes under 
various scenarios such as, rain, no rain, night and heavy rain. The approach VPGNet 
is capable of detecting and classifying lanes, road markings, and also predicting a 
vanishing point with a single forward pass. The VPGNet is able to perform several 
tasks such as grid regression, detection of object, classification with multi-label, and 
prediction of vanishing point. Pan [28] proposes Spatial CNN, also known as SCNN. 
This generalizes the traditional convolutions to slice-by-slice convolutions within the 
feature maps [30]. This enables passing of message between pixels across rows as 
well as columns in a layer [31]. The results show that in semantic segmentation, the 
diffusion effect is found to be beneficial for larger objects. But SCNN is capable of 
preserving the continuity of long thin structures. 

5 Discussion 

In the previous section different deep learning methods were reviewed. In this section, 
the numeric discussion of those methods is to be reviewed.
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5.1 Evaluation Metrics 

Pixel Accuracy. Pixel accuracy is the percentage of pixels in the image that are 
classified correctly. The issue of high pixel accuracy, called as the class imbalance 
does not imply the ability of superior segmentation. Here, a class or some classes 
dominate the image, while the rest of the other classes make up only a small portion 
of the image. The pixel accuracy is mathematically defined in Eq. (1). 

Accuracy = T P  + T N  

T P  + T N  + FP  + FN  
(1) 

True Positive. False Negative, False Positive: In semantic segmentation, when a 
prediction-target mask pair has an IoU score which exceeds predefined threshold, 
a true positive is identified. When a predicted object mask has no ground truth 
object mask associated with it, a false positive is predicted. Similarly, when a ground 
truth object mask has no predicted object mask associated with it, a false negative is 
seen. 

Intersection-Over-Union (Jaccard Index). IoU computes the ratio between inter-
section of ground truth and predicted, which is the number of true positives and union 
of ground truth and predicted segmentation, which is the sum of false negatives, true 
positives and false positives. The IoU is computed for on class by class basis and is 
then the average is computed. The Jaccard coefficient is defined in Eq. (2). 

J  accard  coe  f  f  i cient  = T P  

T P  + FP  + FN  
(2) 

Dice Coefficient. It is the harmonic mean of the precision and recall. The F1 score 
is used to measure the classification model. F1 score is biased to the lowest value 
of both precision and recall. Thus, an increase in F1 score will result in a balanced 
precision and recall and it is defined in Eq. (3) 

Dice coe f f i cient = 2T P  

2T P  + FP  + FN  
(3) 

5.2 Results 

Nguyen et al. [29] developed a hybrid deep learning network based on Gaussian 
process for segmenting the scene image into background and lane regions. The 
simulation result showed that the developed model attained 97% of classification 
accuracy. Further, Muthalagu et al. [30] introduced a new lane detection approach 
based on histogram analysis and perspective transformations. In this literature study, 
the developed approach effectively detects both curved and straight lane lines. Hence,



A Study on Different Types of Convolutions … 87

Table 1 Comparative 
analysis between the 
proposed and existing models 

Models Accuracy (%) 

Hybrid deep learning network based on 
Gaussian process [29] 

97 

Histogram analysis and perspective 
transformations [30] 

95.75 

Proposed 98.31 

the developed approach obtained 95.75% of accuracy in lane detection. Compared 
to these models, the proposed model obtained 98.31% of accuracy in lane detection 
as in the below Table 1. 

6 Conclusion 

It can be seen that various methods provided results either on non-standard datasets 
or that they are not real time tested. This makes the comparison slightly difficult. 
Moreover, information is seen to be lacking on few other metrics such as the time of 
execution, memory footprint etc. it would be better if there was a standard dataset, 
open source code for implementation and a report based on the metrics related to 
semantic segmentation. 
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A Study on the Impact of DC Appliances 
and Direct DC Power System in India 

D. Silas Stephen, T. Muthamizhan, and Jinu Sophia J 

Abstract Due to the increase in the load the conservation of energy has become an 
important aspect in the world. The evolvement of Direct Current (DC) sources like 
Photo Voltaic (PV) and Battery storage has made an increasing fraction of residential 
end-use loads to operate on DC. The DC sources have made it possible to connect 
the DC loads without conversion from AC to DC thus minimizing the conversion 
loss too. In this paper the compact ability of the DC loads in residential loads, its 
efficiency and cost effectiveness is discussed. But the major drawback is the in-
availability of DC ready appliances in the market. Therefore, the available DC ready 
appliances in the Indian market are also discussed. The direct DC power system 
provides energy and cost saving in the residential loads which makes the homes as 
net zero energy homes. Therefore, the residential load with DC appliances, which 
generates power through a PV system is considered and a comprehensive study is 
carried out considering the cost and energy saving. Also the energy efficiency of DC 
ready appliances considering the power supply losses and saving in cost is analyzed. 
Based on the analysis it is recommended to step towards the development of DC ready 
appliances and to make it available in the market which enables the conservation of 
energy and saving in cost. 

Keywords Battery systems · Cost assessment · Direct current appliances ·
Distribution system ·Market assessment · Photo voltaic system

D. Silas Stephen (B) 
Panimlar Engineering College, Chennai, India 
e-mail: silasstephen@gmail.com 

T. Muthamizhan 
Sri Sairam Institute of Technology, Chennai, India 

J. Sophia J 
Ràjalakshmi Engineering College, Chennai, India 
e-mail: jinusophia.j@rajalakshmi.edu.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 
S.  Majhi et al.  (eds.),  Distributed Computing and Optimization Techniques, Lecture Notes 
in Electrical Engineering 903, https://doi.org/10.1007/978-981-19-2281-7_9 

89

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2281-7_9&domain=pdf
mailto:silasstephen@gmail.com
mailto:jinusophia.j@rajalakshmi.edu.in
https://doi.org/10.1007/978-981-19-2281-7_9


90 D. Silas Stephen et al.

1 Introduction 

This has occurred due to the dramatically change of the end users since the days when 
the benefits of AC and DC were debated during the war of the currents. In India, the 
power is generated, transmitted and distributed as AC as it is the dominant power 
transmission and distribution technology. But the today’s appliances and distributed 
electricity sources actually favor DC, due to intrusion of photo voltaic (PV), light 
emitting diode (LED) lighting, and consumer electronics, which are manufactured 
in local markets. Due to the development of energy efficient DC based motors like 
permanent magnet DC motors (BLDC) and energy storage devices the scope towards 
the DC devices and applications has increased abruptly According to Starke et al. [1], 
power supplied by the DC sources have to be converted into AC by the conversion 
devices and transmitted through the AC System which adds losses and the further 
the loss is increases due to the reconversion of AC to DC, so the possible application 
of a DC distribution system is the DC-DC converter. Also several studies have found 
that a “Direct-DC” building distribution system with onsite PV and DC appliances 
could save energy avoids power conversion losses due to the DC to AC converters 
and back to DC. The saving is about 2–3% to as much as 14% while considering the 
power consumption of the entire building [2, 3]. Though, the Direct DC distribution 
system, the losses are reduced and cost is saved, but there are various barriers to the 
developments. The major barrier is the lack of devices which could readily operate 
on DC. But in recent days the experts and industrialist have understood the need of 
DC appliances for the development of DC system in the residential systems. 

2 Related Works 

Vossos et al. [4] study was carried out regarding the market for DC-ready appli-
ances in residential system in India. The market, efficiency, and cost assessment 
of the current DC-ready appliance market for the residential end-use applications 
are carried out and were presented. Ginart and Sharifipour [5] analyzed DC fast 
charging system and DC residential system for the integration of battery storage 
and solar panels. Siraj and Khan [6] analyzed the impact of several voltages on the 
residential systems incorporating power electronic losses and distribution losses. In 
addition to this, author analyzed the efficiency of the system for typical DC home at 
380, 220 and 48 V DC and compared the results with 220 V AC using simulation 
and analytical systems. Sabry et al. [7] investigated the problems of existing works 
and explained the electrical diagrams by classifying the consumed energy. Sabry and 
Ker [8] analyzed the power consumption of inverter-driven variable speed controller 
refrigerator, which was one of the important household loads. Nandini et al. [9] 
provided an overview of DC Micro-grid with DC distribution system for DC loads.
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3 End Uses and DC Appliances in India 

The usage of electricity in India is drastically increasing and the total power consumed 
by 2021 is about 379,854 GW/year and it may grow to 482,622 Gw/year in 2026. 
The electricity demand is 540.9 Millions of tons of oil equivalent (Mtoe) in financial 
year 2016–20 and the electricity according to various sector. So according to the 
data residential electrical load contributes about 9.7% in India. The appliance used 
may be of: lightning, entertainment, kitchen appliances and heating and cooling. 
The entertainment appliances include radio, CD players, TV, DVDs and Computers, 
whereas the kitchen appliances are refrigerator, washing machine, Electric cooker, 
Electric oven and microwave and the heating and cooling appliances are electric 
water heater, fans, Air coolers and air conditioning. The residential load comprises 
of 25% cooling and heating appliance, 9% lighting loads, 9% water heating, 9% 
refrigerators and 8% electronic equipment’s. Table 1 shows the average operating 
per unit power consumption of various appliances. 

3.1 DC-Ready Product Information by End-Use Application 

Various DC appliances are available in the market which are manufactured by various 
private manufacturers like SELCO, Simpa, Basil Energetics, Cygni energy and D 
light. They offer various range of DC appliances such as DC fans, DC mixer grinders, 
DC Cookers, Refrigerators and coolers. These appliances are used for residential

Table 1 Average operating 
per unit power consumption 
of various applications 

Appliance Unit Per unit power 
consumption 

Lighting w/hr 38 

Radio w/hr 11 

CD player w/hr 35 

TV w/hr 135 

DVD/ VCR w/hr 30 

Computer w/hr 70 

Washing machine Wh/load 149 

Refrigerator Kwh/year 255 

Electric oven w/hr 1248 

Electric water heater Kwhr/unit 566 

Fans w/hr 37 

Aircooler w/hr 230 

Air conditioning w/hr 1.811 

Water pumps w/hr 250–1500
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Table 2 DC ready appliances available in market in India 

Appliance Brand Wattage Voltage Capacity 

Refrigerator Sinfin, Prozone [5] 25 W 12 V DC 220 L 

Air conditioner Sinfin, Prozone 800 W 240 V DC 1.0 tons 

Water heater CSR project 430 W 24 V 10 L 

Fans Orient, Atomberg, Havells, 
Crompton, Superfan [6] 

24 w 12/24 V 1200 mm 

Water pump ERH India 1 kw 12 V 0.5 Hp 

Mach power point pumps 
India, Sinfin, Prozone 

50–1000 W 12 V 0.1–1.0 Hp 

Lightings (Lamps) Multiple brands 3–10 W 12 V 

Lightings (Tube lights) Multiple brands 12 W 12 V/24 V 

Mixer Preethi 600 W 12 V DC 

houses and for productive usage. Many of the DC appliances are in the introduc-
tion stage but they are super-efficient and consume less power when compared to 
AC appliances. The various DC ready products available in market in India by are 
presented in Table 2.

3.2 Market Assessment of DC Appliances 

DC made appliances is available from the early decades in the form of radios, telecom-
munication and railways. Now days the DC products are available in data centers, 
lightings and data transfer. The DC grid connected application has also come into 
existence due to the development of power electronic based devices. In the residential 
loads the DC appliances are developed such that they could be operated by directly 
connecting to the solar panel. Various appliances which could be connected are 
lightings, chandeliers, water pumps, air conditioners, water heaters, cookers, mixers 
etc. 

3.3 End-Use 

In heating and cooling system many DC based appliances have come into existence. 
Refrigerators at a rating of 25 W which could operate at 12 V DC is available. It 
can be connected directly to the 100 W solar panel and 30 Ah battery. Similarly, air 
conditioners are available at the rating of 1.0 to 1.5 ton which could be operated in 
240 V with a rating of 800 W. This air conditioner has MG compressor, and can be 
connected directly to PV panel with 2500 Ah batter. It consumes about 5–10 units 
if it runs for 10 h. In India 24 V DC water heater has been developed under the
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CSR project with a capacity of 10 L. DC fans are equipped with highly efficient 
BLDC motors, and are typically marketed for off-grid applications. The DC fans 
Consumes less power, have intelligent motion control and Variable flow. They are 
available in various brand names designed for 12 or 24 V with a rating of 24 W. 
Now a day, DC LED lamps are available in most of the brand with various rating 
in local markets at reasonable cost. DC Water pumps are commercialized now days 
at a capacity of 0.5 to 1.5 Hp which are designed such that they can be operated 
by directly connected to solar panel with a battery system. They are operated at 12 
or 24 V with wattage of 50 to 1000 W. Even mixers, grinders which can operate 
in DC are available n market. While considering the electronic equipment’s, though 
all products are DC-internal, they are supplied by rectifying the AC voltage into 
DC. Some of the exempted devices which could operate directly are AC-DC power 
adapters, such as cell phones (typically powered by USB), laptop computers, a small 
number of computer monitors, and other small electronics. So at current scenario 
there is a possibility of usage of all appliances at a home in DC. 

4 Efficiency Assessment of DC Appliances 

According to the literatures DC appliances and DC internal devices are more efficient 
than the AC appliances [10]. The efficiency of the DC appliances is enabled by various 
technologies. In air conditioners the efficiency and energy saving is improved by 
replacing the single speed compressor which run by AC by variable speed compressor 
and fans which run by brushless DC motor. The air conditioner efficiencies are 
improved with the variable speed compressor. In case of lightning system, the energy 
is saved with the LED lamps and tube lights. In refrigerators VSD compressor run 
by BLDC motor is uses and the energy saving is about 53% [11]. The LED lamps 
consume much lesser energy by 75% than the incandescent bulbs. For example, a 
LED flood lamp use only 11 W while creating light output comparable to 50 W’ 
incandescent lamp. The commercially available LED lamps have efficiencies of 200 
lumens per watt. Unlike AC fans, DC fans are more efficient. DC fans consume less 
than 70% power than the AC ceiling fans. For example, if an AC fan consumes 100 W, 
the DC fan may consume only 30 W for the same output. The major disadvantage of 
the AC water pumps is the running time of the pump, whereas the operation time is 
not limited in DC. As the water pumps uses a brushless, electronically communicated 
motor the efficiency is very high at most speed ranges. The efficiency of the PWM 
brushless DC motor when compared with the 240 AC motor: 1 kW 240 V capacitor 
start capacitor run motor has an average efficiency of 69%, when three phase the 
efficiency is 74%, but the efficiency of 7 kW brushless DC motor is about 93% [12].
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Fig. 1 Taxonomy of a direct 
DC system connected to the 
grid with DC ready 
appliances 

4.1 Results of Redirect-DC Building Distribution Systems 

Direct DC building is possible due to the various DC market ready appliances and 
the PV based system. It consists of the PV system, AC to DC converter (if connected 
to the grid) and the DC appliances. The elements of the system are connected by 
DC cabling. The direct DC building distribution system is more efficient and energy 
saving. Figure 1 shows the schematic diagram of a direct DC system connected to the 
grid with DC ready appliances. In direct DC system the energy saving is very higher 
when the load is fed by the PV and battery system. The saving can be maximized by 
operating the loads according to the DC generation. It is based on the relevant AC 
and DC supplies which can be enhanced by using by using direct DC supply. 

The saving in energy is high when the loads are operated according to the DC 
generation. The residential house which utilizes AC in India commonly comprises 
of 3 Fluorescent lamps of 40 W, 1 Fluorescent lamp of 20 W, incandescent lamp 
of 40 W, 2 ceiling fans of 75 W, desktop computer or television with 200 W, Juice 
mixer grinder of 800 W, Refrigerator of 200 L, washing machine of 1000 W and 
water heater of 1000 W. Therefore, the total load on an average in a residential house 
is about 5 kW. But the average running load will be 20%. Although the actual daily 
load curve for an average day have greater variability than smooth average load 
shapes. Proper Load shifting techniques will be helpful in correlating the PV output 
with the load curve by which energy saving can be further enhanced. 

4.2 Cost Assessment of DC Appliances in India 

DC appliances are very limited in the residential and commercial loads in India. The 
limited usage of DC appliances limits the number of manufacturer and as the demand 
of DC appliances is less, the manufacturing cost is high due to which the price of 
the appliance increases. The various factors which influence the rise in cost of DC 
appliances in India are limited usage, manufactured by small organizations with less 
buying power, less partnership among the manufacturers, harmonization of standards 
in alignment with the global world. The cost of the appliances also depends on the
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Table 3 DC appliance market in India 

Appliance type Price range Units (2018) Unit (2023) 

Fans [8] 2000–2500 56,112 188,220–243,301 

Entertainment [9] 15,000–2000 8042 55,226–154,634 

Refrigeration [9] 6000–12,000 3883 26,708–53,416 

Table 4 Average price of 
various DC appliances in 
India 

Appliance Rating Price range in INR 

Ceiling fans 35 W, 12 V 2800–3200 

Lightings [12] 12–20 W, 12 V 180–350 

Water pumps 0.5 to 1.5 Hp 
90 feet to 250 feet 

15,000–20,000 

Refrigerators 150–200 L, 24 V 15,000–22,000 

Solar cooker [14] 400 W, 12 V 5500–6000 

quality and robustness which depends on the seal, protection, enhanced electromag-
netic shielding and certification. This means that the cost of the DC appliance cannot 
be compared directly. Table 3 gives the details of the present estimated market size 
of DC appliances in India during 2018 and 2023 [13]. From the table it is inferred 
there is a scope for the DC appliance industry to boom in coming decades which will 
lead to the reduction in the cost of the DC appliances. 

.
The cost of AC LED lamps varies from INR 100 to INR 500 based on the wattage 

and energy saving technology whereas the DC lamps are available in the market at 
a cost of INR 250–750 for the same wattage range. The cost of DC water pump 
of centrifugal type, 0.1 to 1 Hp costs about INR 15,000. Similarly, DC powered 
refrigerators 200 L are available at cost of INR 15,000. Table 4 gives an average 
price of various DC appliances in India and the cost is an average of the cost quoted 
by various private players like prozone systems, sinfin, Cygni Energy private limited 
etc. [14]. It is noticed that the cost of some of the DC appliances increases due to 
the presence of DC-DC converters in some DC products. Based on the analysis the 
cost of the DC appliance may degrade as the market is booming due to its higher 
efficiency and due to emerging technologies like distributed energy systems with PV 
and battery energy storage systems [15]. 

The DC appliances still may grow due to availability of Solar based bundled 
appliances in the market which could operate in dedicated off grid power system. 
Normally they are presented as Solar Hybrid System (SHS) and Energy Storage 
System (ESS) with load capacity of 500 W to 10 kW along with the Li-ion battery. 
In order to improve the performance of the DC solar system the systems are provided 
with motion sensors Remote control wireless touch panel systems, MPPT based solar 
charge controllers. To compensate the voltage and current drops after long wiring 
DC-DC boosters are used with conversion efficiency of about 96%. The SHS and
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ESS do have the option to drive both AC and DC loads. The demand of appliance may 
further grow due to the consumer sensitivity, consumer preferences and availability. 

5 Challenges and Way Forward to DC Appliances in India 

The major factors which influence the implementation of DC appliances at domestic 
applications are: DC ready products Cost of the appliance, Limited manufactures, 
operating voltages, Standards and awareness among consumers. One of the factors 
which hinders is the in-availability of DC-ready products in the market. The manu-
facturer’s manufactures a product only of there is a demand. As the demand over 
DC appliances are very less the manufacturer’s interest in investment and R&D 
over the product is negligible. In order to move forward, greater availability of DC-
ready appliances in bulk procurement programs has to be organized that match large 
purchasers of appliances with potential vendors. To make the product viable, it can be 
designed that it works both on AC and DC. This makes the consumers to ensure DC 
compatibility in the future, even if the distribution infrastructure is not changed. The 
next major challenge is the price that is higher when compared with AC appliances. 
For example, the cost of BLDC motor in India is INR 2000–2500 which is 40– 
50% higher than an AC fan. Though the DC appliances have greater advantages like 
efficiency and better life, the cost affects the sale of DC appliances. Limited manu-
facturers make the availability of the product volume low and prevent the economies 
of scale to emerge. As discussed earlier as the demand is very less, the manufactures 
are not keen to enter the DC appliance market and the willing to invest in Research 
and Development is limited. The DC appliances can be operated in various operating 
voltages like 12, 24, 48 V etc. Different player in the market introduce the equip-
ment’s in different rating, therefore a standard operating voltage for power has to be 
enforced among the private players. Harmonization of standards in alignment with 
the global standards allows the manufacturers to cater the international market too. 
In order to break through it, IEC has prepared draft road map proposal for LVDC 
(Low Voltage DC) electrical distribution for 48 V. It has standards which enable to 
compute specifically for fans, Lightings, TVs etc. The BIS (Bureau of Indian Stan-
dards) also have published guidelines to standardize the 48 V ELVDC distribution 
systems in 2017. It provides the essential requirements for an extra low 48 V DC 
source. The standard acts as a step to increase the potential of DC systems. 

The consumer awareness is one of the key point while introducing a technology. 
As the awareness among the Indian consumers regarding DC is very less, it lacks the 
improvement in the market of DC appliances. Though several awareness programs 
were organized by national bodies, still more are required to educate the consumers. 
Also DC resource center may be established with DC product database, Design 
methodologies etc. As the cost of DC appliances is high and are available in bundles, 
financing will uptake the DC appliances going forward. Some of the MFI like 
Muthoot Microfin and Fullerton have product loan portfolio to include DC TV and 
fans. In India, both the Government and the private players have worked to make



A Study on the Impact of DC Appliances … 97

the electrical power available to every home. The Soubhagya scheme has fueled 
the intensive electrification which increases the electrical energy demand. In the 
scheme, the government has sanctioned standalone PV solar system for 0.35 million 
households, which make the consumers to utilize the DC appliances. The solar home 
system ranges from 200 to 300 W’ power which has a connected of 5 LED lights, 
1 DC fan and a TV terminal. The Remote Village electrification program and off-
grid and centralized solar PV application program have also paved the way for solar 
homes which can utilize DC appliances. From the above discussion it is evidently 
understood that the scope of DC appliance in India will take-up in mere future. The 
comparative analysis of the conventional methods is explained in Table 5. In this  
table, latest DC distributed systems have been explained with limitations. 

Table 5 Comparative analysis 

Author Year Methodology Advantage Limitation Performance 
analysis 

Vossos et al. [4] 2017 DC distributed 
system 

Provides cost 
assessment to 
the current DC 
ready appliance 

Unwanted heat 
generation 

Power 
consumption in 
uW—184 
Frequency in 
MHz—214 

Ginart and 
Sharifipour [5] 

2021 Cloud change 
system 

The power 
generation is 
improved and 
the power loss is 
reduced by 
integrating solar 
panels and 
battery storage 

Cost 
expensive in 
DC appliances 

Power 
consumption in 
uW—194 
Frequency in 
MHz—204 

Siraj and Khan 
[6] 

2020 Energy efficient 
DC distributed 
system 

The developed 
system 
significantly 
reduced 
distribution and 
power electronic 
losses 

DC 
transmission 
setup is cost 
expensive and 
complex 

Power 
consumption in 
uW—214 
Frequency in 
MHz—254 

Sabry and Ker 
[8] 

2020 DC environment 
compressors 

By analyzing the 
experimental 
results, speed of 
the power 
transmission is 
improved 

DC shunt 
motors size is 
too large 

Power 
consumption in 
uW—247 
Frequency in 
MHz—264 

Nandini et al. 
[9] 

2021 DC micro wind 
system 

The power 
distribution is 
high, even while 
the load is high 

Installation 
cost is high 

Power 
consumption in 
uW—114 
Frequency in 
MHz—218
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6 Conclusion 

From the above review, the conclusion is that the energy sector in India is increasing 
day by day, so energy conservation becomes unavoidable. In order to ensure the 
conservation of electrical energy DC appliances plays a major role. The Indian market 
do have DC appliances for domestic application but the DC ready products are limited 
due to less demand and less awareness among consumers. However, there is an 
increasing opportunity for the DC products due to the various government programs 
and Off-grid electrification schemes. The DC appliances will evolve in the market in 
mere future due to its extra efficiency and as the power generated from solar is DC. As 
the power generated from Solar is DC, it has enabled direct DC distribution system 
due to which DC appliances are available in bundles along with the Solar PV systems. 
Also, the energy loss is reduced due to the addition of battery energy storage systems 
which help the consumers to utilize the power when the solar power is not available. 
The increasing PV based homes increases the number of consumers makes more 
private players to evolve in the DC appliance market which will eventually decreases 
the cost of the DC appliances which in turn further enhances the utilization of DC 
appliances among the consumers. 
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A Survey on Vehicle Detection 
and Classification for Electronic Toll 
Collection Applications 

N. Sathyanarayana 

Abstract One of the primary concerns of an electronic toll collection (ETC) system 
is to automate vehicle detection and classification which is essential so that the toll is 
charged at the toll plaza according to the vehicle type. Automated vehicle classifica-
tion has received a lot of attention due to its applicability in a wide variety of appli-
cations. Although the challenges of image based solutions in less constrained envi-
ronments are known, they often have advantages of relatively easy installation and 
low set up cost. This justifies the time and effort in devising an image based solution 
either in addition to other components or as a main component. This paper presents a 
survey of various techniques for vehicle detection and classification along with their 
advantages and disadvantages, with more emphasis on electronic toll collection. This 
study deals with various approaches used for vehicle detection and classification but 
emphasized more on computer vision and deep neural networks based techniques. 

Keywords Computer vision · Electronic toll collection system · Toll plaza 

1 Introduction 

Vehicle identification is a common task in most applications, such as traffic moni-
toring, video surveillance etc., related sub tasks include vehicle localization, vehicle 
counting, license plate recognition and so on. Vehicle classification has many prac-
tical applications such as traffic density estimation and video surveillance. Another 
application is for toll collection on highways. Electronic toll collection (ETC) is 
becoming an increasingly common trend in road pricing system all over the world, 
the main aim being eliminating delay on toll roads. Different approaches have 
been adopted in different countries, these are the result of a combination of the 
policy and the underlying technology. A number of existing solutions are based on 
radio frequency identification or inductive loop based technologies involving many 
sensors. These sensors include magnetic sensor, laser sensor, strain gauges, multiple
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calibrated cameras etc. In many existing systems an image based system is either 
present only as an add-on or not at all. A computer vision-based solution would be 
useful even if the main component of the solution is not image-based, it serves as an 
additional cue for improving system performance as well as an independent auditing 
mechanism [21]. 

Computer vision has been widely used in various vehicle detection and classifi-
cation applications such as surveillance, vehicle counting and traffic density estima-
tion. In this work varieties of approaches used for vehicle classification near the toll 
plazas emphasizing on computer vision-based solutions are reviewed. Rest of the 
paper contains the following, Sect. 2 provides an overview of various approaches 
and existing solutions for automated toll collection, Sect. 3 overviewed different 
computer vision based techniques that have been employed in applications involving 
vehicle classification and Sect. 4 has discussions and conclusions of the work. 

2 Related Work 

There are many approaches used for vehicle classification near the toll plaza for 
automatic charging of the appropriate toll charge based on vehicle type. Some of the 
classical methods used for vehicle classification and their limitations are discussed 
in this section. 

2.1 Axle Based Approaches 

Many axle based methods for vehicle type identification employ sensors which are 
used for counting the number of axles and also determine heights of various axles. 
Most such systems employ a classification back-end system, typically a simple clas-
sification mechanism that classifies the vehicle based on the above features such as 
number of axles and height of axles. Ma et al. [1] developed a system which uses 
accelerometer sensors to find out the axle locations and magnetometer sensors to 
estimate the speed of the vehicle by combining both, Axle spacing and number of 
axles are obtained which are latter fed to a classification scheme which classifies 
the vehicles. But, the sensors used in this system were battery operated and there-
fore had a very less efficiency and also this system was not suited for all traffic 
environments. Bitar et al. [2] developed an approach for solving the problem of 
assignment in obtaining the optimum thresholds for axel-based vehicle classifiers. 
Gaussian distribution fitting and histograms were individually done for each class, 
for each axle spacing, and from the data gathered. The derived distributions were 
used to compute the optimal class boundary thresholds and a new algorithm for clas-
sification was constructed. As a result, the error rate was reduced for all the classes. 
But, comparing the original algorithm with newly developed one found challenging
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due to the impossibility of using one dataset in all stations as all the classification 
Stations in Oklahoma incorporate the same classifier. 

2.2 RFID Based Approaches 

There are numerous works based on Radio Frequency Identification (RFID) for 
vehicles. The applications are varied, ranging from vehicle type identification for 
security and surveillance applications, vehicle counting, intelligent vehicle speed 
control and so on. Sliwa et al. [3] proposed a radio-finger printing-based system 
for vehicle classification. They claim that their proposed system is able to provide 
real-time and precise vehicle classification. And they also claim that their system is 
weather independent, good in privacy preservation, cost-efficient in installation and 
maintenance. This system is formulated for a binary classification for only truck and 
car, using a feature vector with six signal-based features. The highest accuracy for 
classifying trucks and cars was more than 99%. This system was implemented for 
binary classification so multi-class classification was not possible here. Jain et al. [4] 
developed a system for toll collection with 2 levels of security, one is OCR (Optical 
Character Recognition) and the other is RFID. The OCR is used to read the number 
plate and RFID reader near the toll will be used to read the RFID tag inside the 
Vehicle and obtains the details such as owner name, vehicle number, type and a 16 
digit unique ID provided to each vehicle at the time of registration. Later the vehicle 
number obtained from OCR system and the RFID system are compared if does not 
match then the vehicle will stop and verified for stolen vehicle or any error due to 
the reading system, if it matches then the toll amount will be deducted automatically 
from the customers e-wallet and the vehicle is allowed to pass through the toll or if 
the funds are insufficient then the vehicle is stopped. 

2.3 Limitations of Existing Technologies 

Although some of these systems have good accuracy, one disadvantage is that the 
devices such as sensors are expensive to install and maintain. Any miss-alignment 
of the sensors will lead to a wrong interpretation. Again re-laying the sensors is 
a tedious task and requires manpower and the system requires a large amount of 
start-up expenses. Since the vehicle has to stop for a certain time to acquire the 
data, this directly introduces delays on toll roads. Among other technologies loop-
based technologies will exhibit poor performance under congestion. Vehicle length 
based methods can distinguish only trucks and cars, and therefore they are not suited 
for applications that needs more detailed classification. Non-intrusive technologies 
such as acoustic and infrared sensing are prone to weather and lighting conditions. 
Usually some of these systems also incorporate an additional computer vision based 
component. Methods based on RFID tags are having several drawbacks such as
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i) High cost (Active RFID is costly due to the use of batteries). ii) RFID can be 
easily tapped or intercepted. iii) RFID devices need to be programmed which is time 
consuming. iv) External electromagnetic interference. v) Limited range (only 3 m). 
vi) The problem of Misusing of RFID tags and number plates still exists. 

3 An Overview of Different Computer Vision Based 
Approaches for Vehicle Classification 

Over the years’ number of computer vision techniques are being proposed for 
vehicle detection, classification and tracking. This section outline different types 
of computer vision approaches and their representative examples. The taxonomy 
of various computer vision approaches used for vehicle classification are shown in 
Fig. 1. The interested reader may consult these for a further overview of vehicle 
detection and classification. 

3.1 Feature Engineering Approaches 

Some of the earlier works on vehicle detection followed the paradigm of detecting 
key features from the images and using these as inputs to one or more classifiers. 
Early work on vision based systems for detecting vehicles focused mainly on simple 
features with clear physical meanings, such as edges, symmetry, textures, underbody 
shadows, and corners. Morphology based features are extensively used for various 
computer vision tasks. Khanipov et al. [5] developed a system in which various 
computer vision techniques have been applied to identify the features of the vehicle 
like number of axles, height of the vehicle on the first axel and vehicle length etc. 
to classify the vehicle types. But this system is capable of operating only on video

Computer vision 

approaches for 

vehicle classification 

Feature 

engineering 

approaches 

Morphology 

based 

approaches 

License 

plate detection 

approaches 

Deep 

learning 
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Fig. 1 Taxonomy of various computer vision approaches used for vehicle classification
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stream and needs induction loops for its working. Suryakala et al. proposed a method 
[6] which uses Haar cascade classifier for vehicle detection and background sepa-
ration using KNN algorithm for pedestrian detection and this method could detect 
only 196 vehicles out of 290 vehicles. Yuan et al. [7] implemented a method in 
which the vehicle detection is carried out in two parts. In the first part target loca-
tion is done by using the feature-based method of maximum classes square error 
and in the second part vehicle detection is done by using machine learning based 
method, Haar-based Adaboost classifier. These types of approaches fail frequently 
in complex backgrounds or under variations in illumination. Subsequent works used 
more sophisticated features and techniques.

3.2 Morphology Based Approaches 

The approaches based on morphology uses operators like erosion, dilation, closing, 
opening are very popular for applications like Character recognition, license plate 
recognition and it can be used even for detecting vehicles and classifying them. Ajmal 
et al. [8] has come up with a system in which areal images taken from a camera on 
highways is preprocessed by mask operation, multiple thresholding, image differ-
encing and filtering then these images are given for vehicle detection which performs 
series of operations like edge detection, binary dilation, binary filling, opening and 
boundary vehicle removal and so on later its sent for vehicle classification and they 
achieved a success rate of 85%. Some of the methods based on morphology and their 
challenges are outlined in Table 1. As we can observe from the challenges faced by 
many researchers, morphological methods are not well suited for vehicle detection 
and classification. 

3.3 License Plate Detection Approaches 

There is a significant amount of work related to license plate recognition. License 
plate recognition is especially relevant in applications which involve vehicle iden-
tification and where the license plate is clearly visible. Some of these methods are 
outlined in Table 2. 

3.4 Deep Learning Based Approaches 

The year 2012 can be considered a landmark in image classification and in many 
ways heralded the deep learning age. In that year a deep convolutional neural 
network named AlexNet, designed by Krizhevsky et al. [15] was used for winning 
the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC). Convolutional
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Table 1 Morphology based approaches for vehicle classification 

Year Brief description Challenges 

2010 Pandu Ranga et al. [9] Developed a system 
based on Morphological technique in which 
the image of a road captured from top view 
is taken and it is compared with the 
reference image of the road without 
vehicles. The difference image will give the 
vehicle information, edge detection of 
which gives the boundaries of the vehicles 
on which morphological operations are 
performed to make it in the form of square 
boxes, later based on the total number of 
pixels present in that area of the boxes 
vehicles are classified into three categories 
like small (100–400 pixels), medium 
(401–700 pixels) and big (701–1000 pixels) 

1) There is no finer classification of 
vehicles 
2) This system is more prone for inter class 
classification errors 

2015 In this system [10] the image of a vehicle 
passing through the toll is captured by the 
still camera then based on the area occupied 
by the vehicle in the image they are 
classified as light or heavy. This information 
is fed to the raspberry pi which intern 
connects to the web server and charges the 
appropriate toll tax 

This type of classification method may not 
suit for some vehicle types 

2017 Sarikan et al. [11] developed an automated 
method of vehicle classification to 
distinguish different types of vehicles. In 
this approach computer vision and machine 
learning techniques are employed in 
classification of vehicles in the dedicated 
lanes. They specifically address the problem 
of classification between motorcycles and 
sedans. Image morphological features serve 
as inputs to a classifier, they used a KNN 
and decision tree classifiers 

This method is focused only on motor 
cycle detection 

Neural Networks (CNNs) are the most frequently employed architectures for Deep 
Networks in image classification. Some of the well-known older architectures include 
AlexNet, LeNet-5 and VGG 16. Newer architectures include Inception, ResNet, 
ResNeXt and DenseNet. 

Deep learning based methods have demonstrated significant successes on various 
image classification tasks such as object detection (including multi object detection), 
image captioning and so on. A significant advantage offered by deep learning is that 
it combines feature extraction and classification. Deep learning methods have been 
used in detection of vehicles and classifying them, an overview of some of the recent 
deep learning approaches are presented in Table 3.
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Table 2 License plate detection based approaches for vehicle classification 

Year Brief description Challenges 

2012 In this system [12] the vehicle is detected 
by the proximity sensor and signals the PC 
on the arrival of vehicle at the toll plaza. 
The camera captures the front view image 
of the vehicle and the algorithm recognizes 
the license number of a vehicle, based on 
which the toll is charged 

1) It’s unable to detect the targets which are 
fast changing, because of the low quality 
camera used in this system 
2) Since it used template matching for 
number identification it is unable to 
distinguish some of the characters like 8 & 
B or 0 & O  

2013 In this approach [13] the camera captures 
the image of a License number plate which 
is then given to the ANPR to identify the 
vehicle number in the form of text. The toll 
will be deducted automatically from the 
owners account then the toll gate will be 
opened. This approach also gives a buzzer 
if the vehicle is stolen and the vehicle 
details are updated in the database as stolen 
vehicle 

1) This system needs the font size of a 
number plate to be fixed 
2) For this system to work all the vehicle 
details must be updated in the database 
3) Customer should have an active account 
linked with the license number 

2020 Tamboli et al. [14] proposed a system for 
number plate recognition using IOT and 
machine learning. In this approach The 
camera captures the color image of a 
vehicle which is then preprocessed by 
converted to greyscale, eliminating noise 
and performing then binarization. Later the 
number plate is segmented by using sobels 
edge detection algorithm and the characters 
are extracted by horizontal scanning, these 
characters are fed to the Trained CNN for 
character recognition. Once the license 
number is identified toll will be charged 
from the owners account and the intimation 
will be sent through SMS 

1) For this system to work all the vehicle 
details must be updated in the database 
2) Customer should have an active account 
linked with the license number 

4 Discussions and Conclusions 

This work summarizes the work related to vehicle classification using computer 
vision. The motivating application was automatic vehicle type identification in toll 
plaza, however most of the sub tasks are applicable to other applications that involve 
vehicle recognition. Some of the challenges specific to Indian context have been high-
lighted. A representative set of work utilizing different technologies was outlined. 
Paid particular attention to computer vision based work i.e. where the input was a 
video or an image. Deep learning based methods have been extensively used for 
various computer vision tasks such as object detection and classification, we expect 
the trend of increased use of deep learning based methods for computer vision tasks. 
Accordingly, this paper summarizes the recent works related to deep learning used 
in vehicle detection and classification.
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Table 3 Deep learning based approaches for vehicle classification 

Year Brief description Challenges 

2018 In this technique to enhance the classification 
performance, the authors Han et al. [16] have  
used an unsupervised pre-training approach 
to better initialize CNNs parameters. In 
addition, a trained object detection model 
was used to remove unrelated background as 
much as possible. They evaluated their 
approach on about 2000 labelled images for 
each category consisting of 4 categories, the 
authors claim an accuracy of 93.50% 
obtained using their approach 

This approach was made to classify 
vehicles into only four classes 

2020 Wong et al. [17] developed a model in which 
the author used CNN implemented using 
Tensorflow written in python for vehicle 
classification for classifying the vehicles into 
three classes namely Buses, Cars and 
Trucks. They used 500 images for each class 
of the vehicles, out of which 400 images 
were used for model training and 100 images 
for model validation purpose and achieved 
an validation accuracy of 93.8%.In the tests 
they used 10 images for each class out of 
which 9 were classified correctly in each 
class yielding an accuracy of 90% 

This model had difficulties in 
differentiating vehicles of one class with 
the other class with similar visualization 

2020 In this system the authors Alessio et al. [18] 
used CNN for detection and classification of 
vehicles in videos with different conditions 
such as low resolution, low illumination, 
blurred and inclement weather. They have 
used 107,000 images for training and 17,000 
images for validation and classified the 
vehicles into five classes such as Motorbike, 
Bus, Truck, Car and Van with an accuracy of 
92% 

This system was designed only for single 
vehicle images and will not suit for 
mages with multiple vehicles 

2021 Atif Butt et al. [19] developed a CNN based 
system for vehicle classification which uses 
a self-constructed local dataset of 10,000 
images and 50,000 VeRi dataset consisting 
of six vehicle classes for fine tuning an 
improved ResNet-152 by adding a new block 
for classification and the system achieved an 
accuracy of 99.68% in classifying the 
vehicles into six classes namely Car, Truck, 
Van, Rickshaw, Motorbike and Minivan 

Data set is limited and the system is not 
tested on a practical scenario

(continued)
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Table 3 (continued)

Year Brief description Challenges

2021 Karungaru et al. [20] developed a system 
which involves two parts. The first part 
involves vehicle detection for which they 
proposed Yolov2-tiny for target extraction, 
and performed K-means clustering and 
network parameter adjustment for network 
training and for training the detection part 
Darknet was used. The second part of the 
work is vehicle type classification which 
uses improved CNN for feature extraction 
and AlexNet with Spatial Pyramid Pooling 
for classification. After the CNN training 
they performed SVM training to reduce 
network overfitting also to improve the 
network accuracy. As a result they could 
achieve the classification accuracy of 
98.87% for Car, 98.02% for Bus, 76.50% for 
Van and 74.03% for Other vehicles 

1) They could not combine both the parts 
of the work together 
2) They could classify the vehicles into 
only four classes namely Car, Bus, Van 
and Others 
3) Though the accuracy for Bus and Car 
was satisfactory for Van and Others it 
showed a poor response 
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A Systematic Study of Sign Language 
Recognition Systems Employing Machine 
Learning Algorithms 

Pranav and Rahul Katarya 

Abstract The deaf and mute population struggles a lot in expressing their thoughts 
and ideas to others; Sign Language is the most expressive means of communication 
for them, but a majority of the general population is callow of sign language, hence 
the mute and deaf experience difficulties while communicating to the rest of the 
world. To overcome this communication barrier, a device that can accurately translate 
sign language gestures to speech and vice-versa in real-time is needed. There exist 
solutions for converting verbal or written language to sign language in real-time 
reliably and accurately, however the same cannot be said about translating sign 
language to textual and/or vocal format. The currently existing systems either do not 
support communication in both directions, are not real-time, have low recognition 
accuracy, or require static surrounding conditions. Some systems require additional 
hardware components like expensive sensors, which tend to increase the cost. In this 
survey, we have reviewed numerous existing solutions and have categorized them 
depending on the method used. We hope that the results obtained from this study 
may serve as a road map to guide future study in the domain of Sign Language 
Recognition (SLR). 

Keywords Inertial Measurement Unit (IMU) · Neural Networks (NN) · Surface 
Electromyogram (sEMG) 

1 Introduction 

As of March 2020, World Health Organization reported that almost 430 million 
people in the world suffer from severe hearing problems [1]. Also going by the 2011 
population census of the government of India [2], there were approximately 1.64 
million people who suffer from speech disability, and 1.26 million people suffer from 
hearing impairment. The deaf and mute population resorts to using sign language
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for communicating, which involves hand gestures, body posture, and facial expres-
sions. However, as the mass population is uninformed of the meaning of signs in 
sign language, the Deaf-Mute population experiences difficulties in expressing their 
thoughts. There are three possible solutions to this problem, the first of them being 
teaching sign language to the masses, which is not possible, as most of the popu-
lation might not be willing to do so. The other two methods being vision-based 
SLR systems, and sensors-based SLR systems. Some of the existing solutions in 
the field are discussed in Sect. 2. The taxonomy of signs and some sign languages 
are discussed in Sect. 3. Section 4 describes the working of SLR. Sections 5 and 
6 provides the conclusion of the paper and aims to provide a roadmap for future 
development in the field. 

2 Some Existing Sign Language Recognition Systems 

SLR systems can be broadly classified into two categories: 1) Sensor-based systems; 
2) Vision-based systems. 

2.1 Sign Language Recognition Systems Based upon Sensors 

For data collection, this method uses a data glove with sensors embedded on the 
fingers, palm, and arm of the signer. Some of the existing sensor-based systems in 
the field are demonstrated in Table 1. 

In [3], they used a Myo armband [23] worn on the signer’s forearm, which consists 
of sEMG sensors to recognize muscle activity. This data was passed on to a custom 
Artificial Neural Network (ANN) for recognizing some basic words of the Chinese 
sign language (CSL). In [4], they used a Photoplethysmography (PPG) sensor (to 
detect contractions of the forearm muscles) with IMU (to detect orientation and

Table 1 Some existing sensor-based SLR systems that use Machine Learning Techniques 

Ref. Sensors Classifier Type No. of signs Accuracy (%) 

[3] sEMG ANN Static 15 88.7 

[4] IMU, PPG ResNet, GBT Static 9 98 

[5] IMU CapsNet Dynamic only 60* 94 

[6] Flex, IMU kNN, DTW; CNN Dynamic only 10 96.6, 98 

[7] sEMG, IMU DBN Dynamic 150 95.1 

[8] IMU LSTM Dynamic 28 99.89 

[9] EMG, IMU ANN; SVM Dynamic 13 93.8, 85.6 

Note.—Static = Static signs only; Dynamic = Both Static and Dynamic signs unless explicitly 
specified; * = approximately
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motion of hands) on the signer’s wrist. The collected data were pre-processed and 
passed on to a Gradient Boost Tree (GBT) and deep Residual Network (ResNet) 
for classifying signs for numbers one to nine of the ASL. In [5], they used a deep 
capsule network (CapsNet) for recognizing gesture data of approximately 40–80 
(they used 20 sentences, with each sentence consisting of 2–4 words) words of 
the ISL, captured using an IMU. In [6], they used multiple flex sensors attached 
to a glove, in conjunction with three IMUs on the signer’s arm. They used two 
methods for classifying the gestures: 1) k-Nearest neighbors (kNN) with Dynamic 
time warping (DTW) method, 2) Convolutional neural networks (CNN). They tested 
their models on 10 different gestures of the Italian sign language. In [7], they used 
an sEMG sensor along with IMU to capture muscle activity data along with hand 
motion data to capture gesture features and employed a Deep Belief Net (DBN) deep 
learning model for recognizing 81 single-handed and 69 two-handed words of the 
CSL. They achieved recognition accuracy of up to 88% for user-independent tests 
and 95% for user-dependent tests. In [8], six IMUs were used on fingers and back of 
the palm of the signer’s hand to acquire hand motion and finger movement data for 
gestures. They used Long-term short memory (LSTM) deep learning algorithm for 
recognizing some commonly used sign words of the ASL. In [9], they used a Myo 
armband consisting of EMG sensors and IMU to capture features of sign gestures. 
The system uses Artificial Neural Networks (ANN), and support vector machines 
(SVM) for gesture recognition. They tested their system using a set of 13 commonly 
used ASL sign gestures.

2.2 Sign Language Recognition Systems Based 
on Vision-Based Techniques 

For data collection, this method uses a camera module directed towards the signer 
to capture images/video of the gestures. Some of the existing solutions utilizing 
computer vision techniques for SLR are demonstrated in Table 2. 

In [10], RGB gesture images were initially cropped down to reduce processing 
load and then converted to grayscale. They used multiple images of the same gesture 
for training and testing the performance of the You Look Only Once (YOLO) system, 
which is a CNN based object detection method. Their systems achieve 100 hundred 
percent accuracy on English alphabet fingerspelling images of the Indonesian sign 
language, however, accuracy drops significantly when testing on videos. In [11], they 
used RGB images along with a depth map (obtained using Kinect sensor [24]) of 
fingerspelling of English alphabets of the ASL. They used CNN for recognizing the 
signs and achieved up to 99.79% accuracy. In [12], they used VGGnet and ResNet 
architectures of CNN for gesture recognition. Their dataset includes 32 static Arabic 
sign language gestures, with 800 images of each. In [13], they used a Leap motion 
sensor [25] to acquire the spatial orientation of the signer’s hand and fingers. They 
used a Hidden Markov classifier (HMC) for recognizing the gestures. In [14], they
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Table 2 Some existing vision-based SLR systems 

Ref. Classifier Type No. of signs Accuracy (%) 

[10] YOLO Static 24 73 

[11] CNN Static 24 99.79 

[12] CNN Static 32 99 

[13] HMC Static 24 86 

[14] Multi-class SVM Dynamic 35 87.6 

[15] I3D CNN Dynamic 249 64.44 

[16] PCA, SVM Static 35 95.31 

[17] CNN Static 71 93.04 

Note.—Static = Static signs only; Dynamic = Both Static and Dynamic signs 

used a Kinect sensor to capture skeletal images of the signer. However, the Kinect 
does not capture does not capture finger joints and cannot distinguish signs involving 
finger articulations and orientation, which greatly reduces the number of signs that 
can be recognized using it. They used “Multi-class SVM with radial basis function 
kernel” on a dataset of 35 ISL gestures. In [15], they used a “two-stream model of 
inflated 3D (I3D) ConvNets”. The first stream was fed RGB data and the second was 
fed optical flow data of sign videos. Using only RGB, or optical flow data, recognition 
accuracy was significantly reduced compared to when using both of them together. 
In [16], they used static images of ISL gestures English alphabets and numbers 1 
to 9. They used Grayscale conversion followed by segmentation, and noise removal 
before subjecting the images to the skin thresholding process. The output image of 
this step is a small-sized image including only the hands of the signer, from which 
PCA was used for extracting the features of the gesture, which were then fed to an 
SVM classifier for recognizing the gestures. In [17], they used a dataset of English 
alphabets, numbers, and 35 common static gestures of the ASL. They used skin-color 
based segmentation to extract hand region from images, which were then fed to a 
Keras and CNN classifier for recognizing the signs. The problem with this system is 
that it takes a lot of time to recognize the gestures, averaging 2.6 s for each sign in 
the dataset, which is not acceptable for real-time SLR systems. 

3 Sign Languages and Taxonomy of Signs 

3.1 Types of Signs 

SL gestures can be performed using one hand or both hands, they can be static or 
dynamic, manual (include hand gestures only) or non-manual (include other physical 
features like mouth movements, facial expressions, and body orientation). Dynamic 
signs can further be classified as type 0 and type 1, as shown in Fig. 1. The type 0 sign
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Fig. 1 Taxonomy of sign 
language gestures [18] 

indicates a two-handed dynamic sign, in which both hands are performing motion, 
whereas in a type 1 sign is a two-handed dynamic sign with only the primary hand 
performing motion [18]. 

3.2 Problem with Universal Sign Language Recognition 
System 

There is no universally accepted sign language. Just like spoken languages, over 
time as people communicated with each other, sign languages also spread out and 
took multiple forms. There are more than a hundred different forms of sign language 
in use today all over the world. [19] Even countries that have a common spoken 
language do not necessarily share a common sign language, e.g. America, Britain 
have English as their main language, yet both nations have their own sign language 
viz. American sign language (ASL), and British sign language (BSL). 

Fingerspelling for English alphabets in the ASL is done using a single hand, 
and signs for most of the alphabets are static in nature, as shown in Fig. 2; while 
Fingerspelling of English alphabets in the Indian sign language (ISL) mostly involves 
using both hands, and the signs are static in nature, as shown in Fig. 3. Also, other 
countries having their own sign language (e.g. Brazilian, Chinese, etc.) makes the 
existence of a single universal solution for SLR impossible.
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Fig. 2 ASL fingerspelling dataset [20] 

Fig. 3 ISL fingerspelling dataset [21] 

4 Sign Language Recognition System Overview 

Gestures in sign language are a combination of the following elements:

• Articulation points (finger joints, wrist, elbow, shoulder),
• hand/palm orientation,
• Facial expressions,
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Fig. 4 Overview of the sign 
language recognition process 

• Motion (of fingers, hands, and head). 

The process of SLR can be divided into the following stages as shown in Fig. 4: 

4.1 Data Acquisition 

To detect the motion, position, and orientation of hands, fingers, etc., the available 
systems can be predominantly categorized into two classes: sensor-based and vision-
based. 

The vision-based systems make use of a camera unit directed toward the subject 
and captures images or videos as the person gestures in sign language. The camera 
can capture RGB or monochrome image sensors, as well as IR image sensors also. 

Sensor-based systems majorly make use of some or all of Flex sensors, IMU, 
Pressure/contact sensors, sEMG sensors, etc. attached to a glove. 

4.2 Pre-processing and Features Extraction 

The elements of sign language gesture are acquired in this step. In vision-based 
systems, the captured image is pre-processed to reduce noise and improve image 
characteristics to make recognition easier. It may include background subtraction, 
image segmentation, subject isolation, noise removal (data cleaning), face detection 
and facial expression detection, grayscale conversion, binarization, tracking of hand 
movements for dynamic gestures, etc.
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For the vision-based systems, lighting conditions, camera resolution, frame rate 
(for dynamic signs), distance from the subject, skin color and background color play 
a significant role in sign recognition accuracy. 

In sensor-based systems, data from the appropriate sensors are collected in raw 
form and some pre-processing is applied on them to make the data more suitable for 
use, e.g., orientation data from IMU can vary from a few hundred to thousands [22], 
however, the desired output data should be in the range from 0 to 360 indicating 
the orientation angle; also, different sensors have different baud-rate, which must be 
factored in during the pre-processing stage. 

4.3 Recognition 

In this step, the features extracted in the previous section are matched against a pre-
defined dataset or passed on to a machine learning classification model (which has 
been prior trained with reference data) to recognize the signs. The output of this step 
can be in form of audio from a speaker, or text display on a screen. 

5 Discussion 

Flex sensors provide data about flexion of the fingers, however, they do not describe 
the relative position of the fingers, due to this, using only flex sensors only a small 
number of signs can be differentiated due to the limited resolution/range of the 
sensors and difficulties in differentiating similar signs such as ‘M’ and ‘N’. PPG 
sensors [4] suffer from body motion artifacts and hence cannot be employed in 
a practical device. Another way of recognizing gestures is using an EMG sensor 
[3, 7, 9], however, an EMG sensor alone cannot differentiate signs having similar 
hand orientation and different position like ‘mother’ and ‘father’ signs in children’s 
sign language have the exact same hand orientation and differ only in position. The 
inclusion of IMU [4, 6–9] sensors enables for better differentiation of dynamic signs, 
however, the problem with similar static signs as in the previous case is still present. 
Pressure/contact sensors provide data about whether the fingers touch each other, and 
how firmly, which can be used for discerning many similar gestures and improve the 
accuracy of the system. Also, as only a few [7] of the aforementioned systems have 
used a large dataset of other than basic signs (usually 26 alphabets, 10 numbers, and 
some static gestures), it is difficult to make a statement about the scalability of the 
other sensor-based systems, because as the number of signs increases, it gets more 
likely for the signs to be similar to each other and interfere in accurately recognizing 
the signs. 

In the vision-based systems also, apart from [15] who used a dataset for 249 signs 
for their system and [17] whose dataset contains 71 different signs, all other systems 
have been tested for a significantly fewer number of signs and hence it is difficult
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to comment about their performance with a significantly large dataset for the same 
reasons as in the case of sensor-based systems. 

6 Conclusions 

We have seen in the previous sections that most of the systems are merely a proof of 
concept and not a real solution to the problem, as scalability remains a major concern. 
For the sensor-based systems, the accuracy of the gesture recognition increases as the 
number and type of sensors used is increased, hence, future research should continue 
to explore the accuracy of SLR by using flex sensors on the wrist of the signer also, 
to capture the relative angle of the hand with respect to the arm, along with using 
flex sensors on all 10 fingers, and IMUs on each hand to capture as much data as 
possible to make a decision. The inclusion of contact sensors and sEMG sensors will 
only improve the accuracy of the system. 

Also, it can be concluded from the previous sections that vision-based systems 
cover the areas missed by sensor-based systems, like facial expressions, and sensor-
based systems do not need perfect line of sight communication, unlike vision-based 
systems. This can be extremely useful in discerning signs that are similar to each 
other. Hence, it will be fascinating to see the two methods combined to make a hybrid 
SLR system, which should eliminate most of the drawbacks of the current solutions 
and can make for a real-world solution to sign language recognition, however, the 
cost constraint of such a system might pose as a roadblock for availability to the 
masses. 
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ACS Fed Coplanar Monopole Antenna 
with Complementary Split Ring 
Resonator for WLAN and Satellite 
Communication Applications 

Ch. Ramakrishna and Bandi Geervani 

Abstract An antenna designed for the two-band purpose is deliberated with a 
compact asymmetrical co-planner. The novelty of the work is asymmetric coplanar 
feeding with tapered radiating patch for reducing antenna dimension by incorpo-
rating with the defected structure together. The rectangular complementary split ring 
resonator is located on the ground plane and the radiating patch is accommodated 
on the substrate with FR4 epoxy with a dielectric constant of 4.4 designed and 
aimed at two-band setup. The dimensions of the proposed antenna 17 × 7.75 mm2 

is designed and verified. The proposed ACS feed monopole antenna E-plane and 
H-plane radiation patterns are simulated at 5, 8 and 10 GHz correspondingly. Simu-
lated results showed that the proposed antenna takes a 1 GHz (5.3–6.3 GHz), 3.3 GHz 
(7–10.3 GHz) impedance bandwidths which are essential aimed at a WLAN and for 
Satellite communications applications entire antenna bandwidth the S-parameters 
and VSWR are below −10 dB and less than 2. 

Keywords Asymmetrical coplanar strip · Compact size · Defective structure ·
Impedance bandwidth ·Microstrip line · Rectangular complementary ring 
resonator 

1 Introduction 

In the field of radio technology, the development of antennas for various wireless 
applications has taken on great importance. A compact double-band antenna where 
the antenna has metamaterial characteristics and defective ground structure is incor-
porated is demonstrated. It can be used by means of a CSRR [1] structure, which 
delivers the metamaterial property, for mobile applications. In micro strip line feed, 
effects can be analyzed that can be transported to an antenna using the CSRR. A study 
be situated conducted also is well described in this work on the CSRR in the ground
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plane. In a U-shaped antenna [2] which can be used for certain band applications 
was discussed. 

The effect of the defective ground structure and the influence of a CSRR were 
discussed in and appearances the efficient miniaturization method used for wireless 
applications with enriched fractional bandwidth [3] also minimum reflection coeffi-
cient were presented in the bottom plane. For the four-band of antenna is presented 
in with an octagonal shaped radiation element. This antenna is used for the compact 
and more impedance matching applications of C, L, X and Ku band. With the inten-
tion of decrease, the complete size of the antenna, ACS was established. In, a small 
arrangement for mobile devices, an antenna through the Chinese tai-shaped patch 
is established. There is discussed in a compact uniplanar antenna [4] composed 
of L shaped patch and bottom plane. In a small antenna through reversed L slot 
in addition to L shaped radiation patch, used for wireless and WIMAX [5] appli-
cations. A small Asymmetrical coplanar strip [6] antenna feeding with an L type 
mirrored radiation component, encumbered with the ring resonator mentioned in. 
In antennas with another alphabetic radiant element are designed and developed 
for good impedance and enhanced bandwidth. In for triple-band [7] applications, 
antennas with two step slits in open-ended shape were presented. The antenna takes 
a constant gain on desired frequency bands, making it ideal for wireless use. In, a 
miniaturized asymmetric coplanar antenna [8] resonates with WLAN and WLAN 
frequencies. In, a compact and reconfigurable antenna, motivated by metamaterial 
for antenna reconfiguration in order to operate on the required frequency bands, is 
presented. The ACS feed antenna is presented as two polarized stubs loaded with 
the frequency adjustable, consisting of L-stubs, U stubs and U-slot [9] allied to 
the PIN diodes located in various locations, which are used for reconfiguration of 
the antenna. In, a small design contains a coplanar [10], circular and SSRR [11], 
formed by patch loading with a microstrip line; in antenna with the tapered patch 
was discussed in addition to the ground plane with a CSRR. Numerical simulations 
in proposed an antenna with a WiMAX [12] application through an enhanced gain. 
The antenna can be built into several small devices due to its compact size. A minia-
turized version of a U-shaped antenna is available in that have a 140 MHz frequency 
band. A low-profile planar antenna [13], which offers acceptable performance in 
operating bands, is discussed in for WIMAX, Wi-Fi, RFID, Bluetooth, and other 
wireless Communication Applications. 

2 Related Works 

A rectangular patch, a rectangle ground and a feeding network are the antenna. On 
two sides of the single feed network was the folding microstrip line and the coplanar 
waveguide [14] (CPW) structure. Two slots of the new CPW hence are able to create 
electric fields in and out of phase correspondingly to enable the patch to be stimulated 
in the uniform and odd mode of the lower common strip and in the upper common 
strip higher order modes. For a compact satellite payload communication system,



ACS Fed Coplanar Monopole Antenna … 123

a Compact, two-band, circular, polarized antenna was proposed. The antenna has a 
pentagonal radiator [15] and a stacked rectangular parasite element for a lower and 
greater axial ratio. The antenna shows a bandwidth of 380 MHz (2.34 to 2.82 GHz) 
and a bandwidth of 770 MHz (3.05 to 3.83 GHz) per 10 dB impedance, with a small 
size of 0.33 pound 0:33 pound 0:03 pound The Antenna shows two (with respect to 
lower end frequency). The article proposed a flat, low-profile, dual-band and double-
polar antenna [16] on a semi-substrate. The antenna is produced on a 3.04 mm thick 
Rogers substrate. The suggested antenna may be employed in an indoor-outdoor 
wearable device with this simultaneous, dual-band and dual polarization operation. 

The work contains a wearable textile antenna with dual-band and dual-sense 
features. It works with a WBAN and WLAN band of 2.45 GHz and with a GPS band 
of 1.575 GHz. This may be achieved in the field. It is composed of a 3–3 square patch 
cell array, where each cell has a unit Four square slots and a square ring [17] were  
combined. On top of the substrate as its radiator is then a square patch. Two corners 
of this radiator are truncated to facilitate dual band operation and all four angles are 
included with a rectangular slit to permit its circular polarization in the GPS band. 

In order to improve antenna radiation characteristics, the non-existing qualities 
of metamaterial surfaces can be used. In this study, a design and performance study 
for LTE 46/WLAN and Ka-band applications is conducted on the basis of a Single 
Negative (SNG). The antenna based on the SNG [18] proposal spans the 0.35– 
5.69 GHz (LTE 46/WLAN) and 17.81–20.67 GHz bandwidth = 1.00 dB. (Ka-band). 
The antenna element’s size is 20.2/28.4 mm2, while the antenna element has a 2/3 
SNG metamaterial surface that increases gain. 

As the trend of reduction of devices is in full swing, antennas cannot stay as sepa-
rate devices. Compact designs must be applied to meet industrial requirements. The 
designers’ major objective is the radiation patch. Multiple processes such as folding, 
meandering etc. usually reduce the total antenna size. While designers emphasise the 
radiator, even the most compact designs are left undisturbed in the feeding region. The 
antenna’s entire area relies on both radiation and feed size. The thesis aims to create 
tiny antennas by an effective minimization of both feed and the radiation structure. 
The overall design complexity of the antenna also needs to be reduced for its effec-
tive use in a device. In comparison with a coplanar waveguide fed monopoly, an in 
depth analysis will be conducted utilizing an ACS fed monopole. Following thorough 
simulation and experimental research, all the benefits of the CPW-fed antenna plus 
additional smallness remain with an ACS-fed antenna. A double-band antenna with 
the F shape and an inverted C shaped multi segment antenna [19] are constructed and 
researched to demonstrate the ability to use ACS as an effective feed for dual-band 
and multi-band antennas. All studies are successful and promising. 

The problem is to create ultra-compact broadband antennas meet operators’ stan-
dards. In literature several existing strategies have been offered, for example the 
usage of metamaterials, PBGs, fractals, meandering etc. All of the following strate-
gies increase the complexity, expense or size of the equipment, making it virtually 
difficult to implement. The problem has been thoroughly investigated by employing 
the antenna space efficiently and totally.
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3 Method  

This paper focuses primarily on a radiating element for the two band operation 
through the small ACS feed. The primary of the defective construction together 
through asymmetrical coplanar strip dissipation effectively decreases the antenna 
structure. The complementary coplanar strip is on the bottom plane and CSRR on the 
patch is etched to achieve two-band setup and removal of existing wireless communi-
cations. Defaults on the bottom plane are called the defective ground structure (DGS). 
The DGS techniques discussed in [20] improve various parameters of the antenna 
and miniaturization. The CRR can have the same effects as CSRRs is observed in this 
work. The antenna geometry and simulation findings are discussed in the following 
section. 

3.1 Design and Development of the Proposed Antenna 

Figure 1 shows the size of the antenna that is proposed with two bands inspired by 
a ground plane CSRR defect and I-slit on the radiating patch. Table 1 shows the 
optimized set of measures. 
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Fig. 1 Structure of the proposed antenna a Top view b Side view 

Table 1 Parameters of the proposed antenna 

Parameter Lp Wp Wg Wf 
= 
a 

W1 W2 L1 L2 W3 W4 W5 w L3 L4 h b 

Values 
(mm) 

17 6.95 3.9 3.6 2.8 1.8 6.6 3.8 0.5 1.8 2.8 0.5 4.7 1 1.6 0.25
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The antenna proposed has a total size of 17 × 7.75 mm placed on a FR4 epoxy Er 
= 4.4 and h = 1.6 mm in height. The longer the wavelength is, the longer the antenna 
must be adequately matched, because the wavelength is inversely proportionate to the 
frequency. A longer antenna is more theoretically, but it is far more necessary that the 
length of an antenna fits the frequency when it comes to best antenna performance. 
The measurements of the offered ground plane are enhanced for better impedance. 

4 Results and Discussion 

The Figs. 1 and 2 displays the progress of the antenna proposed for two band appli-
cations, respectively, in the development of its reflection coefficient and the antenna 
vswr is less than 2 at operating frequency bands. The design began with the basic 
configuration CPW fed which provides a large 5 GHz resonance mode. Basic mode 
match was poor and improved by changing the feed to ACS. ACS feed line is char-
acterized by impedance. The simulated results of the proposed two-band antenna are 
shown in Figs. 3 and 4. 

Figures 5 and 6 shows parametric studies of the projected structure aimed at 
various sizes of complementary split ring resonator defects. By changing the CRR’s 
slot width on the ground, which has an impact on impedance bandwidth and gains

Fig. 2 Design development of the ACS Monopole antenna 

Fig. 3 Return loss of the 
design evolution
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Fig. 4 VSWR 
characteristics of the 
proposed antenna 

Fig. 5 Return loss 
characteristics by varying the 
slot width ‘s’ 
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Fig. 6 Return loss 
characteristics by varying the 
slot width ‘w’
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the resonance band at 5 GHz. Optimal values are achieved if s = 0.5 mm and other 
sizes are sufficient and resonances be apt to move to additional frequencies. This 
results in the lowest resonance with better matching mode by creating a rectangular 
defect known as an I-slit. The parametrical study illustrations that through changing 
the slot width ‘w’ the correspondence of the basic operation in the lower order and 
that the optimized results for w = 0.5 mm have been achieved.
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In Fig. 7, the simulated 2D E and H-principle radiation patterns for 5, 8 and 10 GHz 
are shown. This indicates that the omnidirectional and bidirectional radiation patterns 
in H and E planes. Irregularity in the offered antenna feeding alignment is responsible 
for the small asymmetry in the patterns. 

The current distribution in the offered antenna in lieu of the three resonance modes 
shown in Fig. 8. The low resonance mode i.e. the current of 5 GHz is more disturbing 
in the radiation strip in the opposite direction the I-slit. The Table 2 presents the
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Fig. 7 Simulated E-plane and H- plane radiation patterns at a 5 GHz b 8 GHz c 10 GHz
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5 GHz 8GHz 10GHz 

Fig. 8 Current distributions on proposed antenna 

Table 2 Comparison between the performances of proposed and existing antennas 

S.No Reference Antenna 
size 

Resonance 
frequency 
(GHz) 

Total 
Area 
(mm2) 

Purpose 
of 
antenna 

Bandwidth 
(MHz) 

Isolation 
(dB) 

Gain 
(dBi) 

1 [1] 20.2 × 
28.4 

5.35–5.69 
17.81–20.67 

573.68 Dual 
band 

340/2860 <-32 5.04 

2 [2] 40 × 40 1.575/2.45 1600 Dual 
band 

120/172 <-10 1.94 

3 [3] 37 × 40 1.563- 1.594 
2.434–2.451 

1480 Dual 
band 

31/17 <-10 3 

4 [4] 33 × 33 2.44–2.82 
3.05–3.83 

1089 Dual 
band 

380/770 <-10 4.4 

5 [5] 29 × 12 2.453–2.821 
5.876–6.892 

348 Dual 
band 

368/1016 <-20 4 

6 Proposed 17 × 
7.75 

5.5/7.5 131.75 Double 
band 

1000/3300 −45/−18 4.1 

relative study of the antennas and size, operating frequency, volume, S11, fractional 
bandwidth and the use of the radiating element, made on the existing antennas.

The dipole radiates in phase or in synchronization by providing an equal amount 
of power that reaches each dipole at the same moment for an increased gain by virtue 
of its design. Figure 9 compares the gain of the antenna being offered in lieu of 
defected structures with and without a CRR structure. It is clear from the figure that 
the antenna’s gain is enhanced by etching the CRR defect to the side of the ground 
and providing a maximum gain of approximately 2.5 dBi in the upper resonance 
mode.
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Fig. 9 Gain performance of 
the ACS antenna 
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5 Conclusion 

A novel antenna design designed for the achievement of desired frequencies, the 
Asymmetrical coplanar strip fed and complementary split ring resonator features are 
presented. This antenna works on two frequency bands named 5.7 and 8.6 GHz. The 
structure of the antenna is imported into the FR4 substrate and measures 17 × 7.75 
mm2. The antenna remains changed to work on WLAN and Satellite communica-
tion appliances by incorporating CSRR resonators in Asymmetrical coplanar strip 
structures. The simulations and parameter studies are performed using the IE3D elec-
tromagnetic solver method based on MOM. Ansys’ HFSS extracts the dual negative 
property of metamaterials. Simulated results have shown that can be finest used for 
multiband wireless applications. 

6 Future Scope 

The loading of metamaterial is suitable to decrease the radiation towards the user’s 
head when employing the antenna on practical mobile telephones. In other words, 
new and intriguing venues for designing simple Miniature Antennas for a designer 
are introduced with the ACS feed antennas, which are cheap and easy to fabricate. 
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Advance the Energy Usage in Cloud 
Centers Utilizing Hybrid Approach 

D. Jayakumar and Talluri Lakshmi Siva Rama Krishna 

Abstract Cloud Computing is one of the new arising advances that offers types 
of assistance to buyers in compensation as you go model. Distributed computing 
offers ITC based administrations over the web and the utilization of virtualization 
permits it to give figuring assets. Server farms are the center of cloud processing, 
which comprises of: arranged workers, links, power sources, and so forth which 
have the running applications and store Business data. Elite has consistently been 
the most basic worry in cloud server farms, which comes at the cost of energy 
utilization. The imperative test is adjusting between framework execution and force 
utilization by lessening energy utilization without biased effect on the execution 
and nature of administrations conveyed. There are numerous procedures and calcu-
lations proposed to accomplish effective energy usage in distributed computing, 
these methods include: VM Relocation, Consolidation and Resources coordination 
in cloud figuring. This paper gives an overview of approaches and procedures for 
energy effectiveness in Cloud computing. 

Keywords Cloud registering · Data center · Energy effectiveness · Energy saving 
and virtualization 

1 Introduction 

The advancement of innovation and joining organizations, capacity and handling 
power prompted new time of processing, called distributed computing or usually 
known as the cloud. Distributed computing is characterized as a mechanical world-
view that permits on-request access through the web to a typical common registering 
assets. It is viewed as a model for management, putting away and preparing informa-
tion online through the web [1]. Some distributed computing attributes incorporate
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on-request benefits, network access by utilizing web as a medium, shared assets 
by pooling assets together to be utilized by different customers and adaptability by 
keeping up versatility of assets. Distributed computing offers extraordinary adminis-
trations dependent on three conveyance models; (1) Software as an assistance (SaaS): 
It permits client of cloud to access the supplier’s applications (PA) over the web. (2) 
Platform as a Service (PaaS): It permits clients to send their applications on a stage 
which specialist co-op of cloud (SPC) gives. (3) Infrastructure as a Service (IaaS): 
It permits clients to lease, store, and measure in a framework given by SPC. In this 
paper, we endeavor to limit make span and energy utilization in light of the signifi-
cance factor dictated by the end user and the supplier, by the use of asset allocation in 
a line made by four heuristics strategies and the grasshopper calculation. Most fitting 
strategy to carry out each assignment is then picked utilizing the roulette wheel. To 
tackle the above issues, this paper makes five primary commitments:

• Energy-mindful run-time scheduler for booking of work process.
• Provides a procedure to naturally create the necessary force utilization profile.
• Selects the best arranging strategy to play out any undertaking between a heuristic 

strategy and grasshopper algorithm to build usefulness.
• Offers a model to assess the energy utilization also, makespan of the assignment.
• Evaluates the compromise between energy saving and makespan for various 

situations. 

To meet the quick changing business and association needs, associations need 
to give financial plan and time to speed up their IT foundation like programming, 
equipment and organization administrations. Despite the usage of on location IT 
structure, scaling the framework could be troublesome. And furthermore the asso-
ciations are regularly unequipped for accomplishing an ideal utilization of IT estab-
lishment. Accordingly, the distributed computing is the proposed arrangement. As 
per National Institute of Guidelines and Technology (NIST), distributed computing 
is the conveyance of IT assets on-request use by giving a pay more only as costs arise 
model for the buyers, while you can self-serve for the administrations that you need 
to your own application or any IT foundation that you need [2]. A cloud processing 
administration comprises of exceptionally used assets counting programming appli-
cations or virtual stockpiles that can be utilized upon client demand, buyers can just 
associate with the cloud and utilize the accessible assets. This causes associations to 
avoid capital utilization for on-premises system resources and increasing or cutting 
back as indicated by business necessities [3]. Distributed computing administrations 
can be conveyed utilizing three unique models a private cloud, public cloud or a 
half breed cloud. Private cloud work exclusively for one association on a private 
organization and is its exceptionally secure. Public cloud is possessed by the cloud 
specialist co-op and offers the most elevated level of proficiency and shared assets 
and half and half cloud is viewed as a mix of private and public sending models. In 
a half breed cloud, explicit assets are run or utilized in a public cloud and others are 
run or utilized on-premises in a private cloud this gives expanded effectiveness.
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Data center offer an IT spine to distributed computing. A Data center is a special-
ized office that houses associations IT activities and hardware where it stores, over-
sees and spreads its information. A Data center houses and organizations most basic 
frameworks and are fundamental to business congruity and activities. A Data commu-
nity is viewed as the core of distributed computing which contains all the cloud assets 
counting workers, organization, links, and so forth on which business data is put away 
and applications run. As of not long ago, elite has been the sole worry in server farm 
dispersions and this interest has been fulfilled without giving a lot of consideration to 
energy utilization. In any case, a normal Data center devours as much as the utilization 
of 25,000 houses. As the energy accessibility diminishes and energy cost relatively 
expands the requirement for moving the center for using server farm asset the board 
to upgrade energy execution while looking after assistance execution is turning into 
a need. In this manner cloud administration suppliers need to change their energy 
measures to guarantee that their overall revenue isn’t drastically diminished because 
of high energy costs [4]. 

2 Related Works 

Today, distributed computing assumes a fundamental part in scholarly world further-
more, industry. Be that as it may, because of high client interest furthermore, restricted 
assets; it is important to move a little measure of work to Data centers. Since there are 
such countless errands on cloud workers and assets in the cloud are heterogeneous, 
planning errands in a cloud climate is a steady test. In this part, we momentarily depict 
some current exploration in the field of booking on the subject of dispensing assets 
to assignments in cloud conditions. Stavrinides and Karatza [5] presented a time and 
energy-mindful booking calculation called EATSDCD. presents a technique that uses 
a blend of two bunching and duplication methodologies and the utilization of slack 
time, to plan DAGs on server farm processors with dynamic voltage and recurrence 
scaling capacity. In the first stage, by astutely joining the two systems of duplication 
and bunching, the emphasis is set on diminishing the makespan and energy devoured 
by processors with an end goal to execute DAG while fulfilling the throughput limita-
tion. After ascertaining the leeway time for each undertaking and afterward deciding 
the basic way, the leeway time is dispersed between the set of noncritical ward 
undertakings in a group, and the recurrence of processors with dynamic scale adapt-
ability at that point performs the reliant errand set. The recurrence of DVFS-enabled 
processors is downsized to execute noncritical errands just as inactive and corre-
spondence stages, without increasing the makespan of the assignments. Juarez et al. 
[4] introduced an energy-mindful planning calculation for task-based applications 
called the multiheuristic asset designation calculation (MHRA). The objective of this 
planning algorithm is to limit the capacity of the objective that consolidates energy 
utilization and makespan. These models are joined with a significance factor decided 
end-clients furthermore, specialist co-ops to characterize which is more significant 
for their destinations: energy saving or makespan. The creators moreover proposed
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a model for assessing the energy utilization needed to execute productively applica-
tions on set of resources. Zhu et al. [7] explored the energy aware plan calculation 
for a work process with restricted time stretches in a homogeneous cloud climate. 
they were ready to diminish makespan, especially when the quantity of errands was 
huge. The fundamental goal was NSGA-II. In request to control the energy utilization 
adequately, the DVFS framework was fused into the improvement procedure, and a 
bunch of non-domination arrangements are gotten also, utilized. Moreover, the fake 
neural organization (ANN), which is a fruitful AI calculation, was utilized in light of 
the highlights of the assets accessible in it. Mandal et al. [11] proposed a productive 
metaheuristic approach called energy-productive work process planning (EEWS) 
for minimizing makespan and expanding energy preservation while booking work 
processes. (e aftereffects of EEWS were better than both HCRO and MPQGA, as 
far as makespan, moderated energy, and wellness esteem. Belgacem et al. proposed 
a unique asset designation model to meet client interest for assets with improved 
responsiveness. Barzegar et al. [12] proposed a multi objective pursuit calculation 
called the separating multi objective subterranean insect lion algorithm (S-MOAL) 
to limit both the makespan and the cost of utilizing virtual machines. Its effect on 
energy consumption with the unique administration of assets was concentrated using 
unused virtual machines (VMs), which demonstrated that their methodology would 
save energy. 

3 Energy Efficiency Computing 

Energy saving strategies in figuring gear have been delegated static force the exec-
utives (SPM) and Dynamic force the executives (DPM). SPM and DPM are totally 
unique in order, SPM are more energy effective at single framework and expected to 
be under the class of equipment level strategies, and since SPM strategies are identi-
fied with equipment level effectiveness, low power utilization circuit planning is an 
illustration of this strategy. On the opposite side, DPM are more energy proficient 
in enormous frameworks and expected to be under the classification of level asset 
the executive’s techniques. Additionally, DPM procedures are generally executed in 
programming or on network layer, for model convention plan and calculations [6]. 

Energy mindful planning, energy effective directing, load adjusting, virtualiza-
tion, asset union and relocation. Since high accessibility also as nature of adminis-
tration and execution ensure are still overlooked which is generally needed in such 
appropriated conditions as the clients pay for their provisioned assets. The clients 
would not compensation or may change to other comparable specialist organiza-
tions if either nature of administration or expected execution level isn’t reachable. 
Energy issues should be basic and furthermore should be overseen appropriately in 
some climate where portable cloud registering is included. Decreasing the measure 
of energy utilized by applications through green compilers and hearty programming 
can be accomplished through application/programming level strategies [8]. In next 
areas, Application level and undeniable level asset the board methods are talked



Advance the Energy Usage in Cloud Centers 135

about to accomplish energy proficiency in single framework, groups, matrices and 
cloud datacenters. 

3.1 Resource Scheduling Model for Energy Saving in Cloud 
Computing 

Fundamentally the asset model of the cloud Datacenter and the unique force model 
of the actual machine are both fabricated, and a short time later a three-dimensional 
virtual asset booking technique (TVRSM) is proposed alongside related calcula-
tions. The interaction of virtual asset booking in TVRSM is partitioned into three 
phases, these stages are virtual asset designation stage, virtual asset booking stage 
what’s more, virtual asset enhancement stage. With respect to, three calculations are 
planned relating to the referenced phases of the virtual asset booking. These calcu-
lations are MVBPP based heuristic virtual asset distribution calculation (HVRAA), 
multi-dimensional force Mindful Based Virtual Asset Booking Calculation (MB-
VRSA) and virtual asset improvement calculation (VROA). At first, the main stage 
in TVRSM which is virtual asset portion stage is fundamentally responsible for desig-
nating the mentioned VMs by the client to the reasonable hosts. This stage is treated 
as multi-dimensional vector canister pressing issue (MVBPP) and the MVBPP based 
heuristics virtual asset portion calculation (HVRAA) is proposed to tackle it. Also, 
the second stage which is virtual asset planning stage is liable for moving the VMs 
from the over-burden hosts to different hosts with lower asset use by utilizing the 
VM movement innovation to accomplish load adjusting of the cloud server farms and 
furthermore to limit the measure of infringement of Service Level Understanding. 
The multidimensional force mindful based virtual asset planning calculation (MP-
VRSA) is proposed in this stage. Moreover, the third stage which is virtual asset 
advancement stage is responsible for moving the VMs from the hosts with the least 
asset use to other has and change the first has to rest mode, this cycle can addition-
ally decrease the energy utilization of the cloud information focuses by planning the 
virtual asset enhancement calculation (VROA). At long last, the creators checked the 
viability of the proposed strategy through experimentation. The outcomes demon-
strate that the TVRSM can proficiently assign and deal with the virtual assets in 
the cloud server farm. Furthermore, an examination is made between the proposed 
strategies with other conventional calculations. The results showed that the TVRSM 
can adequately diminish the energy utilization of the cloud server farm and limit the 
measure of infringement of Service Level Agreement [9].
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3.2 Resource Model of Cloud Data Center 

In [8], the authors proposed an asset model of the cloud server farm, it comprised 
of M bunches, and each group contains N actual machines. A few virtual machines 
are conveyed on each physical machine. As indicated by the assets claimed by the 
virtual machine, each virtual machine can run various applications. So the heap of 
each virtual machine results from the applications running on the virtual machine. 
The hub regulator runs on each actual machine is answerable for checking the asset 
usage of each actual machine furthermore, control the actual machines status, for 
example, setting the actual machine to rest mode or initiating the dozing actual 
machine. Additionally, the hub regulator sends the board orders to the Hypervisor to 
change the assets possessed by the neighborhood virtual machines. The worldwide 
assets the executive hub is liable for booking furthermore, distributing every one 
of the assets possessed by the cloud information focus. It can oversee and screen 
every one of the assets and execute the heap equilibrium of the cloud server farm. 
Each actual machine is described by the CPU execution, measure of RAM and 
organization transmission capacity, and each actual machine can run various virtual 
machines, and the actual asset claimed by each virtual machine comprises of CPU, 
memory limit and network transmission capacity. The actual machines use Network 
Joined Storage (NAS) rather than having neighborhood plates. It employments NAS 
to save information, which can facilitate the information sharing between every actual 
machine and empower live relocation of virtual machines rapidly. 

3.3 Dynamic Power Model 

In [7], the creators have shown that the force utilization by PMs can be depicted by 
a straight connection between the power utilization and CPU use. Thus, the force 
utilization Pi  (t) of PM i running on time t can be communicated by the connection 
between the CPU usage ui (t) of PM i on time t and the greatest force utilization 
PiMax of PM I, as demonstrated in Eq. (1). 

pi (t) = k × pimax  + (1 − k) × pimax  × ui (t) (1) 

As demonstrated in Eq. (1), pimax  is viewed as the greatest force utilization of 
host, pi (t) is considered to be the force utilization of PM I running on time t, k 
viewed as the negligible portion of force utilization when the have is out of gear 
state and ui (t) is the CPU asset usage of the PM on time t. In the beneath recipe, the 
CPU usage of the PM I is characterized as the proportion of the all-out CPU assets 
mentioned by the all VMs running on PMi on time t to the all Central processor 
assets possessed by the PM I as demonstrated in Eq. (2).
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ui (t) =
∑V M  Si 

j=1 

CPUr j  (t) 

CPUitotal  
(2) 

3.4 Energy Aware Virtual Machine Relocation 

The proposed procedure proposes another strategy for keeping up energy effective-
ness in distributed computing, by relocating the maximally stacked virtual machines 
to the least stacked dynamic machine, while looking after framework execution by 
playing out a live movement of the virtual machines to guarantee that every one of the 
running applications won’t get separated during relocation. The proposed strategy 
presents another system for improving asset use levels dependent on the bio-enlivened 
Firefly enhancement method to accomplish energy proficiency in cloud server farms. 
The attainability of the proposed procedure has been appeared by executing the 
outcomes by utilizing the Cloud Sim test system [10, 15]. 

3.5 Firefly Optimization (FFO) Algorithm 

The Firefly Optimization (FFO) calculation has been presented by Xin-She Yang in 
the late 2007 and 2008 at Cambridge University. It was carried out upon the fireflies 
blazing attributes and conduct, the attributes have been presented as follows: 

1) One firefly is drawn to different fireflies paying little mind to their sex as all 
fireflies are unisex 

2) The appeal is proportionate to the splendor, subsequently the two of them decline 
as their distance increments and for any two blazing fireflies, the less brilliant 
one will be drawn in close to the more brilliant one 

3) The brilliance of a firefly is determined utilizing the target capacity to be 
improved The (FFO-EVMM) Technique presents the possibility of moving 
the most stacked VM from a functioning hub which fulfills least standards for 
energy utilization, to another dynamic hub that burns-through the least energy. 
The method is executed in four primary parts as demonstrated in Fig. 1. 

4 Result and Analysis 

The factual outcomes for the proposed FFO-EVMM calculation were contrasted and 
the ACO-based and Worldwide Journal of Machine Learning and Computing, Vol. 
9, No. 1, February 2019 101FFD-based calculations, utilizing the CloudSim toolbox 
test system which has caught that that FFO-EVMM method runs less number of 
dynamic has and performs less number of virtual machines relocation in contrast
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Fig. 1 Flow chart for FFO algorithm 

with ACO [13] and FFD-based calculations [14]. As it’s appeared with the less 
number of running hosts and live relocations, FFO-EVMM requires lesser energy 
interest contrasting with FFD [14] and ACO [13] calculations as it has been taken 
note from Table 1 and Fig. 2. 

5 Conclusion 

In this paper, we have introduced a double target scheduling calculation that knows 
about make span and energy utilization to dispense assets to assignments and to sort 
undertakings, in light of heuristic strategies and grasshopper calculation. Besides, the 
most proper strategy to execute each undertaking is chosen dependent on the signif-
icance factor dictated by the end-client or specialist organization, set by utilizing 
the roulette wheel in the cloud. The proposed BHS calculation limits the objective 
capacity as indicated by this significance factor, considering the beginning occa-
sions, arrangement times, and end times for virtual machines and energy profiles. 
Datacenter are the center of cloud figuring that store business data and host the
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Table 1 Comparative 
analysis 

Energy consumption (joule) 

Number of nodes ACO [13] FFD [14] Proposed 

20 23 22 13 

30 24 22 12 

40 45 43 11 

50 46 45 24 

60 50 50 34 

70 56 54 46 

80 57 54 47 

90 58 60 56 

100 60 61 60 

110 62 61 62 

120 63 62 62 

130 70 67 64 

140 72 67 59 

150 80 78 75 

160 82 78 72 

170 92 87 79 

180 92 86 80 

190 93 89 81 

200 93 90 83 

Fig. 2 Virtual machine vs energy consumption

running applications. Superior has consistently been the sole worry of all in server 
farms. This worry has been overseen without thinking about energy utilization and 
execution. The test is to adjust between power utilization and framework execution. 
Numerous methods and calculations have been proposed to accomplish sufficient 
energy use in cloud server farms. 
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Advanced Architecture of Analog 
to Digital Converter Derived from Half 
Flash ADC 

Tejaswini Jayawant Kutre, Sujata N. Patil, Sheela Kore, and V. M. Aparanji 

Abstract In all digital systems, data conversion is the main process that is done 
with the help of an Analog to digital converter. There are many types of ADC’s 
available for this conversion but among those Flash, ADCs are more advantageous 
because of their high speed. Flash ADC has a high speed due to the simultaneous 
conversion. The addition of the comparator delays and the logic delays (logic delays 
are negligible) gives the conversion speed of flash ADC. So, Flash ADC is one of the 
most commonly used ADC in high-speed applications. But even though it has high 
speed its area and power requirement are also more if we consider conventional Flash 
ADC. To enhance the performance of the Flash ADC the advanced architecture of 
ADC is proposed using the information of the half Flash ADC in which conversion 
happens in two steps. For 8-Bit half Flash ADC, the first higher 4-Bits are calculated. 
And then in the second step remaining 4 -Bits are calculated. Flash ADC also requires 
a large no of components so it is difficult to use it under any microcontroller. Hence in 
the proposed work, ADC is designed to reduce the complexity of conventional Flash 
ADC and to achieve less area and less power consumption. This model is designed 
based on half Flash ADC only difference is that here Bitwise conversion happens. It 
uses 2N − 1 operational amplifiers with the elimination of DAC and encoders which 
makes the circuit suitable for use inside the micro controller. The proposed work 
explains the design and implementation of 3-Bit Advanced Flash ADC architecture 
with Error correction. 
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1 Introduction 

In the Flash ADC main component is the comparator and its design is very chal-
lenging. This comparator compares the input signal with reference signal [1]. The 
rise in resolution bits increases the number of Flash ADC comparators. So, the 
design should be done to reduce the number of comparators because a huge count of 
comparators requires large power and a larger area. The second important compo-
nent is the thermometer to a binary encoder which gives the final digital output [2]. 
There are many types of encoders are available such as fat-tree, binary-ROM, folded 
Wallace tree and Wallace encoder, etc. But these all encoders have their limitations 
like low speed, more complexity, large area, bubble error occurrence, large delay, and 
unbalanced signal paths [3]. So there a need to design the ADC with a fewer number 
of components which reduces the power and area requirement and also reduces the 
circuit complexity. Hence to reduce the circuit complexity and die area of the Flash 
ADC Half Flash ADC was introduced [4, 5]. Suppose 4 Bit conversion needs to be 
done then the first 2 Bits are converted with step size VREF/4. Then the output is 
fed to a 2 Bit  DAC  in  which four  voltage  levels  are  generated (0, VREF/4, VREF/2, 
3VREF/4) which are quantizing levels of the converter. Then a differential amplifier 
is used to subtract the input voltage from the output DAC. The differential amplifier 
output must be within VREF/4 and this reference voltage is used for the remaining 
two-bit conversion having a step size of (VREF/4)/4. Hence a Bit result is obtained 
with fewer comparators and smaller encoding circuit [6]. 

The model proposed in this paper follows almost the same working technique as 
Half Flash ADC. The only difference is that here bitwise operation accurses with 
the elimination of DAC. In this proposed work first input voltage is compared with 
VREF/2. The output of the first comparator is the MSB bit of the final digital output is 
fed to differential amplifier along with input voltage. The differential amplifier used 
here is designed such that it should give the output within 0 to VREF/2. This output 
is compared with VREF/4 and comparator output with differential amplifier output 
is fed to the next differential amplifier which is designed to give the output within 0 
to VREF/4. This process continues till the LSB bit is obtained. The proposed model 
has a conversion time almost the same as half flash because here the encoder circuit 
and DAC are eliminated. Due to its large speed of conversion and smaller size, it can 
be used in digital applications [7]. 

2 Related Works 

This section gives brief idea of the work carried out related to Flash type analog to 
digital converters. Here we discuss the different architectures of ADCs proposed by 
using different methods. Islam et al. 2019 proposed the simplified architecture of 
Analog to Digital Converter by referring the method used in the Half Flash ADC 
architecture. In this work 3-Bit ADC is designed by eliminating the components
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such as encoder and DAC and simulated by using Proteus simulation tool. In this 
proposed work N-Bit ADC requires 2N − 1 differential amplifiers. For 3-bit ADC 
implementation 5 differential amplifiers are used. This work reduces the complexity 
of the ADC circuit by using a smaller number of components compared to other 
architectures. Also, it requires less power and area. Modi et al. 2018 in this work 
author has proposed Flash ADC architecture with reduction in count of comparators. 

Tan et al. 2004 designed the simplified architecture of Half Flash ADC by using 
tanner tool. In this architecture conversion happens in two cycles. For 8-bit ADC first 
4 bits are calculated in first cycle and in next cycle remaining 4 bits are calculated. 
For 8-Bit resolution 80% comparators reduction and for higher resolution more than 
80% achieved. The proposed work requires less area and power due to less no of 
comparators. The seed of conversion of this ADC will be similar like conventional 
Flash ADC. Sivakumar et al. 2019 introduced a new digital built in self-test approach 
to test an ADC in time domain. The developed testing approach comprises of ADC 
test circuit, linear analog ramp generator, BIST controller and an output response 
analyzer. Kumar et al. 2020 designed a new ADC with limited power consumption 
and operated voltage. In this research article, a flash type ADC was designed with 
less transistors and comparator with encoder using tanner EDA analog environment 
180 nm technology. N.H. Patel, 2021 designed a power efficient 4-bit flash ADC for 
medical applications. The power efficient 4-bit flash ADC has comparator, encoder, 
and hold circuit for obtaining a power effective ADC. 

Tan et al. 2000 in this work author has proposed CMOS ADC architecture with 
8-bit resolution and high efficiency. In this design two improved full flash ADCs 
with voltage estimator with 4-bit resolution are used. The minimization with area 
and power consumption is achieved with flash ADC. Senthil Sivakumar and Sowmya 
Priya (2019) analyzed the power utilization, and area of different comparators for 
solving the area utilization issue in the flash ADC. The comparator circuits were 
simulated by using CMOS 180 mn technology. In this literature, the delay, power 
and area of the dissimilar comparators were compared for best usage in the flash 
ADC. 

3 Proposed Architectures 

3.1 Advanced Architecture of Flash ADC 

In this proposed architecture we consider the input voltage Vin is the signal which 
should be transformed into digital output. Here the IC biasing and reference voltage 
Vin <= VCC and VCC. Here we are designing the 3-bit Flash ADC so the output varies 
from 000 to 111. Here the MSB is calculated first. The comparison and done between 
VCC/2 and analog input voltage (i.e., binary 100). In Fig. 1 if R1 = R2 we use the 
voltage divider law the voltage at the inverting terminal of the operational amplifier 
U1 will be VCC/2 [8]. Hence if the input voltage is greater than VCC/2 then the yield
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Fig. 1 Advanced flash ADC circuit 

of U1 will be equal to VCC (i.e., Bit 2 will be made as high or logic 1 otherwise the 
output will be zero volts (i.e., b2 = 0). 

At the first stage, the VCC/2 were the step size. It will be reduced to VCC/4 to 
determine the second MSB Bit. If applied input is more than VCC/2 then subtraction 
of VCC/2 is done from input voltage by using an op-amp U2 differential amplifier. 
The superposing theorem is used to calculate the output of differential amplifier U2 

which is calculated theoretically by Eq. 1. Each step process is explained in Eqs. 2, 
3, and 4. 

V2 = −(R14/R7)(VCC. b2) + {R9 (R14 + R7)/R7(R8 + R9)}.Vin (1)
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Now if, R8 = R14, R7 = R9 and R9 = 2R8 then Eq. (1) becomes 

V2 = −(R8/R7)(VCC. b2) + {R7 (R8 + R7)/R7(R8 + R7)}.Vin (2) 

V2 = −(R8/2R8)(VCC. b2) + {(R8 + 2R8)/(R8 + 2R8)}.Vin (3) 

V2 = Vin − (VCC/2). b2 (4) 

So, initial step size is subtracted from input if MSB is set otherwise second 
comparator is fed with the original input voltage. If V2 is greater than Vcc/4 then 
VCC/4 is subtracted from it by using U4. The output of U4 can be calculated using 
below equations (Eqs. 5, 6, 7, and 8), 

V1 = −(R15/R10)(VCC.b1) + {R13(R15 + R10)/R10(R11 + R13)}.Vin (5) 

If, R11 = R15, R10 = R13, R13 = 4R11 then Eq. (5) becomes 

V1 = −(R11/R13)(VCC.b1) + {R13(R11 + R13)/R13(R11 + R13)}.V2 (6) 

V1 = −(R11/4R13)(VCC.b1) + {(R11 + 4R11)/(R11 + 4R13)}.V2 (7) 

V1 = V2 − (VCC/4).b1 (8) 

Finally, V1 is with Vcc/8, which calculates the LSB (i.e., b0) value. 
This calculation uses below Fig. 2 to find the reference voltage position and 

corresponding binary value can be known before conversion. 
For example, we have the Vcc as 5v and an input voltage of 2.24Vcc/8 which lies 

between 2Vcc/8 and 3Vcc/8. So, the predicted output by using Fig. 2 is 010 after 
conversion. Thus, we can see that the input is in the 6th quantization level. 

First, we compare the input voltage with Vcc/2 the comparator U1 will have the 
output as logic 0. This sets the MSB (b2 = 0). And the output of the differential 
amplifier is 1.40 V (V2) by using  Eq.  4. This is again compared with Vcc/4 by using 
U3 this will give the second MSB as logic 1. (i.e., b1 = 1). And the second amplifier 
U4 output will be 0.15 V (V1) by using  Eq.  8. 

Finally, V1 is compared with Vcc/8 by using comparator U5 which gives the LSB 
bit as logic 0 (b0 = 0). Thus, we obtained the conversion of 1.40 as 010 by using this 
3-Bit advanced Flash ADC architecture.



146 T. J. Kutre et al.

Fig. 2 Reference voltage levels with corresponding binary values 

4 Implementation of Advanced Flash ADC 

In this work 3-bit advanced converter is implemented on Proteus 8.1 using a general 
comparator model with an output of 5 V and an LM358 operational amplifier as a 
differential amplifier. The Fig. 3 shows the implementation of advanced Flash ADC. 
An input 2.75 V is given as by varying the potentiometer, reference voltage of 5, and 
12 V of biasing voltage, compared with Vcc/2 by using a U2 comparator. Here we 
get the comparator as logic “1” indicated by b2. This is the first MSB bit obtained. 
The voltage at the output of differential amplifier U5: B is  +0.25 V which fulfil the 
Eq. 4. The same voltage is given to the U3 comparator which compares V2 voltage 
with a step size of VCC/4. The output of comparator U3 gives the second MSB bit 
b1 logic “0”. The output of the differential amplifier U6: A as  +0.26 V (V1) which 
fulfils the Eq. 8 with a small error voltage (0.01 V). Finally, V1 is compared with 
step size VCC/8 by using a U1 comparator which gives LSB bit b0 as 0. Thus, we 
obtain the conversion of 2.75 as 100. 

From the above Table 1, we can observe the analog to digital conversion of 
different values. This model produces a small amount of error when the output 
voltage of the operational amplifier is greater than its input. It ranges from 1–3 mv in 
simulation but in the practical case when input is near to zero it will be 16 mv offset 
value. This causes difficulty in achieving higher resolution. 

The simulation includes the ideal comparator by using a general comparator model 
but in the case of practical implementation, the output will be smaller than 5 V with
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Fig. 3 Implementation of advanced flash ADC architecture 

Table 1 Simulation results of A/D conversion 

Analog input Circuit response 

Digital output Differential amplifier 
output due to 2nd MSB 
(V2) 

Differential amplifier 
output due to 1st MSB (V1) 

Desired 
voltage 

Obtained 
voltage 

Desired 
voltage 

Obtained 
voltage 

0 000 0.00 0.03 0.00 0.04 

0.80 001 0.80 0.80 0.80 0.81 

1.40 010 1.40 1.40 0.15 0.16 

2.15 011 2.15 2.15 0.9 0.91 

2.75 100 0.25 0.25 0.25 0.26 

3.00 100 0.50 0.50 0.50 0.51 

3.55 101 1.05 1.05 1.05 1.06 

4.00 110 1.50 1.50 0.25 0.26 

5 V biasing. LM358 gives the maximum output of 4.86 with 5 V reference voltage. 
We can see a large amount of error is occurring here. 

This error can be eliminated by using the amplifier which works similarly to an 
ideal op-amp that is a rail-to-rail operational amplifier that can be a solution for



148 T. J. Kutre et al.

Fig. 4 Error correction by using TLC2272 dual-rail to rail operational amplifier 

this problem [9]. Hence, we have designed the proposed circuit using TLC2272 rail 
to rail operational amplifier as differential amplifier eliminates the error occurred. 
It provides 0.5 pA offset current and 300 uv offset voltage of input hence the 
biasing voltage and reference voltage will be kept the same (i.e., 5 V). Now the 
comparator output ranges from 01–4.99 V. Implementation of the improved circuit 
using TLC2272 is shown in the Fig. 4. 

Above Table 2 shows the simulation results of the proposed work after error 
correction by implementing the TLC2272 rail-to-rail operational amplifier. 

5 Comparison with Existing Models of ADC 

The advantage of this work is that it has very little delay compared to digital ramp 
ADC and successive approximation ADC because it does not require any clock 
signal. The propagation delay is only present here. If we compare with conventional 
Flash ADC architecture, it has more delay because in conventional flash ADC all the 
comparators work parallel. But the area required will be more because in conventional 
flash ADC increase in resolution increases the number of comparators [10]. So, to 
reduce the complexity, power requirement, and area proposed model can be used. 
Its conversion time will be nearly equal to 2.5–1.5 us with a high-speed operational 
amplifier.
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Table 2. Simulation results after error correction 

Analog input Circuit response 

Digital output Differential amplifier 
output due to 2nd MSB 
(V2) 

Differential amplifier 
output due to 1st MSB (V1) 

Desired 
voltage 

Obtained 
voltage 

Desired 
voltage 

Obtained 
voltage 

0 000 0.00 0.16 0.00 0.18 

0.80 001 0.80 0.80 0.80 0.80 

1.40 010 1.40 1.40 0.15 0.15 

2.15 011 2.15 2.15 0.9 0.99 

2.75 100 0.25 0.25 0.25 0.25 

3.00 100 0.50 0.50 0.50 0.50 

3.55 101 1.05 1.05 1.05 1.05 

4.00 110 1.50 1.50 0.25 0.25 

In the complex and high-density circuits observing the correctness of the output 
is also difficult hence to detect the errors built-in-self-test (BIST) technique can be 
used in flash ADC [11]. Different optimization comparators, decoders can be used 
to improve the efficiency of Flash ADC [12]. Sample and hold circuit can be used to 
reduce power consumption instead of R-2R ladder [13]. The digital part in the Flash 
ADC can be configured using field programmable gate array [FPGA] and Verilog 
language can be used for programming [14]. A threshold inverter quantization (TIQ) 
based comparator can be introduced for high-speed low area flash ADC applications 
[15]. The Threshold Modified Comparator Circuit (TMCC) can be implemented 
to improve the speed and area of the Flash ADC [16]. This all optimizations can 
be done in Flash ADC to improve the performance but these methods increase the 
complexity of Flash ADC circuit. The work discussed in this paper makes the circuit 
simple without compromising the performance parameters [17, 18]. 

The proposed model requires 2N − 1 operational amplifiers for N-Bit conversion. 
15 operational amplifiers are required for 8-Bit conversion. This model eliminated 
the use of encoders and DAC, also less operational amplifiers are used which makes 
the circuit smaller requires less power, and relatively faster which makes it suitable 
to use inside any microcontroller. 

Table 3 shows the comparison of various architectures of the flash ADC imple-
mented by using different techniques for optimization in terms of speed, area and 
power.
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Table 3 Comparison of flash ADC’s 

Specification 10 11 12 13 This work (unit) 

Resolution (Bit) 6 7 3 4 3 

Supply voltage (V) 1 1 2.1 1.8 5 

Technology (nm) 90 180 180 180 180 

Comparators required 17 64 12 15 3 

Power (w) 1.19 m – 0.34 µ 2.88 m 1.1 m 

Frequency (Hz) 10 M – 10 M 3.20 M – 

Conversion time 100 n – – – 2.5–1.5 

6 Conclusion 

The proposed model of 3-bit advanced Flash ADC has a simple circuit with a smaller 
number of components since encoder and DAC circuits are eliminated. It uses 5v of 
the reference voltage and 12 V of IC biasing voltage. The proposed model includes 
comparators and differential amplifiers to generate each bit. For N-Bit conversion, it 
requires a 2N − 1 number of operational amplifiers. For example, the 8-Bit conver-
sion 15 operational amplifiers are required. Thus, we can say that the proposed model 
requires less area and less power consumption and it is faster than successive approx-
imation ADC and sigma-delta Adc. And thus, due to smaller size and improved 
performance, it can be included within any microcontroller. The Error correction 
is done efficiently by using the TLC2272 differential amplifier which gives 0.5 uA 
of input offset current and 300 uv of input offset voltage and the output range of 
0.01–4.99 V. In the future, its speed can be improved with higher resolution by using 
high-speed operational amplifiers. Also, a low offset comparator can be designed to 
reduce the error occurrence. 
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An Assessment of Criss-Cross Multilevel 
Inverter with Fault Tolerance for Electric 
Vehicle Applications 

B. Divyashree, S. Nagaraja Rao , and Veerabhadra 

Abstract In this paper Criss-Cross Multilevel Inverter (CC-MLI) configuration is 
introduced for Electric Vehicle (EV) applications. The CC-MLI uses less power 
switches, improving modularity with fault tolerant capability using symmetric 
sources for the nine-level. To produce target level for synthesizing the sinusoidal 
output, the CC-MLI structure consists of semi-half-bridge cells linked in series 
with criss-cross switches. Inverter switching is achieved by generating acceptable 
switching angles with optimization switching angle technique using Round Modu-
lation Control (RMC) to improve CC-MLI power quality. The RMC switching 
technique is also compared with conventional switching angle methods, such as 
Equal-Phase Pulse (EPP) and Half-Equal-Phase Pulse (HEPP) methods. The CC-
MLI requires only ‘(m + 11)/2’ power switches, ‘(m – 1)/2’ DC sources and bypass 
diodes for ‘m’ levels, whereas the conventional or classical MLIs require ‘(2m – 
1)’ power switches. In addition, the proposed CC-MLI has modular circuit layout 
and can be easily extended to higher levels. An assessment of proposed CC-MLI 
configuration is done in terms of Total Harmonic Distortion (THD) and fundamental 
voltage. The %THD of RMC method is obtained as 9.37%, whereas %THD of EPP 
and HEPP methods are obtained as 25.37% and 22.06% respectively for nine-level 
CC-MLI. The simulation for a single-phase nine-level CC-MLI with single-switch 
fault tolerance is validated using MATLAB/Simulink using EPP, HEPP and RMC 
switching angle control techniques. 

Keywords CC-MLI · Control techniques · Fault tolerance and THD 

1 Introduction 

Multilevel inverters (MLIs) are gaining popularity these days due to their numerous 
benefits, including high power efficiency, lower harmonic elements, lower dv/dt, and 
lower switching losses. MLIs are categorized into three types, namely Diode clamped
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[1], Flying capacitor [2] and Cascaded H-bridge MLIs [3]. These configurations are 
called as classical or conventional MLIs. It needed a greater number of components 
such as a DC voltage source, power switches, capacitors, and clamping diodes if the 
number of levels exceeds five. However, due to its modularity and ease of control, the 
cascaded H-bride MLI has gained particular interest, and also various topologies have 
been proposed for MLIs [4, 5]. Due to discrete voltage sources, the CHBMLI is more 
reliable for high-voltage applications and hence free of voltage-balancing problems. 
If the degree grows, however, it necessitates a greater number of components. In 
this paper, an assessment and THD evaluation of CC-MLI along with single power 
switch fault tolerance operation for nine-levels have been performed using the RMC 
switching angle control technique and the compared with conventional EPP and 
HEPP switching angle control techniques [10]. 

The suggested fault tolerant based CC-MLI configuration can be utilized for 
the EV applications to drive the motor, since existing two-level inverters need a 
bulky inductor, costly and inefficient, so to overcome from these limitations a CC-
MLI configuration can be used to drive the wheels with the integration of CC-MLI 
with an electric motor [11, 12]. Further, continuity of operation is critical, since 
numerous breakdowns might occur inside an EV’s propulsion system [13]. As a 
result, fault-tolerance is identified as a necessity for the various EV’s propulsion 
systems, including motor drive. The block diagram of CC-MLI fed motor drive for 
EV application is shown in Fig. 1. Most of the EVs requires two individual converters 
firstly bidirectional DC-DC boost converter and one more is suggested MLI i.e., CC-
MLI to boost up the efficiency by improving the power quality with RMC based 
switching angle control technique [14]. The suggested CC-MLI is analyzed with 
fault tolerant operations using redundant states, as a result of the CC-MLIs ability 
to monitor which battery modules receive energy; the battery capacity is no longer 
constrained by the weakest battery modules or power switch failure. If one of the 
modules is defective or any power switch failure occurs, then the available energy is 
limited, the CC-MLI can be programmed to use the remaining energy in the battery 
pack, effectively bypassing the faulty module. 

Optimal Switching 

Angles using 

Round Modulation 

Control Method 

Criss-Cross MLI with 

Fault Tolerance 

(9-Level) 

Electric 

Motor 

Bidirectional 

DC to DC 

Converter 

Fig. 1 Block diagram for EV system
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Table 1 Comparison of classical and CC-MLI configurations 

Components Classical MLIs CC-MLI 

Diode clamped 
MLI 

Capacitor clamped 
MLI 

Cascade H-bridge 
MLI 

Main switches 2(m − 1) 2(m − 1) 2(m − 1) (m + 11)/2 
Main diode 2(m − 1) 2(m − 1) 2(m − 1) (m − 1)/2 
Clamped diode 2(m − 3) 0 0 0 

Balance capacitor 0 (m − 2) 0 0 

DC-bus capacitor (m − 1) 0 0 0 

DC source 1 1 (m − 1)/2 2(m − 1) 

2 Related Works 

The classical MLIs requires more power switches i.e., ‘2(m – 1)’, therefore, the clas-
sical MLIs increases the hardware complexity, bulky and additional space is required 
for installation [5]. Comparatively diode clamped and flying capacitor MLIs have 
certain limitations [1, 6], the diode clamped MLI requires excess diodes whereas, the 
flying capacitor MLI requires excess capacitors in addition to power switches with 
increase in levels, in addition, the flying capacitor MLI creates voltage-balancing 
issues [7]. Therefore, to overcome these barriers, a CC-MLI is introduced with 
‘(m + 11)/2’ power switches, ‘(m – 1)/2’ DC sources and bypass diodes for ‘m’ 
levels [8]. Further, a CC-MLI can have improved performance with fundamental 
switching frequency-based switching angle control techniques over high frequency 
modulation methods [9]. The requirement of power switches, DC sources and various 
components for classical MLIs and proposed CC-MLI is shown in Table 1 [16, 17]. 

The classical MLIs requires 16 power switches [1, 2] for nine-level, with half of 
them are in conduction at any given time to generate particular level, while in the 
CC-MLI configuration, the number of switches is always less at any level beyond 
five. It requires only 10 power switches [15], thus reduced switch count is the one of 
the main advantages of this configuration. 

3 Proposed Method 

The structure of the proposed CC—MLI configuration for nine-level generation is 
depicted in Fig. 2. 

The CC-MLI consists of string of voltage sources (Va1, Va2) and (Vb1, Vb2) 
connected in a criss-cross fashion via switches Sc1 and Sc2. The bypass diodes (Da1, 
Da2) and (Db1, Db2) are used to bypass the voltage sources from the load, while 
the switches (Sa1, Sa2) and (Sb1, Sb2) connect the voltage sources in series. The 
power switches (S1, S2) complementary to the switches (S′1, S′2) are arranged in an



156 B. Divyashree et al.

Fig. 2 Configuration of nine-level CC-MLI 

H-bridge fashion. The development CC-MLI topology allows the power switches to 
share voltage stress via a series connection of semi-half bridge modules intertwined 
with criss-cross power switches and symmetric DC sources [15]. Further, the valid 
switching states of CC-MLI configuration are listed in Table 2 for the generation of 
nine-levels. 

The MLIs control techniques are critical since they are directly related to the 
system’s overall performance. In this paper RMC switching angle control technique 
is used to trigger the power switches of CC-MLI and the performance of RMC has 
been compared with EPP and HEPP method control techniques [9, 10]. 

3.1 Equal-Phase Pulse (EPP) Method 

The EPP is the method which derived from the average distribution of switching 
angle in the range of 0 to 180°. Switching angle calculation for EPP method is given 
in Eq. (1). 

αi = i
[
180 

m

]
(1) 

where, i = 1, 2, 3 ·  · · · [m−1 
2

]
m = number of levels. 

For the nine-level i.e., m = 9, the four main switching angles α1, α2, α3 and α4 

using EPP method are 200, 400, 600 and 800 respectively.
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Table 2 Valid switching states for nine-level CC-MLI configurations 

Sl. no. Switching states in healthy 
operation 

Redundant switch states Outputs voltage (V0) 

1 S1, Sc2, S2′,Sc1, S2 S1, Sc2, S1′, Sc1, S2 0 

2 S2′, Sc2, Sa1, S1′ S2′, Sc2′, Sa2, S1′
S2, Sb1, Sc2, S1 
S2, Sb2, Sc2, S1 
S2′, Sc2, Sa2, S1′

+Vdc 

3 S2′, Sc2, Sa1, Sa2, S1′ S2, Sb1, Sc2, Sa1, S1′
S2′, Sc2, Sa1, Sa2, S1′
S2, Sb1, Sb2, Sc2, S1 

+2Vdc 

4 S2, Sb1, Sc2, Sa1, Sa2, S1′ S2, Sb1, Sb2, Sc2, Sa1, S1′
S2, Sb1, Sc2, Sa1, Sa2, S1′

+3Vdc 

5 S2, Sb1, Sb2, Sc2, Sa1, Sa2, 
S1′

No redundant state +4Vdc 

6 S2, Sc1, Sa2, S1′ S2′, Sb2, Sc1, S1′
S2, Sc1, Sa2, S1  
S2′, Sb1, Sc1, S1′
S2, Sc1, Sa1, S1  

−Vdc 

7 S2, Sc1, Sa2, Sa1, S1 S2′, Sb2, Sb1, Sc1, S1′
S2′, Sc1, Sa2, Sa1, S1 
S2, Sc1, Sa2, Sa1, S1 

−2Vdc 

8 S2′, Sb1, Sc1, Sa1, Sa2, S1 S2′, Sb2, Sc1, Sa1, Sa2, S1 
S2′, Sb1, Sc1, Sa1, Sa2, S1 

−3Vdc 

9 S2′, Sb2, Sb1, Sc1, Sa2, Sa1, 
S1 

No redundant state −4Vdc 

3.2 Half-Equal Phase Pulse (HEPP) Method 

Since the EPP switching angle technique produces a multilevel waveform which is 
similar to a triangular wave, another method called the HEPP is used to coordinate 
the switching angles, resulting in a more extensive and stronger output waveform. 
Switching angle calculation for HEPP method is given in Eq. (2). 

αi = i
[

180 

m + 1

]
(2) 

where, i = 1, 2, 3 ·  · · · [m−1 
2

]
m = number of levels. 

For the nine level i.e., m = 9, the four main switching angles α1, α2, α3 and α4 

using HEPP method are 180, 360, 540 and 720 respectively.
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Fig. 3 Switching pulses using RMC 

3.3 Round Modulation Control (RMC) 

The RMC which is also known as nearest level control, the nearest staircase voltage is 
generated by RMC, which lowers the percent THD and improves power quality. The 
desired sinusoidal reference (Vref) is compared to the corresponding inverter output 
voltage level to produce a nearest voltage level in this step. The ‘Vref’ magnitude 
depends on output voltage and number of levels. For a nine level CC-MLI, the 
magnitude of ‘Vref’ is chosen as 4 to generate the required levels. The switching 
pulse generation using RMC method is shown in Fig. 3. 

3.4 THD Evaluation of CC—MLI for Nine—Level 

The general expression to evaluate THD for periodic output voltage waveform is 
given by (3). 

THD =
√(

VRM S  

V1

)2 

− 1 (3) 

where, ‘Vrms’ and ‘V1’ are the RMS values of output phase voltage and the funda-
mental components respectively and their values are obtained using Eqs. (4) and 
(5). 

Vrms = V∗ 
dc 

√
2

�
(α2 − α1) + 4(α3 − α2) + 9(α4 − α3) + 16(α4 − α3) (4) 

V1 = 
4Vdc(
π 

√
2
) [(cos α1 + cos α2 + cos α3 + cos α4)] (5) 

The evaluation of output phase voltage THD given in Eq. (6) for the proposed 
nine-level inverter can be obtain by substituting Eqs. (4) and (5) in (3).
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THD =
√

�

4 

.(α2 − α1) + 4(α3 − α2) + 9(α4 − α3) +
(

π 
2 − α4

)
(cos (α1) + cos (α2) + cos (α3) + cos (α4))

2 − 1 (6) 

4 Simulation Results and Discussion 

The simulation of proposed CC-MLI is carried out and analyzed for a nine-level 
operation using MATLAB/Simulink by applying the input of DC voltage (Vdc) of  
100 V with a standard 50 Hz frequency for the EPP, HEPP and RMC methods and 
results are presented with respective THD bar graph obtained using FFT tool. 

Figure 4 and it is observed that the Vrms is 221.08 and the THD of the output 
voltage is 27.33%. Figure 5 depicts the CC-MLI output voltage and THD analysis 
using EPP method for the nine-level the CC-MLI output voltage and THD analysis 
using HEPP method and it observed that the Vrms is 244.94 and the THD of the 
output voltage is 25.2%. Further, the simulation results of CC-MLI using RMC 
method shown in Fig. 6. It can be noticed that the Vrms is 270.89 and the THD of 
the output voltage is 9.38%. The theoretical values of the phase voltage THD for the

(a) (b) 

Fig. 4 CC-MLI results using EPP method a Output waveform b THD analysis 

(a) (b) 

Fig. 5 CC-MLI results using HEPP method a Output waveform b THD analysis
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Fig. 6 CC-MLI results using RMC method a Output waveform b THD analysis 

Table 3 Comparison of THD using EPP, HEPP and RMC methods 

Modulating 
technique 

Switching angle (degree) %THD 
(Theoretical) 

%THD 
(Simulation) 

Vrms (Volts) 

α1 α2 α3 α4 

EP 20 40 60 80 25.59 27.33 221.08 

HEP 18 36 54 72 22.04 25.21 244.94 

RMC 7.18 22.02 38.68 61.84 7.99 9.40 270.89 

Table 4 %THD of EPP, HEPP and RMC methods 

Sl. no Level EPP (%) HEPP (%) RMC (%) Vishwanath et al. [21] (%)  

1 3 77.10 67.90 31.08 38.56 

2 5 53.46 45.94 17.69 26.91 

3 7 30.98 31.29 11.70 21.32 

4 9 25.37 22.06 9.40 13.68 

CC-MLI using EPP, HEPP and RMC methods along with the switching angles are 
listed in Table 3.

Comparisons of THD’s for the EPP, HEPP and RMC methods are compared with 
sine modulation [21] control methods and the results are listed in Table 4 to find out 
best or optimal control method for the power quality improvement. 

From Table 4, it can be noticed that the RMC method will give better THD when 
compared to EPP, HEPP and sine modulation control methods for any level of CC-
MLI. Further, the fault tolerant analysis of CC-MLI is carried out with single power 
switch failure. 

4.1 Fault Tolerance of Criss-Cross MLI Using RMC Method 

This section describes fault analysis of CC-MLI with RMC method for a single 
power switch failure. The simulation results of CC-MLI configuration are listed in
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Table 5 FFT analysis of CC-MLI for single faulty power switch 

Faulty switch Missing voltage 
levels 

%THD Voltage levels Vishwanath 
et al. [21] (%)During fault After 

reconfigured 

S1 −Vdc, −2Vdc, 
−3Vdc, −4Vdc 

46.47 17.69 5 26.91 

S1′ +Vdc, +2Vdc, 
+3Vdc, +Vdc 

46.46 17.01 5 26.91 

Sa1 +4Vdc, −4Vdc 21.59 15.71 7 21.32 

Sa2 +4Vdc, −4Vdc 16.52 15.06 7 21.32 

Sb1 +4Vdc, −4Vdc 15.71 15.04 7 21.32 

Sb2 +4Vdc, −4Vdc 14.78 13.78 7 21.32 

S2 +3Vdc, +4Vdc, 
−Vdc 

86.26 17.67 5 26.91 

S2′ +Vdc, +2Vdc, 
+3Vdc, −Vdc, 
−2Vdc, −4Vdc 

81.71 16.83 5 26.91 

Table 5 by considering a faulty power switch S1. It can be noticed that CC-MLI 
output has only positive levels and its %THD is 46.47% which is not acceptable 
due to poor power quality. Further, the power quality of CC-MLI has been improved 
using suitable redundant states of –Vdc, –2Vdc and –3Vdc voltage levels. Since there 
is no redundant state for –4Vdc level, the output voltage will be asymmetric in nature 
and its %THD will be 64.53% which is even more when compared to during fault. 
Therefore, further by reconfiguring the switch states without considering +3Vdc, + 
4Vdc and –3Vdc, –4Vdc voltage levels, symmetric voltage will be obtained and the 
corresponding %THD of CC-MLI is listed in Table 5. It can be seen that the CC-MLI 
output consists of five-levels and its %THD is 17.69%. 

The FFT analysis of CC-MLI for single faulty power switches i.e., S1, S1 1, Sa1, 
Sa2, Sb1, Sb2, S2 and S1 2 are listed in Table 5 with and without reconfiguration of CC-
MLI redundant states. When compared to existing sine based modulation techniques 
[18–21], the proposed CC-MLI with RMC method has improved power quality. It 
is noticed that, %THD for a 5-level and 7-level inverters are 26.91 and 21.32% for 
the sine modulation techniques respectively for the modulation index of 0.8 [21], 
whereas the RMC method gives a maximum of 17.01 and 15.71% as represented in 
Table 5 for a 5-level and 7-level inverters. 

5 Conclusion and Future Scope 

The single-phase nine-level CC-MLI topology is assessed in terms of power switches, 
%THD and voltage levels using EPP, HEPP and RMC based switching angle control
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techniques. From the Simulink results of CC-MLI, it can be observed that RMC 
method has better power quality in terms of %THD over EPP and HEPP methods for 
any number of levels. The %THD of RMC method is obtained as 9.37%, whereas 
%THD of EPP and HEPP methods are obtained as 25.37 and 22.06% respectively 
for nine-level CC-MLI. Further, the simulated %THD values of nine-level CC-MLI 
using EPP, HEPP and RMC methods are validated with the theoretical evaluation 
of THD. In addition, the CC-MLI using RMC method is tested under normal and 
single power switch failure conditions to confirm the CC-MLI as a fault tolerant 
topology. Therefore, due to modular circuit, reduced number of power switches and 
fault tolerant capability, the proposed CC-MLI configuration with RMC method is 
suggested for EV applications. The future scope of proposed CC-MLI topology can 
be integrated to AC motor drives to drive the EV. 
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An Energy-Efficient Load Balancing 
Approach for Fog Environment Using 
Scientific Workflow Applications 

Mandeep Kaur and Rajni Aron 

Abstract Fog computing seeks the attention of researchers by bringing a revolution 
in the Internet of Things (IoT). Fog computing emerged as a complement to cloud 
computing. It extends cloud services to the network edge and processes large and 
complex tasks near end users. Furthermore, fog computing can help process workflow 
tasks on its nodes only rather than sending them to the cloud, which helps to reduce 
the time consumed to request and process at the cloud layer. Scientific Workflow is 
used to represent data flow in scientific applications, which are very time-critical. This 
paper has proposed an energy-efficient load balancing approach for fog computing 
to reduce energy consumption in scientific workflow applications. The proposed 
algorithm works to reduce energy consumption in fog nodes by equal distribution 
of workload in fog resources. Genome and SIPHT workflow applications have been 
considered to evaluate in iFogSim. 

Keywords Energy-efficient · Fog computing · Load balancing · Resource 
utilization · Scientific workflows 

1 Introduction 

Fog computing contains sensors, actuators, gateways, and other computing devices in 
its layered structure, which helps to store and process end-user requests at their end 
only. CISCO introduced fog computing to support the end-users facing obstacles 
while accessing the cloud data centers [1]. As its name indicates, fog is near the
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end surface where all the Internet of things communicates and generates data. The 
amount of data increases daily, which needs proper storage and processing. Hence 
fog computing provides a layer near to end devices to cope with the high latency 
problem. Fog computing also helps to implement scientific workflow tasks. Workflow 
systems help manage different resources, which can be used in fog computing to 
manage scientific workflow tasks. Workflows are also defined as Direct Acyclic 
Graphs (DAG), which contain vertices and edges, where vertices denote different 
tasks to be executed, and edges show the relationship between these tasks [2]. 

Workflow applications like scientific tasks, face recognition, and sentiment anal-
ysis are complex tasks that increase complexity in the fog environment. Workflows 
contain dependent tasks, in which firstly available resources are found, and then 
tasks are assigned for execution. Due to the complexity of workflow tasks, there 
can be wastage of resources, resulting in more energy consumption [3]. Work-
flow scheduling is considered an NP-complete problem, which deems time and cost 
parameters while running the tasks [4]. With the distributed nature of fog computing, 
fog nodes are deployed near the end devices. Here are few examples of scientific 
workflows: Cybershake, LIGO, Sipht, Genome, Montage. Sipht and Genome work-
flows have been considered for evaluation of the proposed approach. Sipht is used 
to detect replicates of all bacteria in the national center. It helps to collect biological 
information [5, 6]. The genome can be any data related to microbiological resistance, 
pathogen’s identity, genetic information [7, 8]. 

1.1 Load Balancing at Fog Layer 

In order to implement load balancing in workflow tasks also means conserving energy 
in fog resources. If the workflow tasks are unevenly distributed in the fog nodes, then 
the resource requirement may be more, or fewer resources could be utilized. So, to 
conserve energy consumed by fog resources, load balancing is a must in the fog 
computing layer. The task of the load balancer at the fog layer is to balance the 
distribution of workload in all the fog resources equally. Workload distribution can 
help for the efficient utilization of resources [3, 5, 9]. 

1.2 Our Contribution 

This article contributes the following: 

1. It proposes fog computing architecture for maximum resource utilization in 
scientific workflow applications. 

2. Proposed load balancing approach for a fog computing environment that aims to 
reduce energy consumption in fog resources while executing large and complex 
scientific workflow tasks.
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The remaining article has been organized as follows. Section 2 reviews the existing 
literature in fog computing. Section 3 proposes Fog computing architecture imple-
menting load balancing for maximum resource utilization. This section also contains 
the proposed EE-LB algorithm that has been evaluated to obtain simulation results 
shown in the next Sect. 4. The last Sect. 5, concludes the article and provides future 
scope. 

2 Literature Review 

This section contains the review of literature containing dynamic resource alloca-
tion and load balancing in workflows. There are many types of research works that 
provided different techniques for scheduling the workflows, but load balancing is 
still needed to explore. Literature review has been classified into two categories that 
are described below: 

2.1 Resource Allocation in Fog Computing 

Li [3] proposed a load balancing based workflow scheduling model for resource 
allocation in cloud environment. Their proposed system model reduces response time 
and energy consumption in executing scientific workflow applications. The proposed 
workflow scheduling approach is based on the shortest path technique. The authors 
developed a social media application and performed a live video application. They 
created social media application and considered live video application of workflows 
to implement their proposed scenario. Naha [5] proposed a linear-regression method 
for energy-aware resource allocation. The authors minimize failure occurred due to 
energy constraints in the fog environment. Furthermore, the authors proposed an 
energy-efficient framework. Along with this, an energy-aware framework has been 
proposed to execute different applications in fog. The proposed approach has been 
compared with other existing techniques, reducing execution and processing time. 

Rehman et al. [10] proposed a “Dynamic Energy Efficient Resource Allocation 
strategy (DEER)” for maximum resource utilization by implementing load balancing 
in fog environment. The proposed approach has been executed in simulation envi-
ronment, and the obtained results are compared with other approach in terms of cost 
and energy consumption. It has been obtained that energy consumption has been 
improved by 8.67%, and computational cost by 16.77%. Xu et al. [11] proposed 
“Dynamic Resource Allocation Strategy (DRAM)” for fog computing to obtain 
maximum load balancing in fog environment. The major steps involved in DRAM 
are: fog operation partitioning, detecting available nodes, dynamic resource alloca-
tion to local and global users. Maximum resource utilization has been obtained by 
implementing load balancing, but energy consumption of nodes in fog environment 
is not given much attention.
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2.2 Load Balancing in Fog Computing 

Rizvi [4] has reduced computational cost and execution time while executing work-
flow scheduling policy, i.e., fair budget policy. The proposed policy has been evalu-
ated using different workflow applications and compared their results with the execu-
tion time and energy consumption in other approaches. The authors also perform 
ANOVA test on their proposed strategies. Kaur et al. [12] proposed equal distri-
bution of workload-based load balancing approach for the fog computing envi-
ronment. The authors considered the cloud analyst tool to evaluate their proposed 
system and compared its obtained results with existing round robin and the throttled 
load balancing approach. The main motive of the proposed algorithm is to enhance 
resource utilization and reduce the implementation cost. 

Kaur et al. [16] proposed energy-aware approach for load balancing in fog 
computing environment. The authors considered scientific workflow applications 
(Genome, Cybershake) for evaluating their proposed approach, and simulation results 
are obtained using iFogSim simulation environment. They only considered few fog 
nodes to evaluate their proposed approach. More the number of fog nodes more will be 
the energy consumption in them so, the proposed approach will not be able to handle 
more workloads with lesser number of fog nodes. Table 1 shows the comparison of 
existing approaches. 

3 Proposed Fog Computing Architecture for Maximum 
Resource-Utilization 

Fog computing act as a middle layer between IoT and cloud layer. The traditional 
fog computing architecture brings the cloud services from core to network edge [2]. 
The fog architecture provided in this article contains load balancing in the middle 
layer. This section includes fog computing architecture for workload balancing in 
workflows. In distributed fog environment, fog nodes are deployed near to the end-
users. In proposed architecture, load balancing has been applied in the fog computing 
layer so that workflow tasks should be evenly distributed to all fog resources. The 
following Fig. 1 shows fog computing architecture: 

Figure 1 shows fog computing architecture containing three layers, i.e., end-users, 
fog layer and cloud layer. End user layer is connected to the nearby deployed fog 
nodes. Users submit their workflow tasks to the fog nodes. Fog nodes are having 
nano data centers, which store and process user requests locally. Each fog node 
is connected to the central controller, which controls all fog nodes. The central 
controller firstly schedules the tasks at the fog node’s local queues. The tasks can be 
executed in any manner, i.e. First Come First Serve (FCFS), shortest path first etc. 
Then tasks are forwarded to the load balancer, which keeps track of all available and 
utilized fog nodes. The energy is assigned in the form of electric power consumed 
by various resources. The idle VMs also consume energy along with the overloaded
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Table 1 Comparison of various existing approaches 

Author Year Purpose of 
work 

Type of 
network 

Tool used Application Research gap 

Naha 
et al. [5] 

2021 Proposed 
energy aware 
approach 
based on 
multiple linear 
regression for 
load balancing 
in fog 

Fog CloudSim Time-sensitive 
applications 

Fog nodes 
can be 
clustered to 
enhance the 
performance 
of system 

Mokni 
et al. [7] 

2021 Propose a 
hybrid 
multi-agent 
approach for 
Cloud-Fog 
environment 
to schedule 
IoT tasks 
workflows 

Cloud-Fog CloudSim IoT application They do not 
consider 
energy 
consumption 
in cloud-Fog 

Davami 
et al. [15] 

2021 Proposed 
high-level 
architecture 
for scheduling 
of multiple 
work fows 

Fog Architecture 
tradeoff 
analysis 
method 
(ATAM) 

Scientific 
workflow 

Article does 
not consider 
load 
balancing to 
distribute 
equal 
workloads 

Kaur et al. 
[16] 

2020 Proposed 
Energy-aware 
load balancing 
approach 

Fog-Cloud iFogSim Scientific 
workflows 

Lesser 
number of 
fog nodes are 
considered 

Hameed 
et al. [17] 

2021 Proposed 
dynamic 
clustering 
approach for 
vehicular 
system 

Vehicular 
ad-hoc 
network 
(Fog) 

NS2 Realistic 
vehicular 
network 

Security of 
fog nodes can 
also consider

VMs. Hence, to optimize energy consumption in fog nodes, proper load balancing is 
required, so that no VM remains underutilized, and no VM becomes overloaded. Load 
balancer equally distributes these tasks into the VMs. Workflow tasks are executed 
by fog nodes, and load balancing helps to improve utilization of all the resource in 
the fog layer. With the enhancement in resource utilization, the energy consumption 
of fog nodes can be reduced, which helps to reduce implementation cost. Fog layer 
is connected to cloud layer above it. Cloud layer have large data center having large 
storage and computing capacity that takes data from fog layer and store it for future 
use. 
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Fig. 1 Fog computing architecture implementing load balancing for maximum resource-utilization 

3.1 Energy-Efficient Load Balancing Approach (EE-LB) 

In fog computing environment, when large computational workflow applications 
are executed, then there is increase in demand of resources also. So, with the 
increased resources requirement there is more energy consumption. For efficient-
energy consumption in fog environment there is a need for energy-efficient load 
balancing approach so that there can be no wastage of energy and resource utilization 
can be increased. In this section, proposed energy-efficient load balancing approach 
for fog computing environment has been provided. This section proposes a hybrid 
load balancing approach that is based on Simulated Annealing and water cycle opti-
mization approaches. Optimization approaches used in this work are described as 
follows: 

Simulation Annealing Algorithm (SAA). SAA has been used for intra-cluster 
mapping of tasks on fog nodes. The energy consumption in fog clusters has been 
analyzed using SAA. SAA has a large margin for error control so, it has been used 
to find global solution for scientific workflows. 

Water Cycle Optimization (WCO). WCO works on the basis of natural water cycle 
process that has been used in this work when the optimized solution has not been 
found with SAA. WCO reduces the energy consumption and cost of intra-cluster 
resource mapping. 

Both optimization techniques work in hybrid form to enhance the performance, 
and reduce the energy consumption and computational cost in fog nodes. Here is the 
pseudocode for proposed algorithm:
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4 Result Analysis and Discussion 

This section provides the results obtained by evaluating proposed approach in 
iFogSim environment. This section is divided into subsections i.e., parameter consid-
ered for comparison of obtained results, experimental requirements, and results are 
shown in graph form in the later subsection. 

4.1 Parameters Considered 

The proposed approach has been evaluated based on two performance parameters 
i.e., computational cost, and energy consumption. These parameters are explained 
as follows: 

Computational Cost: Computational cost can be calculated in terms of mainte-
nance cost of fog nodes as well as cloud nodes. Sometimes only few nodes are utilized 
and others remains idle, but they also require maintenance. Hence maintenance cost 
can be calculated using following equation: 

Cost  =
∑

C f og  r +
∑

Ccloud 
r + R(c+ f ) (1) 

Equation (1) used to calculate the computational cost in fog environment i.e., it 

considers as the sum of the total cost of resources of fog layer
(
C f og  r

)
, total cost of 

resources of cloud layer
(
Ccloud 
r

)
, and total available resources at fog and cloud layer(

R(c+ f )
)
. 

Energy Consumption: When tasks are assigned to resources for processing, the 
resources consume energy while executing these tasks. Sometimes in case of large 
computational tasks, few resources get more tasks to execute, and others remains 
idle. All resources consume energy whether they are in execution mode or idle [7]. 
Hence energy consumption can be calculated as follows: 

EnergyConsumption(Ec) = E f og,cloud idle + E f og,cloud utili zed + Rmax (2) 

Equation (2) used to calculate energy consumption (Ec) in fog environment that 
can be calculated as sum of energy consumption by all idle and utilized fog as 

well as cloud resources
(
E f og,cloud idle , E f og,cloud utili zed

)
, and maximum number of available 

resources (Rmax ).



172 M. Kaur and R. Aron

4.2 Experimental Requirement 

Table 2 describes the experimental requirements used for executing proposed 
approach. Proposed EE-LB approach in has been evaluated by using iFogSim 
simulation tool and considered Genome and Sipht workflow applications. All the 
requirements have been explained as follows in Table 2. 

4.3 Experimental Results 

The experimental results obtained after evaluating proposed approach EE-LB are 
shown in the form of graphs by comparing with other existing approaches i.e. DEER 
[10], DRAM [11], EA-LB [16], SRFog [18] on the basis of few parameters that are 
described in the following Table 3. 

Figure 2 shows the simulation results obtained by executing proposed Energy-
efficient (EE-LB) and comparing it with the other existing approaches. It can be seen 
from the graphs that EE-LB approach outperforms the other existing approaches and 
reduces cost and energy consumption in evaluating considered workflows. 

Table 2 Experimental 
requirements 

Requirement Value 

Simulator iFogSim 

Operating system Windows 10, 64 bit 

Fog nodes 20–140 

Workload 100–1000 tasks 

Table 3 Comparison of proposed approach (EE-LB) with other approaches 

Parameter DEER DRAM EA-LB SRFog (EE-LB) 

Simulation 
environment 

CloudSim CloudSim iFogSim Kubernetes iFogSim 

Number of 
Nodes 

500 to 2000 
resources 

20–140 20 fog nodes 2–7 nodes 140 fog nodes 

Number of 
workloads 

N numbers 500–1000 100–200 6 user requests 100–1000 

Network type Fog Fog Fog Fog Fog 

Energy 
consumption 
(KJoules) 

1002.51397 756.345 935.321 1134.453 675.66 

Computational 
cost ($) 

7000–8000 8000–9000 5500–6000 4000–4500 2500–3000
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Fig. 2 Cost analysis of EE-LB by comparing with other approaches 

Fig. 3. Energy Consumption analysis of EE-LB by comparing with other approaches 

Figure 3 shows the simulation results obtained by evaluating considered work-
flows in proposed framework. It has been obtained from the graphs that with increase 
in number of fog nodes energy consumption also increase. Proposed approach EE-LB 
reduces energy consumption compared to the other approaches. 

5 Conclusion and Future Scope 

Load balancing in scientific workflows is necessary to fully utilize the resources 
at fog layer. This article provides architecture for fog computing implementing 
load balancing in scientific workflow. Furthermore, this article reviews the existing 
load balancing and scheduling techniques in workflows and provides a comparison 
between them. Different types of existing scientific workflows have been considered
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and evaluated in iFogSim by applying proposed approach EE-LB and results are 
compared with EA-LB, DEER, SRFog, DRAM. It has been observed that EE-LB 
reduces computational cost by 28%, and energy consumption by 35% as compared 
to the other approaches. In future, QoS parameters in fog environment needs to be 
explored more. 
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An Ensemble Model to Extract 
Discriminative Features for Semantic 
Image Classification in Large Datasets 

B. Pranesh, T. Nitin, Shree Charan, D. P. Tejash, and K. Mahantesh 

Abstract An efficient image representation and extracting discriminative features in 
compressed domain is attracting researchers in computer vision and pattern recogni-
tion to develop efficient algorithms to classify and annotate images in large datasets. 
In this paper, an ensemble model combining DCT, Wavelet and HOG is developed 
to represent an image in compresses domain. DCT is useful to find low frequency 
coefficients of an image which express visual features, further subjected to multi-
resolution analysis using wavelets with an advantage of developing robust and 
geometrically invariant structured object visual features through spectral analysis 
and finally PCA is used to map lower dimensional feature space with the transfor-
mational matrix in which a set of observed data is infused highlighting the edge 
orientation along with histogram of oriented gradients as its feature vectors. For 
classification purpose, different distance measure techniques and machine learning 
algorithm is used to obtain average classification rate. Proposed ensemble model 
is demonstrated on Caltech-101 and Caltech-256 datasets and compared the results 
with several benchmarking techniques in literature. 

Keywords Discrete cosine transforms (DCT) · Distance metrics (DM) ·
Histogram of oriented gradients (HOG) · Image classification · Logistic regression 
(LR) · Wavelets 

1 Introduction 

The innovation and research and development sectors are growing rapidly due to 
the digital collection of data. The development of the internet and digital media 
techniques increased the demand for data. Hence, classification is an essential and 
required process for searching and efficient indexing of data. This leads to the 
existence of data classification and detection techniques and significant interest in 
the research community. The advancement of the internet and image acquisition
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techniques has resulted in a huge increase in digital image collections produced 
by research, educational, medical, industrial, and other applications. The standard 
approach for retrieving images from large datasets is to describe the image using 
terms and then use the keywords to retrieve the images from databases, but manually 
annotating the images takes a long time. Furthermore, due to the natural inability of 
keywords to bridge the semantic divide. For massive image collections that are often 
specific to human experience, context-sensitive, and incomplete, manually anno-
tating images for a wide variety of images is a time-consuming and costly process. 
In the early 1980s, content-based image retrieval (CBIR) was implemented as an 
important solution to text-based approaches because they struggled to accommodate 
a range of task-dependent queries. 

CBIR indexes images based on their visual quality [1], such as texture, color and 
shape. Pattern recognition methods are used in image retrieval systems to explain 
visual information with partial semantics, while the process of extracting images has 
remained predominantly statistical in nature. While dealing with vast content image 
databases, some sophisticated algorithms are designed to interpret color, shape, and 
texture features which fails to exhibit image semantics and depict limitations [2]. In 
this paper, the distance measures and machine learning algorithms are used to build 
computer programs that produce solutions and evolve over time to solve problems 
that cannot be solved using enumerative or calculus-based approaches. 

2 Related Works 

To accomplish the tasks for the classification of images [3], approaches associated 
with the depiction of low image functionality are used, including shape, size, color, 
etc. Many papers have been written on image processing using various ensemble 
approaches. It has many advantages and uses in a wide range of areas and recom-
mended HOG strategies for image classification [4]. In the histogram of oriented 
gradients (HOG), the effects of normalizing are investigated [5]. The normalizing 
function has been incorporated into the gradient creation stage. PCA was first used 
to remove substantial features from a function space by Turk and Pentland. Pankaj 
and Wilscy [6] suggested a system for comparing PCA [7] and features for face 
recognition. PCA is a computational technique for converting a huge amount of 
linked data into a smaller amount of congruent data [8]. The feature vectors are fed 
into PCA, which uses feature vectors derived from HOG to rewrite HOG features in 
terms of new variables. The image will be first preprocessed to improve its quality, 
such as by standardizing and smoothing it [9]. The gradient histogram (HoG) and 
wavelet properties are utilized to make predictions using machine learning. Extrac-
tion techniques examine images and remove the most significant attributes repre-
senting different kinds of objects [10]. Features are used to attribute items to the 
class where they use as inputs for classifiers. The extraction process allows to mini-
mize the amount of data having through analyzing certain characteristics of images 
which contain pertinent information or functionality which distinguish one pattern
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from the other. The several variations of features available including shape, color 
and texture-based features. Texture is amongst the most crucial attributes for distin-
guishing objects or areas of image enhancement is the process. These coefficients 
are decomposed into multi-resolution sub-bands by wavelets [11], allowing spectral 
analysis to create geometrically invariant structural object visual features. DCT elim-
inates low-frequency components that convey image visual features, and wavelets 
decompose these coefficients through multi-resolution sub-bands, causing spectral 
analysis to generate geometrically symmetric structural object visual features [12]. 
Using PCA, a dynamic model is used to map a collection of observed data into a lower-
dimensional spatial domain [6]. In general, very less amount of significant work has 
been noticed in literature, where Caltech 101/256 datasets have been used exten-
sively used for demonstration and benchmarking algorithms with standard train-test 
procedures as mentioned in [15–17]. Finally, various distance measuring techniques 
are used in order to derive an overall consistency score for object categorization. 
We demonstrated the proposed methodology in Sect. 3.4 on two very popular and 
challenging datasets and achieved the highest classification thresholds in addition to 
other benchmarking approaches discussed in the literature. Factors to consider when 
assessing the accuracy of models and the conclusions drawn from them objectively 
are discussed. 

3 Methods 

This section includes the frequency domain (DCT) technique and the methods for 
mixed time–frequency domains by isolating the borders and gathering the full energy 
of the image. This section goes into the details of combining DCT and wavelets 
and later HOG to obtain semantic features, followed by feature extraction and 
classification techniques. 

3.1 Discrete Cosine Transforms 

Since PCA is found to have weaknesses in terms of lacking class separability and 
localization [13]. In the majority of images, the signal intensity at low frequency is 
high, and based on visual properties; DCT effectively divides image spectral band-
width. The frequency domain of a signal is changed. The length of the f(x) sequence 
for x = 0, 1, 2, … , N is indicated where N is the length of the sequence. 

The DCT of an image f(x, y) is computed using Eq. (1): 

C(u, v) = 
2 √
mn 

α(u)α(v) 
m∑

x=1 

n∑

y=1 

f (x, y)cos
[
(2x + 1)uπ 

2m

]
cos

[
(2y + 1)vπ 

2n

]

(1)
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Fig. 1 a original image; b color map of cipher degree of DCT; c scanning strategy of DCT 
coefficients 

Fig. 2 Approximation element, horizontal element, vertical element, diagonal element 

where u = 1, 2, … , m and v = 1, 2, … , n are variables of scaling, as opposed to a 
1D signal. 

Figure 1(a) depicts a color aero plane image with a scale of 256 × 256 
pixels, Fig. 1(b) shows the color map of the DCT’s log magnitude, showing high 
energy compaction at the origin, and Fig. 1(c) shows the standard zigzag scanning 
scrutinize for DCT factors for an image. 

3.2 Multi Resolution Analysis Using Wavelets 

dbN wavelets are the Daubechies’ extreme phase wavelets. The Daubechies function 
extraction is discussed using scalar products with scaling signals and wavelets, similar 
to the Haar wavelet transform. 

Daubechies combine the principles of multi-resolution analysis and pyramid 
coding techniques, then outlined their similarities and differences, and initially incor-
porated wavelet transform with the conventional definition of filter banks. when a 
source image is decomposed, four equal-sized output images are produced as shown 
in Fig. 2. 

3.3 HOG 

HOG is a feature descriptor that is often used to extract features from image data 
[5]. The approximation element from the previous section is used as base image for 
feature extraction. Figure 3 gives HOG representation along with its original image 
data.
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Fig. 3 a Original image b HOG representation 

The configuration of this work is somewhat different from that of Dalal and Triggs 
[14]. Linear-gradient voting into nine orientation bins ranging from 0 to 180°, 16 × 
16 pixel blocks with four 8 × 8 pixel cells, and 16 × 16 pixel blocks with four 8 × 
8 pixel cells are used in the selected configuration. The size of the descriptor can be 
computed using Eq. (2): 

Descri ptor si ze = b2 s nb(vcells − bs + σ ))(hcells − bs + σ ) (2) 

The detector window has a resolution of 64 × 128 pixels. Converging the gradient 
masks [1 0 1] and [1 0  1]T with the raw image I yields the HOG descriptor by 
computing the 1-D p1oint derivatives Gx and Gy in the x and y directions. The 
Eq. (3) describes the gradient computation (being I the image and (i, j) the pixel 
coordinates): 

Gx (i, j ) = 
∂ I 
∂x 

(i, j ) Gy(i, j ) = 
∂ I 
∂ y 

(i, j ) (3) 

The derivatives Gx and Gy are then applied to each pixel to calculate the gradient 
degree |G (x, y)| and path angle (x, y). The Eq. (4) indicates the magnitude of the 
gradient at a certain pixel: 

M(i, j ) =
√
G2 

x (i, j ) + G2 
y(i, j ) (4) 

The gradient degree of the direction histogram is simply used as a weighting 
factor. The gradient direction angle can be calculated using Eq. (5): 

θ (i, j ) = arctan
(
Gy(i, j ) 
Gx (i, j )

)
(5) 

Depending on whether the angle is signed or unsigned, this histogram represents 
angles that are equally spaced between 0 and 180 or 0 and 360. As a result, the Eq. (6) 
is used for determining the kth bin of a histogram: 

hk =
∑

i, j 

M(i, j )1[�(i, j ) = k] (6)
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In our case, k is a positive integer between 1 and 9. The vote will most likely take 
place between two bin centers at any given angle, if the previous angle division is 
contained in bins, so the voting is decided by bilinear interpolation between two bin 
centers mentioned in Eq. (7): 

f (x |x1, x2) = f (x1) + 
f ( f (x2) − f (x1)) 

x2 − x1 
(x − x1) (7) 

As the variations in gradient intensity show, some kind of illumination normal-
ization is needed for a robust descriptor. Let the k-norm of v, with k ∈ 1, 2, and a 
small constant, as the k-norm of v, as a vector containing all the histogram for the 
block ||v||k . L1-norm, L1 squared-norm and L2-norm of a block v descriptor vectors 
are mentioned in Eqs. (8), (9) and (10) respectively: 

L1 − norm : v → v 
||v||2+ ∈ (8) 

L1 − squared norm : v →
√

v 
||v||2+ ∈ (9) 

L2 − norm : v → v √
||v||2 2+ ∈2 

(10) 

The values of v are constrained to 0.2 after an L2-norm, clipping, and re-
normalization. This can be achieved by reducing, cutting and normalizing the product 
of the L2-norm. The tests revealed that L1-norm-squared, L2-norm, and L2-norm-
Hys all behave equally and produce positive outcomes, but L1-norm degrades effi-
ciency by 5%. If you do not normalize, the score is penalized by approximately 
27%. 

3.4 Classification 

The HOG features obtained from the previous section are used for classification 
purpose. The visual similarities are calculated using different distance measure tech-
niques like Euclidean, Manhattan, KL Divergence and JS Divergence which can be 
computed using equations from Table 1. Further, logistic regression classifier is also 
used to compliment the results. 

In the above Table 1, A and B are the two-dimensional points with coordinates 
(a1, a2, …), (b1, b2, …) respectively. Where A is considered as train data features 
and B is query data feature. Divergence methods calculate the difference between 
two probability distributions. The log of the event in P over the event likelihood in 
Q.
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Table 1 Mathematical representation of different distance measures 

Distance measures Equations 

Euclidean distance d(A, B) = |a − b| = √
(a1 − b1)2 + (a2 − b2)2 + . . .  + (an − bn )2 

Manhattan distance Mdist  ( A, B) = |a1 − b1|+|a2 − b2|+. . . . . .+|an − bn | 
Kullback–Leibler divergence KL(P ||Q) = ∑

x 
X P(x)∗ log

(
P(x) 
Q(x)

)

KL(P || Q) + KL(Q || P)
/
2 

Jensen-Shannon divergence J S(P||Q) = KL(P ||M) + KL(Q||M)
/
2 

M = (P + Q)
/
2 

KL divergence score is based on the idea that the odds of an occurrence from P vary 
greatly from those of the same event from Q. It may be used to differentiate between 
discrete and continuous probability distributions, which determine the integrality of 
outcomes rather than the number of discrete events that are expected to occur. 

The JS divergence, a symmetrical normalized rating, is calculated using the KL 
divergence. It provides a smoothed and normalized variant of KL divergence, with 
scores ranging from 0 (identical) to 1 (extremely different), making it more functional 
as a metric by using the base-2 algorithm. 

Logistic Regression. It is broadly utilized in ML and statistics. In both binary and 
multiclass grouping, it performs admirably. A LR model predicts P(Y = 1) as an X-
function mathematically. LR employs the log odds ratio rather than probabilities to 
predict category, and an incremental multivariate technique rather than a least squares 
technique to build the final model. Assumption of logistic regression includes (1) For 
each instance, each independent variable should have a single value; (2) collinearity 
is expected to be minimal, although not necessarily totally independent; and (3) 
Irrelevant Independent Alternatives (IIA). The probabilities of preferring one class 
over another, despite the apparent presence of numerous unrelated and irrelevant 
choices are defined by IIA. In order to prevent multicollinearity in the model, the 
variables must be independent of one another. We need associated variables and a 
broad sample size for logistic regression. Using this approach, it is possible to predict 
the average classification rate. 

4 Results and Performance Analysis 

The results and analysis of the Caltech-101 and Caltech-256 datasets are covered in 
this section. Caltech—101 is a collection of 9,144 images from 101 distinct sorts 
of nature scenes (animals, butterflies, chandeliers, Garfield, cars, flowers, human 
faces, etc.) [15]. Most of the pictures are centered, occluded, influenced by corner



182 B. Pranesh et al.

artifacts, and display high-intensity variability, making this dataset very problematic 
[16]. The Caltech-256 dataset, which includes image data from 256 item categories 
and a total of 30,607 pictures, is an augmentation of the Caltech-101 dataset [17]. 
It has higher intensity, clutter, item size, location, and posture variations, as well 
as more categories with at least 40 images per category and higher inter-class and 
intra-class variability. Table 2 gives classification rates of different distance metrics 
for 15 & 30 train per class/category respectively. Sample images of datasets are as 
shown in Fig. 4. 

To evaluate the performance of the proposed methodology, the conventional exper-
imental procedure outlined in [19] is considered, labeling the first 15 & 30 images 
in each category as training to generate feature vectors and the remaining as testing. 

Using the image, a transformation strategy is performed to extract lower frequency 
coefficient information in the compressed DCT domain using 2D db wavelets. The 
approximated element is used as a base image for HOG feature extraction. Vector-
ization procedure (DCT Coefficients in zig-zag pattern) is initiated to generate the 
feature vectors. The trained feature dataset and the query feature vector use different 
distance measures and machine learning technique to obtain similarity. As a conse-
quence, the performance of HOG descriptors in combination with transformation 
techniques are found to be efficient in comparison other descriptors, and the overall 
performance is increased. 

Table 3 signifies that the proposed model’s performance to a few state-of-the-art 
approaches mentioned in the relevant research. The histogram descriptor technique

Table 2 Results of different distance metrics using HOG 

Distance metrics Caltech 101 
15 Train 

Caltech 101 
30 Train 

Caltech 256 
15 Train 

Caltech 256 
30 Train 

Classification rate in % 

Euclidean distance 35.2246 38.1712 12.3379 14.5542 

Manhattan distance 40.5264 44.2474 17.5962 20.5483 

KL method 23.8639 25.5652 – – 

JS method 28.1980 28.1980 – – 

Fig. 4 Sample images of Caltech 101 and 256 datasets
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Table 3 Analysis of different transformation techniques with logistic regression 

Methodology Caltech 101 
15 Train 

Caltech 101 
30 Train 

Caltech 256 
15 Train 

Caltech 256 
30 Train 

Classification rate in % 

Coslets [12] 37 43.1 16.9 21 

Holub et al. [17] 37 43 – – 

Serre et al. [18] 35 42 – – 

HOG 35.1316 43.3317 11.1489 15.1768 

DCT + HOG 40.5596 46.9413 13.6233 15.2541 

Wavelet + HOG 39.6711 46.1189 12.8623 15.9632 

DCT + Wavelet + HOG 48.3920 53.0854 16.6244 19.0058 

PCA + Wavelet + HOG 44.0699 48.0862 14.0952 17.2614 

Fig. 5 Comparative analysis of ensemble methodologies

with transformation techniques has turned out to be very interesting method for 
improving classification rate when compared to other works. On manifolds, Fig. 5 
compares the performance of the proposed method to current dictionary learning 
techniques. In contrast to [12, 18, 20, 21], where grids of HOG features are proven to 
be very primitive and significant in outperforming the other strategies, the suggested 
method achieves a remarkable identification rate merely by employing a single 
visual descriptor. In comparison to conventional classifiers mentioned in [7, 19, 
22], the proposed methodology with HOG has obtained leading classification rates 
of 48.4% & 53.08% for 15 & 30 images per category respectively, and was found 
consistent when compared with spatial pyramid feature technique [19] & method 
based on sparse localized features [23]. The proposed methodology using HOG 
outperformed [17] by 3.84% and produced very competitive results in comparison 
to the methodologies indicated in [6, 13, 24], which employed just 12,800 (i.e., no 
more than 50 images per category) images for testing.
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5 Discussion and Conclusion 

In recent years, most of the papers in literature have highlighted on combining trans-
formation techniques for image representation but failed to preserve discriminative 
features. An ensemble model is proposed which combines DCT, Wavelet and HOG to 
preserve low frequency co-efficient, point singularities and edge orientations respec-
tively from an image. Proposed ensemble method combined with different distance 
measure and logistic regression techniques are demonstrated on very large bench-
mark datasets for classifying images and has obtained competitive results by outper-
forming recent techniques such as coslet, bag of features, bag of words, spatial 
pyramid matching techniques. In future, the performance of our model can be exam-
ined for different distance measures, support vector machine, neural network archi-
tectures and deep learning techniques. The scope of this paper lies on real time object 
detection in cameras. 
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An Evaluation of Wireless Charging 
Technology for Electric Vehicle 

Vaishnavi Butale, Mohan Thakre, Vinayak Gaikwad, Yogesh Mahadik, 
and Tushar Jadhav 

Abstract The biggest hurdles for the globe throughout the coming decades will be 
climate change as well as the depletion of fossil fuels. One of the primary causes 
of climate change is an increase in the concentration of greenhouse gases. As a 
result, electric vehicles (EVs) have been identified as one of the possible solutions to 
reducing emissions as well as reliance on fossil fuels. Profitable commercialization 
and the faster adoption rate of EVs require faster, more cost-effective, and more reli-
able charging infrastructure. Conversely, several concerns, including such restricted 
driving range, a shortage with charging stations, battery destruction, and so forth, 
have been hampering the development of EVs. To alleviate EV range anxiety, it’s also 
necessary to establish its highly developed charging infrastructure. To confront this 
same majority of these issues, a wireless charging system (WCS) could be one of the 
options for charging electric vehicles without a plug. The aim of this article should 
provide an overview of the main wireless power transfer techniques for charging a 
battery in an electric vehicle. Besides that, the obstacles and drawbacks of wireless 
charging technologies, and solutions to overcome these problems all are discussed 
extensively. Prospective ideas based on wireless electric vehicle charging systems, 
including “Vehicle-to-Grid (V2G)” as well as “In-wheel” WCS, also are addressed. 

Keywords Conductive charging · Electric vehicle (EV) · Vehicle-to-grid (V2G) ·
Wireless electric vehicle charging system (WEVCS)
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1 Introduction 

Due to the rapid increase in oil prices as well as concern about the increasing emission 
of greenhouse gases, there is a growing interest in EVs around the world. EVs aid in 
the reduction of greenhouse gas emissions and the reduction of air pollution [1]. The 
battery, battery management system, power drive train, motor, controller, and other 
components comprise the majority of the EV. The battery is the EV’s heart. As a result, 
battery protection is critical. During abnormal conditions, the insulation of the battery 
is more likely to be damaged. An HV battery protection system has been designed and 
explained in paper [2] to address the issue of insulation failure. Electric motors used 
throughout EVs include brushless DC motors (BLDC), DC series motors, three-phase 
induction motors, permanent magnet synchronous motors (PMSM), and switched 
reluctance motors (SRM). SRM is being investigated by industries and researchers 
due to its benefits such as rugged construction, high torque, effective speed control, 
and exceptional fault tolerance capability [3, 4]. EVs are becoming more popular 
around the world, but some concerns, including such limited driving range, a lack 
of charging stations within EV range, battery degradation, etc. existing roadblocks 
to EV advancement [5]. As a result, to address all of these issues, WEVCS may be a 
viable alternative technology for charging EVs without the need for a plug. In paper 
[6] the implementation of on-road charging is investigated to reduce the size of EV 
batteries as well as extend the driving range of EV. 

There are two ways to charge an electric vehicle. 1) Charging by conductivity 2) 
Charging via wireless. Conductive charging requires physically connecting the EV to 
the electric power supply via a cable [7]. The publication [8] promotes the importance 
of a fast-charging system. The major drawbacks of a conductive charging system are 
its location within an EVs range, charging time, queuing time at the charging station, 
as well as potential traffic congestion. The wireless charging technique offers great 
ability to address EV charging infrastructure constraints. In these WEVCS emerging 
technologies, there is no direct relationship between both the EV as well as the power 
source. Power is wirelessly transferred to the EV [9, 10]. Wireless charging allows 
safe and convenient charging even if the vehicle is at rest or in motion. It also aids in 
the reduction of range anxiety. Wireless charging advancements include i) Inductive 
power transfer (IPT) ii) Resonant inductive power transfer (RIPT) iii) Capacitive 
power transfer (CPT) iv) Laser power transfer v) Microwave power transfer (MPT) vi) 
Permanent magnet power transfer (PMPT) [11–14]. Future upcoming technologies 
V2G [15] as well as IN Wheel wireless charging also discussed. 

2 Schematic Review 

Overview of conductive battery charger & international standards of charger related 
to power level has given by the author [7]. One of the conductive charging type “Fast 
charging” has been explained thoroughly in [8] including its various aspects such as
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various technological development in this field, effect on a distributed system. Author 
[5] depicted that conductive charging requires a vehicle to get connected manually 
to the charging station hence there are chances of getting electric shocks. This can be 
overcome by WEVCS. Present WEVCS technologies were revised by the author [10, 
13]. Basic principles, advantages, limitation were discussed in detail. Author [10], 
presented the proposed circuit topology for RIPT. Author [9], outlined a compre-
hensive overview of the conductive and inductive charging solution. Also stated that 
absence of wired connection between vehicle and charger in case of IPT make it safe 
technology for higher power charging application. Author [13] depicted promising 
technologies namely magnetic resonance power transfer and coupled magnetic gear 
including its key issue, challenges and the latest developments. Author [5] stated 
that the power transfer efficiency of the MPT system of wireless charging is not 
attractive as compared to other resonant WPT system. However, it can be improved 
by designing proper antennas. Author [14] stated the limitation of WPT regarding 
power transfer efficiency, installation cost etc. Various solution to improve power 
transfer efficiency such as by alignment of power pad, using different compen-
sation networks, increasing operating frequency were explained in detail in paper 
[1]. Author [12] carried out a case study considering an IPT system with parallel-
series compensation topology and simulation result obtained for induced voltage in 
the receiver due to magnetic flux variation by passing over the transmitter. Author 
[11], reviewed future upcoming concepts IN Wheel wireless charging system in 
which energy transfer efficiency is improved by reducing gap between transmitter 
and receiver coil. It has been discovered that with the rapid growth of EVs, there is a 
significant increase in power requirements from the distribution network. Vehicle-to-
grid (V2G) was discovered to be a potential alternative technology for compensating 
for power demand. Author [15] emphasized various aspects of V2G such as bene-
fits, limitation, challenges, economics of V2G etc. Conductive charging, methods 
of wireless charging technologies, limitation of WEVCS and its application were 
discussed in detail in upcoming section. 

3 Conductive Charging 

Throughout conductive charging, there seems to be a device connected in between 
the electrical supply and the EV. It comprises an AC to DC converter, a dc-dc 
converter, or a direct conversion from low-frequency AC to High-frequency AC 
(HFAC) with power factor circuitry (PFC). Boost converters are used to improve 
power factor (PFC). Based on their location, conductive chargers have been cate-
gorized as On-board or Off-board. Within the vehicle, the same onboard charger, 
rectifier, and battery current regulator circuit are located. It has two power stages: 
one for alternating current mains rectification and one for battery current regulation. 
In the off-board charger, rectifier, and battery current regulator are located outside 
of the vehicle, the external charging infrastructure includes a power converter. The 
power transfer levels for conductive chargers are given in Table 1.
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Table 1 Battery charger level 
according to SAEJ-1773[10] 

Level Typical use Power level Utility interface 

1 Home or office 1.5 kW 120 V,15A, 1ϕ 
supply 

2 Personal /business 
entry point 

6.6 kW 230 V,40A, 1ϕ 
supply 

3 Recharging facility 25–160 kW 208-600 V, 3ϕ 
supply 

Methods of Wireless Charging Technologies 

Inductive 
power 

transfer 

Resonant 
inductive power 

transfer 
Capacitive 

power transfer 
Permanent 

Magnet Power 
Transfer 

Microwave 
Power Transfer 

LASER 
wireless 
charging 

Fig. 1 Classification of wireless charging technologies 

Conductive charging limits may be specified as, 

• There is a possibility of an electrical shock. There is therefore always a 
requirement for high operational safety. 

• The system architectures for residential charging systems are complicated under 
SAE J1772 for EV conductive charging systems. 

• The cost of electricity per mile exceeds the dynamic EV wireless charge. 

Wireless charging has become a key field of research to reduce these limitations. 
A flexible, safe, and compact EV charge without direct human interaction is provided 
by wireless charging. The architectural design with WEVCS is indeed simple, but 
also less maintenance allows it for domestic and residential use. 

4 Methods of Wireless Charging 

In Fig. 1, classification of available wireless charging technologies has been provided. 
These are generally IPT, CPT, RIPT, PMPT, MPT, LASER wireless charging, etc. 

4.1 Inductive Power Transfer (IPT) 

Inductive power transfer is indeed the process of transmitting power without a type 
of media that employs the mutual induction concept. Figure 2 shows a constructional 
diagram of IPT. Inductive power transfer is indeed the process of transmitting power 
without a type of media that employs the mutual induction concept. In this system, 
the transmitter coil has been embedded beneath the road surface, as well as the
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On board 
ReceiverInductive station 
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-

Fig. 2 Circuit diagram of traditional inductive power transfer [11] 
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Fig. 3 Block diagram of resonant inductive power transfer [11] 

receiver coil has been embedded beneath the EV. AC from the main grid has been 
converted into high-frequency alternating current (HFAC) for power transfer between 
the transmitter and receiver coils using AC/DC and DC/AC converters. One such 
HFAC source is delivered to the transmitter coil. As a result, an electromagnetic field 
and therefore flux is developed. This flux comes into contact with the receiver coil, 
leading to voltage generation throughout the receiver coil. 

This AC voltage would then be transformed into a steady direct current supply, 
which will then be supplied into battery packs to start charging those. In this system, 
magnetic coupling varies greatly. The magnetic coupling coefficient decreases as the 
air gap between two coils increases, and thus power transfer decreases. The large 
air gap between coils causes more leakage inductance and thus reduces magnetizing 
flux, necessitating the use of high magnetizing currents in a possible solution. As an 
outcome, as the power factor reduces, so does the overall system efficiency reduce 
[9]. 

4.2 Resonant Inductive Power Transfer (RIPT) 

Block diagram of RIPT is as shown in Fig. 3. RIPT is an advanced version of IPT 
and the most widely used wireless power transfer (WPT) technology. Its working 
principle is similar to that of IPT. But compared to conventional IPT, an additional
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compensation infrastructure would be introduced to both the primary and secondary 
windings to establish resonant conditions & minimize losses incurred. The frequency 
at resonant condition given by Eq. (1) 

Fr ps  = 1 

2π
√
Lps  ∗ Lcs  

(1) 

whereas, Fr - resonant frequency of sec. and primary coil; Lcs & Lps -Resonant 
capacitor and self-inductance values of transmitter and receiver coil. If the resonant 
frequency of both coils is the same, efficiently maximum power transfer is possible. 

4.3 Capacitive Power Transfer 

Figure 4 shows a block diagram of CPT power that can be transferred without incur-
ring significant losses when passing through a barrier including such metal barriers. 
Through CPT, the power is transmitted from the main to the receiver winding through 
a coupling capacitor rather than coils or magnets as shown in Fig. 4. Power factor 
correction (PFC) integrated circuit applies the primary AC voltage to an H-bridge 
converter. The H-Bridge’s HFAC is redirected via the coupling capacitor on the 
receiver end. 

Whenever the circuit has been resonant, extra inductors have been included in 
series with such a coupling capacitor to decrease impedance between the transmitter 
and the receiver sides. Also, it facilitates the incorporation of soft-switching into 
electronic circuits [11]. With the help of filter circuitry and a rectifier, the AC voltage 
received at the receiver side is converted to DC for battery charging. Power transfer 
in CPT is affected by both the distance between two plates and the size of the 
coupling capacitor. Maximum power transfer is possible by increasing the frequency 
and decreasing the distance between two plates. CPT can transfer an electromagnetic 
field without an eddy current through a metal shield, resulting in low losses. Because 
the capacitor plates are loosely coupled and the coupling capacitance is low in the 
CPT system. The overall efficiency of the system will decrease. CPT is limited to

BMS & 
Battery 

bank 
DC 

L 

L 

C 

C 

Transmitter Receiver 

Fig. 4 Circuit diagram of capacitive power transfer [11]
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low-power applications due to the low density of energy stored in free space between 
metal plates.

4.4 Permanent Magnet Power Transfer (PMPT) 

Two synchronized permanent magnets have been positioned next to one another. The 
current is connected to the transmitter winding throughout order to create mechanical 
torque on the main permanent magnet. This same main permanent magnet begins 
to rotate as well as initiates torque just on supplementary permanent magnets such 
as through mechanical interaction. In this PMPT, the main magnet activities as a 
generator, and the supplementary magnet receive power, which would then be trans-
ported to the batteries through the power converter. One such technology resulting 
in low power transfer efficiency, complicated system design, as well as maintenance 
problems is unsuitable for EV wireless charging technologies [12]. 

4.5 Microwave Power Transfer (MPT) 

Receiving antenna (receiver) & transmitting antenna (transmitter) is mainly used in 
this technique of EV charging. 

Figure 5 shows a block diagram of MPT. The transmitting antenna emits a 
microwave beam to transfer power from the transmitter to a receiver configured 
in the EV. Rectenna is yet another term for a receiving antenna. The Rectenna would 
then acquire the microwave beam released by the transmitting antenna. The collected 
beam would then be transformed into a direct current source, and this source has been 
supplied to the batteries to start charging. 

Particularly in comparison to certain other resonant WPT systems, total power 
efficiency decreases. The efficiency of this system can be enhanced by formulating 
better antennas. The previous MPT architecture was using a frequency of 2.45 GHz 
[5]. It acknowledged that using high frequency enables the transmission of power over

Utility Grid(50Hz) Rectifier(AC/DC Converter) Microwave Generator 

Rectenna DC-DC ConverterEV Battery 

Microwave Electromagnetic Radiation 

Fig. 5 Block diagram of microwave power transfer
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greater distances. Various automobiles can be charged that use the same MPT struc-
ture utilizing beam steering modern technologies. MPT can transfer power across 
such a wide air gap between the transmitter and the receiver. The issue with that 
same method would be that generating a high-frequency power signal in the MHz 
frequency range is indeed a considerable power electronic challenging issue. MPT 
is no longer as reliable or cost-effective as present technology. It was impossible to 
prevent such radiation without compromising functionality or range [14].

4.6 LASER Wireless Charging 

This technology will be useful for transmitting power over long distances but with 
limited efficiency. In this method of power transfer, the electric current is converted 
into a laser beam, which is then focused on a photovoltaic cell. This type of charging 
is also called power beaming as it refers to the transfer of power in the form of a laser 
beam. Laser power transfer is a complicated phenomenon. As a result, EV charging 
is not possible with this technology. 

5 Application of Wireless Electrical Vehicle Charging 
System 

5.1 Vehicle-to-Ground (V2G) 

As the number of electric vehicles increases, so does the electricity demand. There 
is a significant increase in power requirements from the distribution network. V2G 
technology is a system that allows for the controllable, bidirectional flow of electrical 
energy between an EV and the grid. And there is a flow of electric energy from the 
grid to the EV during the charging of an EV’s batteries. During peak demand on the 
grid, this same grid requires energy; in this case, the circulation of electric power is 
from vehicle to grid. 

In a plug-in, V2G electrical vehicle equipped via an onboard bidirectional charger 
as  shown inFig.  6(a), a device can access the V2G to produce power whenever the grid 
is experiencing peak load. EV has been charged with an ac signal plug socket during 
the off hours. This AC is converted to DC as well as supplied through a separated 
DC/DC converter to maintain a user’s safety. BMS control and protective measures, 
as well as a bidirectional DC converter, are used to distribute the transformed DC to 
a battery. So if charging battery packs, this converter operates as a buck converter, 
and when discharging battery packs, it operates as just a boost converter. During 
the charging or discharging of such an EV, there has been manual ability to handle 
and also physical contact in this system, and there is a threat of electric shocks 
as well as accidents. The new smart V2G technique has been proposed to address
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Fig. 6 a Plug-in V2G [11]. b Wireless V2G [11] 

every one of these limitations. This technique utilizes wireless primary transformers 
with bidirectional converter topologies. The primary of one such transformer was 
integrated into the parking surface, the secondary was installed beneath the vehicle, 
and the remaining bidirectional converters were also assembled in the vehicle body 
as per Fig. 6(b). 

5.2 IN Wheel Wireless Charging System (IN-Wheel WCS) 

As observed in the previous topic, authors can deduce that the air gap, as well as 
coil arrangement, has the greatest influence on power transfer performance. Overall 
average gap distance for limited passenger vehicles between 150 and 300 mm, and 
might be more for heavier vehicles. The energy transfer performance deteriorates as 
the air gap rises, and as the air gap decreases, the energy transfers efficiency increases, 
allowing the air gap problems to be overcome. The IN-wheel WCS is intended for 
both dynamic as well as stationary applications. The primary difference between 
such a system and other WEVCS would be that the receiver has been configured 
inside the tire configuration instead of under the electric vehicles. So, if compared to
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current static analysis and dynamic WEVCS, this same air gap here between source 
as well as receiver coils has been decreased. 

Because of the smaller air gap, the coupling efficiency between the transmitter 
and the receiver is higher here. The higher efficiency of power transmission will 
give it a significant advantage over conventional quasi dynamic or dynamic wireless 
charging technology solutions. 

Wireless transformer coils, a power source, as well as the internal structure of the 
tire are the main elements of this structure. To optimize static and dynamic IN-wheel 
WCS, such elements must be specially designed. Different receiver coils have been 
parallelly positioned inside of the tyre. The said arrangement has the advantage of 
activating the specific receiver coil that is in interaction with the transmitter. In the 
occurrence of horizontal misalignment, different receiver coils might be triggered 
at the same time, and all these coils would transfer power to the battery bank. A 
rectifier, a resonant capacitor, as well as a filter circuit, are all included in every other 
receiver coil. 

5.3 Wireless Charging Technologies Difficulties 

Among the disadvantages of wireless charging technological advances seem to be, 

• WPT has less power transfer efficiency, unlike plug-in charging. 
• A wireless power transfer charging system is more expensive to install than a 

plug-in charging system. 
• A huge issue with these technological advances is the potential for health hazards 

and the need for a fundamental limit on human health and the environment to 
radiofrequency radiation [14]. 

5.4 WPT Efficiency Enhancement Solutions 

To tackle above mentioned difficulties some solutions provided which are as follows, 

By Increasing Frequency. Changing the operational frequency also allows us to 
make the scheme extra convenient and effective. The efficiency grows with frequency, 
but there is still a power level limit. Yvkoff suggested a 100–200 kHz frequency range 
system [1]. Yvkoff devised one expression, which is given as per Eq. (2), 

T Q  = w M/RO (2) 

whereas T Q  is transfer quality factor, M is mutual inductance between transmitter 
and receiver, ω is resonant frequency & R0 is equivalent resistance. To obtain
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maximum efficiency T Q  should be large. It can be increased in 3 ways (i) Maxi-
mizing driving freq. (ii) reducing equivalent resistance (iii) increasing the mutual 
inductance. 

By Alignment of Power Pads. To improve WPT efficiency, the transmitter and 
receiver coils must also be positioned. The effect of coil imbalance on efficiency has 
been presented in Sect. 4, IPT. The highest efficiency can be provided as per Eq. (3), 

nmax = 1 

1 + 2/k 
√
L p ∗ Ls 

(3) 

In the above Eq. (3), the coupling coefficient is given by k = m/Lp∗ Ls  & quality 
factor of the primary and secondary coil is given by Eq. (4), 

Q P = (ωL p/Rp)&QS = (ωLS/RS) (4) 

It’s indeed straightforward from the above two solutions which enhance the quality 
factor, as well as coupling factor, improves the maximum achievable power trans-
mission efficiency. A compensation infrastructure has been necessary to establish 
a resonant tank, compensate for inductance, as well as maximize power transfer. 
Compensation infrastructures have been introduced to both the transmitter and the 
receiver sides to make resonant characteristics of high-power transfer. Compensa-
tion infrastructure has been classified into four categories: (i) Series-Series (SS), (ii) 
Parallel-Parallel (PP), (iii) Series–Parallel (SP), and (iv) Parallel-Series (PS). 

6 Conclusion 

Several technologies, including conductive charging, IPT, CPT, PMPT, RIPT, and 
LASER charging, have been explained clearly. Among all of these techniques, RIPT 
is the most widely used technology today, as in this technique resonant condition 
is established with the help of compensation infrastructure and hence minimum 
losses incurred. CPT is common for low-power applications. The application of 
CPT is limited to low-power applications due to the low density of energy stored in 
free space between metal plates. Encouraging a Vehicle-to-Grid approach to devel-
oping dynamic wireless charging would then create a new generation of electrically 
powered vehicles with lower battery capacity and enhanced vehicle performance 
scope.
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Automated Dam Data Acquisition 
and Analysis in Real-Time 

Neelam Sanjeev Kumar, Gokul Chandrasekaran, and P. R. Karthikeyan 

Abstract The Mechanized Dam Information Procurement and Panic Reportage 
System was configuration to get, screen, and dissect, in real-time, basic wellbeing 
boundaries, for example, inflows, surges, door openings, pressure gages and level of 
the water kept up in the dam. This framework permits dams to be worked all the more 
securely and crisis intends to be all the more successfully organized and actualized 
with the crisis the executive’s organizations. The model portrayed in this paper is the 
initial move toward our vision of improving wellbeing on dams by having a system 
of sensors sending defensive rigging and checking framework. The health care moni-
toring system also processed with the self-evaluation module which helps to identify 
the process and movement of the object. The real time received data also discussed 
in this research work. The wireless sensor plays an important role to locate the data 
and identify the drop in the transmission line. Overall, the dam data information is 
fetched and processed the IoT operation. The reports are analyzed and tabulated in 
this research work which identify the level of prediction and operation of the dam 
data. The energy consumption, delay, and percentage of reading performances are 
improved in the proposed method than the conventional works. 
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1 Introduction 

An astute building site wellbeing framework would decrease wounds and fatalities 
by giving better security from mishaps, improving reaction times to mishaps, and 
giving increasingly careful information assortment that can be utilized to break down 
mishaps and close mishaps to forestall future events [1–3]. Automated Dam Data 
Acquisition and Alarm Reporting System (ADDAARS) gives data to chiefs contin-
uously through a blend of radio and satellite telemetry, microwave, fiber optic, and 
web innovation to Improve the dispersion and utilization of labor, Provide constant 
information for safe dam and store activity, Reduce crisis reaction time and Provide 
an exact and predictable information assortment framework, Provide the devices to 
screen states of the dams and stores them progressively at the crisis activity focus and 
the regional operator center [4–6]. The microcontroller gathers, store and gets ready 
information for transmission through GPRS modem and Radio handsets. The GPRS 
modem gets information from the microcontroller and transmits it to the normal site 
[7]. 

Hydroelectric dams are intended to give a more naturally amicable type of 
producing power than consuming petroleum derivatives; be that as it may, the greater 
part of the downsides of hydroelectric dams is harming ecological reactions. As 
repositories are overwhelmed to make hydroelectric force they flood and crush here 
and their sections of land of important rural or natural life land. Now and again, 
jeopardized or compromised species are influenced [8]. 

What’s more, one more thing we may utilize dam for shipping reason because of 
this there will be limit given in the event of vehicle weight, due to over-burdening 
dam might be harm, so with the assistance of burden cell, we can quantify heap of 
the vehicle and we can stop the harming of the dam [9, 10]. 

2 Related Works 

Kumar et al. [11] proposed an integrated system for smart industrial monitoring 
system in the context of hazards based on the Internet of Things. In this work, the 
smart industrial devices were controlled by the IoT with effective operation. The 
process is performed with less execution time, but the power consumption of the 
entire design was high. Kumar et al. [12] presented a Novel Architecture of Smart 
Healthcare System on Integration of Cloud Computing and IoT. This work concen-
trated the smart health care system with biomedical application. The integration of 
the hardware processed with the appropriate managing modules which helped to 
process the data with less loss. However, the overall cost of the healthcare system 
was high. Manikandan et al. [13] proposed hash polynomial two factor decision tree 
using IoT for smart health care scheduling system. Hash function plays a vital role in 
the smart care system which helped to operate the confusion property. Due to the help 
of two factor healthcare system, the security of the healthcare system was improved.
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But, the latency and accuracy were less which affected the system performances. 
Ellaji et al. [14] presented efficient health care systems using intelligent things using 
NB-IoT. Ammi et al. [15] proposed Customized blockchain-based architecture for 
secure smart home for lightweight IoT. Both the design was occupied more energy 
to monitor the health care system. 

3 Proposed System 

This framework permits dams to be worked all the more securely and crisis intends 
to be all the more adequately organized and actualized with the crisis the executives’ 
offices ADDAARS gives data to heads continuously in form of a mix of wireless 
and satellite broadcasting, fiber optic and advent technology Internet innovation to 
Progress the dispersion and utilization of labor, Deliver the instruments to screen 
states of the dams and supplies progressively at the crisis activity focus and the 
provincial tasks habitats, the database programming additionally encourages the 
assessment of station conditions and information quality, just as gives a wide scope 
of reports to introduce both summed up and point by point data in printed structure. 
The transmitter and receiver sections are shown in Fig. 1 and 2. 

3.1 Working Function 

Essential Physics of Pressure Sensing: Static Pressure. Weight, P , is characterized 
as power, F , per unit territory, A. The pressure sensor images is shown in Fig. 3 and

Fig. 1 Transmitter section
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Fig. 2 Receiving section 

Fig. 3 Images for pressure 
sensor 

the overall circuit diagram is shown in Fig. 4. The power calculation is expressed in 
Eq. 1 and 2.

P = F/A (1) 

The estimation of weight is by and large connected with liquids, either fluids or 
gases. A compartment loaded up with a fluid (see Fig. 1) has a pressure (because of 
the heaviness of the fluid) at a point in the fluid of: 

P = F/ A = h ∗ w (2) 

where: 
h = good ways from the surface forthright. 
w = weight of the fluid (most fluids are almost incompressible). 
The pressure sensor helped to predict the pressure value which used in the dam 

acquisition process. 
Standard of activity in Sensing components: 

H = (1 − (P/Pre f  )0.190284) × 145366.45 f t (3) 

This condition is adapted to an altimeter, up to 36,090 feet (11,000 m). Outside 
that go, a goof will be introduced which can be resolved unmistakably for each 
remarkable weight sensor.
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Vibrating point: 
Circuit Diagram: 

Fig. 4 Schematic circuit diagram
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4 Results and Discussion 

The basic inspiration driving using the microcontroller in our undertaking is because 
of the prevalent CMOS 8-piece microcontroller with 8 K bytes of in-structure 
programmable Flash memory. 

The ventures of the microcontroller have been written in Embedded C language 
and were totaled using KEIL, a compiler used for microcontroller programming. 
The correspondence between PC and the microcontroller was developed MAX 232 
standard and those ventures were furthermore done in C language. The data of the 
proposed system is given in Table 1. 

In this program, the distinctive special limit registers of the microcontroller are 
set so much that they can send and get data from the PC. This program uses the 
consecutive library to talk with the ports. 

The analysis of Received Data in real time is shown in Fig. 5. The equipment and 
programming structure of an installed observing framework for ongoing applications 
is introduced in this paper. Vibration signals have been investigated to distinguish 
the mechanical flaws. The usage of the investigation method in time and recur-
rence space are given. The proposed framework lopsidedness discovery method is 
confirmed with various degrees of seriousness. Our exploration presents a successful 
method to execute a circulated virtual geographic condition framework dependent 
on the dispersed augmented experience and geographic data framework (GIS) inno-
vation. It can incorporate current dispersed information and model assets, bolster 
the community-oriented hazard evaluation work, and utilize a perception domain to 
improve figuring proficiency. Therefore, our investigation can offer a worldview that 
will help advance the utilization of data advances to geographic data sciences. The 
advancement of DVGE frameworks is as yet continuous. 

Table 1 Data of the proposed system 

Sensor Data 
logger 

Total 
distance 

Prototype 
fixed days 

Frequency 
of data 
collection 

No. of 
readings 

No. of 
readings 
received 

% of  
reading 
received 

RS-1 1627 1.62 Day 1 24 h 92 92 100 

RS-2 1627 1.62 Day 2 24 h 92 92 100 

RS-3 1616 1.83 Day 3 1 h 3408 3090 90.67 

RS-4 1565 1.92 Day 4 1 h 3329 3256 97.81 

TS-1 1627 1.62 Day 5 24 h 92 92 100 

TS-2 1627 1.62 Day 6 24 h 92 92 100 

TS-3 1587 1.78 Day 7 24 h 92 86 93.48 

TS-4 1627 1.62 Day 8 24 h 92 92 100
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Fig. 5 Analysis of received data in real time 

Table 2 Comparison of sensor type, energy consumption, percentage of reading, and delay 

Designs Sensor type Energy consumption 
(mW) 

Percentage of reading Delay (ps) 

Kumar et al. [11] TS-1 542.24 89.36 125 

Kumar et al. [12] TS-2 457.31 75.12 145 

Manikandan et al. 
[13] 

TS-3 124.31 91.36 198 

Proposed design TS-4 98.41 100 114 

4.1 Comparative Analysis 

The Comparison of sensor type, energy consumption, percentage of reading, and 
delay for different designs which are given in Table 2. In proposed design, sensor 
type, energy consumption, percentage of reading, and delay are improved than the 
conventional related works [11–13]. 

5 Conclusion 

This paper centers around how to develop a disseminated virtual geographic condi-
tion framework, which can furnish geologically circulated clients with a mutual 
virtual space and a shared stage to actualize chance appraisal work. A five-layer 
framework engineering was right off the bat planned, Then, some key innovations
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including dispersed virtual scene displaying, portable specialist registering adminis-
tration and dam-break flood steering, were likewise talked about to offer a common 
and intuitive virtual synergistic workplace. At last, a model framework was executed 
to help chance appraisal and effect investigation of dam-break in Barrier Lake. In 
our model framework, topographically appropriated multi-clients can join the virtual 
geographic condition and execute chance appraisal work. The entire appraisal work 
can be accomplished in two hours. Contrasted and the conventional strategies, the 
training application has represented that it can lessen the outstanding task at hand, and 
the proficiency of the hazard appraisal has been discernibly improved. In the model 
framework, we don’t consider the issue of framework security since it is utilized 
in the confided in end-clients. It will be settled in the next period of framework 
improvement. 
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Chaotic System Based Modified Hill 
Cipher Algorithm for Image Encryption 
Using HLS 

Anvit Negi, Devansh Saxena, Kunal, and Kriti Suneja 

Abstract Lately, information has risen as an imperative asset, and henceforth infor-
mation safety is of essential concern. A novel and secure image cryptographic system 
based on the hill cipher algorithm and incorporating a Nose Hoover Chaotic gener-
ator has been presented. In the proposed system, the transmission unit mixes an input 
image with chaotic noise produced by a Chaotic generator and then a bitwise XOR 
operation is performed to complete the encryption with higher degree of robustness 
which has been proved by using various measures like entropy and correlation. More-
over, a comparison has been made in the paper. The proposed algorithm includes a 
key generation system on board which provides an enhanced robustness as well as 
better computation speed. This makes the algorithm unique and novel since the tradi-
tional Hill Cipher has been modified to accommodate pixel values. In addition to the 
proposed algorithm, we have offered a way to implement the design on a SoC using 
Xilinx Vivado Design suite. 

Keywords Chaotic system · FPGA · SOC 

1 Introduction 

With development in networking and multimedia coding technologies, multimedia 
such as images, text, audio etc. are widely stored and exchanged over the internet. 
This makes them defenseless against utilization for malignant purposes. Hence, 
image protection and encryption have now become a widely sought-after field to 
protect anonymity and prevent unapproved access to web information. Symmetric
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ciphers, for example, Advanced Encryption Standard (AES) are planned with accept-
able disarray and dispersion properties [1]. But these advanced encryption standard 
algorithms seem unacceptable and inappropriate for data items such as images [2]. 
Since 1990, chaotic generators have gained lot of importance in the field of cryptog-
raphy due to their attractive properties, for example, high affectability to beginning 
conditions, ergodicity and pseudo arbitrariness. 

This paper presents an advanced algorithm for image encryption which consti-
tutes the use of triple Hill Cipher algorithm and chaotic sequence generator. We 
have leveraged the property of XORing and have successfully devised a scheme for 
image encryption. The use of pseudo random number generator as stated above has 
improved the shortcomings of hill cipher algorithm that it encrypts identical input 
blocks to identical ciphertext blocks and cannot encrypt images that contain large 
areas of a single color. In addition to this we have we have proposed and imple-
mented an advanced hill cipher algorithm which utilizes an advanced involuntary 
fundamental key matrix for the encryption. The objective of using this key generator 
in the paper is to overcome the pitfall of using a random key matrix in the hill cipher 
algorithm for encryption, where during decryption we might not retrieve the input 
image if the chosen key matrix is not invertible. In addition to this, the computational 
complexity is minimized by avoiding the calculation of inverse of the matrix at the 
time of decryption, as we use involuntary key matrix for encryption [7]. 

2 Related Works 

Chaotic systems have likewise exhibited incredible potential for data security partic-
ularly image encryption [3]. Unlike the regular cryptographic calculations which are 
fundamentally founded on discrete arithmetic, chaos-based cryptographic systems 
depends on complicated dynamics of nonlinear framework or system which are deter-
ministic yet very straightforward [4]. Along these lines, it can give a quick and secure 
method for information protection, which is urgent for sight and sound information 
transmission over quick correspondence channels, for example, the broadband web 
correspondence [5, 6] (Table 1). 

Table 1 FPGA based recent image encryption systems 

[8] FPGA implementation of two-phase image encryption based on chaotic maps is proposed 
in this paper. Chaotic Behavior of Arnold Cat and Logistic Map are used respectively 

[9] RGB image encryption based on 3D chaotic system has been proposed. The system has 
been implemented on Altera field programmable gate array (FPGA) DE2-115 

[10] This paper showcases an improved chaotic image encryption system which also scrambles 
pixel position besides changing pixel value and its FPGA implementation 

[11] Image encryption algorithm based on four-dimensional chaotic system is proposed. 
Pipeline and parallel computation features of FPGA has been utilized
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3 Methods 

3.1 Nose Hoover Chaotic Generator 

The subsequent section gives information about the Nose Hoover chaotic generator’s 
digital modelling process with no equilibrium points. Differential Eqs. 1, 2 and 3 
express the generator, and they are resolved using the Euler method: 

xn+1 = xn + yn ∗ h (1) 

yn+1 = yn + (xn + yn ∗ zn) ∗ h (2) 

zn+1 = zn +
(
x2 − a ∗ y2 + b

) ∗ h (3) 

Here x, y and z are designated system’s state variables. The variable h in the 
given equation is the step size and the parameters are a and b. Figure 1 depicts Nose 
Hoover’s chaotic attractors incorporating h = 2−6 at a = 9 and two distinct values 
of b [12]. 

The Fig. 2 provides the hardware architecture of the generator, that includes a 
32-bit 2’s complements fixed-point with 8- bits designated for integer part and 24-
bits for the fractional part. In compendium, combinational circuits have been used to 
compute the different values of state variables. Moreover, adders are incorporated to 
store these variables in registers. Shift registers are included to achieve multiplication, 
comprising of a step size variable which is numerically equal to 2−6. 

Fig. 1 Nose Hoover chaotic attractors’ projections while applying h = 2 6 at  a  = 9 and  (a) b  = 2 
and (b) b = 6
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Fig. 2 Hardware architecture [12] 

3.2 The Hill Cipher and Its Transformation 

It is well known polygraphic substitution cipher which is formulated on the concepts 
of linear algebra. The algorithm traditionally includes three matrices namely the plain 
text matrix, the key matrix (K), and finally the ciphertext matrix (C). Equations 4 and 
5 depict the working of hill cipher encryption and decryption. This cryptographic 
method was created to prevent the message from being decrypted by frequency 
analysis techniques. It encrypts and decrypts data using a n x n matrix as the key. 

C = (K ∗ P)mod(256) (4) 

P = (
K −1 ∗ C

)
mod(256) (5) 

where K−1 is the inverse of the matrix. 
Since the original cipher algorithm was made for text subsequent alteration has 

made possible the use this algorithm for image encryption system. Not only the cipher 
algorithm is modified but the corresponding key generator has also been modified to 
process the image [13]. The classic Hill Cipher has been modified to accommodate 
the 256 range of pixel values of our input image data. For colour image, the image 
matrix is broken into its RGB (Red Blue Green) components and is then passed onto 
the hill cipher block. 

3.3 Hill Cipher Key Generator 

The most significant flaw in Hill Cipher is the difficulty in determining the proper 
encryption key matrix. The generation of key matrix that is used in decryption process 
is unattainable if the encryption key is not chosen properly. The reason being that 
inverse of encryption key is possible only if the matrix is invertible. This paper uses 
playfair cipher to generate the key matrix. Plaintext and key are the required inputs in 
this algorithm, with the plaintext used not being the original plaintext to be encrypted
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as the ciphertext, but rather the text used solely to generate the key. The output key 
matrix is developed using this ciphertext as our input by randomly iterating through 
it. In Hill Cipher, a matrix containing number is used for encryption and this is 
labelled as key matrix. The decryption matrix here is the modular arithmetic inverse 
of the encryption key matrix. Two critical criterias for the key matrix is: it needs 
to be invertible, and once invertible, the gcd(det(K), 26) must be 1, otherwise only 
decryption matrix is possible. To inculcate the 256 range of pixel values for our 
image encryption, the second criteria is modified to gcd(det(K),256) to be equal to 
1 [7]. 

The process to create the key matrix is as follows: Firstly, the given plaintext 
is encrypted using Playfair Cipher to generate the ciphertext. Then, each character 
of the ciphertext in converted to the numeric domain for the generation of our key 
matrix. Thus, we have a bunch of random numbers equivalent to the number of 
characters in the ciphertext. We then randomly iterate through these numbers and 
make a square matrix (n by n, where n is the size of key matrix) out of them. This 
randomly generated square matrix is then checked for the two conditions stated 
above which are required for hill cipher key matrix. If any one of the conditions is 
not satisfied, we then reiterate through the numbers and regenerate the square matrix 
[7]. This process is repeated until both the conditions are met and hence, the correct 
key matrix is obtained. 

4 The Proposed Algorithm Incorporating a Chaotic 
Generator 

The proposed algorithm has been represented in Fig. 3. Initially the algorithm gener-
ates the encrypted key using the novel key generator block from the perspective of 
hardware designer and then the generated key is passed onto the triple hill cipher 
block along with our input image which encrypts as well as decrypts the image thrice 
based. Everything is designed in order to work on a Soc board environment. More-
over, the algorithm includes a stir up operation which fuses chaos with the output 
of encrypter by using the results generated from the chaotic generator. This novel

Fig. 3 The proposed cipher algorithm
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feature which the algorithm encompasses makes the input data secure even at times 
of cyber-attacks. Since the output of the image is not necessarily between the permis-
sible pixel values of 0 to 255 it makes it almost impossible to decrypt the image. The 
statistical analysis has been done in the following section.

Ordinary Hill cipher algorithm is flawed and if by chance a cryptographer obtains 
a part of original image input and an encrypted copy simultaneously it was very 
well possible to solve the cipher. The modification by incorporating the chaos-based 
system creates an enigma which is very well secured from attacks of these kinds. 
Even if a part of original image and encrypted is obtained the stir operation disables 
the solving of cipher in this manner. The whole concept of chaos-based devices on a 
platform like FPGA is unorthodox and the motivation to include a chaotic generator 
entirely lies on the fact that a versatile yet simple XOR operation can make the system 
secure many fold times. 

Moreover, the triple hill cipher not only increases the security but with the advance 
computation capabilities of FPGA it has been made possible that the triple hill cipher 
is achieved in limited trade off. Hence there is a remarkable increase in robustness 
and safety of the system which even makes the proposed system immune against 
frequency analysis techniques which are applicable on traditional cipher algorithms. 
Pointing out the advantage of chaos-based system, the algorithm’s nose hover chaotic 
generator provides a continuous stream of random numbers and the selection of 
number from the stream is randomly determined by the time taken by the triple hill 
cipher which varies for each image. Hence theoretically it is impractical to find the 
possible numbers used from the pool of random numbers. The encryption scheme 
mentioned in the paper was modified for a text-based system, here in this image 
encryption algorithm the classic hill cipher is modified to accommodate all pixel 
values to encrypt the colour image on a FPGA board. With involvement of a key 
generator in the same encryption environment we have defeated the problem of 
non-invertible key on the input user end. The major flaw of the encryption scheme 
mentioned in was the use of invertible key matrix which has been subdued in this 
proposed algorithm [14]. 

This algorithm specified in this paper is unique. The current algorithm encrypts an 
image while the earlier algorithm in [14] was used for text encryption. Moreover, as 
already specified earlier the current algorithm overcomes the problem of key genera-
tion and improves the usability from a user perspective. The algorithm mentioned in 
the [14] was not capable of encrypting images since only a 29-character hill cipher 
was used but here we have made the hill cipher accommodate 256-pixel value. The 
entropy value shows the effectiveness of the new and modified hill cipher-based 
image encryption system. Moreover, the work is unique since it is not a software-
oriented algorithm. This scheme uses hardware capabilities of FPGA board which 
makes the whole algorithm novel and unique. 

The traditional hill cipher has been modified by incorporating a key generator 
and XOR operation. The encryption scheme has been different from the scheme 
mentioned in [14] since the hill cipher is modified for image by making the cipher 
including 255 pixels. This makes the encryption scheme very unique and robust 
the entropy analysis has been shown which proves this fact. It also includes a key
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generator which has been synthesized on hardware which makes the scheme novel. 
No hardware synthesis of this kind of encryption scheme has been done till date 
which makes this very novel and robust. In addition to this the novel hardware based 
key generator safeguards the issue of key and provides an extra layer of security. It 
has also been observed that another advantage of incorporating a random stir value 
which is based on the delay of the first stage of triple encryption is that even if a leak 
happens this quality of the algorithm makes is immune by including the five 32 keys 
x0, y0, z0, a, b used in stir up stage which accounts to 2160 combinations in addition 
to the cipher algorithm and this has been labelled computationally non practical to 
solve as advocated by the Advanced Encryption Standard (AES). Hence this gives 
an edge to the proposed scheme over the existing one [15]. 

5 Results and Observations 

5.1 Correlation and Histogram Analysis 

In the literature, statistical work showing the advantage has been carried out in order 
to prove the robustness of the pro- posed encryption system. The characteristics of 
uncertainty and diffusion lead to high resistance to statistical and analyst attacks. 
This is achieved by examining the distribution of cypher pixels, the analysis of the 
correlation in the cypher image between the neighboring pixels is presented in the 
Table 2 (Fig. 4). 

The proposed scheme has been implemented in Zynq board xc7z035fbg676-3 and 
the complete hardware utilization has been provided in Table 3. The implementation 
results were obtained using the Vivado design suite. The Computational capabilities 
of the Soc used boasts the robustness of the proposed scheme. The Key sensitivity

Table 2 Correlation between 
original & encrypted image 

Type of image 
component 

Encrypted red Encrypted 
green 

Encrypted 
blue 

Lena Red 0.00125 0.00004 0.00076 

Lena Green 0.00174 –0.00081 0.00160 

Lena Blue 0.00177 –0.00101 0.00205 

Fig. 4 Plain image ‘Lena’ 
and its resultant cipher image
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Table 3 Hardware utilization 

BRAM DSP FF LUT 

Hardware used 9 91 8944 53,440 

Available 1000 900 343,800 171,900 

Utilization % ˜0 10 2 31 

Fig. 5 Histograms corresponding to RGB components of plain image ‘Lena’ and its resultant cipher 
image 

is a significant encryption index. The main feature of the sensitivity analysis is the 
vulnerability analysis in the encryption and decryption process using the incorrect 
key. The system in this article has a strong sensitivity from a theoretical level due to 
the sensitivity of the initial value of the chaotic system. Before and after the estimate, 
the similarity or the correlation of the two images is presented in the Table 2, which 
clearly indicates that there is absolutely no correspondence between the two.

Numerous histograms with varying of several cypher pictures and their respective 
plain images were examined. An example of histogram analysis for the well-known 
picture “Lena” is presented. The histogram of red, blue and green components of 
cypher images are shown in the Fig. 5. The method of encryption results in bruising 
photographs by comparing histograms. Cipher picture histograms, approximated by 
uniform distribution, are very distinct from the image itself and contain no specific
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Table 4 Information entropy 
values comparison 

Image Information entropy 

Original image 7.7569 

Encrypted image (Our method) 7.9998 

[16] 7.9994 

[17] 7.9978 

[18] 7.9979 

resemblance. The proposed system including the nose hover chaotic generator resists 
any attack from analysts. 

5.2 Information Entropy Analysis 

In thermodynamics, entropy is a physical number that quantifies the degree of unnec-
essariness in a physical system. Information entropy can be used to display the distri-
bution of each grey value in a digital image. The formula shown in Eq. 6 is used to 
calculate information entropy: 

H (m) = −
∑M 

i=1 
p(mi ) log2 p(mi ) (6) 

If the encrypted image information has a high entropy, it shows that the image’s 
grey value distribution is uniform. As a result, attackers will have a difficult time 
getting image information by analyzing this data. Table 4 shows the information 
entropy of the original image and the encrypted image. We have also compared the 
entropy values with different research papers as shown in the Table 4. 

6 Conclusion 

As Communications and computer network technologies evolve quickly, more and 
more attention has been paid to the problems of secure transmission of informa-
tion, and encryption is an important way of guaranteeing safe information transmis-
sion. The conventional encryption approach is not appropriate for image encryption 
because of the high volume of images, heavy correlation and high redundability of 
the image itself, so it’s important to find a new solution. The invention and birth of the 
theory of chaos has given hope to picture encryption science. The strong vulnerability 
to initial circumstances, history of each state and pseudorandom are typical charac-
teristics of chaos that correlate with essential cryptography requirements, namely 
complexity and diffusion. As a result, chaotic image encryption technologies flour-
ished ever since chaos theory was introduced to image encryption in the 1990’s.
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The proposed scheme incorporates the nose hover chaotic generator which has not 
been used widely for an image encryption. This unconventional system combined 
with the computation capabilities of an FPGA board makes the encryption scheme 
reliable and secure. Moreover, due to the size of the key space, the sensitivity of the 
key-mountable methods, the pixel-relation between the encrypted image and original 
image as well as entropy proves that the method has definite advantage on the safety 
and reliability of the Lena image and subsequently the real-life images. 
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Chronological-Squirrel Earth Worm 
Optimization for Power Minimization 
Using Topology Management in MANET 

B. Devika and P. N. Sudha 

Abstract This paper developed a Chronological-Squirrel Earth Worm optimiza-
tion (C-SEWO) algorithm in MANET for clustering using the topology manage-
ment. The clustering is performed based on the developed C-SEWO approach and 
objective functions. The proposed C-SEWO algorithm is designed by combining the 
Chronological-Earth Worm Optimization algorithm (C-EWO) and Squirrel Search 
Optimization Algorithm (SSA). Further, the objective functions are computed in 
terms of the factors, like power, mobility, connectivity, distance, and link lifetime. 
After the cluster selection, every node in the cluster generates the Gabriel graph 
for equivalent cluster, then every node updates the file of the neighbor and also 
preserves graph connectivity and regulates transmission power using the connectivity. 
The performance of the developed C-SEWO method obtains better performance 
regarding connectivity, delay, throughput, energy consumption, average residual 
energy and average routing distance of 95.36%, 0.297 s, 490.66 kbps, 0.024 J, 2.48 J 
and 147.77 m respectively. 

Keywords Distance · Gabriel graph · MANET · Power · Topology 

1 Introduction 

MANET has a group of mobile nodes, which creates a dynamic independent network 
through completely movable infrastructure [1–3]. The nodes communicate with each 
other without the involvement of centralized base stations or the access points [4]. 
However, the MANET normally contains wireless nodes, which works without any 
fixed infrastructure [5, 6]. The rapid changes in the collision, higher error rates, power 
control, network partitions, connectivity, interference creates the issues in the design 
of higher level protocols, like routing and implementing the quality of service [7, 8].
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Generally, the MANET has various applications in the field of military operations, 
mobile networks and disaster relief process [9, 10]. The alternation in the radio 
frequency topology permits the network services to support the specific quality of 
services and abilities [11]. In MANET, there are mainly two techniques for topology 
management, namely clustering and power control. Power control method regulates 
the power on the basis of per node, thus one hop neighbor connectivity is balanced, 
and to guarantee network connectivity is [4, 12]. The wireless ad hoc network and 
the highly dynamic topology develop the difficulty in the management of group 
membership because the connections are temporary [13]. 

The topology control mechanism is used to manage some metrics, like node 
mobility, power management and the frequency management [11]. In MANET, the 
main goal of power control approach is to attain the performance necessity, like 
network connectivity. The power control method not only enhances the network 
capability, but also improves the battery capacity of nodes [14]. In the node, the 
power is consumed at the time of transmission, routing, receiving and processing 
packets of data [15]. Therefore, the power control method is the significant concern 
for the MANET [14]. In addition, various routing protocols are utilized for the power 
management, such as Power Aware Routing Optimization (PARO) [15]. Additionally, 
other routing methods for MANET can be classified into four types, such as reactive 
routing, flooding, dynamic cluster-based routing, and the proactive routing [5, 16, 17]. 
The early congestion detection and adaptive routing method is developed in MANET 
for enhancing the performances by reducing the routing overhead and delay, and 
also increases the packet delivery ratio [9, 18]. The multi-hop method executes the 
transports control protocol congestion control method for the applications, such as 
data transmission in MANET. [9, 19]. The agent-based congestion control technique 
is introduced for MANET in which the information about the network congestion is 
gathered and distributed by the mobile agents [9]. 

2 Literature Survey 

This segment illustrates literature survey of various methods used for a topology 
management in MANET approaches, and the challenges of existing works are 
described. Rahmani et al. [20] presented a learning automata-based topology control 
mechanism for controlling network conditions. This method introduced the cogni-
tion with the whole network protocol for attaining the network and stack wide 
performance goals. Chaudhry and Tapaswi [21] introduced a clustering based scal-
able topology control technique for topology management in MANET. Sharifi and 
Babamir [22] modelled a clustering technique for effective energy management in 
MANET. Here, the evolutionary algorithm, named Imperialist Competitive Algo-
rithm (ICA) was introduced by numerical coding for finding the cluster heads. 
Safa et al. [23] developed a power aware routing procedure for the MANET which 
developed for maintaining the heterogeneous routing in the network.
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3 System Model of MANET for C-SEWO 

Let us assume a graph Z = {X, Y } in the MANET, where X indicates the normal 
node set, and is represented as, X = {x1, x2, . . . ,  xa, . . . ,  xb} ; 1 ≤ a ≤ b in which 
b represents the total amount of normal nodes and Y indicates the link set, which 
is denoted as, Y = {y1, y2, . . .  yc} in which c represents the total number of links, 
which are utilized for linking two nodes xa and xb. Multi objective functions, like 
connectivity, mobility, power, distance and link lifetime are utilized to design the 
MANET. Next, let us assume source node, S that transfers the data packets to target 
node T . The set of cluster head is denoted as C = {w1, w2, . . . , wu, . . . , wv} ; 1 ≤ 
u ≤ v where, v represents the total cluster head. 

3.1 Proposed Chronological-Squirrel Earthworm 
Optimization Algorithm for Power Optimization 

This section illustrates the proposed C-SEWO method for topology management 
in MANET. Figure 1 portrays the block diagram of developed C-SEWO method 
for power management using topology management in MANET. The developed 
optimization method is newly designed by combining the, Squirrel Search Algorithm 
(SSA) [21], and C-EWA [20]. The factors, like life time, connectivity, power, distance 
and the mobility are computed for clustering. Once the clusters are selected, then, 
every nodes belongs to the cluster generates the Gabriel graph for the corresponding 
cluster. 

Fig. 1 Block diagram of developed C-SEWO method for Power optimization in MANET
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Fig. 2 Solution encoding for identifying optimal cluster head 

Initialization. Initially, the graph is initiated in which every node wu ; 1 ≤ u ≤ v 
is initiated along with the value for various parameters, such as mobility, power, 
connectivity, link lifetime and distance for choosing the optimal cluster head at 
time t . 

In this section, the developed C-SEWO method is explained for the clustering 
process. The developed C-SEWO method is the combination of C-EWA [20] and 
the SSA [21]. The C-EWA approach is developed for clustering, but the delay time 
is not much improved. So, the SSA is integrated with the C-EWA approach. 

Solution Encoding. The optimal cluster head is verified by the solution encoding and 
is illustrated in Fig. 2. Let us assume the MANET with v number of cluster heads 
and the proposed C-SEWO along with the fitness function identifies the o optimal 
clusters. Consequently, the solution is represented as a vector of dimension o. 

As W = {w1, w2, . . . , we, . . . , wo} ; 1 < e ≤ o. Therefore, the optimal cluster 
head is selected by considering the maximum link lifetime, increased connectivity, 
less distance, large power and minimum mobility. 

Formation of Fitness Function. For identifying the optimal solution, the fitness func-
tion is estimated from a solution set. Here, the fitness function is estimated based 
on the parameters, such as mobility, connectivity, power, distance and link lifetime. 
The fitness function of developed C-SEWO method is given by Eq. 1, 

F = 
v∑

u 

1 

5

[
Pu 
NO 

+ Qu + Lu +
(
1 − 

Mu 

NO

)
+

(
1 − 

Du 

NO

)]
(1) 

where, Pu denotes the power at the uth  node, NO represents the normalization factor, 
Qu indicates the connectivity, Lu expresses the link lifetime, Mu represents the 
mobility and the distance is portrayed as Du . 

Connectivity of the nodes: Based on the bi-directional links the connectivity [23] 
is estimated, and it is expressed as Eq. 2, 

Qu = 
1 

z 

⎡ 

⎣ 
z∑

f =1 

Q f 
q 

⎤ 

⎦ (2) 

where, Q f represents the connectivity of f th  node and q is the total connections. 

Power of the Node: Power [23] is considered as one of the significant parameters to 
select the optimal cluster head. The minimum power to transmit the packets from 
the node u for obtaining the minimum received power is expressed as Eq. 3,
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Pu = 
z∑

f =1 

Pmax · Pmin 

Pf 
(3) 

where, f represents the normal node, z denotes the total normal nodes, Pmin illustrates 
the received power, the maximum power is represented as, Pmax and the received 
power at the f th  node is depicted as Pf . 

Mobility of the Node: The mobility [23] of the nodes is identified based on their 
responsibilities in MANET. Therefore, the mobility factor is represented as Eq. 4, 

Mu = 
1 

|Ru |
∑

f =Ru 

M f (4) 

where, the relative mobility is represented as, M f and |Ru | denotes the set of 
neighbours at the node u. 

Squared Distance: The squared distance is computed by the distance between uth  

cluster head and f th  node is defined as Eq. 5, 

Du =
∑

f =1 
f ∈u

(
K f , Ru

)
(5) 

Link Lifetime of the Node: The link lifetime [12] is utilized for connecting the two 
nodes to transfer the information, and it is estimated based on the energy model. The 
link lifetime is illustrated as Eq. 6, 

Lu = 
1 

z 

z∑

f =1 

E f (6) 

where, E f represent the energy dissipation of f th  node, and the updated energy for 
the normal node after the data transmission is defined as Eq. 7, 

Ei+1
(
K f

) = Ei
(
K f

) − E
(
K f

)
(7) 

where, the energy of current time in normal node is denoted by Ei
(
K f

)
and E

(
kg

)

denotes the dissipated energy of normal node. 
Likewise, the updated energy for the cluster head after the data transmission is 

defined as Eq. 8, 

Ei+1(Ru) = Ei (Ru) − E(Ru) (8) 

where, Ei (Ru) represents the energy of current time in cluster head node and E(Ru) 

illustrates the dissipated energy of cluster head.
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3.2 Algorithmic Procedure of the Proposed C-SEWO 
Algorithm 

The algorithmic procedure of the developed C-SEWO approach is elaborated in this 
section. 

Initialization. At first, the developed C-SEWO method initializes the solution space 
to determine the optimal solution, and it is represented as Eq. 9, 

G = {
G1, G2, ...Gn ...G p

}
(9) 

where, G p represents the pth  population of the proposed C-SEWO. 

Estimation of Fitness Function. The fitness function is estimated for every solu-
tion based on the multi objective fitness parameters, like squared distance, power, 
mobility, connectivity and link lifetime. Furthermore, the fitness function is computed 
using Eq. 1. 

Update the Solution Using the Proposed C-SEWO. The C-EWA is used for clus-
tering the graph, but the method was not solved the meta-heuristic problems. Here, 
the C-EWA and the SSA is integrated to overcome the meta-heuristic problems. The 
C-EWA is updated with the SSA for effective clustering. The update solution of the 
C-EWA equation is given by Eq. 10, 

Gm,n(s + 1) = 
Gm,n(s) + Gm,n(s − 1) + 3(Vr ∗ U ) 

2 
(10) 

where, Vr denotes the weight vector and U represents the random number generated 
from the Cauchy distribution. In the C-EWA equation, the updation is executed by 
using the SSA, and it is given by Eq. 11, 

Gm,n(s) = 
Gm,n(s + 1) − gl Hi Gbest (s) 

1 − gl Hi 
(11) 

Substitute Eq. (11) in (10) and the Eq. 12 become, 

Gm,n(s + 1) =
[
(1 − gl Hi )

(
Gm,n(s − 1) + 3(Vr ∗ U ) − gl Hi Gbest (s)

)

2(1 − gl Hi ) − 1

]
(12) 

where, gl represents the random gliding distance, U is the random number from the 

Cauchy distribution with f = 1, Hi = 1.9 and Vr = 
k∑

v=1 
Gm,n 

k . 

Check the Feasibility of Solutions. Once the C-EWA is updated, the solution goes 
through the estimation of fitness function. In this case, the optimal cluster head is
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recognized by finding the position with the least fitness. Then, the optimal cluster 
head is replaced by the pervious solution. 

Termination. The above processes are continued until detecting the optimal cluster 
heads. The algorithm is completed until it reaches the maximum iteration. 

3.3 Gabriel Graph 

The Gabriel graph [4] is measured as a vertices set in the plane, where the edge among 
two nodes exist if other nodes do not overlap the edges among two nodes. Every node 
creates the graph in cluster to mitigate the transmission power. The graph is assumed 
as h spanner, and h represents the spanning ratio, and is expressed as Eq. 13, 

h = maxK f ,Ku 

Ak f ,Ku 

BK f ,Ku 

(13) 

where, AK f ,Ku represents the shortest path length between the two nodes K f and Ku 

and Bk f ,Ku denotes the Euclidean distance. 

4 Results and Discussion of C-SEWO Algorithm 

The experimental setup, performance metrics, dataset description, competing tech-
niques and the comparative analysis are given below. 

4.1 Experimental Setup 

The implementation of the proposed model is performed using NS2 software and 
the simulation is done in Ubuntu OS, 4 GB RAM, with Intel core i-3 processor. 

5 Experimental Results 

5.1 Analysis for 100 Nodes 

The analysis in terms of connectivity, power, delay, throughput, average residual 
energy, energy consumption and the average routing distance for 100 nodes is repre-
sented in Figs. 3, 4, 5 and 6 below. The analysis based on connectivity by varying
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Fig. 3 Analysis of connectivity 

Fig. 4 Analysis of delay
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Fig. 5 Analysis of energy consumption 

Fig. 6 Analysis of throughput

rounds from 0 to 100 is depicted in Fig. 3. At 40th round, the values of connectivity 
measured by the existing OPC, LTRT, DISPOW, C-EWA and the proposed C-SEWO 
are 79.20, 79.35, 79.35, 79.68 and 80.55% respectively. The analysis of delay param-
eter is illustrated in Fig. 4. For round 60, the delay obtained by existing OPC, LTRT, 
DISPOW, C-EWA and the proposed C-SEWO are 0.237, 0.222, 0.220, 0.217 and 
0.210 s. Similarly, the analysis of energy consumption is illustrated Fig. 5. For  the  
10th round, the energy consumption values computed by the existing OPC, LTRT,
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Table 1 Comparative analysis 

Metrics OPC LTRT DISPOW C-EWA Proposed 
C-SEWO 

EEDREAM MAC Layer 
Energy 
Consumption 
and Routing 
Protocol 
Algorithm 
Optimization 

Connectivity 
(%) 

95.01 95.24 95.35 95.35 95.36 95.12 95.10 

Delay (sec) 0.299 0.299 0.298 0.298 0.297 0.298 0.299 

Energy 
consumption 
(J) 

0.40 0.15 0.21 0.46 0.024 0.43 0.04 

Throughput 0.92 0.94 0.94 0.94 0.96 0.95 0.94 

DISPOW, C-EWA and the proposed C-SEWO are 0.032, 0.057, 0.097, 0.0036 and 
0.071 J. The evaluation based on throughput is presented in Fig. 6.

Table 1 illustrated the analysis of various techniques based on connectivity, delay, 
energy consumption, and throughput. Therefore, the proposed C-SEWO method 
has maximum connectivity, throughput and obtains minimum energy consumption, 
and delay. The recent Protocols EEDREAM, MAC Layer Energy Consumption and 
Routing Protocol Algorithm Optimization have also been considered for the Analysis 
and shown in Table 1. 

6 Conclusion 

Initially, the MANET nodes are fed to the clustering process and optimal cluster 
heads are selected. After the cluster head selection, the Gabriel graph is generated to 
reduce the transmission power of nodes, which maintains the energy and the power 
in MANET. The nodes, which offers the maximum value for the parameters are 
considered as the optimal cluster heads. 
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Classification of Neurological Disorders 
with Facial Emotions and EEG 

T. G. Geethesh, S. Surya Prasad, K. Harshak Krishnaa, S. Karthick Saran, 
and O. K. Sikha 

Abstract Neurological disorders are diseases that affect the brain and the central 
nervous systems, which, when left untreated, can lead to severe repercussions in 
later stages. The symptoms for these are very subtle, and the afflicted are often 
not capable of expressing their discomfort. Furthermore, these disorders often go 
unnoticed by technical experts at times. The detection of these maladies often involves 
the Electroencephalogram (EEG), and recent studies proved that the facial emotions 
of the afflicted are a major factor as well. In order to boost the public awareness and 
increase the means to identify such illnesses, a technological solution is required. 
This paper analyses the effect of facial emotions and EEG data in the detection of 
neurological disorders, and their potential in serving as standalone parameters for 
detection and classification of the same. 

Keywords Disease classification · EEG · Facial emotions · Neurology 

1 Introduction 

Neurological disorders are diseases that affect the brain and the central and autonomic 
nervous systems. The World Health Organization reports that millions of people 
around the world are affected by various types of neurological disorders every year. 
Right now, there is a need for a technological solution for detecting neurological 
disorders. The signs pertaining to these diseases are highly either emotion-based or 
physical in nature and they lead to severe repercussions if left untreated. Identification 
of the symptoms often require technical expertise, and the patient is often not aware 
that the conditions that he experiences are symptoms. The symptoms of neurological 
disorders are heterogeneous, with variations in the type of disorder. The patient 
could also experience physical or emotional symptoms. The emotional symptoms 
are harder to identify, and the most prevalent method today, is by word of mouth, 
which is prone to error if not properly expressed. As neurological disorders are
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degenerative in nature, they can cause instability in cognitive functions, and can 
worsen over time. Thus, an effective way of identifying such disorders is desired, 
and seek assistance as soon as possible. The primary objective of this paper is to 
analyze the relation between facial emotion and map them to classify neurological 
disorders. Rest of this paper is organized as follows: the related works are detailed 
in Sect. 2; Sect. 3 describes the proposed model in detail; the results obtained are 
detailed in Sect. 4. State-of-the-art comparative analysis has been done as part of 
Sect. 5. Finally, the paper concludes with closing remarks in Sect. 6. 

2 Related Works 

Facial Emotion Recognition (FER) models try to recognize emotion of a person from 
images/videos by identifying the facial contours. Mellouk et al. [1] have proposed 
their review and insights about Facial Emotion Recognition using Deep Learning 
models. Sesha et al. [2] mentions that certain parts of the face are more useful to 
determine a certain set of emotions. Keshari [3] suggests that different focused strate-
gies can be used to determine emotions in different people which allows them to gain 
more information about the facial emotions. Grabowski et al. [4] states that subtle 
changes in FER can be an indicator of the onset of a Neurodegenerative disorder 
or can act as a catalyst for other deficits that the disorder causes. The work done 
by Marcó-García et al. [5] indicates that small changes in the detection of nega-
tive emotions like anger, sadness and fear occur in case of mild cognitive deficits, 
but the positive emotions remain stable. This study provides several cases where 
negative emotions like sadness deteriorates to Alzheimer’s and Dementia. Several 
FER changes mark this change. Detection of Huntington’s disease involves recog-
nizing negative emotions, particularly disgust. Parkinson’s disease marks a distinct 
lack of ability to express negative emotions. In case of Sclerosis, there is a notable 
impairment in the perception of anger, surprise and disgust. The authors describe the 
importance of psychological responses to determine what an individual is actively 
thinking about, and it could be used to determine the cognitive wellbeing of an indi-
vidual. Ravi et al. [6] have made a comparison between different methods of Facial 
Emotion Recognition. Yagis et al. [7] have formulated a positive approach to find 
Multimodal Emotion Recognition using the fusion of Electroencephalograph (EEG) 
and Facial Expressions. There is a significant link between facial expression and the 
corresponding EEG produced by an appropriate stimulus. The work done by Li et al. 
[8] supports this claim, by taking in a dual input of EEG and images of Facial data 
and proving that Facial expressions can be predicted based on variations in EEG 
data. The research done by Fahd Alturki et al. [9] have discussed the efficiency of 
EEG signals to diagnose neurological disorders. Zhu et al. [10] has designed a Cost-
Efficient Classification for Neurological Disease Detection from EEG data using 
a machine learning model. Al-Amyn et al. [11] have done a systematic review on 
different Deep Learning models used for Neurological disorders. The research done 
by Srinidhi et al. [12] focuses on predicting neural seizures using EEG signals. Their
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research also states that EEG data can be analyzed by passing in the raw format, 
rather than subjecting it to DWT and reducing dimension. Patel et al. [13] have  
experimented with CNNs for analyzing the higher-dimensional data. The work done 
by Yolcu et al. [14] explores the effectiveness of facial expression as a feature for the 
identification of neuro-disorders. Gautham et al. [15] has done a meta-analysis on the 
prevalence and diagnosis of neurological disorders. Facial emotion recognition is an 
integral part of social cognition that enables a healthy social life. The identification 
and treatment of the FER deficits has, however, not been implemented despite its 
effectiveness. 

3 Methods 

Facial Emotions are generally regarded as a cornerstone for cognitive and social func-
tioning. A deficit in expressing the same is a clear indication of reduction of mental 
ability and could be a precedent to neuro-disorders. Hence, the research is under-
taken in this area to ascertain neuro-disorders based on facial emotions. Normally, 
Electroencephalogram (EEG) is the most common test used to diagnose neurological 
disorders. This primary objective of this work is to correlate the emotions and EEG 
readings of a person in order to identify various neurological disorders. An ANN 
powered approach is proposed to combine the EEG readings and the facial emotions 
to predict the prospect of getting affected by these diseases. The proposed solution 
uses the facial images and EEG readings of a person as the ground truth with the 
types of disorders being the target value. 

3.1 Dataset Used 

DEAP. The DEAP Dataset contains a video feed of 22 Participants, with varying 
neuro-diseases, and the preprocessed psychological readings for each of them. The 
data was down sampled to 128 Hz. A band pass frequency filter from 4.0–45.0 Hz 
was applied. The data was averaged to the common reference. The data was then 
broken up into Valence, Arousal, Dominance, Liking, and subjected to normalization 
and scaling accordingly, before being split into training and testing data. 

CK+. The Cohn-Kanade Plus (CK+) contains facial images with annotated expres-
sions. There are 7 different emotions captured, namely happiness, sadness, anger, 
contempt, disgust, fear and surprise. Preprocessing involves converting the images 
to Binary/Grayscale, Pixel brightness transformation and Geometric transformation. 
The preprocessed images are then separated and labelled for testing purposes.
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3.2 Proposed Architecture 

The architecture used here relies on parallel processing between the FER and EEG 
data. Hence, the processing needs to be light weighted and efficient to preserve 
resources. Furthermore, faster convergence needs to be prioritized, hence a trape-
zoidal architecture is adopted for the EEG Data. Whereas for FER, convolutional 
layers are used, and the appropriate filter size is applied, with max-pooling. For 
further refining regularization and dropout, techniques like batch normalization are 
used to reduce overfitting. Finally, both the outputs of the models are then combined 
to produce a probable list of neuro-diseases. This is done through a custom function 
that maps the intensity of the emotion to the possible neuro-disease, as demonstrated 
by Fig. 2. The architecture flow is shown in Fig. 1. 

Fig. 1 Architecture diagram 

Fig. 2 Emotion mapping to neurological diseases
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3.3 Facial Emotion Recognition in Neurological Disorders 

Emotions are the most basic physiological reactions in any living beings and are 
studied and classified into six basic categories. Neurological disorders can severely 
affect people’s facial emotions. Facial Emotion Recognition (FER) identifies the 
type of disorders caused by neural degeneration, and a deficit would serve as a clear 
indicator. In order to differentiate between the types of disorders, the intensities 
of FER impairments are identified along with the person’s age, gender and other 
reliable factors. Six categories of neurological diseases were taken for the study: 
Mild Cognitive impairment, Alzheimer’s disease, Parkinson’s disease, Huntington’s 
chorea, Sclerosis and Epilepsy. FER impairment intensities are then mapped to the 
neurological diseases under study as shown in Fig. 2. This mapping has been gener-
ated from the work of [5] as part of their study on facial emotion recognition in 
neurological disorders. 

3.4 Mathematical Model 

For classifying the neurological disorders, change in the percentages of FER are taken 
into consideration for the most significant emotions. The change in FER values is 
represented as CA (Anger), CS (Sadness), CF (Fear), CD (Disgust) and CP (Positive 
Emotions). The expected value of FER is calculated first which is then used to find 
the change in FER for any emotion using the percentage of change (CE) as in Eq.  (1). 
This Change in FER of all the emotions are considered to classify the Neurological 
disorders. 

CE% = E xpected F E R% − Measured  F  E  R% 

Changein  F  E  R  = 
⎧ 
⎨ 

⎩ 

Drastic 
Mild  

NoChange  

f or  CE% > 10 
f or  5 < CE% < 10 

f or  CE% < 5 

(1) 

3.5 Proposed System 

A live video feed is input to the FER model, along with the corresponding stimuli. 
The EEG data is fed in parallel to the EEG model in the form of frequencies. The FER 
model detects the emotion intensities of the sample, while the EEG model outputs 
the classes that are used as the ground truth. The results of both these models are 
used in conjunction with each other, and the deficit in FER is calculated, which is 
to determine the neuro-disease. This approach is taken so that eventually, the FER 
system would be sufficient to determine the neuro-diseases without the EEG readings.
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4 Results 

This section analyses the effectiveness of the proposed classification model. The 
FER model used in the current study is trained on CK+ and tested on input of 
the facial data as frames, spliced from a real-time video feed. Each frame is then 
subject to processing of emotions, and the mean of emotion intensities are taken and 
stored, within a fixed timeframe in which the stimulus is induced. Figure 3 shows 
an example of a person’s emotions being detected along with the intensities at two 
different timeframes. These average emotion intensities are used for comparison with 
those of a normal person. The difference in these values is then recorded and are then 
mapped against a custom mapping as shown in Fig. 2 to determine the possible 
neuro-diseases at that point in time. Figure 4 shows the accuracy and loss plot of the 
FER deficit model. The final performance of the model to predict the FER deficits 
gives an accuracy of 90.11%. 

A test is conducted where the subjects react to a set of stimuli. Their facial expres-
sions to the stimulus are captured and recorded in order to identify the corresponding 
natural facial emotions, stored along with timestamps. The reason behind this is that 
all the mapping elements of the disease classification are represented as change and 
are classified as per their severity. The abstract quantity of change by comparing 
the results obtained from the patient with that of a normal person is calculated. 
The amount of deviation from the normal state is then classified as Drastic/Mild/No

Fig. 3 FERResultswithintensities
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Fig. 4 FER-accuracy and loss

Change, to identify the predominant emotion. A custom mapping is made, and the 
output of the FER model are used in a final mapping which returns a list of probable 
diseases as shown in Fig. 5. To improve the accuracy of the model, the features of the 
EEG, i.e., Valence, Arousal, Dominance and Liking could be taken and used further 
to ascertain the major emotion for certainty.
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Fig. 5 Final disease classification results (The subjects used in this demonstration are not actual 
patients but participants of the DEAP dataset. Their videos were used in checking the validity of 
the model.) 

5 Discussion 

The effectiveness of the proposed FER-EEG model is compared against state-of-the-
art diagnostic models of various neuro-diseases. Models proposed by Ravi et al. [6], 
Yagis et al. [7], Li et al. [8] and Yolcu et al. [14] were considered for the comparison. 
Fahd A. Alturki et al. [9] demonstrated the effectiveness of EEG as a gold-standard 
diagnostic tool against various neuro-diseases. The work done by Marcó-García 
et al. [5] suggests that variations in FER has a standalone effect on prediction of 
neuro-diseases. There are several attempts made by Li et al. [8] to combine models 
that read both EEG and Facial images to create a more efficient model for Emotion 
Recognition. Results obtained in terms of classification accuracy is tabulated in Table 
1. The table shows that there is a difference in accuracy between the proposed system 
and existing systems (as shown by [6–8, 14]), which is due to the latter directly 
computing the FER values. The proposed model, on the other hand, computes the 
difference in FER (as shown in Eq. (1)) to classify the change infer as drastic, mild, or 
no change and takes the test set from the live video feed, rather than CK+. As a result 
of the higher data variation and the change in FER being relative to the timeframe, 
there is a noticeable gap in accuracy. Hence, the comparison with the models can 
only be indirect, and any conclusions drawn should be regarded as proportional rather 
than absolute. Despite the decrease in accuracy when compared to existing systems, 
the change in FER as an emotion parameter is significant. The accuracy of the EEG 
model is comparable to the existing systems, and is bound to improve over time, 
when deployed.
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Table 1 State of the art comparison 

Methodology Database Architecture Performance (Accuracy 
%) 

Proposed FER model CK+ CNN (FER) 90.11 (FER Deficit) 

Proposed EEG model DEAP ANN (EEG) 61.5 (EEG) 

Ravi et al. CK+ CNN (FER) 97.2 

Yagis et al. PMMI & OASIS ResNet50 (EEG) 67.3, 67.1 (Subject 
Based) 

Li et al. Custom Facial Landmark 
Localization (FER) 

86.94 

Yolcu et al. RaFD MUG & CNN (FER) 94.44 

6 Conclusion 

The purpose of this research is to identify a viable means of detecting symptoms of 
neuro-diseases, due their degenerative nature if left untreated. Existing methods of 
detection are mostly symptomatic in nature and if the user is unable to express their 
symptoms properly, they stand the risk of a false negative, and the disease progressing 
further. The symptoms are not very easy to detect, and they need either the patient’s 
statement about their discomforts, or an EEG reading, which is not readily available. 
Due to the medical nature of the application, there is danger of false positives as 
well. Appropriate sets of negative and positive cases are to be checked accordingly. 
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Comparative Analysis of Machine 
Learning Approaches for the Early 
Diagnosis of Keratoconus 

P. Subramanian, G. P. Ramesh, and B. D. Parameshachari 

Abstract Keratoconus refers to the condition of the eye, where the corneal thinning 
occurs accompanied by a change in the corneal shape. A cone shaped protrusion 
occurs in the cornea and hence the name keratoconus. This manifests in the forms of 
vision problems. Treatment of the Keratoconus ranges from contact lenses to corneal 
transplants. Detection of Keratoconus at earlier stages is important to prevent visual 
repair or vision loss or costly treatments. Detection of keratoconus is being done by 
clinical signs including Fleischer’s rings, Munson’s sign, Rizutti’s sign, Vogt’s Striae 
and Hydrops. Advanced techniques like Keratoscope and Videokeratoscope are 
being used for diagnosis of Keratoconus. With the advent of machine learning, new 
techniques including multilayer perceptron, Radial Basis Function Neural Network 
(RBFNN), Decision Trees and Convolutional Neural Network (CNN) are being 
developed in the automatic detection and screening of various disorders. This survey 
paper reviews the machine learning approaches in diagnosis of Keratoconus. 

Keywords Classification · Convolutional neural networks · Diagnosis ·
Keratoconus ·Machine learning 

1 Introduction 

Keratoconus is a medical condition where the cornea changes in shape from dome 
shaped to conical shape due to the reduction in corneal thickness. The cornea of 
human eyes is oval shaped with diameters in the range of 10.6 to 11.7 mm along the 
axes. The thickness of the cornea ranges from 0.5 mm at the center and increases to 
1 mm on the peripheral. The cornea has a spherical shape in the optic zone and flattens 
towards the periphery. The thinning of the corneal stroma leads to Keratoconus, called
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because of the conical cornea. Keratoconus can be initially unilateral and can become 
bilateral affecting both eyes. Symptoms depend on the stage of the keratoconus with 
the early stages getting unnoticed. The advanced stages, though, can be identified by 
vision loss and protrusion. Diagnosis and classification of Keratoconus has gained 
significance with the advent of imaging technologies and machine learning. In this 
article we review the signs of Keratoconus, diagnosis of Keratoconus and the machine 
learning techniques for improved and early diagnosis. 

2 Signs and Diagnosis of Keratoconus 

In Greek Kerato means cornea and Konos means cornea. Hence the name Kerato-
conus has been coined for the condition of cone shaped cornea. Keratoconus can 
occur in both eyes of the same person; meaning it can be bilateral or unilateral. It is 
also an asymmetric disease meaning that the degree of affection varies between the 
eyes. Keratoconus is a corneal irregularity that presents itself in the form of progres-
sive protrusion accompanied by thinning, leading to irregular astigmatism and visual 
impairment. Keratoconus is caused by reduction in thickness of inferior temporal and 
central cornea. The thinning of cornea causes reduction of intraocular pressure, which 
results in the deformation of the cornea into a conical shape as in Fig. 1 and hence 
the name keratoconus. Though Keratoconus normally starts in the age group of 11 
to 19, earlier and later onset have also been reported. Once after the onset the disease 
progresses till the 40 s and gets stabilized. Though keratoconus is bilateral the onset 
of the condition varies from one eye to another. In some cases, it might even take 
years, as much as 16 years, for the other eye to show marked effect from the time 
the first eye shows symptoms for the aberration. Sawaguchi et al. [1], have discussed 
on Keratoconus manifesting itself as ruptures and discontinuities of the Bowman’s 
layer. Takahashi et al. [2] have studied the Transmission Electron Microscopy of 
diseased tissue to observe that the count of collagen lamellae to be less than that in 
the normal tissue. Shetty et al. [3] have observed folds and ruptures of Descemet’s 
membrane in keratoconus eyes. In the beginning or incipient or forme fruste stage 
the symptoms are barely noticed with the chances of practitioners missing them alto-
gether. Vision accuracy loss which cannot be corrected by wearing lens spectacles 
sets in with the progression of the disease from the incipient stages. Charleux oil 
drop, Fleicher’s rings, Vogt’s Striae, corneal nerve visibility, corneal opacity, corneal 
scarring, Munson’s sign, Rizutti’s sign and Hydrops are some of the indications of 
the onset of keratoconus. Fleicher’s ring is formed due to the accumulation of iron 
deposits on the cornea due to changes in corneal curvature which are induced by 
the keratoconus. In Vogt’s Striae the compression of Descemet’s membrane results 
in the appearance of vertical lines in the corneal stroma, deep and fine. When the 
patient looks downward a V shaped deformation occurs in the lower eye-lid and is 
called the Munson’s Sign. Rizutti’s Sign refers to the condition where a light focused 
on the temporal area of the limbus results in a reflection that is bright and from the 
limbus nasal area. Hydrops is sudden vision loss caused by breaks in Descemet’s
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Fig. 1 Taxonomy diagram Keratoconus detection

membrane. Mazen Sinjab [4] has written on the external signs including Munson’s 
sign and Rizutti’s sign as the lower eye lid margin forming a V shape when the patient 
looks downward and the nasal sclera getting lighted due to temporal illumination of 
the cornea. Focal thinning at the cone apex is another sign that can be used to confirm 
the Keratoconus. The focal thinning can be observed either in slit-lamp or OCT. 
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3 Machine Learning for Diagnosis of Keratoconus 

Automatic diagnosis or the application of machine learning techniques help in the 
faster and accurate diagnosis more so as early screening methods. Placido based 
Keratoscope has been used in earlier period for detection of Keratoconus. The placido 
rings are thin and squeezed together in flat regions whereas they are dispersed in flat 
curvature regions. In normal cornea the placido rings are circular whereas oval rings 
suggest astigmatism. The rings are distorted and grouped in cone regions. Videoker-
atoscope in general study the specular reflection rather than directly measuring the 
corneal elevation. Sagittal Curvature is the radius of arc of a circle which is centered 
on the optical axis of Videokeratoscope and aligned to the corneal vertex. The tangent 
from the cornea to the point under consideration is the same as that of the Sagittal 
Curvature. Since accurate morphological description of the cornea is not possible 
with the Sagittal Curvature alone it became necessary to have tangential curvature 
also to describe the corneal steepening. Topographical maps representing elevation 
data have been used for more clear understanding of the corneal elevation data. The 
elevation maps need reference surfaces which are mostly best fit surfaces like spher-
ical, aspherical or aspherotoric. The choice of the best fit affects the measurement 
of the corneal height. Simultaneous calculation of the curvatures and elevations in 
arc step has led to measurement of all morphological variations of the corneal shape 
though they face the disadvantage of skew ray error approximation. Optical scanning 
devices, like the Scheimpflug camera have the advantage of high transverse coverage 
and the measurement of whole of anterior chamber. Optical tomography coherence 
(OCT) is based on the measurement of interference of two beams of broadband radi-
ation from a reference arm and a sample arm. Different classes of OCTs including 
Time Domain OCT (TD-OCT), Fourier Domain OCT (FD-OCT), Spectral Domain 
OCT (SD- OCT) and Swept Source OCT (SS- OCT) are used in the diagnosis of 
Keratoconus. With the advent of multimodal data and large size of the data machine 
learning plays an important role in the diagnosis of diseases. Machine learning helps 
in identifying new patterns and thereby new classes. Feature selection and extraction 
plays an important role in the efficiency of the machine learning algorithms. Machine 
learning algorithms have been used in diagnosis of various diseases. Of particular 
interest is the application of machine learning for the diagnosis of Keratoconus. 
We review here the different machine learning techniques that have been employed 
for the diagnosis and grading or classification of Keratoconus eyes. The taxonomy 
diagram is graphically stated in Fig. 1.
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4 Related Works 

Accardo et al. [5] have used a three layered Neural Network with Back propagation 
training for classification as Normal, Keratoconus and Others. Different architectures 
were considered by varying the number of input, hidden and output layers. Maps from 
single eye and both eyes of the same patient have been considered for classification. 
Different combinations of layer sizes and learning rate parameters have also been 
considered resulting in varying global sensitivities. The authors have achieved global 
sensitivity ranging from 81.7 to 94.1 and global accuracy of 92.9 to 96.4. The results 
vary with consideration of the single or both eyes. With single eye the accuracy level 
decreases. 

Souza et al. [6] have considered only one eye of each patient. Eleven attributes are 
shortlisted from Orbscan II and are applied as input parameters for different algo-
rithms namely Radial Basis Function Neural Network (RBFNN), Multilayer Percep-
tron (MLP) and Support Vector Machine (SVM). The parameters used included Ante-
rior and Posterior best fit spheres, Maximum and Minimum Simulated Keratometry, 
Maximum Anterior and Posterior Elevation, 5 mm irregularity, thinnest point and 
central corneal power. The system provides detection of keratoconus but does not 
provide classification of stages of keratoconus. Different combinations of attributes 
need to be considered apart from the eleven attributes considered and data from 
both eyes of the patient can be considered. MLP, RBFNN, SVM and Decision Tree 
(DT) are employed by Toutounchian et al. [7] with direct features from Pentacam and 
features derived from topographical images. The attributes obtained directly obtained 
from Pentacam are Corneal Thickness, Anterior and Posterior best-fit spheres, 
Progression index, Sagittal Curvature, Tangential Curvature, Relative Pachymetry, 
Corneal Thickness Spatial Profile and Age. The second group of features consists of 
Randleman Score System, Ambrosia Score System and Symmetry in Sagittal Map. 
Though better accuracy for distinguishing between Normal and Keratoconus eyes 
has been obtained, the accuracy level decreases when suspect- to- Keratoconus is 
involved. Arbelaez et al. [8] have classified as Abnormal, Keratoconus, Subclin-
ical keratoconus and Normal using support vector machine (SVM). Four groups of 
eyes, based on clinical diagnosis, namely, clinically diagnosed keratoconus, clinically 
diagnosed sub keratoconus, eyes undergone refractive surgery and normal eyes. The 
precision of classification increases in the distinction between normal and subclinical 
cases, when posterior corneal surface data are included. The accuracy levels are the 
least with respect to the subclinical Keratoconus in both cases. Hidalgo et al. [9] have  
used support vector machine (SVM) with linear kernel that employs dimensionality 
reduction. The eyes are fist classified by specialists into Normal, Astigmatism, Post 
Refractive surgery (PRS), Forme Fruste (FF) and Keratoconus. Pentacam provides 
around 1000 parameters which include correlated variables raising the need for reduc-
tion to reduce computation. Correlation based hierarchical clustering is employed 
resulting in a dendrogram followed by selection of one variable from each branch.
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This resulted in the selection of 22 parameters. The classification performance indi-
cates that the performance is less for forme fruste Keratoconus classification, with 
the sensitivity as low as 37.3%, compared to others. 

Lavric et al. [10] utilized a convolutional neural network (CNN) for extracting and 
learning the features of a Keratoconus eye. Topographic maps with color scales are 
used for analysis. Here warm colors are used to represent curved/steep areas and mild 
colors are sued for flat areas. SyntEyes KTC model has been used to generate input 
data to overcome the difficulty in obtaining real data from patients. The accuracy 
obtained by Lavric is in the range of 99.33% and this can be used as a screening mech-
anism by ophthalmologist. The performance of the system depends on the image steps 
used; with smaller steps increasing the sensitivity and larger steps resulting in missing 
the mild cases of Keratoconus. Santos et al. [11] have employed a customized fully 
Convolutional Neural Network, CorneaNet, for early detection of Keratoconus. The 
network is used for segmentation of OCT images. The thickness maps of full cornea, 
Bowman layer, epithelial layer and Stroma are used and the segmentation speed 
considerably improved with the usage of the CorneaNet. In cornea with Keratoconus 
the thin zone could be detected and used for early detection of Keratoconus with 
99.5% accuracy. Kamiya et al. [12] have obtained improved diagnostic accuracy by 
using deep learning on six color coded maps, namely anterior elevation map, anterior 
curvature map, posterior elevation map, posterior curvature map, refractive power 
map and pachymetry map. Six neural networks were trained for classification into 4 
grades by taking into the average of the six outputs. Comparison of accuracy of the 
classification between normal and Keratoconus eyes shoes that the accuracy improves 
when the six maps were used when compared with the usage of the individual maps. 
Lavric et al. [13] have integrated the data generated in the SyntEyes algorithm with 
anterior and posterior Keratometry along with pachymetry. The anterior Keratom-
etry is added with the input CNN network. The network provides the classification as 
normal and Keratoconus eyes. Shi et al. [14] have used neural network based machine 
learning for classification of eyes into Normal, Keratoconus and sub-clinical Kera-
toconus eyes. Combined features from Scheimpflug based camera and Ultra High 
Resolution Optical Coherence Tomography (UHR-OCT) provided better discrimi-
nation between the three classes than the features obtained from a single instrument. 
The UHR-OCT provides better discrimination between the sub-clinical and Clinical 
Keratoconus. Kuo et al. [15] have used three well known CNN models, namely VGG
-16, Inception –V3 and ResNet-152, for detecting the pattern differences between 
normal and keratoconic eyes. The networks provided accuracy of 0.931 to 0.958. 
It has been observed that the results depend on the patterns and not on the color 
scales used and hence can be used across different platforms. Also the classification 
of sub-clinical cases was less satisfactory compared to the keratoconus cases. 

Lavric et al. [16] have compared the performances of 25 different models in 
machine learning with an accuracy ranging from 62 to 94.0%. The best performance 
of 94% has been observed in a Support Vector Machine (SVM) that used eight corneal 
parameters which were selected using feature selection. Thulasidas et al. [17] have  
observed that the usage of Pachymetric Progression index and the BAD-D value 
resulted in improved detection of sub-clinical Keratoconus when compared to the
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use of other Pentacam parameters as inputs. It is also observed that a combination 
of data results in improved detection of sub-clinical Keratoconus rather than that 
of a single parameter. Mustafa Koc et al. [18] have observed that though the topo 
metric and tomographic parameters are useful in earlier detection of keratoconus, for 
better performance individual parameters are not sufficient enough and combinations 
of parameters are needed for better performance. Gayathri et al. [19] have used 3-
dimensional modeling of cornea for the diagnosis of Keratoconus. The correlation 
between the posterior and anterior corneal surfaces has been used to improve the 
performance of the modeling. Hallet et al. [20] employed a multilayer perceptron 
and variational auto encoder for classification of Keratoconus and Normal eyes. The 
unsupervised variational auto encoder gives better results with 80% accuracy when 
compared with the supervised multilayer perceptron with 73% accuracy. 

Mahmoud et al. [21] have presented the 3-dimensional construction of corneal 
images from the 2-dimensional front and lateral images of the eye for detection 
of Keratoconus and its stages. The Convolutional Neural Network used for feature 
extraction uses the constructed 3-dimensional image. The accuracy of diagnosis 
obtained is 97.8% with a sensitivity of 98.45% and specificity of 96.0%. Feng 
et al. [22] have proposed a customized CNN, KerNet, for detecting Keratoconus 
and sub-clinical Keratoconus, from the Pentacam data. The data selected from 
Pentacam included the curvature of the front and back surfaces, elevation of the 
front and back surfaces and the pachymetry data in the form of numerical matrices. 
The network proposed, KerNet, uses multilevel fusion architecture. The proposed 
network improves the accuracy of the detection of Keratoconus by 1% and sub-
clinical Keratoconus by 4%. Lavric et al. [23] have employed support vector machine 
to classify the different severity levels of the Keratoconus apart from the regular 
classification of Normal, Sub-clinical and Keratoconus. Starting with 2-class classi-
fication of healthy and keratoconus eyes with the highest Area under Curve (AUC) of 
0.99, the work has been extended to a 3-class Classification of Normal, Forme Fruste 
and Keratoconus eyes with an AUC of 0.96. Further extension to a five class classi-
fication as Normal, Forme Fruste, Stage II, Stage III and Stage IV yielded an AUC 
of 0.88. Zaki et al. [24] used lateral segment photographed images (LSPI) which 
were extracted from videos of patients taken sideways with a smartphone camera. 
VGGNet 16 model is used for the classification achieving 95.75% accuracy, 92.25% 
sensitivity and 99.25% specificity. The comparative analysis of the conventional 
methods is explained in Table 1. In this table, latest machine learning approaches 
have been explained with limitations.
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Table 1 Comparative analysis 

Author Year Methodology Advantage Limitation Performance 
analysis 

Hallett et al. [20] 2020 Deep learning Machine 
learning helped 
to analyses data 
from 124KC 
patients 

Unsupervised 
algorithm 
selected only 
29 variables 
only 

True positive 
rate = 1.0 
Accuracy = 
85% 

Mahmoud et al. 
[21] 

2020 3D Corneal 
Images 
Reconstruction 

The image 
construction 
worked 
effectively with 
less lose 

There may be a 
no obvious 
change in the 
earliest 
Keratoconus 
stages 

True positive 
rate = 0.8 
Accuracy = 
80% 

Feng et al. [22] 2021 Deep learning 
approach using 
raw data 

The detection of 
the issue can be 
predicted earlier 

There is an 
insufficient 
image 
availability for 
each disease 
stages, due to 
increased 
posterior 
evaluation 

True positive 
rate = 0.7 
Accuracy = 
83% 

Lavric et al. [23] 2021 Machine 
learning 
approach using 
topography 

All type of raw 
data can be 
measured by this 
method 

lower thinnest 
corneal 
thickness 

True positive 
rate = 0.6 
Accuracy = 
70% 

Zaki et al. [24] 2021 Lateral Segment 
Photographed 
Images 

The 
segmentation 
helped to 
identify the 
problem easily 

Measures only 
anterior corneal 
surface 

True positive 
rate = 0.75 
Accuracy = 
88% 

5 Conclusion 

Machine learning techniques particularly Support Vector Machines and Convolu-
tional Neural Networks have been employed for efficient diagnosis of Keratoconus 
and its stages. The performance of the algorithms depends on the parameters chosen 
as input, unilateral or bilateral eyes, anterior or posterior, single parameter or multiple 
parameters and also on fusion of different modalities. The performance also depends 
on if the sub-clinical or forme fruste Keratoconus cases are involved. The detection 
of sub-clinical Keratoconus is important for early diagnosis of Keratoconus and for 
avoiding vision loss. The choice of parameters also decides the accuracy levels of 
the classification and diagnosis. 

Algorithms including Back Propagation Neural Networks (BPN), Multilayer 
Perceptron (MLP), Support Vector Machine (SVM), Radial Basis Function Network 
(RBFN), Decision Tree (DT) and Convolutional Neural Network (CNN) have
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been used for detection and classification of Keratoconus based on the corneal 
attributes/indices. Though hundreds of corneal indices are available from scans, only 
a few have been used for detection of keratoconus. The output and accuracy depends 
on the choice of the attributes/parameters. No fixed rule is available on the param-
eters to be used. The accuracies of the algorithms in the literature are better for 
classification between Normal and Keratoconus cornea. But when there is a need to 
classify/ distinguish between Normal & Sub-clinical Keratoconus or Sub-clinical & 
Keratoconus cornea the accuracy decreases. Only few efforts have been taken in 
the detection and classification of Keratoconus using topography elevation images. 
Convolutional Neural Networks have been employed for detection of Keratoconus 
alone and not for classification, particularly not for the detection of sub-clinical 
Keratoconus. 

References 

1. Sawaguchi S, Fukuchi T, Abe H, Kaiya T, Sugar J, Yue BY (1998) Three-dimensional scanning 
electron microscopic study of keratoconus corneas. Arch Ophthalmol 116(1):62–68 

2. Takahashi A, Nakayasu K, Okisaka S, Kanai A (1990) Quantitative analysis of collagen fiber 
in keratoconus. Nippon Ganka Gakkai Zasshi 94(11):1068–1073 

3. Shetty R, Sathyanarayanamoorthy A, Ramachandra RA, Arora V, Ghosh A, Srivatsa PR (2015) 
Attenuation of lysyl oxidase and collagen gene expression in keratoconus patient corneal 
epithelium corresponds to disease severity. Mol Vis 21:12–25 

4. Sinjab MM (2012) Quick Guide to the Management of Keratoconus: A Systematic Step-by-
Step Approach. Springer-Verlag, Berlin, Heidelberg. https://doi.org/10.1007/978-3-642-218 
40-8 

5. Accardo PA, Pensiero S (2002) Neural network-based system for early keratoconus detection 
from corneal topography. J Biomed Inform 35(3):151–159. https://doi.org/10.1016/s1532-046 
4(02)00513-0 

6. Souza MB, Medeiros FW, Souza DB, Garcia R, Alves MR (2010) Evaluation of machine 
learning classifiers in keratoconus detection from orbscan II examinations. Clinics (São Paulo, 
Brazil) 65:1223–1228. https://doi.org/10.1590/S1807-59322010001200002. 

7. Toutounchian F, Shanbehzadeh J, Khanlari M (2012) Detection of keratoconus and suspect kera-
toconus by machine vision. In: Proceedings of the International Multi-Conference of Engineers 
and Computer Scientists, Hong Kong, China, March 2012 

8. Arbelaez MC, Versaci F, Vestri G, Barboni P, Savini G (2012) Use of a support vector machine 
for keratoconus and subclinical keratoconus detection by topographic and tomographic data. 
Ophthalmology 119(11):2231–2238 

9. Hidalgo IR, Rodriguez P, Rozema JJ (2016) Evaluation of a machine-learning classifier for 
keratoconus detection based on Scheimpflug tomography. Cornea 35(6):827–832 

10. Lavric A, Valentin P (2019) KeratoDetect: Keratoconus detection algorithm using convolutional 
neural networks. Computat Intell Neurosci. https://doi.org/10.1155/2019/8162567 

11. Dos Santos VA et al (2019) CorneaNet: fast segmentation of cornea OCT scans of healthy and 
Keratoconic eyes using deep learning. Biomed Opt Express 10(2):622–641. https://doi.org/10. 
1364/BOE.10.000622 

12. Kamiya K et al (2019) Keratoconus detection using deep learning of colour-coded maps 
with anterior segment optical coherence tomography: a diagnostic accuracy study. BMJ 
Open 9(9). https://doi.org/10.1136/bmjopen-2019-031313

https://doi.org/10.1007/978-3-642-21840-8
https://doi.org/10.1007/978-3-642-21840-8
https://doi.org/10.1016/s1532-0464(02)00513-0
https://doi.org/10.1016/s1532-0464(02)00513-0
https://doi.org/10.1590/S1807-59322010001200002
https://doi.org/10.1155/2019/8162567
https://doi.org/10.1364/BOE.10.000622
https://doi.org/10.1364/BOE.10.000622
https://doi.org/10.1136/bmjopen-2019-031313


250 P. Subramanian et al.

13. Lavric A, Popa C, David C, Paval CC (2019) Keratoconus detection algorithm using convo-
lutional neural networks: challenges. In: 2019 11th International Conference on Electronics, 
Computers and Artificial Intelligence, pp 1–4. https://doi.org/10.1109/ECAI46879.2019.904 
2100 

14. Shi C, Wang M, Zhu T et al (2020) Machine learning helps improve diagnostic ability of 
subclinical keratoconus using Scheimpflug and OCT imaging modalities. Eye and Vis 7:48. 
https://doi.org/10.1186/s40662-020-00213-3 

15. Kuo B-I et al (2020) Keratoconus screening based on deep learning approach of corneal 
topography. Trans Vis Sci Tech 9(2):53. https://doi.org/10.1167/tvst.9.2.53 

16. Lavric A, Popa V, Takahashi H, Yousefi S (2020) Detecting keratoconus from corneal imaging 
data using machine learning. IEEE Access 8:149113–149121. https://doi.org/10.1109/ACC 
ESS.2020.3016060 

17. Thulasidas M, Teotia P (2020) Evaluation of corneal topography and tomography in fellow 
eyes of unilateral keratoconus patients for early detection of subclinical keratoconus. Indian J 
Ophthalmol 68(11):2415–2420. PMID: 33120630. https://doi.org/10.4103/ijo.IJO_2129_19 

18. Koc M et al (2020) Topometric and tomographic evaluation of subclinical Keratoconus. 
Ophthalmic Epidemiol 27(4):289–297 

19. Kanimozhi R, Gayathri R (2020) Keratoconus detection based on corneal morpho-geometric 
analysis using correlation. In: 2020 3rd International Conference on Intelligent Sustainable 
Systems (ICISS), pp 203–206. https://doi.org/10.1109/ICISS49785.2020.9316066 

20. Hallett N et al (2020) Deep learning based unsupervised and semi-supervised classification for 
Keratoconus. In: 2020 International Joint Conference on Neural Networks (IJCNN), pp 1–7. 
https://doi.org/10.1109/IJCNN48605.2020.9206694 

21. Mahmoud HAH, Mengash HA (2021) Automated Keratoconus detection by 3D corneal images 
reconstruction. Sensors (Basel) 21(7):2326. https://doi.org/10.3390/s21072326 

22. Feng R et al (2021) KerNet: a novel deep learning approach for keratoconus and sub-clinical 
keratoconus detection based on raw data of the pentacam system. IEEE J Biomed Health. 
https://doi.org/10.1109/JBHI.2021.3079430 

23. Lavric A et al (2021) Keratoconus severity detection from elevation, topography and 
pachymetry raw data using a machine learning approach. IEEE Access. https://doi.org/10. 
1109/ACCESS.2021.3086021 

24. Zaki WM, Daud MM, Saad AH, Hussain A, Mutalib HA: Towards automated Keratoconus 
screening approach using lateral segment photographed images. In: 2020 IEEE-EMBS Confer-
ence on Biomedical Engineering and Sciences (IECBES), pp 466–471 (2021). https://doi.org/ 
10.1109/IECBES48179.2021.9398781

https://doi.org/10.1109/ECAI46879.2019.9042100
https://doi.org/10.1109/ECAI46879.2019.9042100
https://doi.org/10.1186/s40662-020-00213-3
https://doi.org/10.1167/tvst.9.2.53
https://doi.org/10.1109/ACCESS.2020.3016060
https://doi.org/10.1109/ACCESS.2020.3016060
https://doi.org/10.4103/ijo.IJO_2129_19
https://doi.org/10.1109/ICISS49785.2020.9316066
https://doi.org/10.1109/IJCNN48605.2020.9206694
https://doi.org/10.3390/s21072326
https://doi.org/10.1109/JBHI.2021.3079430
https://doi.org/10.1109/ACCESS.2021.3086021
https://doi.org/10.1109/ACCESS.2021.3086021
https://doi.org/10.1109/IECBES48179.2021.9398781
https://doi.org/10.1109/IECBES48179.2021.9398781


Conversion of NAM to Normal Speech 
Based on Stochastic Binary Cat Swarm 
Optimization Algorithm 

T. Rajesh Kumar, G. N. Balaji, D. Vijendra Babu, Soubraylu Sivakumar, 
K. Kalaiselvi, and G. R. Suresh 

Abstract Speech recognition plays an important role in a variety of applications 
for mobile communication. User communication devices for contact necessitate a 
broad vocabulary recognition scheme, greater precision, and a real-time, low-power 
schema. The power consumption and memory bandwidth of miniaturized battery-
controlled devices are important. People’s handheld devices often demand more 
effort, due to the speech challenge. As a result, a valuable technology based on 
the Stochastic Binary Cat Swarm Optimization Algorithm (SBCSO) is proposed 
in this research study to transform the non-audible murmur to normal voice. From 
the input murmured speech signal, the characteristics such as spectral skewness, 
spectral centroid, pitch chroma, and Taylor-Amplitude Modulation Spectrum are 
extracted and trained in the Deep Convolutional Neural Network (DCNN) classifier. 
The proposed stochastic binary cat swarm optimization algorithm is used to train 
DCNN classifier for speech recognition. To boost the results in metric analysis, 
the stochastic gradient descent algorithm and a Binary Cat Swarm Optimization 
Algorithm (BCSOA) are combined. In order to boost the experimental results in 
metric analysis, the stochastic gradient descent algorithm and BCSOA are combined 
in this research paper. The proposed algorithm performance is validated in terms of 
true positive rate, false positive rate and classification accuracy, and it showed better 
improved in speech recognition.
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1 Introduction 

For the translation of audio signals or human speech to text, ASR systems are used. 
Furthermore, in many implementations, such as spoken text extraction, Integrated 
Voice Response (IVR) programs, and dictation interfaces, ASR is used. For the 
above-mentioned applications, however, a clear speech recognition system is needed. 
Moreover, notable advances have been made in some of the frameworks for auto-
matic speech recognition [1]. ASR performance is determined by many influences, 
including the nature of input speech and forms and actual speaker features, such 
as accent, style and speech intensity, psycho-physical state of the speaker, anatomy 
of the vocal tract etc. [2, 3]. In speech technology, Whisper plays an important 
role because of its substantial variance relative to the normal phoned speech, which 
induces noisy form, absence of glottal sounds, and less Signal to Noise Ratio (SNR) 
[4, 5]. Murmur is a basic verbal communication system that is widely used under 
different situations. Whispered speech is created by adjusting the vocal cords while 
engaged in glottis development of constricted restraint, inducing vocal area exci-
tation. To train DCNN for speech recognition, the proposed BCSOA algorithm is 
employed. The SBCSOA is a combination of the stochastic gradient descent and 
BCSOA. In order to improve device performance, the SBCSOA-DCNN is optimized 
for speech recognition. 

2 Related Works 

Due to recent advances in computer hardware technology and machine learning 
method, Deep Neural Network (DNN) is used successfully in the ASR framework [6]. 
Additionally, Secret Markov Model (HMM) with DNN approaches (DNN-HMM) 
was used in various studies to build series of audio observations augmented by 
HMM with Gaussian Mixture Model (GMM-HMM) in different occupations, such 
as massive vocabulary and very large scale datasets [7, 8]. In addition, different 
techniques have been developed to boost audio divergence through model adapta-
tion, other sensing approaches, such as throat microphone, and transformation of 
features. Audio-visual technique was also applied to isolate word recognition under 
the condition of murmur speech [9]. The cat swarm optimization algorithm was 
introduced in this work, has only been used in function optimization problems. The 
aim of this study was to create a cat swarm optimization algorithm that can be used 
to solve clustering problems. The CSO algorithm has been shown to be effective in 
solving optimization problems [10]. CNN may be used to classify the speech signals
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instantly and predict the murmured speech spoken by speech disables or physically 
challenged speakers. 

3 Methodology 

In order to produce non-audible whisper to ordinary voice, an efficient procedure, 
called binary cat swarm optimization algorithm is proposed. Initially, the input speech 
signal is pre-processed by filtering, and the required characteristics are extracted 
in the function extraction procedure. The system built by the introduction of the 
Taylor series into the regular AMS is Taylor-AMS. DCNN [11], in which the training 
algorithm is performed using Stochastic Binary Cat Swarm Optimization, which 
is built using stochastic gradient descent algorithm and BCSOA, performs speech 
recognition after the feature extraction method. The developed model then classifies 
the speech signal into ordinary speech based on extracted characteristics. 

3.1 The Input Signal NAM Received Through Gadgets 

By considering the signals gathered from gadgets as the dataset, the speech signal 
is known. Let us assume the dataset as Y defined as the n number of input speech 
signals and as defined in Eq. (1). 

Y = {Ci } ; i ∈ {1, 2, . . . ,  n} (1) 

where, Y indicates dataset, C specifies the input speech signal, and n signifies total 
amount of speech signals present in dataset. However, the input video Ci is selected 
from the dataset to perform the speech recognition. 

3.2 Pre-processing 

To allow smooth processing of an input speech signal, the input speech signal Ci is 
selected and given to the pre-processing level. Here, the Wiener filter and elimination 
of silence are used to pre-process speech signal data. The silence deduction, however, 
is the pre-processing procedure for eliminating silence and the voiceless divisions 
of the speech signal and the Wiener filter is used to filter noise from the input signal 
and C∗ 

i is denoted as the pre-processed output.
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3.3 Feature Extraction 

The pre-processed signal is C∗ 
i forwarded to the feature extraction module until the 

speech signal is pre-processed. The feature extraction is done here on the basis of 
Taylor-AMS, pitch chroma, spectral centroid, spectral skewness, and the mixture of 
the Dirichlet method to produce highly important features for improved speech signal 
recognition. In addition, the signal complexity is minimized, thus reducing the range 
of characteristics. Furthermore, the precision associated with classification ensures 
efficient extraction of the feature. As below, the function extraction phase followed 
in this paper is outlined. Furthermore, the precision associated with classification 
ensures efficient extraction of the feature. 

3.4 SBCSO-Based Deep CNN 

Once the appropriate features get extracted, speech recognition is done based on 
DCNN. The feature vector is taken as input of DCNN for the conversion of non-
audible murmur to a regular speech. However, the DCNN [12] tunes the biases and 
weights of classifier for improving the classification accuracy. In addition, the Deep 
CNN is trained by developed optimization method, named SBCSO that is designed 
newly by incorporating stochastic gradient descent algorithm and CSOA. DCNN is 
utilized to convert the non-audible murmur to the normal speech to achieve optimal 
speech recognition output. The Deep CNN architecture consists of three separate 
layers, such as the convolutional layer, the pooling layer, and the completely linked 
layer. Each layer executes its own operations in the Deep CNN architecture. Each 
layer executes its own operations in the Deep CNN architecture. The convolutional 
layer is used here to measure the function diagram, and then the pooling layer 
performs sub-sampling. Finally, using the completely linked layer, the classification 
is performed. Classification precision is strengthened as the convolutional layers in 
the Deep CNN classifier are expanded. In addition, the first-layer neuron is paired 
with the following layer of individual neurons. 

Convolutional Layer. Through considering the convolutional filter that links 
neurons from the previous layer to the next layer by trainable weights, the convo-
lutional layer is used to generate patterns for femur points. Assume that the 
convolutional layer input is expressed in Eq. (2)

(
Un 

m

)
g,h =

(
T n m

)
g,h + 

ez−1 
1∑

z=1 

en 1∑

ν=−e j 1 

en 2∑

x=−e j 2

(
� n 

m,z

)
x,y 

∗ (
Fω

)
g+ν,h+x (2)
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where,
(
Un 

m

)
g,h refer to the output of n

th  convolutional layer or the feature map, and 
∗ refer to convolutional operator.� n 

m,z signifies the weight, and the term T n m indicates 
the bias of nth  convolutional layer. 

ReLU Layer: For applying the non-saturating activation function, ReLU is the 
rectified linear unit. Here, by setting them to zero, the negative values are efficiently 
extracted from the activation diagram. As the input of the next kth  convolutional 
layer, the output generated by n − 1th  layer is forwarded and expressed in Eq. (3) 

Un 
m = A

(
Un−1 

m

)
(3) 

Pooling Layer. The pooling layer is often considered a non-parametric layer, and is 
used to execute a fixed operation that ignores bias and weight consideration. 

Fully Connected Layers. The pooling layer output is taken as the input of the fully 
linked layer and the output from the fully linked layer is given in Eq. (4). 

V n m = σ
(
Un−1 

m

)
, Un 

m = 
ez−1 
1∑

z=1 

en 1∑

ν=−e j 1 

en 2∑

x=−e j 2

(
� n 

m,z

)
x,y 

∗ (Fω )g+ν,h+x (4) 

where, the term
(
� n 

m,z

)
x,y 

refer to weights. The weight values are computed for 
tuning Deep CNN such that the optimal weight is retrieved. 

3.5 Training of Deep CNN Based on Stochastic Binary Cat 
Swarm Optimization 

The preparation of the DCNN classifier is performed to achieve a better weight factor 
using the established SBCSOA. The SBCSOA is a mixture of stochastic gradient 
descent techniques, Binary Cat Swarm Optimization for successful collection of 
optimum weights. The parametric characteristics obtained from the optimization 
algorithm described above allow efficient classification efficiency based on the input 
image. The stochastic algorithm is efficient since it is linear for training data and is 
capable of approximating the true gradient over time for each training data. 

BCSO Algorithm, on the other hand was split into two sub-models based on two 
main behavioral characteristics of cats. Both are referred to as “seeking mode” and 
“tracing mode,” respectively. In CSO, we first determine how many cats we’ll need 
in the iteration, and then we use the cats to solve problems in CSO. Every cat has its 
own location, which is made up of D dimensions, velocities for each dimension, a 
fitness value representing the cat’s accommodation to the fitness function, and a flag 
indicating whether the cat is searching or tracing. The optimal location of one of the 
cats will be the final solution. Thus, the stochastic gradient descent algorithm update
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equation is updated using CSO. This move then helps the approach, with better 
efficiency, to be more effective. Below is the algorithmic method of the proposed 
SBCSOA. 

Step 1: Initialization. The zero vectors are initialized in the first step, which is 
represented as Z , and select the training sample randomly represented as,

(
Hh 
l , Mh 

l

)
. 

The term Hh 
l denotes the feature vector of l

th  training sample with dimension η, and 
the term Mh 

l refers to category of training data. 
Step 2: Fitness function computation. The fitness is estimated for finding optimal 

solution for speech recognition. Moreover, it is estimated by minimum error value, 
and solution with respect to minimal error is taken as best solution. The fitness is 
formulated using Eq. (5). 

MSE  = 
1 

κ

[
κ∑

o=1 

Ut arg et − Un 
m

]

(5) 

where, κ refer to training samples, the terms Ut arg et and Un 
m signifies the target and 

estimated output of classifier. 
Step 3: Update the solution using proposed SBCSOA. SMP stands for searching 

memory pool, SRD stands for seeking selection of the chosen dimension, CDC 
stands for counts of dimension to modify, and self-position consideration stands 
for self-position consideration (SPC) are four main factors of seeking mode in CSO. 
According to Chu et al. Let FS be the fitness, then FSb = FSmax if the fitness function’s 
objective is to find the smallest solution; otherwise, FSb = FSmin. Tracing mode is a 
sub-model for simulating the cat’s tracing of goals that is defined in the Eqs. (6) and 
(7). 

Vd = Vd + k × c × (xbest,d − xd ) (6) 

where, xd is the position of the cat ‘k’, constant is ‘c’ the cat position is x best,d, Vd  
is the velocity of the cat at every dimension ‘d’. 

xd = xd + Vd (7) 

To incorporate these two modes into the algorithm, we define a mixture ratio (MR), 
which specifies how searching and tracing modes should be combined. Clustering 
data and looking for the right cluster centre using the CSO algorithm are the two 
key aspects of the CSO Clustering suggested in this study [13, 14]. The population 
of data to be clustered, the number of clusters ‘k’, and the number of copies would 
be the inputs for clustering CSO. The steps involved in clustering CSO are shown 
below. 

Step i): Initialization of cluster centre in DCNN 
Pick k points at random from the data to serve as the initial cluster centre. 
Step ii): Swarming the data in to Clusters.
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Sort the data into clusters based on the cluster centre that is nearest to you. The 
Euclidean distance is used to measure the distance between the data and the cluster 
core. Equation can be used to define the distance between x and y using the Euclidean 
distance theorem, as defined in Eq. (8) 

Ed(x, y) = |x − y|2 = 

√√√
√

n∑

j=1 

(x j − y j )2 (8) 

Step iii): Determination of the (SSE) Sum of Squared-Error. 
The function of SSE is defined in Eq. (9) 

SSE  = 
m∑

j=1

∑

x∈C 
(||x − c j )2 (9) 

where as ‘m’- clusters count, cj – centre of cluster j and x = data and it is the members 
of C. 

Step iv): Cat Swarm Optimization based cluster optimization. 
The CSO algorithm represents cat as cluster centre and the new cluster centre will 

be the speech solution set, which results with SSE lesser than the previous iterations. 
It has two mode combination and named as binary cat swarm. They are seeking and 
tracing mode. 

Initially, the parameters such as SMP, SRD and SPC are defied in seeking mode. 
Copy cluster centre (i) location as many times as SMP for i = 1 to k (number of cluster 
centres). Determine the changing value (SRD*cluster centre (i)) and determine the 
j value. Roughly positive or negative cluster centres with changing value for m = 1 
to SMP. Calculate the SSE after calculating the distance and clustering the results. 
Choose a new cluster centre rette wheel nominee. Now update the cluster centre and 
SSE. This is the seeking mode algorithm in Cat Swarm Optimization Clustering [15]. 

Step v): Recheck the feasibility. Based on fitness value, the feasibility is again 
computed, hence if the generated new solution is best than previous one, the old one 
is replaced by the new solution. 

Step vi): Termination. The steps described above are repetitive before the best solu-
tion for speech recognition is obtained. Therefore, the speech signal characteristics 
are collected when the new signal arrives for speech recognition, and are forwarded 
to the classifier to process the characteristics in terms of new function dataset and 
create class mark for input speech signal. In recognizing words that are subject to 
many uses, the evolved speech recognition technique is successfully verified.
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4 Simulation Results 

The experimentation of developed model is developed in MATLAB tool with the 
windows 10 OS, 4 GB Ram, and the Intel I3 processor. TIMIT is used to conduct 
the experiment, and the overview of the datasets is given below: The TIMIT corpus 
includes a read speech to enable the automated processing of the speech recogni-
tion system. TIMIT consisted of 630 speakers of speech signal, which is rich in 
phonetics, orthographic time-aligned, and 16-bit speech waveform word transcrip-
tions of 16 kHz for the actual utterance. The TIMIT amount transcripts are checked 
with the preparation and evaluation sub-sets with the required dialectal coverage and 
phonetics criteria. 

4.1 Discussion 

Using three metrics, such as Accuracy, True Positive Rate (TPR), and False Posi-
tive Rate (FPA), the efficiency of the established approach is evaluated. Also, 
compared with existing techniques, such as Stochastic-Whale Optimization Algo-
rithm + Deep Convolutional Neural Network (Stochastic-WOA + DCNN) [15], 
Random sampling-based Deep Neural Network (DNN) [1], DCNN [2], multi-task 
DNN acoustic models [4] and Deep Learning-Recurrent Neural Network (RNN) [8], 
the performance of the developed technique is evaluated. 

Analysis Using Sample Signal based on K-fold. The analysis of approaches using 
a sample signal through K-Fold by considering accuracy, FPR, and TPR parameters 
is illustrated in Fig. 1. The analysis of techniques based on accuracy parameter is 
deliberated in Fig. 1a. For K-Fold = 5, the accuracy measured by Stochastic-WOA 
+ DCNN is 0.952, Deep-CNN is 0.944, Random sampling-based DNN is 0.756, 
multi-task DNN acoustic models is 0.852, Deep learning-RNN is 0.713, and the 
proposed SBCSOA-DCNN is 0.96. In Fig. 1b, the analysis using the FPR parameter 
is deliberate. The FPR determined by Stochastic-WOA+ DCNN is 0.02 when K-Fold

Fig. 1 Analysis of K-Fold methods for a sample signal a Accuracy, b FPR, and c TPR
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= 5, Deep-CNN is 0.055, Random sampling-based DNN is 0.388, multi-task DNN 
acoustic models are0.361, Deep learning-RNN is 0.394, and the implied SBCSOA-
DCNN is 0.010. In Fig. 1c, the analysis using the TPR parameter is intentional. 
When K-Fold = 5, the TPR of methods computed by Stochastic-WOA + DCNN 
is 0.981, Deep-CNN is 0.973, Random sampling–based DNN is 0.944, multi-task 
DNN acoustic models is 0.955, Deep learning-RNN is 0.940, and the proposed 
SBCSOA-DPM is 0.998.

Analysis Using Sample Signal through Holdout. The analysis of methods through 
sample signal using holdout by considering accuracy, FPR, and TPR parameters is 
illustrated in Fig. 2. The analysis of approaches based on accuracy parameter is 
deliberated in Fig. 2a. When training data percentage is 90, accuracy estimated by 
Stochastic-WOA + DCNN is 0.967, Deep-CNN is 0.937, Random sampling–based 
DNN is 0.964, multi-task DNN acoustic models is 0.714, Deep learning-RNN is 
0.666, and the proposed SBCSOA-DCNN is 0.984. The analysis using FPR parameter 
is deliberated in Fig. 2b. For 90% training data, FPR computed by Stochastic-WOA 
+ DCNN is 0.014, Deep-CNN is 0.051, Random sampling–based DNN is 0.013, 
multi-task DNN acoustic models is 0.378, Deep learning-RNN is 0.387, and the 
proposed SBCSOA-DCNN is 0.013. 

The analysis using TPR parameter is deliberated in Fig. 2(c). When training data 
percentage is 70, the TPR of methods computed by Stochastic-WOA + DCNN is 
0.984, Deep-CNN is 0.968, Random sampling–based DNN is 0.999, multi-task DNN 
acoustic models is 0.930, Deep learning-RNN is 0.938, and the proposed SBCSOA-
DCNN is 0.938. Both the K-fold and Hold out validation for the metrics of Accuracy, 
FPR and TPR are hereby tabulated in the Table 1 for the references. 

Fig. 2 Analysis of methods using sample signal by varying the training data percentage a Accuracy, 
b FPR, and c TPR



260 T. R. Kumar et al.

Table 1 Comparative discussion on sample signal for K-Fold and Holdout analysis 

Validation 
based on 

Metrics Stochastic-WOA 
+ DCNN [15] 

Deep-CNN 
[2] 

Random 
sampling–based 
DNN [1] 

Multi-task 
DNN 
acoustic 
models [4] 

Deep 
learning-RNN 
[8] 

Proposed 
SBCSOA-DCNN 

K-Fold Accuracy 0.952 0.944 0.756 0.852 0.713 0.96 

FPR 0.02 0.055 0.388 0.361 0.394 0.010 

TPR 0.981 0.973 0.944 0.955 0.940 0.998 

Hold out Accuracy 0.967 0.937 0.964 0.714 0.666 0.984 

FPR 0.014 0.051 0.013 0.378 0.387 0.013 

TPR 0.984 0.968 0.999 0.930 0.938 0.938 

5 Conclusion 

An enhanced form of speech recognition based on Stochastic Binary Cat Swarm 
Optimization Algorithm based DCNN is proposed in this research work to convert 
non-audible murmurs to natural speech. Initially, the input signal is pre-processed 
using filtering to remove the noise in the signal. Next, the feature extraction is carried 
out based on Taylor AMS, pitch chroma, spectral centroid, and spectral skewness 
for further processing. Then, the speech recognition is carried out using extracted 
features using Deep CNN, which is trained using developed optimization algorithm, 
termed SBCSOA. The incorporation of stochastic gradient descent methodology 
and Binary Cat Swarm Optimization is the SBCSOA. Therefore, based on extracted 
functionality, developed SBCSOA-based DCNN classifies input signal as natural 
speech. Using the K-fold and holdout metric, the efficiency of the developed model is 
validated for accuracy, FPR, and TPR. Comparatively, the proposed model dominated 
other methods, which is validated using Accuracy, FPR, and TPR. In future, speech 
prediction will be achieved through consideration of another meta-heuristic algorithm 
and dataset. 
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Convolutional Neural Network Models 
for Throat Cancer Classification Using 
Histopathological Images 

Ravindranath Kadirappa, Gadipudi Amaranageswarao, 
and S. Deivalakshmi 

Abstract Cancer is a condition where the abnormal growth of cells is observed, 
initially identified as tumors. Cancer can happen to any part of the body, early detec-
tion of cancer can increase the life expectancy of patients in this paper throat cancer 
is considered for the study, cancer can start at any part of the throat and later stage 
can spread to the lungs and liver. Samples are extracted through the fine needle 
biopsy method and by using Hematoxylin, Eosin (H&E) stain images are obtained 
with three magnitudes original, 10×, 20× from an electron microscope. Convolution 
Neural Networks (CNN) with Support Vector Machine (SVM) and Transfer Learning 
(TL) are used to classify the images as either cancer or normal both techniques have 
shown promising results with an average accuracy of 93%. Transfer learning with 
10× data has provided better results with an average accuracy of 94.18% as TL 
slightly outperformed SVM and itself with other magnitudes. 

Keywords Throat cancer · CNN · SVM · Transfer learning · Histopathological 
images 

1 Introduction 

Throat cancer broadly comes under the category of the neck and head cancer, it has 
common features of oropharyngeal and mouth cancer affecting both children and 
adults. Throat has many parts and cancer can start in any one of them, for example, 
Oropharyngeal cancer, Hypopharyngeal, Laryngeal cancer. Majorly throat cancer 
starts at the mouth and starts spreading to the throat region. Reasons for cancer 
include tobacco usage, heavy alcohol consumption [1], vitamin deficiency, HPV 
infection, prolonged exposure to chemicals. Symptoms [2] of throat cancer are sore
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throat with cough for a long duration, change in voice (hoarseness), lump in the neck, 
problem in swallowing and/or breathing etc. 

A biopsy is one of the potential method used to detect the disease at the early 
stage in this method a tissue sample is collected and is examined under a microscope 
to find the cancer cells this is done by fine needle surgery or endoscopy since cancer 
is a penetrating disease throat cancer, can be classified into four stages [3] in stage 
1 and stage 2 cancer cells are confined to a small area in the organ whereas in stage 
3 the neighboring organs like lymph nodes get infected in the Stage 4 cancer would 
have been spread to other parts like neck, head, lungs, and liver. Considering this 
traversing nature of cancer, there is a serious need to detect cancer at an early stage, 
that helps in the diagnosis of the diseases and can be controlled from further diffusing 
to other parts of the body, early detection of throat cancer can increase life expectancy 
by 5 years [4, 5]. 

Computational methods can be highly helpful to detect cancerous images at high 
accuracy and help as an aiding tool for physicians to suggest an accurate diagnosis. 
In this paper, a deep learning tool, Convolution Neural Network (CNN) is used to 
classify the images as normal and cancerous with better accuracy, specificity, and 
sensitivity from the histopathological images collected from patients with throat 
cancer symptoms. Samples are collected by fine needle biopsy method and by using 
a microscope, images are extracted with normal, 10-time(10×) and 20-time(20×) 
magnification respectively. 

1.1 Extraction of Images 

Histopathological Images are obtained through the fine needle biopsy method and 
samples are prepared from Hematoxylin and Eosin [6–11] (H&E) stain by using 
this dye, a region in tissue is stained in a different color. Hematoxylin stain nucleus, 
nucleic acid, and other cellular components with blue color whereas Eosin stain other 
parts of tissue with red color. Samples are obtained from patients with symptoms of 
throat cancer, a total of 120 patients were examined out of which 100 patients were 
having throat cancer and 20 patients were normal according to ground truth results 
and these images are used for classification using 7 CNN techniques as discussed in 
Sect. 3. 

1.2 Objective 

Objective of the paper is to evaluate performance analysis of different existing 
CNN architectures by using Histopathological images. Also compare the evaluation 
metrics of existing CNN architectures.
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Input image from 
Electron Microscope 

Convolution neural 
network (CNN) 

Prediction 

Predicted Class 

Fig. 1 Flow chart of the proposed work 

2 Methodology 

Extracted and stained images are used as input, to the Convolution Neural Network 
(CNN) with transfer learning [12–14] for classification. The flow chart of the 
proposed work is shown in the Fig. 1. Based on the feature maps obtained from 
CNN, Support Vector Machine (SVM) developed by Vapnik [15] is mainly used for 
binary classification. 

In this paper SVM is used to classify the image as either cancerous or normal 
with an objective to classify the data from the database into two separate classes 
with less error. SVM is uses a single hyperplane given in Eq. 1, x indicates feature 
maps, w indicates weights with x as input vector and b is bias point. The test datasets 
are tested and the class is predicted with an average accuracy of 93%, for prediction 
SVM is used. 

f (w, x) = w × x + b where x ∈ Rm (1) 

3 Convolution Neural Network (CNN) for Classifying 
Images 

Convolution neural network is a subset of neural networks, CNN is a powerful method 
widely used in image segmentation, object recognition, regression, image & video 
recognition, and Image analysis & classification, recommendation systems, natural 
language processing, etc. the most general steps involved in CNN for classification 
is shown in Fig. 2 and discussed in detail. 

In Deep learning algorithms input data may be a multidimensional array and kernel 
also is a multidimensional array of parameters adapted by a learning algorithm, these 
multidimensional arrays are considered as tensors. In this paper two-dimensional
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Convolution 
with 
activations 
(ReLU) 

Input 
multidimension 
al array 

Pooling 

Fully 
connected 
Softmax 
classification 

Output     
class 

Fig. 2 Steps involved in CNN architecture 

image (I) is considered as input hence two-dimensional kernel (K) is considered to 
extract learning parameters, the convolution operation is defined in Eq. 2 and sine 
convolution is commutative it can be equivalently written as Eq. 3.CNN incorporates 
three steps that aids learning algorithm to improvise its results (a) sparse interaction 
(b) parameter sharing (c) equivariant representation 

S(i, j ) = (I × K )(i, j ) =
∑

m

∑
n 
I (m, n)k(i − m, j − n) (2) 

S(i, j ) = (K × I )(i, j ) =
∑

m

∑
n 
I (i − m, j − n)k(i, j ) (3) 

CNN has three major steps in the first stage convolutions are performed in parallel 
to produce a set of linear activations in the second stage output from the first stage 
is used as input to nonlinear activations like rectified linear unit (ReLU) in the third 
stage pooling function is used to further modify the layer output. The pooling func-
tion replaces the net output at a certain location with the statistical summary of the 
neighborhood, for example, max-pooling is used in this paper where the center value 
of the filter is replaced with the highest value in the considered rectangular or square 
filter of fixed dimension. This improves computational efficiency as the next layer 
has fewer inputs to process. 

A fully connected layer, forms the last stage of the convolutional neural network 
making CNN a more sophisticated one, at this stage CNN can be considered as a 
traditional neural network, the details captured in the pooling step is flattened to form 
a vector data at the end of this stage features are ready to be classified with a fair degree 
of accuracy in the next steps the classification can be done with high precision. After 
multiple iterations, the particular neuron gives high priority to particular features 
with the highest weight as the features belong to that particular class and neglecting 
other features as it belongs to other classes. 

To classify the features support vector machine (SVM) and transfer learning (TL) 
is used and results are discussed in detail in Sect. 4. The final step of CNN involves 
classifying the images from the dataset into a group of classes with high accuracy 
in this paper softmax and SVM techniques are used to classify the images. Both are 
having a small difference in objective function like SVM tries to classify by having
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a large margin between data points of different classes where as softmax tries to 
classify by minimizing cross-entropy or maximizing log-likelihood value [16]. 

4 Results and Discussion 

Images obtained from microscope are used for classification initially images are 
labeled as cancer and normal. These labeled images are used for training, validation, 
and testing using the CNN techniques a total of 7 techniques were used to extract 
features and classify the images as either normal or cancerous. Classification is done 
by CNN combined with support vector machine (SVM) and CNN combined with 
Transfer Learning (TL) results are tabulated in Table 1.Convolution neural network 
mainly consists of a convolution layer, rectified linear unit (RELU) layer, pooling 
layer, fully connected layer, softmax layer and classification layer [17, 18]. 

Images with fixed size (224 × 224 × 3) where 224 × 224 is the size of image 
and 3 indicate the channel size, is given as input to the network, as the convolution 
process the size of the image is reduced in the consecutive layers finally at the fully 
connected layer the features are flattened for classification into many output classes 
in our case it is two-class problem. The output is evaluated by the evaluation metrics 
given below and accuracy is obtained by the classifier, comparing with ground truth 
results. To classify the features two methods were employed by using a support vector 
machine and transfer learning discussed in detail. 

4.1 Performance Evaluation Metrics 

To test the performance of the classifier we used evaluation metrics such as accuracy, 
sensitivity, specificity, precision, F-Measure, G-Mean given in Eqs. (4)–(9) for  the  
values of confusion matrix given in Fig. 3. With the performance evaluation metrics, 
a detailed study is performed on Deep learning techniques and results are tabulated 
in Table 1 and analyzed. 

Accuracy = (T P  + T N  )/(T P  + T N  + FP  + FN  ) (4) 

Sensitivity = T P/(T P  + FN  ) (5) 

Specificity = T N  /(T N  + FP) (6) 

Precision = T P/(T P  + FP) (7) 

F − Measure = 2 × (((T P/(T P  + FP)) ∗ (T P/(T P  + FN  )))/((T P/(T P  + FP)) 

+ (T P/(T P  + FN  )))) (8)
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Table 1 Results of CNN techniques 

Methodology Database Accuracy 
(%) 

Specificity Sensitivity Precision DSC G-mean 

Alexnet with 
SVM 

ORG 88.89 0.67 0.90 0.96 0.9375 0.7784 

10× 89.19 0.67 0.93 0.93 0.9354 0.7897 

20× 91.67 0.80 0.93 0.96 0.9508 0.8650 

Alexnet with 
TL 

ORG 88.89 1.00 0.88 1.00 0.9393 0.9411 

10× 89.19 1.00 0.88 1.00 0.9393 0.9411 

20× 91.67 1.00 0.93 1.00 0.9677 0.9682 

InceptionV3 
with SVM 

ORG 94.44 0.80 0.96 0.96 0.9677 0.8798 

10× 97.30 1.00 0.96 1.00 0.9841 0.9842 

20× 97.22 1.00 0.96 1.00 0.9836 0.9837 

InceptionV3 
with TL 

ORG 91.67 1.00 0.91 1.00 0.9538 0.9548 

10× 89.19 1.00 0.88 1.00 0.9393 0.9411 

20× 86.11 1.00 0.85 1.00 0.9230 0.9258 

Googlenet 
with SVM 

ORG 86.11 0.50 0.90 0.93 0.9206 0.6731 

10× 91.89 1.00 0.91 1.00 0.9538 0.9548 

20× 94.44 1.00 0.93 1.00 0.9677 0.9682 

Googlenet 
with TL 

ORG 94.44 1.00 0.93 1.00 0.9687 0.9692 

10× 94.59 0.83 0.96 0.96 0.9677 0.8980 

20× 88.89 1.00 0.88 1.00 0.9375 0.9393 

Resnet50 
with SVM 

ORG 96.00 1.00 0.95 1.00 0.9767 0.9770 

10× 96.00 0.80 1.00 0.95 0.9756 0.8944 

20× 96.00 0.80 1.00 0.95 0.9756 0.8944 

Resnet50 
with TL 

ORG 95.83 1.00 0.95 1.00 0.9756 0.9759 

10× 95.83 0.80 1.00 0.95 0.9743 0.8944 

20× 95.83 1.00 0.95 1.00 0.9756 0.9759 

Resnet101 
with SVM 

ORG 92.00 0.75 0.95 0.95 0.9523 0.8451 

10× 96.00 1.00 0.95 1.00 0.9767 0.9770 

20× 96.00 0.80 1.00 0.95 0.9756 0.8944 

Resnet101 
with TL 

ORG 88.89 0.67 0.90 0.96 0.9375 0.7784 

10× 97.30 1.00 0.96 1.00 0.9841 0.9842 

20× 97.22 0.85 1.00 0.96 0.9830 0.9258 

VGG16 with 
SVM 

ORG 97.22 1.00 0.96 1.00 0.9841 0.9842 

10× 91.89 1.00 0.91 1.00 0.9538 0.9548 

20× 91.67 0.71 0.96 0.93 0.9491 0.8304 

VGG16 with 
TL 

ORG 94.44 1.00 0.93 1.00 0.9687 0.9692 

10× 97.30 1.00 0.96 1.00 0.9841 0.9842

(continued)
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Table 1 (continued)

Methodology Database Accuracy
(%)

Specificity Sensitivity Precision DSC G-mean

20× 94.44 1.00 0.93 1.00 0.9677 0.9682 

VGG19 with 
SVM 

ORG 92.00 1.00 0.91 1.00 0.9545 0.9555 

10× 92.00 0.75 0.95 0.95 0.9523 0.8451 

20× 96.00 1.00 0.95 1.00 0.9767 0.9770 

VGG19 with 
TL 

ORG 91.67 1.00 0.90 1.00 0.9523 0.9534 

10× 95.83 0.80 1.00 1.00 0.97561 0.9759 

20× 95.83 0.80 1.00 0.95 0.9744 0.8944 

Predicted class 
Positive 

Predicted class 
Negative 

Actual class Positive True positive (TP) False-negative (FN) 
Actual class Negative False-positive (FP) True negative (TN) 

Fig. 3 Confusion matrix for binary classification 

G - Mean = 
√
(T P/(T P  + FN ) ∗ T N  /(T N  + FP)) (9) 

Accuracy. CNN models accuracy obtained lies between 86.11 to 97.3 an average 
accuracy of deep learning techniques with TL and SVM are 93.52% and 93.098 
respectively hence deep learning techniques with TL has slightly outperformed SVM 
by 0.423 average percentage for the augmented dataset. As discussed in the previous 
section data is extracted from samples with three magnitudes viz., original, 10×, 
20× and their average accuracy with TL are 92.26, 94.18, 92.85 respectively and 
with SVM are 92.38, 93.46, 94.71 respectively. 

Sensitivity. Indicates (true positives predicted/all true positives) with this metric we 
calculate the portion of patients that are correctly identified as cancerous to total 
patients with cancer results are depicted in Table 1 and for quick reference, the 
sensitivity of the model has varied from 1 to 0.85 whereas the average sensitivity of 
the deep learning techniques with TL varies from 1 to 0.85 and SVM varies from 1 
to 0.90. Average sensitivity with TL of original, 10× and 20× data are 0.92, 0.94, 
0.95 respectively, average sensitivity with SVM of original (ORG), 10× and 20× 
data are 0.94, 0.95, 0.97 respectively with sensitivity metric deep learning with SVM 
has outperformed TL. 

Specificity. Indicates the class left by sensitivity it explains how many samples are 
correctly identified as normal cases comparing with the total normal cases in the data 
results are tabulated in Table 1. The specificity has varied from 1 to 0.5 in the case of 
SVM and from 1 to 0.67 with TL due to data skewness the specificity has observed 
very low with average specificity with TL, SVM being 0.94, and 0.86 respectively. 
Specificity has been better observed when data is magnified and the TL technique
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is used. Average specificity for original, 10× and 20× with TL are 0.95, 0.92, 0.95 
and with SVM it has been observed as 0.82, 0.89 and 0.87 respectively. 

Precision. Gives the measure on out of positively predicted images how many are 
positive. Precision should be as high as possible, in the models used precision has 
varied from 1 to 0.93 as tabulated in Table 1, for the dataset average precision in 
the case of SVM and TL are 0.97 and 0.99 respectively. Considering the average 
precision for the dataset using SVM is 0.97, 0.98, 0.97 for original 10× and 20× 
respectively and using TL we have obtained 0.99, 0.99, 0.99 for the original 10× 
and 20× data overall precision is obtained with high values. 

F – measure. Is the harmonic mean, in turn attacking the outliers for the dataset. f 
–measure is tabulated in Table 1, metric varies from 0.98 to 0.92. Using f – measure 
we can calculate precision and sensitivity(recall), the average f – measure for both 
SVM and TL is 0.96 but it has varied for the dataset with values for original, 10×, 
and 20× using TL are 0.96, 0.97, 0.96 respectively. SVM has average values of 0.96, 
0.96, 0.97 for original, 10× and 20× respectively. 

G-mean. Geometric mean is used to get the typical value; it has varied from 0.98 
to 0.67 values are tabulated in Table 1. The average g-mean value using TL is 0.94 
compared to 0.90 of SVM, for original, 10×, and 20× magnitude using SVM we 
have obtained 0.87, 0.91, 0.92 respectively whereas using TL for the original, 10× 
and 20× magnitudes we have obtained 0.93, 0.95, 0.94. 

5 Conclusion and Future Scope 

Throat samples of different magnitude (original, 10×, 20×) were used in the study, 
deep neural convolutional neural networks with transfer learning are used to train 
and test the samples in one case, and in another case, a support vector machine 
was used to classify the images as normal or cancer condition. The results obtained 
were promising with an average accuracy of 93%, performance evaluation metrics 
are tabulated in Table 1. Evaluation metrics have shown better results when the 
10× magnitude images are used rather than original images. The transfer learning 
technique has been slightly preferred compared to SVM as the results are more 
promising with an average learning time of 98 min 16 s. 

5.1 Future Scope 

In current paper only existing architectures are used to perform comparative analysis 
and imbalanced dataset is used for analysis. In future data augmentation can be used 
to handle imbalanced data and novel architectures can be implemented and results 
can be compared with existing architectures.
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Deep Learning Based Pneumonia 
Infection Classification in Chest X-ray 
Images Using Convolutional Neural 
Network Model 

Jyoti Nayak and Devbrat Sahu 

Abstract Pneumonia infection is a life threating entity which is caused by bacteria, 
viruses and fungi inflames the lungs making it difficult to breath. To recognize the 
infection, various stages are employed which includes lung examination through 
X-ray images. However, the structure of non-uniform infection represents vague 
details and may lead to poor detection causing improper treatment. Various image 
processing techniques had been applied in this domain but their performance were 
restricted due to the varying feature representation of lung infection. In this direction, 
a convolutional neural network model has been developed to classify between normal 
and pneumonia infected X-ray lung images. The performance of the model has been 
thoroughly examined and validated through the standard performance measures. 
The model achieved the classification accuracy of 99.06%, F1-score of 99.01% and 
sensitivity of 99.29%. These standard scores describe the model is potentially strong 
and outperforms with the state-of-the-art methods in this domain. 

Keywords Computer-added diagnosis · Convolutional neural network · Deep 
learning · Lung X-ray images ·Medical imaging · Pneumonia infection 

1 Introduction 

Pneumonia is a type of infection that majorly affects one or both lungs. This infection 
causes air sacs to distress the lungs with pus or fluid which further transformed into 
cough, fever and sometimes difficulty in breathing. A variety of virus, bacteria, 
and fungi are responsible to produce the pneumonia which can weaken the immune 
system and sometimes known for death. It may include person from every age group, 
but responsible for approximately 15% of total deaths of the children who aged below 
5 years, and in 2017 it killed 8,08,694 children [1]. The symptom of pneumonia 
is closely related to the COVID symptoms and thus cannot be avoided which is 
causing panic situation in the whole world. However, early diagnosis and relevant
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treatment of pneumonia can be helpful to save the life. In case of bacterial pneumonia 
antibiotics prescribed by the doctor can heal a person in few days, but in case of viral 
pneumonia it needed close examination of chest X-ray and treatment may last for 
many weeks. Any inaccurate observation even in the early stages of diagnosis may 
lead the person suffers from high risk which can be a life threatening experience 
to the person. Therefore, the procedure to examine the severity of infection can 
be assisted using latest intelligent computing technique to make the prediction of 
infection accurate which surely minimizes the chances of human death. Chest X-ray 
analysis is a kind of image analysis which identifies and locate the infection made 
by expert. Apart from the medical X-ray image understanding, numerous image 
processing and optimization practices have been engaged to comprehend the diverse 
data patterns in many application domains [2, 3]. However, the reported performance 
has been investigated under the standard conditions and depends upon application 
area. Continuing with the advancement in these fields, recent growth in machine and 
deep learning practices have leveraged the performance of the Artificial Intelligence 
(AI) based [4–15] AI techniques itself has the potential to provide advantage to 
some of the most challenging medical problems including pneumonia detection in 
the early stages with to facilitate the medical field and for the betterment of our 
society. Among the recent AI based methods, deep learning approaches mostly learn 
significant features to build a robust, more accessible and soft operative solutions 
which can also be employed in pneumonia detection and classification problem 
in chest X-ray images. In this paper, a deep learning based Convolutional Neural 
Network (CNN) model has been developed which not only precisely categorize 
between normal and pneumonia uninfected images but also leads to the applications 
of similar domain. The proposed approach is illustrated in the Fig. 1. 

The organization of the rest of this paper is systematized as follows: Sect. 2 reflects 
the relevant studies in the existing domain while Sect. 3 express the implementation 
details and the experimental outcomes; finally, Sect. 4 reveals the performance of 
proposed work and Sect. 5 describes the final observations and consists the insights 
for future directions. 

Fig. 1 Process flow of the proposed convolutional neural network based model to categorize the 
X-ray lung images into normal and pneumonia infected classes
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2 Related Works 

Gupta et al. utilized second order gray-level co-occurrence matrix (GLCM) to 
examine the important features in pneumonia classification [16]. Total of 14 features 
were obtained and then normalized and outliers were removed which assisted to 
obtain the accuracy of 89.5%. Variation in the pixel intensities, the position and the 
change in the target orientation may degrade the detection performance. To deal 
with this issues, Ambita et al. had combined the support vector machine (SVM) 
with local adaptive regression kernel (LARK) which resulted a 98% score for both 
precision and recall metrics [17]. Based on the examination of non-rigid deformable 
features, Chandra et al. obtained the significant features and segmented lungs regions 
to detect pneumonia [18]. The approach was examined under multilayer percep-
tron, logistic regression technique, random forest, sequential minimal optimization 
and classification through regression technique. Among the mentioned approaches, 
highest accuracy of 95.63% was obtained using logistic regression classifier. Khatri 
et al. had applied earth mover’s distance (EMD) technique to find out the pixel 
variation in X-ray images to describe the pixel difference between pneumonia and 
non-pneumonia cases [19]. In another work of significant feature examination which 
represents the accurate detection of pneumonia cases, Yu et al. had employed the 
graph embedded feature reconstruction and developed a CNN model called CGNet 
[20]. The exact identification of lesion region is advantageous because it can offer a 
significant information for the treatment selection. In this direction, Ni et al. applied 
a deep learning framework to obtain the specific set of features and processed the 
quantitative lesion in context of COVID-19 pneumonia [21]. But, being a retrospec-
tive study, the working behavior of the model on actual data had not been validated as 
mentioned. Similarly, the performance is suffered from the data imbalance problem. 

Chouhan et al. employed a transfer learning based deep learning model to extract 
significant features from the lung X-ray images[22]. Features were intended to be 
extracted using neural network model trained on ImageNet followed by the classi-
fier. The obtained result in pneumonia recognition shows the performance in terms 
of accuracy of 96.4% and recall of 99.62%. Similarly, Eid et al. combined ResNets, 
to obtain the hierarchical features from X-ray images and boosting system to choose 
the salient features, followed by the support vector machine (SVM) for classifi-
cation [23]. Likewise, Rahman et al. had applied four different pre trained deep 
CNN model namely SqueezeNet, ResNet18, AlexNet, and DenseNet201 [24]. Out 
of which, DenseNet reveals classification accuracy of 95% and 96% sensitivity/recall 
score. With the weighted classifier, Hashmi combined the Xception, DenseNet121, 
ResNet18, MobileNetV3, and InceptionV3 models, performed partial data augmen-
tation and attained the pneumonia detection accuracy of 98.43% with 98.26% of 
precision score [25]. With 5 different custom CNN model, Fathurahman experi-
mented the functions of 1D convolutions and achieved 94% classification accuracy. 
However, the design of proposed work had not been discussed [26]. 

The mentioned approached have either been assisted using traditional image 
processing or machine learning methods. Some of them have utilized the deep



276 J. Nayak and D. Sahu

learning based transfer learning model. Though, CNN based mechanism have also 
been used but due to hidden or complex architecture, the actual performance of 
the models has not been revealed. Valuable features are the one which may help a 
system to recognize the pneumonia in X-ray images. But, feature extraction in the 
mentioned work has not been potentially brought out. Similarly, the design issues of 
deep learning based model have not been discussed in context of their training and 
testing behavior. In this paper, a CNN based model to classify lung X-ray images 
into normal and pneumonia category has been proposed which offers less complex 
design and validated through the qualitative and quantitative assessment scores. 

3 Materials and Methods 

In order to perform classification against the normal and pneumonia infected lung 
X-ray images, following phases have been considered whose process flow are given 
in the Fig. 1. 

3.1 Dataset Collection 

For the proposed working towards the classification using CNN model, a high number 
of data samples are required to learn reliable and significant features. For this purpose, 
one such public image dataset “Chest X-Ray Images (Pneumonia)” has been referred 
[27]. This dataset contains 5856 images distributed in train, test and validation sets 
of total 1.15 GB in size. All the image samples are already encoded in the gray scale 
representation. The sample grid of the referred dataset has been shown in the Fig. 2. 

3.2 Dataset Augmentation 

This phase is required to increase the size of data samples thus making the model to 
learn more but valuable features. Techniques of image processing including rotation, 
horizontal flipping, vertical flipping, noise, and shearing operations have been applied 
as a data augmentation process and combined with the original sample thus resulted 
a total of 33,136 images. This huge number of data samples are sufficient for the 
stated purpose and will be inputted to the developed model.
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Fig. 2 Sample grid of referred dataset containing Chest X-ray images 

3.3 Model Design and Training 

The proposed model which is intended to extract more number of significant and 
robust features has been equipped with convolution process. As the dataset has more 
number of inputs, a total 10 layers of convolutional process in which a pair of 16, 32, 
64, 128 and 256 kernels have been applied for the defined image size of 180 * 180 
in all the three channels. Further, to get the desired features from the images and to 
normalize the reliable pixel information, max pooling strategy has been applied. This 
strategy reduces the computation complexity and focuses on the high level feature 
extraction. But, they are unable to process for each batch. Keeping the facts in the 
design of such model, regularization techniques in the form of batch normalization 
technique has been used which standardizes the inputs to a layer for each batch of 
inputs. Additionally, it has the stabilizing effect to the learning and assists to minimize 
the number of epochs to train the network. Further, model may have additional 
but trivial number of features extracted during learning process. To keep them out, 
dropout strategy has been employed with a dropout rate of 20% in the initial pair and 
then adopted 70%, 50% and 30% respectively in the next three blocks. Rectified linear 
unit (relu) is employed in all the relevant layered approach as an activation function 
except the last layer of dense layer where softmax function has been applied to 
represent the class probability over the two defined classes of normal and pneumonia 
affected image. The padding has been kept on a single shift while the kernel which 
is applied to obtain the features is set to 3 * 3 throughout the learning process. Apart 
from this, we have selected adam optimizer which has been known to get optimal 
performance in the network training. The model architecture has been illustrated in 
Fig. 3 for which description has been provided. The training loss which occurs during 
the learning process has also been considered and targeted to have minimum loss
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Fig. 3 Proposed convolutional neural network model to obtain the significant features during its 
training phase. Various hyper parameter has also been regulated to tune up the performance of the 
model during the training 

especially in the case of imbalance data. It has to be done, otherwise the developed 
model will be biased towards the dominating class. The considered loss function (L) 
with the weighted loss function is described below. 

LCross Entropy(xi ) = −(yi log( f (xi )) + (1 − yi ) log(1 − f (xi ))) (1) 

For the sample input x and output y, the Eq. (1) has been described. For the 
average cross entropy loss using training set T whose size is N with its positive (p) 
and negative (n) example set can be defines as: 

LCross Entropy(T ) = −  1 
N 
(

∑

pE  xample  

log( f (xi )) +
∑

nE  xample  

log(1 − f (xi )) (2) 

For the imbalance data samples, the mentioned loss defined in Eq. 2 has been 
further modified using weighted loss entity and defined in Eq. (3) 

LW 
Cross Entropy(x) = −Wp(ylog( f (x) + Wn(1 − y) log(1 − f (x))) (3) 

Model training is influenced from its design strategy, tuning the hyper-parameters, 
and selection of optimizers. The overall training presentation is characterized through 
two important factors which are the accuracy and loss curve over 2,862,353 param-
eters in the mentioned architecture. However, in the model training other hyper 
parameters such as learning rate, choice of optimizers among seven different opti-
mizers, selection of batch size parameter, and decision on selecting the number of 
epochs have been exhaustively inspected and applied to confirm the reliable feature 
extraction while making the network learning stability in terms of training and loss.
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4 Discussion 

4.1 Performance Evaluation 

Considering the Fig. 4(a) which describes the model performance using the learning 
rate of 0.1, RMSProp optimizer and batch size of 8 which does not ensure the learning 
of significant feature even with the maximum learning accuracy. Similarly, the loss 
in Fig. 4(b) is not stable and showing the instability during learning. It is simply 
indicating that the tuning hyper parameter is a bit complex task and required close 
observation even if the model achieves higher accuracy. The sample output from 
the proposed trained network which is given in Fig. 4 is one of the worst output 
which was examined during training. However, with the improvement of the model 
n the Fig. 5(a-b) where the training behavior of the proposed model is stable and 
considered as its final performance. In this, the learning rate of 0.001, optimizer is 
adam and batch size 32 has been selected for the final observation. The stability of 
the learning network, minimum difference between training and validation accuracy

Fig. 4 Model training using learning rate of 0.1, batch size 8 and RMSProp optimizer a Accuracy 
b Loss 

Fig. 5 Fine-tuned final model whose performance has been observed stable a Accuracy b Loss
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Table 1 Quantitative classification performance of proposed CNN model and its comparison with 
the relevant state-of-the-art technique 

Method Accuracy F1 Precision Sensitivity 

Gupta et al. [16] 89.5 91.8 89.7 96.1 

Ambita et al. [17] – – 98.00 98.00 

Chandra et al. [18] 95.63 95.45 97.47 93.63 

Yu et al. [20] 99.01 98.97 100.00 98.98 

Chouhan et al .[22] 96.40 – 93.28 99.62 

Eid et al. [23] 98.13 98.16 – – 

Rahman et al. [24] 95.00 93.82 95.00 96.00 

Hashmi et al. [25] 98.43 – 98.26 99.00 

Fathurahman et al. [26] 94.00 – – – 

Proposed model 99.06 99.01 98.87 99.29 

and loss graph approves the behavior of the model is optimum and considered as 
the reliable and final model to classify between normal and pneumonia affected lung 
images.

4.2 Comparison with the State-Of-The-Art Method 

To validate the performance achieved using qualitative measurement as represented 
in the Fig. 5, quantitative evaluation has also been made which includes the analysis of 
standard evaluation measures such as accuracy, precision, sensitivity, and f1 score. F1 
score is significant because it designates the probability score in case of imbalanced 
dataset. With all attained scores for mentioned metrics, performance of the proposed 
model has been compared with other state-of-the-art techniques and given in Table 1. 
It specifies that the proposed method outperforms other allied studies in the domain. 
Further, the test results on the classification using the final model has been represented 
in Fig. 6 where, the red color text displays the wrong prediction where the blue color 
text indicates the true prediction. The test samples have been taken randomly and 
does not represent repetition.
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Fig. 6 Test performance of the proposed CNN model on the referred dataset 

5 Conclusion 

The developed CNN based model categorizes the X-ray of lungs into normal and 
pneumonia infected images with the accuracy of 99.06%. To make the performance 
of this model robust, it is also examined and validated through F1-score which is 
an assessment parameter majorly used in unbalanced dataset. Quantitatively, model 
attained F1-score of 99.01%, and which is an optimal score as compared with other 
standard techniques in the presented domain. However, the performance of the model 
can be further enhanced and tested with different optimizers and unseen data. In 
context of future directions, this model may be stretched to categorize the different 
causes of pneumonia infection such as other virus, bacteria and fungi. 
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Deep Learning Model for Reduction 
COVID-19 Spreading Through Tracking 
Students’ Commitment to Wearing 
a Face Mask 

Ramy Said Agieb 

Abstract The world lives in these days a state of panic and fear that it has not 
experienced before, due to the spread of the COVID-19 which required specific 
measures. Among these measures include wearing face masks for protection, and 
limiting the spread of infection among individuals. Therefore, work has been done 
in this research to establish a system that works to continuously follow up students 
in studying halls to ensure that the face mask is worn and issued a warning for those 
who take off the face mask or wear it in the wrong way. This is done automatically 
without the need for human intervention. The core of this research is to classify 
between people with mask and without the mask. The classification is based on using 
Deep Learning (DL) methods. The model of classifications produces by training the 
dataset using Convolution Neural Network (CNN), TensorFlow (TF), and OpenCV 
libraries. 

Keywords Convolution Neural Network · COVID-19 · Deep Learning · Face 
Mask · OpenCV · TensorFlow 

1 Introduction 

The world is facing a challenge that has never been faced before, which is the 
emergence of the COVID-19 epidemic. The impact of this epidemic extended to 
all different aspects of life and led to isolating people all over the world in an attempt 
to reduce the death rate of this epidemic, which led to the emergence of the term 
social distancing [1]. Despite the emergence of more than one vaccine that can protect 
humans at certain rates, the need to use the face mask as the best protection remains 
to reduce infection rates and increase protection from this epidemic [2]. Among the 
places most exposed to injury are student gatherings, specifically inside the lecture 
halls, and therefore, the extent of students’commitment to using the face mask must 
be monitored and take a decision with any mistake [3].
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In this research, we try to employ the progress and development achieved in the 
field of DL to achieve follow-up and observe the extent of students’ commitment in 
the lecture halls to the use of masks. Artificial intelligence is seen as the umbrella 
that drives the transformation of computers to think and act like a human being, and 
it has developed through the field of machine learning in which accurate learning has 
also developed. The term may comparatively be applied to any machine that shows 
attributes related to a human brain, for example, learning and essential thinking. ML 
enables systems to normally take in and improve for a reality without being unequivo-
cally redone. ML bases on the improvement of PC programs that will get information 
and use it to look out it in seclusion. DL copies the operations of the human cere-
brum in preparing information for use in distinguishing objects, perceiving discourse, 
interpreting dialects, and deciding. Profound learning AI can learn without human 
management, drawing from information that is both unstructured and unlabeled [4]. 

In fact, the main difference between humans and computers is the human learn 
from experiences and computers need to tell what they do (following instructions). 
Therefore, the starting point is finding the computers learning from its experience’s 
especially from its data and that what machine learning do. ML has three main 
types of Supervised learning, unsupervised learning, reinforcement learning. ML 
has a lot of applications like guessing the price of a house, detecting spam e-mail 
or guesses the value of anything, or classification objects based on previous known 
and classified data and it’s called supervised learning. Customer segmentation in 
Customer relationship management (CRM), Image compression, Bioinformatics are 
some applications in unsupervised learning types that search for already undetected 
examples in an informational collection with no prior marks and with at least human 
oversight. Reinforcement learning is the third type of ML wherein the clients don’t 
have to manage the model. All things being equal, it permits the model to take a shot 
at its own to find examples and data that was beforehand undetected. It, for the most 
part, manages the unlabeled information; some of its applications are game-playing, 
robots in a maze. DL inspired by the structure of human behave. In terms of DL, these 
structures are called artificial neural networks. The features of different objects are 
breakdown by neural networks without human invariant which required more mass 
volume data, computation power, and training time to train and produce the model 
because of the features extracted automatically based on the neural network. DL 
algorithms take large volumes of data as input, analyze the input to extract features 
out of an object, and identifies similar objects while ML algorithms extract patterns 
based on labeled sample data. So DL used to Handel unstructured data like image 
classification and recognition, autonomous driving cars, and robot navigation [5]. 

DL inspired by the structure of human behave. In terms of DL, these structures 
are called artificial neural networks. The features of different objects are breakdown 
by neural networks without human invariant which required more mass volume data, 
computation power, and training time to train and produce the model because of the 
features extracted automatically based on the neural network. DL algorithms take 
large volumes of data as input, analyze the input to extract features out of an object, 
and identifies similar objects while ML algorithms extract patterns based on labeled 
sample data. So DL used to Handel unstructured data like image classification and
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recognition, autonomous driving cars, and robot navigation. Therefore, to produce a 
more accurate system the model is produced based on DL [6]. 

This paper is organized a follows. Section 2 describes the related works. Section 3 
describes the method for the proposed system. Section 4 discusses the result. Section 5 
presents the conclusion of the research. 

2 Related Works 

DL is the most form of AI nearest to human intelligence and his experience in learning 
from what he knows. DL is considering as Deep Neural Networks (DNN) which has 
a large number of hidden layers and each layer has more than one node. DL develops 
algorithms of DNN for use with the training dataset and produced models to apply in 
the systems and produced the output. The probability distribution by this model M 
to the output y conditional distribution of input x as a function of trained parameters
Θ is shown in Eq. 1. The output is depending on the activation function f as shown 
in Eq. 2 where “w” refer to the weight and “b” to the bias. In the backward process 
use many function to decrease the error between the predicted and expected output. 
Even if there are many models of Neural Network (NN) but it works with the same 
steps as following [7]. Table 1 compares between NN models used in DL to select 
the type used in the proposed system. 

a) Calculate the weighted sum of inputs (Forward- propagation). 
b) Add the biased of the layer. 
c) Determine the activation neuroses in the next layer. 
d) The results are fed into the output layer. 
e) Back propagation and Gradient Descent 
f) Repeated until finding the optimum values of weighted in each layer. 

PM = (y/x;Θ ) (1) 

f

(
n∑

i=1 

xi · wi + b

)
(2)
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Table 1 NN applications, pros, and cons summarized 

Model Applications Pros Cons 

Autoencoder neural 
network (ANN) [8] 

Object dimension 
reduction 

Fit data through 
multiple filters 

Needs more 
processing time 

Denoising 
Autoencoder DAE [9] 

Forecasting The dataset 
continuously updates 

More noise and error 
in model 

Restricted Boltzmann 
Machine RBM [10] 

Modeling systems Create a model based on 
a sample from the 
dataset 

Precarious to training 
model well 

Deep Belief Networks 
DBN [11] 

Human emotion 
recognition 

Hidden layers used in 
efficient way 

More hardware 
requirements 

Generative Adversarial 
Network GAN [12] 

Image perfection Content is visualized in 
real form 

Enormous 
computerized 
calculation 

Self-Organizing Maps 
SOM [13] 

The priority of 
selection between 
objects 

Information is 
effectively deciphered 
and perceived 

Slow preparing 
training model 

Recurrent neural 
networks RNN [14] 

Music genre 
recognition 

Ready to display long 
haul arrangement 
conditions 

Needs systems with 
more memory size 

Long Short-Term 
Memory LSTM [15] 

Control process No requirement for 
boundary calibrating 

Required additional 
hardware units 

Convolution Neural 
Network CNN [16] 

Image processing Automatically detects 
the important features 

A huge amount of 
training dataset 

3 Methods 

The proposed system depends on using the infrastructure already found in most of 
the universities and schools as shown in Fig. 1. Streaming videos will be directed to 
Network Video Recorder (NVR) and then forward to the computerized connections. 
The computerized system contains a DL model and Decision piece. The model has 
the ability to switch between different cameras. DL detects any student who takes 
off the face mask and sends his picture to the decision part to direct it into an alarm

Fig. 1 The proposed detected and tracking system
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Fig. 2 Proposed model Flow Chart 

display unit like a LED. Figure 2 shows the flow chart of the proposed system used 
in detecting and tracking students in the case of a mask off.

Although there are plenty of pre trained models available as Alexnet, Resnet, 
VGG16, and MobileNetV2, I decided to construct a very simple and basic CNN for 
simplicity to work on any infrastructure and retrained according to students in each 
institute in the future. 

3.1 CNN in Depth 

Convolutional Neural Networks (CNN) is neural organizations most normally used 
to investigate images. A CNN gets a picture as a contribution to the type of a 3D grid. 
The initial two measurements relate to the width and stature of the picture in pixels 
while the third one compares to the RGB estimations of every pixel. CNN’s consist 
of the following sequential modules Convolution, ReLu activation function, Pooling, 
Fully Connected layers, and Output stage (each one can also comprise a couple of 
layers). Convolution and pooling repeated many times to optimize the network. 

Convolution Layer. The role of convolution layers is based on representing the 
elements of the picture’s matrix in a simple form (take a batch from the input 
picture). Convolutional layers take the three-dimensional information grid we refer-
enced previously and they pass away (convolutional kernel) over the image, applying 
it to a little window of pixels all at once (i.e. 3 × 3 pixels) and moving this until 
the whole picture has been filtered as shown in Fig. 3. The convolutional activity 
computes the spot result of the pixel esteems in the current step alongside the loads 
characterized in the channel. The yield of this activity is the last tangled picture. The 
basis of image classification CNNs is that as the model trains what it truly does is 
that learns the values used by the filter matrices that empower to separate significant 
highlights (hued zones, shapes, surfaces, and so forth) in the picture. Every convolu-
tional layer applies one new clear out to the convoluted photo of the previous stage 
that can extract one more feature. So, as we stack extra filters, the more functions 
the CNN can extract from a photograph. The output of layer l consists of m feature 
denoted by Y is given in Eq. 3. Where K represents the filter, B the bias matrix, i
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Fig. 3 Represent image by convolution layer 

represent the feature map in layer l, and j is the feature map in layer (l–1). 

Y (l) i = B(l) 
i + 

m(l−1) 
1∑
j=1 

K (l) i, j ∗ Y (l−1) 
j (3) 

ReLu Activation Function Layer. The next stage following the Convolution stage 
is the ReLu activation function and is applied after each convolution layer. It intro-
duced non-linearity into the neural network model. It avoids over fitting through 
generalized the model to accept more inputs. The output of the layer shown Eq. 4 

Y (l) i = max(0, Y (l−1) 
i ) (4) 

Pooling Layer. Pooling is where the CNN down samples the convolved picture by 
lessening the number of measurements of the component map. It does so to scale back 
time interval and therefore the computing power. During this process, it saves the most 
essential function information. There are a number of techniques that can be used for 
pooling. The most frequent ones are Average pooling and max pooling. Average 
Pooling is transferring the normal of the selected block are related to a certain feature 
in the map. Maximum Pooling (or Max Pooling) is transferring the maximum number 
in the block area related to a certain feature in the map, was selected in this research. 

Fully Connected Layer. The next stage after pooling, this stage consists always of 
more than one layer. The layers take the decision in the classification process. The 
decision based on the extracted features from the picture according to on training 
model. The output of the layer when (l–1) is fully connected will be giving by Eq. 6, 
otherwise will be given by Eq. 5. Where w represents the weight from different 
nodes.
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yl i = f ( 
m1(l−1)∑
j=1 

w (l) i y
(l−1) 
i ) (5) 

yl i = f ( 
m1(l−1)∑
j=1 

m2(l−1)∑
r=1 

m3(l−1)∑
s=1 

w (l) i, j,r,s(y
(l−1) 
i )r,s) (6) 

Output Layer. The foundation of image classification CNNs is that as the model 
learns the values used by the filter matrices that enable it to distinguish significant 
highlights (hued regions, shapes, surfaces, and so on) in the picture. 

3.2 Tensorflow (TF), Keras, Opencv 

TF and Keras are used to initialize CNN. TF is the magic open-source tool devel-
oped by Google, then it used to implement more applications in ML and DL based 
on the Data Flow Graph (DFG). DFG initialized through two units Nodes and 
Edges. Nodes describe the mathematical operations while edges represent tensors 
(multi-dimensional arrays). TF gives the flexibility to make different structures 
for NN with various activation functions. Keras is a library run on the TF and 
used for complicated numerical computation with minimal structure. For real-time 
processing, OpenCV is utilized in this research. OpenCV applied to frames from 
streaming video and, read images, and to object detection. 

3.3 Trained the Network 

DL model train used data with labels “mask” and “without a mask” downloaded from 
[17]. The model was written and executed using Google Collaboratory. DL model 
selected to work based on CNN in the classification process according to summarized 
information in Table 1. The first step is to determine the faces in each frame by using 
Haar Feature-based Cascade Classifiers [18]. Then use CNN to classify the faces 
with masks or without masks. The first step is to determine the faces in each frame. 
Start training by visualization the dataset. The dataset is portioned randomly into two 
parts training data and validation data. The dataset was pertained by 80% to training 
and 20% to validation. The Sequential CNN model builds with three layers such as 
Conv2D, MaxPooling2D, Flatten, Dropout and Dense. In the last layer, we use the 
‘softmax’ function to output a vector that gives the probability of each of the two 
classes. The loss function used is ‘adam’ optimizer and ‘binary_crossentropy’. The 
number of output filters in the convolution is equal to 32, kernel size equal (3, 3), 
down samples by (2, 2).
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4 Results, and Discussion 

The results of the proposed system are divided into two parts. The first part related to 
the training phase while the second is the real testing of the system inside the lecture 
hall. The classifier model was produced by using CNN. The first process is done on 
Google collaborate after setting training parameters. Google collaborate provided the 
hardware resources for training the classifier model. Table 2 shows the parameters 
used. The face with the mask was labeled by zero where without masks were labeled 
by one. Figure 4 shows the visualization accuracy and loss values of the proposed 
model. The values calculated and tested in the training and validation phases. The 
accuracy of the classifier model for the validation process arrives at 97.4%, can track 
up to 5 faces without mask. On the other hand, the model wasn’t overfitting which 
improves the accuracy then [19]. 

The second part of the results appeared during real tests of the system. Figure 5 
showed a certain screen shoot frame from a streaming video of one of the cameras 
in the lecture hall. The proposed system succeeded to detect the face without a mask 
inside the frame and remark it with a red rectangle border to display it on the alarm 
screen as shown in Fig. 5. 

On the other hand, another test on many groups of different gender which gave 
results accuracy nearer to results as mention before. When applied the model on a

Table 2 Training parameters and its values 

Parameter Values Parameter Values 

Batch size 10 Validation 20% 

Epochs 40 Filters 32 

Training 80% Learning rate 0.0001 

Fig. 4 Training and validation accuracy & loss



Deep Learning Model for Reduction COVID-19 … 293

Fig. 5 Real test inside lecture hall 

group of kids and in the case of partial masks the accuracy arrives at 96%. The model 
was compared to some pre-trained models like VGG16, and MobileNetV2. In the 
case of VGG16, the accuracy less than the proposed model by 1.5% and take more 
time. In the case of MobileNetV2, the accuracy is more than the proposed model by 
0.2% but takes more time.

The lack in the model’s results when the unmasked faces increase according to the 
characteristics of the used cameras like Resolution, Video Compression, and Frame 
Rate, which will be improved in the future. Another factor that may be used to increase 
the accuracy is the used dataset, which if it increased and diversified especially in 
semi unmask, the accuracy will be increased. The pattern of students’ distribution in 
the lecture hall also affected the accuracy, in the future more experiments will be done 
to arrive at the optimal distribution. The light of the hall especially on the corners 
affects the results, so another road for experiments is how to deal with the light 
distribution in the hall. The processing system may need to upgrade by increasing 
the processor speed and memory systems. 

5 Conclusion 

In this research, I propose a system to reduce the spread of COVID-19 between the 
students inside the lecture hall. The system based on the DL model especially CNN. 
TF, Keras, and OpenCV were used to implement the CNN to train the classifier 
model which applied to determine the student’s face with a mask or without a mask. 
The training process is done using Google collaborate. The proposed model satisfied 
accuracy equal to 97.4% in the validation phase. The system tested in real and live 
environments and succeeded to make his jobs.
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Design and Analysis of New Ultra Low 
Power CMOS Based Flip-Flop 
Approaches 

Naga Raju Jangam, Likhitha Guthikinda, and G. P. Ramesh 

Abstract The flip flops are essential part of the clocking circuits in complemen-
tary metal oxide semiconductor circuit based designs. The adiabatic flip flops are 
more useful in digital systems for clock switching applications. The clock switching 
approach with energy restoration is most popular and prominent for reducing power 
dissipation in ultra-low power based digital system designs. These flip flops playing 
key role in the design of energy efficient adiabatic clock switching methods and 
these flip flops works on the basis of adiabatic principle. In this research paper, we 
have simulated and analyzed the behavior of energy restoration flip flops. These are 
observed as one end condition capture and differential condition capture flip flops. 
Both the flip- flops are more useful in energy recovery methods. For better enhance 
results, we can use clock gate switching method together with energy restoration 
method. These are verified using cadence 180, 90 nm library technologies. Finally, 
we obtained desired results after simulation. 

Keywords Adiabatic flip flops · Complementary metal oxide semiconductor · Pull 
up · Pull down networks · Power dissipation · Time delay · Very large-scale 
integration 

1 Introduction 

In CMOS transistor digital circuits, flip-Flops are most important component clock 
switching applications [1]. They are conscientious for synchronous, asynchronous 
method approaches. These are mainly used to obtain low power consumption in 
digital circuit designs [2, 3]. The flip flop is used to obtain the output load in digital 
circuits. This load is referred as clock load, which directly influence the power utiliza-
tion. So by adding a process element we can overcome power utilization losses of
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flip flops. It is important to enhance the performance of flip-flop network; as the 
modernization of digital circuits the power is limited. Hence the design of flip-flop 
circuits is more critical because of their large capture time and setup time [4, 5]. 
Re-use of power or energy recovery in the design is a low power method that can 
build to obtain low power distribution. It can implement by limiting the power as 
a resistor that will flow across the region. Therefore, there will be a lower value 
for power outages in parts of the region [6]. These circuits use renewable energy or 
sinusoidal electricity. Here, we have used the re-use of adiabatic power or techniques 
in a network enclosed by a natural power-based signal and it is necessary also. The 
principle used here is the power supply circuits and reuse power at the load. This 
occurs during each performance cycle from input node to output load. 

Adiabatic flip-flop design utilizes power recovery from a clock network, which 
leads to a significant reduction in distribution of power. This watch can be made of 
highly efficient and durable materials. These results are simulated on cadence digital 
simulator tool [7, 8]. In this design we addressed on flip flop power recovery through 
single ended conditional capturing energy recovery (SCCER). By adding clock gating 
technique in flip-flop circuit we estimated its power recovery, timing constraints. This 
approach reduces over all power dissipation, delay constraints [9, 10]. 

2 Related Works 

Raghav and Bartlett [15] has analyzed power clock generation by utilizing step 
charging circuits. In this literature, the overall adiabatic system, and the impact of 
adiabatic load on the energy dissipation of four phase power clock generate were 
analyzed. Kumar and Kumar [16] has designed a new architecture of energy re-
cycling for lower power applications. In this literature, the architecture was designed 
on the basis of SR flip-flops, ultra-low power diode, single bit full adder, and adia-
batic logic inverter. Biswas et al. [17] implemented and designed a two-bit magni-
tude comparator using several adiabatic logic gates and then the performance of the 
designed architecture was compared with other circuits in terms of transistor count 
and power consumption. Dhananjay and Salman [18] has implemented a charge 
based approach for mounting a correlation based analysis on the basis of SIMON 
core. Maheshwari et al. [19] addressed the issues of existing works, and developed 
a new approach to detect the circuit’s invalid operations. In this literature, author 
developed a model containing adiabatic logic gates and trapezoidal power-clock.
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3 Design of Adiabatic Flip-Flops 

The most commonly chosen technology is the attractive and effective CMOS standard 
technology for the design of a low power circuit due to power outages. Generally, 
CMOS uses two networks, one is Pull up network (PUN) and pull down network 
(PDN). The power utilization in CMOS circuits is observed due to charging and 
discharge capacitances. These are associated with clock gating circuits and it is 
equal to double of circuit’s electrical power utilization, alternating of frequency 
clock. Other factors in the region increase the energy consumption of the system but 
demand for low power. According to adiabatic technique, the discharge capacitance 
is charged with the help of continuous current source, standard CMOS structures 
[11]. In PMOS transistor the pull up network resistance must be R and the output 
capacitance as Co. The Constant current source is similar to the voltage ramp where 
we can observe, power consumption varies with the variation of resistor R [12, 13]. 

The power distribution is reduced by reducing the resistor R of the PMOS circuit. 
This can be done without power dissipation and power stored during the charging 
process at the capacitance of the load and it is connected to the source supply. It can 
be achieved with changing the source direction. This makes it attractive to adiabatic 
logic as it regenerates its energy, hence it is also called regenerative energy. The 
allocation used should be able to reverse the charge back on the delegation to this 
provision should be the same. Instead of using conventional supply it utilizes a source 
supply [14]. They are more design parameters are to be considered in CMOS design 
approach. It is implemented by two building methods. First, the implementation 
should lead to the construction of source supply, clock generating circuit. Second, 
it must observe other rules such as, transistor should be in stable state and provide 
minimum pulse power. 

4 Experimental Analysis of Adiabatic Flip-Flops 

4.1 SCCER Flip-Flop Approach 

Flip flop circuits are more useful in digital circuits. We analyzed adiabatic SCCER-
flip-flop especially for ultra-low power applications. SCCER stands for one condi-
tional scan SCCER stands for one of the conditions of termination of power 
acquisition. There are two circuits under this SCCER. They are. 

1. SCCER flip-flop 
2. Clock gating implemented in SCCER flip-flop. 

There are usually FPTG flip-flops representing the four-phase transmission gates, 
which are commonly used in digital circuits. But these SCCER flip flops work better 
locally and work harder than FPTG flip-flops. Both of these flip-flops are very similar 
to each other and are commonly used. The goal behind this is an adiabatic system.
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Fig. 1 SCCER flip flop 

Power recovery here is done by installing a clock. From this we can see that it has 
the character of gaining power. Here are some storage items and interiors which are 
connected with constant source supply. The main circuit shown in Fig. 1. 

As if most inverters contain drag and drop transistors here SCCER flip-flops 
also contain. The MP1 transistor in the region is a drag transistor which means 
PMOS. The NMOS transistors MN1, MN2, MN3and MN4 are called as transceiver 
transistors. Output is observed at node QB, which controls the MN3 transistor. This 
provides conditional photography. On the right side there is a vertical test method is 
also used to overcome conditional capture process. The transistor MN3 is connected 
on top ofMN4. It reduces the payment sharing of the network. This is due to the 
charging period power loss at transistor MN3, which has already charge to maximum 
range. Hence the contribution of the pay-sharing process is not possible. Due to this 
phenomenon the flip-flop will works in both sleep mode and active mode. 

4.2 Clock Gating SCCER Flip-Flop 

As the name implies, the difference between SCCER flip-flop with and without clock 
is a basic circuit that contains clock inputs and not gate and clock using SCCER flip-
flop there is also no power supply or gate which is there as an alternative. Easily 
clock closures are done by replacing the inverter on the SCCER flip-flop with the 
NOR gate on the SCCER and the clock. A large amount of energy wasted due to 
clock gating logic circuits. This design approach divides entire clock scheme circuits 
from other parts of the digital circuits. This approach is followed with D-flip-flop 
concept. Clock gating implementation of SCCER flip-flop is represented in Fig. 2.
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Fig. 2 Clock gating implemented in SCCER flip-flop 

Fig. 3 Simulation result of SCCER flip-flop
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4.3 Experimental Results 

These SCCER leaflets are been utilized to achieve ultra-low power consumption 
and lower delay signals. The simulation results of SCCER flip-flop and clock gating 
implementation of SCCER are denoted in Figs. 3 and 4. 

Power dissipation can be minimized by controlling cock gating circuit in sleep 
mode. Power dissipation values from the circuit will be displayed in the Tables 1 and 
2. The clock gating circuit will utilize more amount of power consumption, and we 
compare power dissipation with existing papers [16] and [17]. 

Fig. 4 Simulation result of clock gating implemented using SCCER
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Table 1 Power dissipation of SCCER flip- flop in sleep mode 

Switching activity Existing system Power dissipation 
[16] 

Proposed system Power 
dissipation 

P (Vdd) ( µw) P (clk)  (  µw) P (Vdd) P (clk)  (  µw) 

0 12 13.1 7.7 3.2 

50 49.1 10.1 9.8 3.1 

100 99.8 8.99 13.5 3 

Table 2 Power dissipation of SCCER flip- flop in Active mode 

Switching activity Existing system Power dissipation 
[17] 

Proposed system Power dissipation 

P (Vdd) (µw) P (clk)  (µw) P (Vdd) (µw) P (clk)  (µw) 

0 12.1 13.1 11.6 11.2 

50 52.4 10.9 48.1 10.1 

100 110.8 9.7 93.9 8.1 

5 Conclusion 

In this research, Tables 1 and 2 demonstrate power output of SCCER flip-flop without 
using gating circuits in sleep and active modes. For the various switching functions, 
the energy dissipated by the clock and other circuits power are separated by the 
remaining flip-flop. Table 1 show the power output of SCCER flip-flop in sleep 
mode. Table 2 shows the power dissipation of SCCER flip-flop in active mode. It is 
observed that the power dissipation of the clock and the power consumption of all 
other circuits are less in the case of sleep mode. In sleep mode the SCCER flip-flop 
has better performance than other flip-flops. In active mode SCCER also has better 
flip-flop performance. The clock gating system is implemented without overloading 
the clock. SCCER flip-flops are preferred for adiabatic time closure in digital building 
systems because of their good power and delay signals. 
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Design and Comparative Analysis 
of Microstrip Patch Antenna by Using 
Various Materials in HFSS 

G. P. Ramesh, Pallavi, Hanifa Abdullah, and B. D. Parameshachari 

Abstract Microstrip patch Antenna is most widely used in the design of wireless 
Applications. The designed antenna works on a resonating frequency of 2.4 GHz 
which is suitable for Wireless Local Area Network (WLAN). Now-a-days flex-
ible substrates including polyethylene, polyester and polyamide have become more 
obligatory in order to provide increased flexibility in wearable sensors. The inten-
sity behind using polyethylene, polyester and polyamide materials is to check the 
tendency of the material in terms of Return Loss and VSWR. Small wearable antennas 
are used in receiving or transmitting communication and also used in IOT and 
medical systems in order to enable new applications through wireless connectivity. 
These three materials have significant properties for use in wearable sensors. In this 
research work Microstrip patch antenna is designed and simulated using HFSS soft-
ware with flexible polyethylene, polyester and polyamide materials which provides 
an outcome of most efficiently used different kinds of antenna materials at a thick-
ness of 3.6 mm. We exposure a selection of most flexible materials by comparing 
their voltage standing wave ratio (VSWR) and Return Loss (RL). 

Keywords Bandwidth · Dielectric constant ·Microstrip patch antenna · Return 
loss · VSWR ·Wireless Local Area Network
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1 Introduction 

An antenna means a device that usually converts electrical power into radio waves and 
contrariwise. Within the research work the foremost popular antenna is employed i.e., 
is Microstrip Patch Antenna, which are getting more in used nowadays Microstrip 
patch antenna mandatorily consists of a radiating patch that’s present on one side 
of the dielectric substrate and also the bottom plane on the others side. Because 
of increasing interest in research of antenna for communication systems associated 
with the body, there was an institution of IEEE 802.15 standardization group so as 
to develop standardize applications that are mostly intended for on-body, off-body, 
and in-body communication. Particularly, the Microstrip patch antennas are good 
candidates for body-worn applications, as they mainly radiate perpendicularly to the 
planar structure, and also their ground plane efficiently shields the body tissues [1– 
6]. For example, the permittivity and the thickness of the dielectric substrate mainly 
determine the bandwidth and also the efficiency performance of the planar antenna 
[7]. The types of wearable materials used to design Microstrip Patch Antenna are: 
Polyester, Polyamide, and Polyethylene. The compact wide beam micro strip antenna 
also implemented for the CNSS application [8]. Moreover, the novel Microstrip 
antenna is used for the photonic crystal process with terahertz frequency [9]. In 
the current field, miniaturization, fuse deposition model, and hexagonal Microstrip 
antenna is implemented to improve the ultra-wide band applications [10–12]. 

2 Related Works 

Guorong et al. [13] proposed frequency doubling Microstrip patch antenna for wire-
less strain detection. The patch antenna dimension at different length was performed 
effectively in the different dielectric constant. But, the frequency increment value 
(1 MHz) was not sufficient to get a sufficient gain. Anandkumar and Sangeetha [14] 
presented the aperture coupled Microstrip path antenna for RADAR applications. 
The proposed work design provided the 5 dB gain, 4.5 dB directivity, and 1.5 GHz 
frequency. However, the VSWR of the patch antenna didn’t provided the effec-
tive range which affected the radiation pattern. Subha et al. [15] proposed suppress 
of surface wave propagation in Microstrip patch antenna for wireless communica-
tion application. The hindrance of the surface wave propagation was not reduced in 
the bandgap structure. Rajeshwari and Anbalagan [16] developed the android based 
mobile application for designing the Microstrip patch antenna. In this work, nonlinear 
vector decomposed neural network was implemented to calculate the performance 
parameters. The frequency of the antenna was represented as 60 GHz with 1.14 × 
1.94 size of the length and width. However, the proposed antenna gain value is low 
(4.8 dB) which needs to be improved. Venkatesh and Naveen Kumar [17] proposed 
Nanocomposite based miniaturized S band antenna for novel substrate materials. The
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frequency range of the antenna is operated at 2.2–3.8 GHZ frequency. However, the 
substrate size is high (4 × 4 × 0.157) which increase the area of the entire antenna. 

3 Design of an Antenna 

In this design, we are concentrating on a rectangular Microstrip patch antenna which 
consists of a rectangular patch of length [Lp] and width [Wp] of the patch. The 
proposed antenna works on the wireless local area network (WLAN) frequency of 
2.4 GHz (2400–2484 MHz) which is shown in Fig. 1. The Substrate material used 
are polyester, polyethylene, polyamide used as a dielectric material with its dielectric 
constant are 4.1–5.2, 2.3 and 2.5 and thickness of 3.6 mm. The proposed antenna 
consisting of the dielectric substrate, patch as well as Microstrip feed line. The 
rectangular patch is separated from the ground plane with some Dielectric substrate 
with the above-shown dimensions of the system. 

The proposed antenna is predicated on the idea of the simulated design in HFSS 
simulation software which is shown in Fig. 2. The simple structure and configuration

Fig. 1 Proposed antenna design 

Fig. 2 Antenna design in 
HFSS
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Table 1 Dimensions of the 
proposed antenna 

Parameters Dimensions (mm) 

Lg (Length of the ground) 70 

Lp (Length of the patch) 28 

Wg (Width of the ground), 70 

Wp (Width of the patch 38 

T (Thickness,) 3.65 

Fr (Resonant frequency) 2.4 GHz 

Fig. 3 Design of microstrip 
patch antenna using 
polyamide material 

of the antenna and the low profile of the proposed antenna make the fabrication 
process easy and also suitable for application in the WLAN. Finally, the simulated 
results obtain better results when compared to the other system. The dimension of 
the proposed antenna is given in Table 1 which contains the antenna parameters.

Here, the Return Loss & VSWR are, 

RLαsignal that is reflected as a result of an impedance mismatch. 
RL = 10log10 (Power Incident/Power Reflected) 
VSWR = |Maximum Voltage|/|Minimum Voltage| 

4 Types of Material Used 

4.1 Polyamide Material 

It is a form of wearable material which is used in the design of an antenna. The 
foremost famous style of polyamide material is nylon which is shown in Fig. 3. 
It’s having medium heat retention abilities. Polyamide materials were also used in
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parachute materials during World War-II. Polyamides may additionally be synthe-
sized from dinitriles using acid catalysis via an application of the Ritter reaction. 
This method is usually used for the preparation of nylon 1, 6. 

To design the Rectangular micro strip patch antenna by using Polyamide material 
in HFSS software, we have used dielectric constant as 2.5 and thickness as 3.6 mm 
with resonant frequency at 2.4 GHz. The proposed antenna return loss and VSWR 
are shown in Fig. 4(a) and 4(b). 

Experimental Results Obtained: The Return loss is –21 db and VSWR is 1.4 at 
2.4 GHz. 

Fig. 4 Microstrip patch antenna using polyamide material a Return loss b VSWR
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Fig. 5 Design of microstrip 
patch antenna using 
polyester material 

4.2 Polyester Material 

Polyester was selected because the antenna substrate thanks to its excellent dielec-
tric characteristics and low moisture regains value. The promising properties, like 
their flexibility, light weight and value effectiveness, enable effortless integration 
of the proposed antenna into clothes like polyester jacket. Polyesters are one in 
every of the economically most vital classes of polymers, driven especially by PET, 
which is counted among the commodity plastics; in 2000 around 30 million tons 
were produced worldwide. The design of Microstrip Patch Antenna using Polyester 
Material is shown in Fig. 5. 

To design the Rectangular micro strip patch antenna by using Polyester material 
in HFSS software, we have used dielectric constant between 4.1–5.2 and thickness 
as 3.6 mm with resonant frequency at 2.4 GHz. The proposed polyester material 
antenna return loss and VSWR are shown in Fig. 6(a) and 6(b). 

Experimental Results Obtained: The Return loss is –18 db at 7.6 GHz and VSWR 
is 0.8 at 9.8 GHz. 

4.3 Polyethylene Material 

Polyethylene is the most widely used thermoplastic polymer. Polyethylene substrate 
has become an important candidate substrate material for the development of future 
flexible devices as well as conformal and wearable wireless antenna systems. It is a 
flexible substrate for conformal antennas for body-worn applications. The design of 
Microstrip Patch Antenna using Polyethylene Material is shown in Fig. 7.
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Fig. 6 Microstrip patch antenna using polyester material a Return loss b VSWR 

Fig. 7 Design of microstrip 
patch antenna using 
polyethylene material
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Fig. 8 Microstrip patch antenna using polyethylene material a Return loss b VSWR 

To design the Rectangular micro strip patch antenna by using Polyester material 
in HFSS software, we have used dielectric constant at 2.3 and thickness as 3.6 mm 
with resonant frequency at 2.4 GHz. The proposed polyethylene material antenna 
return loss and VSWR are shown in Fig. 8(a) and 8(b). 

Experimental Results Obtained: The Return loss is –29 db at 9.8 GHz and VSWR 
is 0.6 at 9.8 GHz. 

4.4 Comparison Between All the Material 

4.5 Comparative Analysis 

The Comparison of return loss and VSWR for the different materials and the compar-
ison of return loss, gain, frequency, and VSWR for the different antenna designs are
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Table 2 Comparison of 
return loss and VSWR for the 
different materials 

Materials Parameters 

Return loss VSWR 

Polyester ~−18 db (at 7.6 GHz) ~0.8 (at 9.8 GHz) 

Polyethylene ~−29 db (at 9.8 GHz) ~0.6 (at 9.8 GHz) 

Polyamide ~−21 db (at 2.4 GHz) ~1.4 (at 2.4 GHz) 

Table 3 Comparison of return loss, gain, frequency, and VSWR for the different antenna designs 

Antenna designs Return loss (dB) Gain (dB) Frequency (GHz) VSWR 

Guorong et al. [13] −24 4.2 2.8 1.8 

Anandkumar and Sangeetha [14] −19 5 1.5 1.6 

Subha et al. [15] −22 4.3 2.2 1.9 

Rajeshwari and Anbalagan[16] −18 4.8 1.4 1.4 

Proposed antenna −29 6.5 9.8 0.6 

given in Tables 2 and 3 respectively. In Polyamide, the VSWR and return loss is 
improved in the proposed work which is compared with the conventional related 
works [13–16]. When compared to the conventional antenna designs, the proposed 
antenna worked effectively inters of return loss, gain, frequency, and VSWR. 

5 Conclusion 

For polyester material we get return loss value & VSWR at 7.6 & 9.8 GHz frequency. 
It means here frequency deviation occurs. Also for polyethylene material we get 
return loss value & VSWR at 9.8 GHz frequency. It means here also there is a 
deviation in frequency. But for polyamide material we get return loss value at exact 
2.4 GHz frequency. It means here there is no frequency deviation, distortion and also 
we get good result for impedance matching. The designed antenna is a low-profile 
antenna hence it is very compact, easy to fabricate, and it is also fed by a Microstrip 
feed line at the desired resonant frequency of 2.4 GHz which makes it in becoming 
a more attractive structure for current as well as future WLAN applications. From 
our analysis of different materials, we have observed that the polyamide was best 
suited for our design. Hence, if we have to go for wearable Textile antenna then we 
can prefer to use polyamide material. 

Future Scope. This research work can be taken as a reference for the design of 
antennas using different materials. Suppose, if we want to go for a wearable antenna 
then we can take this research work as a reference and choose the type of material 
to be used to get the better performance of the antenna.
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Design of an Efficient Mobile 
Communication and an Armament 
System for Women Safety 

Sesha S. Sankar, Valavala Sandeep, K. S. Viswesh, S. Vigneshwar, 
and C. B. Rajesh 

Abstract To ensure the fast and rapid development of smart cities, one of the fore-
most matter of concern is safety for women and children which has been a critical 
concern for the country. Even though many regulations, laws, devices and appli-
cations have been developed that do function to an extent, there hasn’t been any 
decrease in crime rate against women. It is sad that even though equal rights are 
there for both men and women, the latter are always in fear because of the former, 
especially in India where women are considered goddesses. We have come with an 
approach which makes the chances of saving the victim better. We have employed 
the use of a powerful Raspberry Pi for this. The Raspberry Pi can capture images and 
videos of the assaulter which would be safely uploaded to Google Drive or Cloud 
for later retrieval while producing evidence. A smart push button-based model is 
developed which makes the victim call for help through her fingertips. The button 
system along with a GPS/GSM Module helps in alerting the emergency contacts or 
the police by sending an alert message, the latitude and longitude coordinates, along 
with the location on Google Map. A shock gun model is also attached which helps the 
victim to sustain until help arrives. A buzzer system is also included which can alert 
nearby people, with a loud sound to gather their attention. The entire device would 
be encapsulated such that the button can be pressed from a regular usage handbag. 

Keywords Buzzer · Global positioning system · Google drive · Push button ·
Raspberry Pi · Shock gun model 

1 Introduction 

In the 21stcentury, India has been labelled as one of the most unsafe places to live in 
for women and children. Throughout the two decades, we saw so many movements 
that empowered women, change in laws that should have instilled fear among the 
men. This means that not only do women require extra safety, but the oppressors who
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are 99.9% of the time men, need to be shown their place by bringing their patriar-
chal and animalistic ego down. Our project thrives on this major motivation to instill 
fear among the men who have been oppressing and committing heinous crimes for 
years, so that they wouldn’t even think to commit one and to supply such a safety 
system for women that will not only keep them away at risk, but also give them the 
bravery and upper hand to defend themselves in case of aggressive advancements by 
the assault. This can be fit in a handbag for women who are travelling. The Rasp-
berry Pi also works with a powerful GPS GSM Module, that will effectively track 
the location of the person in trouble and send their location via a help message on 
Telegram, E-Mail and WhatsApp of the emergency contacts or police so that they 
can arrive to their help seeing the GPS coordinates along with its Google Map marker 
location. Meanwhile, the victim in trouble can make use of two self-defense mecha-
nisms and flee from the location until help arrives. Not only is safety prioritized, but 
the entire evidence in the form of image detected and video captured by the Rasp-
berry Pi will safely be backed up to a storage spot such as Database, Google Drive 
or Cloud which can be accessed later for verifying. 

2 Literature Review 

Bharathwaj [1] has proposed a method to get the location of the police station which 
is situated the nearest to the victim and alert them through a message when the 
women/victim is in shear distress, there are some flaws which needs to be clear, 
though this gets the location of the police station which is near to the victim there 
will be a minimum amount of delay that is occurring due to the official themselves. 
Viswanath [2] had built a device so compact that it can be worn on the feet of the victim 
which consists of a light blue bean microcontroller, when the sound is measured by 
the sensor about 4–5 times and conveys the message through message or email. In this 
paper, it was mentioned that the speed of the light blue bean is minimum. Monisha 
[3] had built a device using buttons for meeting the emergency by single/double 
pressing the buttons while, pressing the buttons during such situation is not at all 
possible. 

VamsiPriya [4] had built a portable device and a professionally written code for 
the entire project that made Code readable and more professional on the contrary, the 
microcontroller chosen for the same is very primitive one that is the Arduino Uno 
that can’t do multitasking and the range of the same is mentioned to be 10 m that is 
very less. Rasool [5] was able to successfully implement a lot of test case real world 
situation with one single written Program. Also, they made use of common household 
bat as a self-defense mechanism but, the major disadvantage of the developed system 
is it leads to confusion when the person is severely suffering from a health issue and it 
has been explicitly mentioned that the circuitry is affected by weather. Krishnamurthy 
[6] had achieved in obtaining the GPS coordinates dynamically and updating the same 
every 30secs and it will be sent to the emergency helper numbers. Even if the women 
are safe, the device will be active state and conveys a false message to the registered
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helper which may lead to waste of time etc. and this whole thing fails if the device 
goes into aero plane mode or into a network less area. 

Prashanth [7] developed an application with particular features for security and 
authentication purpose. The person will get access to it only if he is authenticated, he 
can use the app. Even though, it is a security application providing their credentials 
and authenticating will be tough at a distress situation. Mehta [8] built a device 
which upon shaking the device gets activated and the location is sent to register 
emergency contacts. The major flaw in this system is that it may lead to confusion 
when mobile trembles accidently. Verma [9] developed a device for tracking the 
pulse rate and the temperature of the body. If the sensor reading is in abnormal state, 
then it automatically sends a location police station. To protect themselves the person 
must press a buzzer and the location is sent to their contacts. The fact to be noted in 
the paper is only the people who are close to the victim can help the affected person. 

Dandamudi [10] developed a CNN based system aerial image processing which 
classifies if the women are in distress or not and creates an alert message. The main 
disadvantage of the system this is very difficult to be employed in everyday life and 
it may lead to very costly livelihood. Ravisankar [11] built an Android based security 
and tracking system for children which involves having a mobile phone and an app 
has been developed to send messages and email to the helper but it is not possible to 
have mobile phone in every situation. Mohan [12] had developed a wearable gadget 
which track the location and sends to the helper but it has no other feature and the 
feature of instant recovery has not been planned. [13] and [14] gives a general idea 
on what women are facing these days and how the problem can be solved using IoT 
and provides a wide range of ideas and facts on the problem and an IoT solution for 
the same. 

3 Hardware Components 

The device is designed in a way that, when the button is pressed by the user, it would 
track the location where the system is located and would also capture the face of 
the person, who is assaulting detects their gender, save it as a video and is uploaded 
to GDrive. The location tracked is been sent to the user’s family/friends through 
telegram and Gmail. When the receiver wants to get location again after sometimes, 
he/she can send a specific keyword, so that the device can track the new location 
and send it again. The main hardware components used here are Raspberry Pi a GPS 
module, a camera module [15, 16]. 

3.1 Raspberry Pi and GPS Module 

Raspberry Pi is a device which is like a mini computer with high computational 
capability. The main reason we need to use raspberry pi is because of the high
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Fig. 1 Raspberry Pi 

Fig. 2 GPS/GSM module 

computational need when using programs for face detection, gender detection and 
so on. The Python 3 programming language is used to code the program for this 
project. The GPS module is a module which uses Global Positioning Satellite to get 
the location of the device and sends many data such as the latitude, the longitude, 
timestamp of the satellite and few more data of the location where the device is 
present. In this project we require only latitude and longitude coordinates of the 
device, which is depicted in Figs. 1 and 2. 

3.2 Camera Module and 555 Timer Based Buzzer System 

The camera module is a module which is used to attach an external camera to the 
device. In this project the camera module is attached to raspberry pi and is placed in 
a location such that the camera is hidden and can capture the face of the assaulter. 
The camera module is used to get the face of the assaulter. This helps the victim to 
alert for help from nearby people is designed. This circuit consists of set and reset 
buttons, in which once the reset button is pressed the circuit becomes inactive, then 
once the set button is pressed, it becomes active by ringing the buzzer. The camera 
module and timer circuit are represented in Figs. 3 and 4.
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Fig. 3 Camera module 

Fig. 4. 555 timer circuit 

3.3 Shock Circuit 

This is for the self-defense of the victim before the help arrives which is very much 
necessary for the victim to survive. This circuit consists of a push button which 
once pressed, makes contact with the battery, thus charging the circuit. Once the 
shock circuit is done, it gets discharged and once again the button needs to be 
pressed to generate shock. In the circuit shown below, the circuit becomes complex 
if implemented on breadboard so we have soldered it together as shown in Fig. 5.
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Fig. 5 Shock circuit 

4 Software Algorithm 

The main program of this project involves many fractions, in which each function 
performs a specific task. These specific tasks are: Location detector, Sending the loca-
tion through telegram and mail, getting image from camera and detecting the face 
from it and saving it, detecting gender from the image saved, Uploading the continu-
ously saved image as video to the cloud, Multitasking/multithreading to perform two 
tasks separately at the same time. The two tasks are: Finding and sending location, 
detecting face and saving it in cloud. 

4.1 Location Detector 

Serial, time, string, pynmea2 are the functions imported for this program into the 
raspberry pi. “Serial”. The location tracking is started with the code “dataout = 
pynmea2. NMEAStreamReader” And the data is uploaded with the code “newmsg 
= pynmea2. “ 

4.2 Sending Message 

The message is sent through both mail and telegram. The message should 
contain “https://www.google.com/maps/#latitude,#longitude,14z”, where latitude 
and longitude coordinates are entered in place of #latitude# and #longi-
tude. “Send_message.”.#text# is the message which is send.

https://www.google.com/maps/%4010.747904,78.7558967,14z
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4.3 Detecting Face 

For detecting the face, OpenCV is mainly imported. Numpy is also imported for 
the program. The file “haarcascade_frontalface_default.xml” is downloaded and is 
imported to this program. With the function “cap = cv2.Video Capture (0)” The 
camera module is accessed and the image is captured. The image is converted into 
grayscale with the code “gray = cv2.cvtColor(img, cv2.COLOR_BGR2GRAY)”. 
The image is converted into grayscale so that the face can be detected easily than 
having colored images. With the function “faceCascade.detectMultiScale()”, the 
presence of face is detected and its coordinates in the image is marked and is saved 
as a video. 

4.4 Saving in Cloud 

Creating a backup storage forum in Google Drive, Cloud or Database for the image 
detected and video captured, in order to show evidence. One of the main aspects of 
this project comes down to providing evidence of the attacker’s presence or actions. 
For this purpose, the video captured and face detected by the Raspberry Pi, has to be 
stored in a safe place like a Database, Cloud or Google Drive. This can be accessed 
later by uploading the video and image directly to Google Drive using Python. The 
essentials for this are: Creating an OAuth Client ID and Secret Key along with an 
authorized URI using one’s google account, storing the key in the same directory as 
the python program, installing Pydrive package for connection to Google Drive. 

4.5 Multitasking/Multithreading 

When each task is within the same program and is done at the same time, then this 
type of multitasking is called multithreading. #FunctionName# is the name of the 
function which is processed separately aside from main program. Note that the main 
program is also a separate process which is independent of the newly created thread. 

5 Experimental Results 

When the push button is pressed the entire program gets implemented. When the 
program runs, the GPS/GSM will work simultaneously to gather the location and a 
google map link will be sent to the mail of the contacts registered by the user. If the 
helper doesn’t have a Gmail account to receive mail, the same can be obtained by 
the Telegram bot that we have built. The results are shown in Figs. 6, 7, 8, and 9.
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Fig. 6 Telegram message 

Fig. 7 Google map
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Fig. 8 Database for storing the received data 

Fig. 9 Uploading files to Google Drive 

6 Conclusion 

Our women safety system aims to supply maximum support to the victim in the 
panic situation. Our shock gun system will help the victim in serving until the help 
arrives. The GPS system helps in sharing the location coordinates which makes up the 
main aim of this project. Unlike other similar works, we derive the GPS coordinates 
and display it on google maps. Buzzer system, camera model with drive backup are



322 S. S. Sankar et al.

handy add ones to our project. With the technology growing every day there is a lot 
of future scope for this project to even reduce the time gap for the help to come. 
The implementation of individual circuits is big, because of which encapsulation 
of the entire circuit and making them into one small sized circuit is tedious. The 
programming is multi-fold and complex because of the usage of multiple concepts 
which needed different syntaxes. Unpredictable weather conditions might affect the 
circuitry. The Shock Circuit has a disadvantage that the law doesn’t legally allow 
its output voltage and licensing for a Stun Gun. In future work, with the help of 
VLSI technology, the circuits can be made much smaller and easily portable as a 
wearable device. Even though this project offers a good mechanism for safety and 
self-defense, the moral compass of the assaulter cannot be predicted. There are many 
possible situations of behavior of an assaulter, which must be taken in consideration 
for further development and to ensure 100% security. Further, this can also lead to 
creation of an interactive application on the mobile phone which will send help from 
the nearest police station to the women in trouble. 
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Abstract In the past, chicken meat was very negatively viewed by people. Now, 
however, very high nutritious chicken meat is consumed by people from all over the 
world. Environmental parameters such as temperature, humidity, and nutrition are 
very important in chicken growth. So, society should grow and monitor this grass or 
this grass at good conditions. The automatic monitoring system is created to overcome 
several issues that may arise on the chicken farm. Changes in the environment affect 
the egg production and feed consumption of the bird. Thus, the PEST system’s 
major function is to supervise and manage the environmental conditions such as heat, 
humidity, oxygen, methane, and water that exist on the poultry farm. If any changes 
have occurred in the poultry farms’ environmental condition, the system sends the 
relevant information to a mobile device like phones through telephone lines which 
reduces the human effort and time required. The interactive device has been created 
using the Arduino Uno microcontroller and various sensors, such as temperature, 
humidity, gas and water level sensors. As this system, the design takes on a very 
efficient way to farm poultry that will result in an increase in production and profit. 
It is high time to start thinking about solar technologies that can generate electricity. 
Although this technology is made for household, this has been successfully used in 
commercial farms for the energy saving of batteries and the opportunity to sell the 
power back to the grid.
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1 Introduction 

The word “poultry” is a word that refers to all domesticated birds; such as chicken, 
duck, emu, geese, ostrich, pigeon etc. The poultry industry is one of the fastest 
growing sectors of the livestock industry and contributes a significant growth in 
2017 of food supplements. Changing food habits, globalization, industrialization, 
rising income, urbanization had created a favorable atmosphere for development of 
poultry sector.India is the third largest producer of eggs and ranks fifth in the world 
in respect of poultry meat production. Rearing and breeding of hens is called poultry 
farming [1]. In Poultry Farm environmental parameters like temperature, humidity 
and gas should be monitored and controlled. The environmental condition should be 
maintained at the threshold value [2]. These Environmental parameters will affect 
the growth of the chicken and they are harmful for chickens in digestive, respira-
tory and behavioral change [3]. The smart chicken farm monitoring involves many 
stages such as management [4], feeding, planting, quality assurance, environment 
control, and performance. Chicken meat demand grows continuously due to its price 
competitiveness, high availability and good taste. Various dishes use chicken meat 
as its component. In order to supply the chicken meat demand, poultry industry must 
increase their productivity. Bad environment quality of poultry house will reduce 
the bird food consumption; increase its stress and death rate. To meet the chicken 
meat demand in market, environmental parameters of the chicken farm need to be 
monitored and maintained in order to produce healthy and wealthy chicken. 

There is a high demand for agricultural products for food and for food processing 
industries. These include cassava farming, maize farming and poultry farming. In 
this research solutions are given for smart chicken farm monitoring which makes the 
chicken to grow healthier and wealthier. It maintains the farm record systematically 
and gives information in time. This model will also show the realistic execution of the 
apparatus which could be placed in the poultry farm for production and profit. Hence, 
a model has to be designed which will supervise and organize the environmental 
parameters such as temperature, humidity, gas level and water level in the poultry 
farm which will increase the growth of the chicken. Thereby, the layout of the project 
was presented and on which the work will be focused. 

This system reduces the human spares in the poultry farm which in turn reduces 
the cost of poultry management and labor cost. It also monitors the environmental 
parameters in the chicken farm and transmits the data in real time to increase chicken 
growth and productivity. To design an Arduino based elegant structure for chicken 
farm monitoring in which environmental parameters such as temperature, humidity, 
gas and water level are measured and controlled in real time and the measured 
parameters are transmitted via wireless technology.
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2 Related Works 

In this segment, addressing the construction of the chicken farm and the investigation 
of other monitoring aspects. In creating the hybrid model for the management of 
mobile and wireless sensor networks of poultry farm, there is a system architecture 
implemented by Imtem et al. [5]. The farm was built so that it could work while on 
the go. Overall, it’s important to think about humidity, temperature, light, and what 
is going on with our population density to understand how environmental factors can 
affect the system. Since the chicken are growing in the building, that reduces the dust 
and ammonia there. To prevent low growth rate, a humidity of 40% or lower must 
be preserved, and the temperature is at room temperature of 27 °C or below. Tadesse 
et al. [6] has suggested a few issues to consider, such as the effectiveness growth, the 
humidity should be regulated. The sum of heat, humidity, and ammonia, which are 
the three basic factors that birds are subjected to. If there are high levels of humidity 
and dust, then ammonia can be produced in the building. Once you’ve hit 30° or 
more, the humidity should be between 50 and 70%. Lu et al. [7] have clarified this 
monitoring method to be achieved with a heterogeneous wireless network of ultra-
low power wireless sensor nodes. One way to appreciate the freshness of chicken 
is to use a technology that can sustain the temperature of them during the day. The 
R&D department comes up with a less-expensive version of it. Changed habits, 
grow exhausted and appears to grow older is a downside that makes our day-to-
day lives more difficult. It also demonstrates that the node which is added to a 
chicken health monitoring system for detecting infected chicken with the highly 
pathogenic avian influenza (HPAI) viruses using clinical data at the early stage. 
Dong and Zhang [8] validated an online monitoring system to be used in a poultry 
farm based on ZigBee using a CC2430 controller integrated with different sensors 
such as temperature (TGS4161) and humidity (PWM4232), (SHT75). Besides, the 
internet of plants allows managers to track the temperature and light intensity of a 
farm from distant locations through web architecture. 

Ayaz et al. [9] has developed a technique to improve a chicken farm’s efficiency 
by being able to use a technology of wireless sensor networks. As part of a wireless 
sensor network and a fitness one, the chicken quality is considerably improved, which 
means these improvements are good for the health. This new device is based on a 
wireless sensor that can detect infected chickens. There are almost certain to boost 
overall demand, efficiency, and economy. The sensing techniques of wireless sensor 
networks and mobile networks are used to control and track poultry’s environmental 
parameters. Siwakorn Jindarat and Pongpisitt Wuttidittachotti [10] built a device 
and a smartphone that can help poultry farms management. This device tracks the 
surrounding parameters critical for the poultry’s welfare, such as humidity, temper-
ature, and climate quality. Once in place, Poultry farms can be regulated by this 
device from anywhere, at any time. Wathes et al. [11] broke down four main pieces 
of knowledge for livestock farming. 1. Through monitoring, we can keep track of the 
poultry farm at a reasonable interval and provide information back to the Arduino 
controller. 2. A hypothesis, which is rather compact and which, through statistical
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analysis, can measure the dynamic responses of each process output to variation of 
the inputs with the option of estimating, in real time, the offset of error. 3. Each 
process performance objective value and trajectory need to be defined. 4. The actu-
ator was created to communicate with the model based predictive controller. Liu 
et al. [12] have identified a fire alarm system in which a real time monitoring system 
detects the presence of smoke in the air due to a fire, and captures the images by a 
camera installed inside the room on the off chance that a fire happens. It will have 
to a device that collects information from some of its peripherals, then manually 
conveys it by telephone after which it would cancel that telephone call after it talks 
with another telephone. The feature of the system that is most apparent is the ability 
to send a fire, smoke, or gas alarm, when there is a detected. If a mobile phone came 
with a smartphone text messaging application installed, that application would be 
able to regularly alert the customer during the program and make them recognize 
when they been smoking in a public place. If a smartphone text messaging applica-
tion came with a smartphone application installed, that application would be able to 
regularly notify the consumer on the program and make them recognize when they 
been smoking in a public place. For those purposes, it is safer for this device to be 
able to work without any false alarms reported to the firefighter. 

3 Methodology 

The proposed system is formulated with the following modules; Monitoring module, 
Control module and Alert module. Monitoring module comprises of various sensors 
such as Temperature sensor (LM35), Humidity sensor (HR202), Gas sensor (MQ 7), 
Water level sensor, LDR sensor. Control module has Arduino UNO microcontroller; 
this microcontroller will monitor all the sensors based the input values given to them. 
GSM modem is used as a alert module, the GSM will send a message to the person 
who is in-charge to the poultry farm based upon the environmental parameters [13]. 

3.1 Monitoring and Control Module 

The poultry farm is monitored with various sensors such as Temperature sensor 
(LM35), Humidity sensor (HR202), Gas sensor (MQ 7), Water level sensor, LDR 
sensor along with Arduino UNO. Sensor analog input is given to the Arduino UNO 
pins A0 to A6. A threshold value is set for all the sensor observation for controlling 
the environmental parameters. The microcontroller will send a message to GSM 
module if the value received from the sensor is above the threshold level, cooling 
fan, exhaust fan, water sprinkler and motor pump will be switched ON automatically 
depending on the inputs received from the sensors.
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3.2 Monitoring Temperature 

The poultry farm temperature should be monitored so that the growth of the chicken 
will not be affected. Temperature sensor used in the proposed system is LM35. LM 
35 measures the temperature more accurately compared to other sensor modules. The 
measuring temperature range is about “−55 to 150 °C”and consumes low power. The 
poultry farm should be monitored at room temperature of 28 °C. Three conditions are 
explained to maintain temperature in poultry farm: 1. If the temperature is between 
29 to 31 °C, the cooling fan will be ON. Then the GSM modem will send a message 
“Cooling Fan is ON” to the person who is in-charge. 2. If temperature is above 31 °C, 
the Water Sprinkler will start to spray the water, so that the farm will be cool. Then 
the GSM modem will send a message “Water Sprinkler ON” to the person who is 
in-charge. 3. If the temperature below 28 °C, the GSM modem will send a message 
“Temperature is Low” to the person who is in-charge [14, 15]. If the temperature is 
above the room temperature chickens will consume more feed to sustain the body 
temperature. On controlling the temperature, chicken will consume more feed and 
better growth is achieved. 

3.3 Monitoring Humidity 

In poultry farm, the environmental parameter humidity is monitored. Humidity also 
affects the growth of the chicken. Humidity sensor used in the proposed system is 
HR202. This sensor detects the ambient humidity of the poultry farm. The operating 
voltage of this sensor is 5 V. The unit of Humidity is Relative Humidity (RH). The 
poultry farm should be monitored and controlled at 40 RH. If the humidity is above 
the threshold value (40 RH), the Exhaust fan will be ON. The GSM module will send 
a message “Fan ON” to the person who is in-charge. If the humidity is below the 
threshold value (40 RH), the Exhaust fan will be OFF. The GSM module will send 
a message “Fan OFF” to the person who is in-charge. 

3.4 Monitoring Air Pollutants 

Another Environmental parameter in poultry farm which affects the growth of 
chicken is emission of harmful gases. The Ammonia will release excessively when a 
small amount of water falls in the fecal matter which release the excess amount of heat 
concentration. Ammonia concentration should not be over 25 ppm. In the proposed 
system, the gas content is monitored using gas sensor MQ 7. MQ 7 is highly sensitive 
to ammonia gas. This sensor detects the ammonia gas concentration anywhere from 
20 to 2000 ppm. The current consumption is about 150 mA. When the concentration 
of ammonia exceeds above 25 ppm, gas sensor will detect and the Exhaust fan will
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be switched ON automatically and a message “Exhaust Fan ON” will be sent to a 
mobile via GSM modem. Ammonia fumes can be reduced by increasing ventilation 
and replacing litter. As the gas concentration affects the growth of chicken, it has to 
be monitored and controlled. This is necessary to monitor and control the ammonia 
gas because the gas concentration affects the growth of the chicken and leads to 
increase in mortality rate. 

3.5 Artificial Lightning 

One more important parameter has to be monitored in the poultry farm is artificial 
lightning. Chickens are often kept often in 6 h of darkness provided each night. 
During light, they consume more food. If the intensity goes below 7 lx, lights will 
be switched ON automatically and a message “Lights ON” will be sent to a mobile 
[15]. 

3.6 Monitoring Water Level 

To monitor the water level, Magnetic float sensor is used. It is an Electromagnetic 
On/Off switch two metal contact. If magnet comes close to the contact, current passes 
into the circuit and the switch closes, motor is switched On. If magnet moves away 
from the contact, contact demagnetize and the switch opens and hence the motor is 
switched Off. In this, the float sensor is fixed in a tank at a certain level. If the water 
level goes below the threshold value, the magnet comes into contact, the current 
passes through it and the motor is switched On. The water is pumped into the tank. 
A message “Motor Pump On” will be sent to a mobile. This will reduce the human 
effort. 

4 Results and Discussions 

4.1 Hardware Module 

The hardware module consists of Arduino UNO Board, Temperature sensor, 
Humidity sensor, LDR sensor, Gas sensor, Floating switch, GSM modem, Cooling 
fan, Exhaust fan, Motor pump, White light, 4-channel relay and Power supply. 
Hardware setup is shown in Fig. 1.
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Fig. 1 Hardware module 

The hardware setup will be placed in the poultry house for achieving better growth 
of chicken. The poultry house will be automatically monitored and controlled which 
reduces the mortality rate and increases the production. The external 12 v power 
supply is specified to the Arduino microcontroller but it requires only 5 v power  
supply. 

4.2 Monitoring Temperature 

Arduino microcontroller is programmed for three cases to monitor the temperature 
in the poultry farm for the better growth of chicken. In first case, if the temperature is 
between 29 to 31 °C, the message “Temperature high Fan ON” will be sent to a mobile 
via GSM modem, which is depicted in Fig. 2. If the temperature is above 31 °C, the 
water sprinkler will spray the water in the poultry farm to monitor the temperature 
and a message “Water spray on” will be sent to mobile. If the temperature is below 
28 °C, this will not affect the growth of the chicken and a message “Temperature low 
Fan off” will be sent to a mobile via GSM modem, which is depicted in Fig. 3. 

The sensor will be operated on 5 v. The output of LM 35 sensor is given to the 
A0 pin of the Arduino board. The Arduino board is used to convey the output.
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Fig. 2 a Temperatures between 29 to 31 °C, and b Temperatures above 31 °C 

Fig. 3 a Temperatures below 28 °C and b Exhaust fan is switched ON
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4.3 Monitoring Gas Content 

To test the gas content, the MQ7 gas sensor is used. Increase in ammonia content 
will damage the respiratory track of the chicken and decrease in feed intake. Increase 
in ammonia also leads to mortality of the chicken. Ammonia is released in hot 
environment. The Ammonia will release excessively when a small amount of water 
falls in the fecal matter which release the excess amount of heat concentration. 
Ammonia concentration should not be over 25 pp. If ammonia gas exceeds above 
25 ppm, the exhaust fan will be switched on and a message “Exhaust fan on” will 
be sent to a mobile. Ammonia gas content; the MQ7 gas sensor is used to sense the 
presence of ammonia gases. It will be operated on only 5 v. The output of gas sensor 
is given to the A2 pin of the Arduino board. The Arduino board is used to convey 
the output. 

4.4 Monitoring Humidity 

HR202 humidity sensor is used in the proposed system which detects the ambient 
humidity in the poultry farm. The sensor will be operated on only 5 v. The output 
of humidity sensor is given the A1 pin of the Arduino board. The Arduino board is 
used to convey the output. In the poultry farm humidity is monitored and controlled 
at 40 RH. If the humidity is above 40 RH, the Exhaust fan will be ON and a message 
“Exhaust fan on” will be sent to a mobile. 

4.5 Artificial Lighting 

Chickens are often kept often in 6 h of darkness provided each night. During light, 
they consume more food. Light intensity should be kept below 10 lx to inhibit bird 
activity and increase feed efficiency. For artificial lighting, LDR sensor and white 
light is used in this system. If the intensity goes below 7 lx, lights will be switched 
on and a message “Lights on” will be sent to a mobile. LDR sensor operates only 
at 5 v. The output of LDR sensor is given to the A4 pin of the Arduino board. The 
Arduino board is used to convey the output. 

4.6 Monitoring Water Level 

Water level in the water tank is monitored with a magnetic floating switch. The float 
sensor is fixed in a tank at a certain level. If the water level goes below the threshold 
value, the motor is switched on and the water is pumped into the tank and a message
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Table 1 Comparison of temperature, LDR count, power consumption, and humidity for different 
designs 

LoRa designs Temperature (in 
Celsius) 

LDR count Power consumption 
(uW) 

Humidity (RH) 

Asfaw et al. [1] 35 45 258.63 44 

Zeng et al. [4] 34 47 241.32 42 

Imtem et al. [5] 39 63 247.3 59 

Liv et al.[12] 42 98 221.4 62 

Proposed design 29 31 178.25 37 

“Water Pump Motor On” will be sent to a mobile. This water level monitoring will 
reduce the human effort. Float sensor operates only at 5 v. The output of float sensor 
is given to the A5 pin of the Arduino board. The Arduino board is used to convey the 
output. 

4.7 Comparative Analysis 

The Comparison of temperature, LDR count, power consumption, and humidity for 
different designs are given in Table 1. In proposed design, temperature, LDR count, 
power consumption, and humidity performances are improved than the conventional 
related works. When compared to the conventional designs, the proposed design 
worked effectively. 

5 Conclusion 

The manager of the poultry farm can obtain information on time and handle the 
poultry farm effectively. Here is a thorough account on how temperatures, humidity, 
gas content, water level, and artificial lightning of an industrial poultry farm is moni-
tored and controlled automatically and the circuit is planned accordingly. The Global 
System for Mobile (GSM) communications modem is used to send a message to the 
mobile phone based on the environmental parameters such as temperature, humidity, 
gas content, water level, artificial lightning in the poultry, and it is monitored so that 
the better growth of the chicken is achieved and the mortality rate is reduced. The 
efficient management of the poultry, as a result, would contribute to good production 
and income. The statistical parameters are checked in the model, and the predicted 
value is within the predicted value range.
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Design of LORA Based Tracking System 
for Military Personnel 

G. P. Ramesh and Neha 

Abstract In this paper, an efficient tracking system is proposed that is used to track 
the location with the help of a LORA based embedded system connected to a real-time 
android application. The embedded module is used which incorporates GPS, LoRa-
Wan and Cloud modules. On a Smartphone, an android based application is developed 
to plot the location on a Google map. LoRa is a wireless modulation technique derived 
from Chirp Spread Spectrum (CSS) technology. It encodes information on radio 
waves using chirp pulses - similar to the way dolphins and bats communicate! LoRa 
modulated transmission is robust against disturbances and can be received across 
great distances. The encoded data helps to secure the data in the communication 
channel. The tracking system provides the major application in the military personnel. 
Due to the usage of the effective communication channel, Experimental results have 
proved that the proposed tracking system is accurate and feasible. The spectrum 
range of the proposed work is 865 to 867 MHz which helps to coverage the maximum 
distance. With the help of AES encryption, the transmission of the date is progressed 
effectively with 10 mW energy consumption. Spread spectrum modulation helps to 
modulate the information by operating the AES design with 64-byte payload size. 

Keywords AES encryption · Chirp Spread Spectrum · Cloud · Embedded 
System · Radio wave · LoRa WAN 

1 Introduction 

The unprecedented technological advancement has improved the lifestyles of human 
beings and devised the number of innovative technologies for object identifications. 
In 1960, Ernst F. W Alexanderson introduced the first RFID tag to the globe and 
incessantly the Sensorimatic and Checkpoint organization launched the first RFID 
anti-theft tracking application for high-value products in retail stores [1–3]. Later on, 
the RFID standards are being steadily raised to strengthen the use of RFID and make it
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a part of everyday life in the twenty-first century. RFID is currently leveraged in many 
industries such as production, health-care, transportation and tracking applications 
that captures human life in the direction of indoor smart living. Recent evidence 
shows that human security threats continue to rise in developing countries especially 
towards vulnerable members of society that causes great distress to them and to their 
families [4–6]. The mechanisms used in the above RFID applications to embed RFID 
tags with participants were not expedient and potential limitations were reported, 
including embedded-cloths tags, bracelets, student bags, cards, and keychains [7, 
8]. They have been often feared to be miss-placed, used by prohibited users or get 
damaged. As such, model employed for this study is a sophisticated RFID-based 
human tracking system that utilizes a micro-flexible tag mechanism implanted into 
skins which is consistent and leaves no possibility for removal without the destruction 
of tag. The main goal of this study is to develop a safer commuting and monitoring 
system for the vulnerable members of society. The lab demo of this model has been 
programmed, and tested virtually as such tags were allocated to participants and 
tracked by RFID readers for monitoring purposes at the unified center. The error 
probability performance of the coded and uncoded LoRa system can be evaluated by 
the quasi orthogonal performances [9]. Moreover, the SDR implementation of LoRa 
is implemented based on the over Rayleigh channel [10]. 

2 Related Work 

Zorbas et al. [11] presented Time slotted LoRa WAN for the industrial Internet 
of Things. In this work, the time slotted approach plays a vital role for the time 
synchronization. This device was performed in low latency and less cost which 
helped to improve the overall operation. But, the power consumption of the model 
was high for small module. Aftab et al. [12] proposed scalability analysis of multiple 
LoRa Gateways using stochastic geometry. The scalability of the performance is 
connected in the LPWAN technology while keeping the network structure. However, 
the outlet of the gate way was difficult to design. Hoang et al. [13] presented the slotted 
transmission with Collision avoidance for LoRa networks. The network performed 
for long range communication with low power consumption and less delay. But, it 
suffered from data Collision and signal suppression. Florita et al. [14] proposed LoRa 
based gateways for delay tolerant sensor data collection in urban settings. The choice 
of radio technology for the link between the sensor or end device and the mobile 
gateway was important: it would affect the number of mobile gateways needed, the 
required mobility pattern for them to provide a certain level of delay guarantees to the 
data, and the overall efficiency of the scheme. But, this proposed work delivered the 
more delay while utilizing the multiple gateways. Sciullo et al. [15] proposed LoRa 
based mobile emergency management system which used to identify the location 
of the users for further communication. In this work, Emergency Communication 
System (ECS) based on short-range Device-to-Device (D2D) solutions are proposed 
which was available on Commercial Off The Shelf (COTS) devices (e.g. Wi-Fi
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Direct); however, the target of these solutions is constituted by small indoor areas, 
since the scalability on large-scale environments is often a problem. 

3 Tracker Design 

The overall implementation of the system consists of three parts- transmitter (a), 
receiver (b) and the real-time application used for tracking the location. The design 
and implementation of hardware and software architecture for each module are 
explained in the below. The transmitter (a) module configuration consists of GPS, 
microcontroller, external power source and a LoRa transmitter. The receiver (b) 
module consists of a LoRa receiver to receive signal transmitted, which is further 
connected to a microcontroller to transmit the data/location to the mobile application 
through the Wi-Fi. The receiver module is also connected to a external power source. 
The real-time application is connected to cloud for the GPS value and the applica-
tion is integrated with google maps to provide the precise location. The transmitter 
and receiver modules are shown in Figs. 1 and 2 respectively. The internal mobile 
application development architecture is shown in Fig. 3 which contains the cloud 
and google map. 

Fig. 1 Transmitter module 

Fig. 2 Receiver module
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Fig. 3 Internal mobile application development architecture 

4 Experimental Results 

The below image shows the results of the system design and developed for various 
modules. 

4.1 Hardware and Simulation 

The Fig. 4 shows the complete hardware setup of the transmitter of the project: 
The Fig. 5 shows the LoRa receiver connected to the USB port of the computer to 

receive the GPS co-ordinates on the terminal com software to check the transmission 
between the LoRa modules setup of the Receiver of the Research: 

Fig. 4 Hardware setup
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Fig. 5 LoRa receiver connected to the USB port of the computer to receive the GPS co-ordinates 

Fig. 6 GPS co-ordinates of the LoRa transmitter module on the terminal port 

The Fig. 6 shows the GPS co-ordinates of the LoRa transmitter module on the 
terminal port: 

4.2 Application and User Interface 

The Fig. 7 shows the user interface of the Research and Fig. 8 shows the GPS identity. 
The system was tested and it was found that the location was predicted precisely 

in most of the cases. However, the location shown in the app can have an error of 
approximately 10 m due to limitation in the hardware.
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Fig. 7 User interface 

Fig. 8 GPS identification
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Table 1 Comparison between LoRaWAN and other technologies 

Parameters Zigbee LoRaWAN Bluetooth 

Spectrum 2.4 GHz 865 to 867 MHz 2402 MHz 

Range 10 to 100 m 15 to 20 km Less than 10 m 

Modulation Direct sequence spread 
spectrum (DSSS) 

Spread spectrum 
modulation (SSM) 

Gaussian frequency 
shift keying, (GFSK) 

Payload size 104 bytes 64 bytes 251 bytes 

Security 128-bit AES AES AES 

Energy consumption 10 to 100 milli watts 
(mW) 

10 milli watts 5 milli watts 

Table 2 Baud rate and serial port baud rate 

5 Specification Analysis 

5.1 The Module Used in the Project has the Following 
Specification 

In this mode, the module can automatically adjust the baud rate of wireless transmis-
sion in the air according to serial port baud rate, and the corresponding relationship 
is as shown in the table below: The performance comparison of the proposed work 
with other technology is given in Table 1. The baud rate information of the proposed 
LoRaWAN is given in Tables 2 and 3. Loopback time for different modes with 
remarks information is given in Table 4. The highlighted part is used in the project. 

Table 3 Baud rate in the air and sensitivity
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Table 4 Loopback time for different modes with remarks 

Table 5 Comparison of spectrum, energy consumption, frequency, and bandwidth for different 
LoRa designs 

LoRa designs Spectrum (MHz) Energy 
consumption 
(mW) 

Frequency (GHz) Bandwidth (KHz) 

Zorbas et al. [11] 412 70 89.36 125 

Aftab et al. [12] 514 68 147.9 145 

Hoang et al. [13] 325 95 100.6 198 

Florita et al.[14] 147 47 114.2 114 

Proposed LoRa 865 10 159.4 269 

The receiving sensitivity of module at different baud rates in the air is as shown 
in the table: 

The following gives some characteristics reference values of various modes: 

5.2 Comparative Analysis 

The Comparison of spectrum, energy consumption, frequency, and bandwidth for 
different LoRa designs are given in Table 5. In proposed LoRa, the energy consump-
tion, bandwidth and all the performances are improved than the conventional related 
works [11–14]. When compared to the conventional LoRa designs, the proposed 
LoRa worked effectively to identify the GPS detection. 

6 Conclusion 

This project is used for safeguarding and monitoring the military personnel by 
effectively tracking them. This also help a person to view the current location of
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the property through a mobile application developed using react native. So, this 
project reduces the number of cases of loss in property, thus saving a lot of money. 
The proposed work spectrum, energy consumption, frequency, and bandwidth are 
improved a lot compared to the conventional model. The baud rate and wireless 
connectivity helps to improve the system bandwidth and operating frequency. For 
secure the data, AES encryption algorithm is used in this research work. The hardware 
setup also implemented and verified with the mobile application. 
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Design of Quantum Encoders 
with Minimum Area Overhead 

M. Navaneetha Velammal, P. Hannah Blessy, J. Friska, and A. Rajeshwari 

Abstract Code converter is widely used for security purposes to protect sensitive 
data from spies. Code converter transforms data information into any coded form. 
Code converter is also useful for increasing the controllability and transportability 
of the data. There is a different way of implementing a code converter in a digital 
circuit. One way to implement a code converter using Complementary Metal Oxide 
Semiconductor (CMOS) technology. For reducing the area size, and increasing the 
power consumption, this paper presents the alternative technologies of CMOS that 
is Quantum dot Cellular Automata (QCA) nanotechnology. In recent times, QCA is 
an emerging technology that significantly overcomes the problems in CMOS tech-
nology. QCA is small size, low power consumption, and high speed compared to 
CMOS technology. In this research paper, logic gate-based efficient 4-bit QCA binary 
to gray conversion nanotechnology is proposed. The proposed technology is vali-
dated using QCA designer version 2.0.3. In the resulting phase, the performance is 
analyzed and verified for determining the capabilities of the quantum based converter. 

Keywords Binary to gray · Cell count · Code converter · Complementary metal 
oxide semiconductor · Quantum dot cellular automata 

1 Introduction 

Code converter is used to prevent important data from third parties. Code converters 
are mostly used in the military for security purposes [4, 5]. It increases the data flexi-
bility. In this paper logic gate based efficient 4-bit QCA based encoding is designed. 
When designing a code converter by using CMOS technologies, it increases the area 
size, power consumption and it cannot be able to extend its size up to nanoscale. 
Sometimes overlapping may occur due to the complex design of the circuit. This 
paper [10] present a data conversion B2G using CMOS technologies. Total 69.4 µm2 

area and 18 number of MOS devices are required for this method. To reduce the
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Fig. 1 QCA charge configuration 

Fig. 2 QCA wire 

circuit complexity and overcome the limitation of CMOS, this paper presents a new 
latest technology that is used mostly in the recent time research field is called QCA 
nanotechnology. Area required for design proposed in QCA designer is 0.04 µm2. 
So, area improvement in QCA is 1750 times that CMOS transistor design. QCA is 
a widely used method to design a digital circuit in nanotechnology [9]. This method 
is an alternative to CMOS with many additional features and helps to improve the 
efficiency of the circuit’s design. The fundamental elements of QCA are QCA cell. 
In each corner of the QCA cell, quantum dots are located. Totally 4 quantum dots 
in each QCA cell. Every quantum cell contains added number of few electrons to 
represent their binary states in terms of charge configuration in QCA.QCA encodes 
binary information as a charge configuration. It has two polarization states to repre-
sent binary states. If p = +1, it represents binary state1. If p = −1, then it represents 
binary state 0, as stated in Fig. 1. 

A large number of adjacent quantum cells are arranged in series is called QCA 
wire. Adjacent quantum cells which form a QCA wire and create a channel for 
transfer the data based on Columbic interaction. Four different clock phases are used 
in QCA. The QCA wire and clocking phase are depicted in the Fig. 2 and 3. 

The majority voter and inverter are the two major tools for implementing a logic 
function in QCA technology. There are different types of majority voters based on 
their inputs. Inverters are used to invert the input of the signals. It is very useful for 
implementing a logic gate [11, 12].
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Fig. 3 QCA Clocking phase 

2 Related Works 

Majeed et al. [7] developed an encoder by using major tools of logic function in QCA. 
In this paper majority voters and inverter are used to design. Maximum 65% of cells 
are used for implementing a 3-bit encoding. Similarly, 56% of cells are used for 
implementing a 4-bit encoding. Guleria et al. [6] developed a multilayer crossover-
based 4-bit encoding in QCA technology. Tripathi et al. [1] shows that there are 9 
majority voter are used to build OR gates, AND gates and an inverter in this design. 
For implementing a proposed design required area is 0.04 µm2. Ramesh et al. [8] 
implemented a code converter in 2-bit, 3-bit, and 4-bits. In this study, logic gates 
based majority voter are used for implementation. There are 2 AND gates, 1 OR 
gate, and an inverter is used to implement a single EX-OR gate. Jeyalakshmi et al. 
[3] have proposed an enhanced both two type of code converter encoder. Khakpour 
et al. [2] presents the reversible logic is used to give a better solution for warmth 
dissipation in a digital circuit. This paper implements a 3-bit code converter up to a 
5-bit code converter. 

3 Methods 

Code converters are combinational circuits that convert the data information and 
execute arithmetic processes. Logic XOR gates are major tools for designing a code 
converter. The Boolean equation for the encoding scheme is simplified by using 
Karnaugh maps and it shows that three gray outputs of B2G are the XOR gate combi-
nation of the present and previous binary inputs. In this paper, the 4-bit encoding 
scheme is proposed to use for coding techniques which will be used for communi-
cation applications [13]. Majority voter and inverter are not used for implementing 
a proposed XOR logic level gate, which is stated in Fig. 4.
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Fig. 4 Schematic diagram and Layout diagram of special gates 

Fig. 5 Proposed XOR and XNOR logic level gate in QCA 

The existing XOR model is based on majority voter and inverter. Nearly three 
majority voter are used for the single XOR model. But in the proposed XOR model 
two polarization enable inputs are used instead of using majority voter. These two 
polarized inputs create a single structure or single layout for the XOR gates. A and 
B are the input of XOR/XNOR logic level gate [14, 15]. P1 and P2 are the polarized 
inputs of XOR/XNOR logic level, and C is the output. Based on the polarization value 
of two polarized inputs P21 and P2, proposed XOR logic level gates are designed. 
Assign the polarization value of polarized inputs P1 =−1 and P2 =+1 for operating 
the XOR logic operation in this proposed layout. Similarly assign the polarization 
value of polarized inputs P1 = +1 and P2 = −1 for operating the XNOR logic 
operation, as stated in Fig. 5. 

There are a total of 3 numbers of proposed XOR logic level gates are used for 
designing a single code converter. Mathematical expression is used to represent 4-bit 
QCA encoding [16, 17].
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Fig. 6 Schematic diagram of basic encoding circuitry 

G3 is expressed as B3 (1)

G2 is equivalent to logical ex − or of B3 and B2 (2)

G1 is logically expressed as the ex − or operation of B2 and B1 (3)

G0 is equivalent to logical ex − or of B1 and B0 (4)

Figure 6 shows that schematic diagram of basic encoding circuitry for optimized 
Boolean expression [18]. Boolean expression statement for 4-bit B2G encoding as 
shown in Eq. 1 to 4 and lookup table for 4-bit B2G encoding circuitry as follow. 

Table 1 and Fig. 7 shows the layout of the QCA based encoding circuitry. The 
green colour quantum cells in this diagram are representing normal cells. Blue colour 
quantum cells are representing input cells. Yellow colour quantum cells are repre-
senting output cells [19, 20]. Finally, orange colour quantum cells are representing 
polarization cells.
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Table 1 Lookup Table for 4-bit B2G encoding circuitry 

Binary inputs Gray outputs 

B3 B2 B1 B0 G3 G2 G1 G0 

0 0 0 0 0 0 0 0 

0 0 0 1 0 0 0 1 

0 0 1 0 0 0 1 1 

0 0 1 1 0 0 1 0 

0 1 0 0 0 1 1 0 

0 1 0 1 0 1 1 1 

0 1 1 0 0 1 0 1 

0 1 1 1 0 1 0 0 

1 0 0 0 1 1 0 0 

1 0 0 1 1 1 0 1 

1 0 1 0 1 1 1 1 

1 0 1 1 1 1 1 0 

1 1 0 0 1 0 1 0 

1 1 0 1 1 0 1 1 

1 1 1 0 1 0 0 1 

1 1 1 1 1 0 0 0 

Fig. 7 Layout of proposed encoding circuitry in QCA 

4 Results and Discussion 

The proposed QCA encoding circuitry is designed and simulated using QCAD. QCA 
Designer software is used for the design. Then assign the inputs and outputs for the 
design code converter. For assigning inputs and outputs click the select button in 
the left corner of the software. Figure 8 shows that inputs/outputs assigning. After 
assigning code converter in software then go to the left corner of the window click the 
simulation and select the simulation engine setup button. The bistable approximation 
window is open automatically. In this bistable approximation, the window selects 
the options button. Bistable options are open. In this option, there is so many default
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Fig. 8 Assigning inputs and outputs of code converter 

values present. In that select the animate option. The representation of bistable options 
window is shown in Fig. 9. 

After the simulation engine setup is finished. Then select the simulation options 
and click the simulation vector setup. The input vector setup table is open automati-
cally. Assign input value to the proposed design in this vector table setup based on 
encoding circuit truth table. The input vector table setup is shown in Fig. 10. 

When binary input B0 is alone high, then their corresponding gray output G0 is 
high and remaining gray outputs are low. When binary input B1 is alone high, then 
their corresponding gray outputs G0 and G1 is high and remaining gray outputs are 
low. When two binary inputs B0 and B1 are high, then their corresponding gray output 
G1 is high and remaining gray outputs are low. The response for the given input is 
observed in Fig. 11. 

The comparative Table 2 enumerate XOR gate. In existing XOR gate structure 
cell count is 51 cells and area is 0.08 µm2. But in proposed structure cell count for

Fig. 9 Bistable options window
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Fig. 10 Input vector table setup 

Fig. 11 Encoding circuitry simulation response for the input pattern 

Table 2 Comparative table for XOR gate and encoding circuitry 

Ex-Or gate Existing structure [1] Proposed structure 

Cell count 51 cells 13 cells 

Area 0.08 µm2 0.02 µm2 

4-bit encoding circuitry Existing structure [2] Proposed structure 

Cell count 225 cells 43 cells 

Area 0.43 µm2 0.04 µm2
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Table 3 Comparison between XOR gate and Code Converter for proposed structure 

Proposed structure 

QCA structure Cell count Area µm2 Latency (Clocking cycle) 

Ex-Or Gate 13 cells 0.02 µm2 1 

4-bit encoding circuitry 43 cells 0.04 µm2 1 

XOR gate is 13 cells and area is 0.02 µm2. The Table 2 shows that the comparison 
between existing structure and proposed structure for code converter. In existing 
code converter structure cell count is 225 cells and area is 0.43 µm2. But in proposed 
structure cell count for code converter is 43 cells and area is 0.04 µm2. In addition 
to this, Table 3 indicates the comparison between XOR gate and code converter for 
proposed structure.

5 Conclusion 

This paper first proposed XOR logic level gate and then 4-bit code converter is 
proposed based on XOR logic level gate in QCA technology. The proposed 4-bit QCA 
encoding circuitry has been occupied the space of 0.004 µm2 and the latency of one 
clock cycle. It required 13 numbers of cell count to design. Proposed code converter 
is very smaller in size compare to existing method. Due to lower latency in proposed 
method cell count is less. This work has been proved efficient programmable circuit. 
Using this proposed XOR logic level gate, we will design more complex circuits in 
future. 
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Design of Smart Voice Enabled Walking 
Stick for Visually Impaired 

R. Santhana Krishnan, V. Nagaraju, N. Sasikala, K. Lakshmi Narayanan, 
S. Sundararajan, and Y. Harold Robinson 

Abstract India contributes to about 22% of the world visually impaired population. 
These people face many difficulties while traveling from one place to another. They 
can’t able to detect the hindrance found in their way while walking. This may lead to 
increase in life threatening activity if they are not warned of the hindrances found on 
their path way. To alert the visually impaired people from this sort of life threatening 
activity we propose a “Smart Stick” for Visually Impaired People. This stick is 
capable of identifying the obstacles on their path way in advance and alerts the 
visually impaired people to travel with utmost precaution. In addition to it, the system 
also alerts the visually impaired person regarding the puddles and blaze in their 
path way. All these activities are also communicated to them with the help of voice 
commands to facilitate them while walking. One of the Family members of the 
visually impaired people will receive the location details through SMS whenever the 
help is requested from the visually impaired persons’ end.
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Keywords Audio play back module · Global positioning system · Global system 
for mobile communications · Puddles · Smart stick · Visually impaired 

1 Introduction 

In India, nearly 40 million people are visually impaired or blind [1], out of which 1.6 
million populations are children. India contributes to 21.9% of the World’s visually 
impaired people. According to survey conducted by Ministry of Health and Family 
Welfare [14], in India the occurrence of blindness has declined to a great extent after 
implementing various strategies from the Indian Government. Even though the rate 
of occurrence of blindness has reduced, the number of people count seems to be in a 
huge number as far as India is concerned. As per the census taken at 2011 [15], nearly 
74% of the disabled population in India is between 5 to 60 years. Out of that disabled 
populations in India, 19% of the population are having eye sight related disability 
issues. Since there is a huge number of visually impaired person are found in India, 
there is responsibility among the citizen to invent a new device which is capable 
of supporting those visually impaired people to perform their routine task. Hence a 
voice assisted smart stick has been proposed which aids the visually impaired person 
during their travel. The important merits of this system are listed below;

• To alert the visually impaired person about the puddles and blaze (fire) in their 
path way.

• To alert the family member whenever the visually impaired person lost his/her 
way during the travel

• To pass the alert information through voice commands during the visually 
impaired person’s course of journey. 

2 Related Works 

Kumar et al. [2] proposed a smart stick which is capable of alerting the blind people 
with the help of Ultrasonic sensor. Similar works were carried out by Manikanta et al. 
[5], Loganathan et al. [11] and Dhanuja et al. [10]. Nowshin et al. [4] proposed an 
intelligent walking stick which is capable of detecting the obstacles on 3 sides (front 
side, left side and right side) of the user using 3 different ultrasonic sensors. This 
is helpful for the blind people to get the alert information regarding the obstacles 
from all the surrounding areas in which they travel. Similar work was carried out 
by Satam et al. [6]. Sathya et al. [3] proposed a Raspberry-pi controlled smart stick 
for the blind people which are capable of identifying the hurdles in their path way 
using ultrasonic sensor. This system can also detect the presence of water using rain 
sensor. Similar works were carried out by Nada et al. [8], Bele et al. [13] and Dada 
Emmanuel Gbenga et al. [12]. Sudhakar [9] designed a smart stick which detects the 
obstacles in the path way using ultrasonic sensor and wetland using the soil moisture
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sensor. Pruthvi et al. [7] discovered a smart stick which is attached with a camera. 
Camera found in the smart stick captures the image in the pathway and sends it to the 
processor. Then the processor compares the images with the trained dataset which 
consists of images of all possible obstacles. Using these details, the processor alerts 
the blind people using a voice command if the camera detects any obstacles in their 
pathway. 

3 Proposed Methodology 

The overall architecture is depicted in Fig. 1, and the architecture comprises of 
Arduino, which gets the data from various sensors [16, 17]. The ultrasonic sensor 
present in this system is capable of detecting the hurdles present in the pathway 
and indicates it to the Arduino [18, 19]. In response to this, Arduino alerts the visu-
ally impaired person by activating the buzzer and the vibration motor. The puddles 
present in the pathway are identified using soil moisture sensor and similarly the

Fig. 1 System architecture
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flame particles present in the pathway are identified using flame sensor [20]. The 
information gathered by these sensors are sent to Arduino. After that Arduino alerts 
the visually impaired person by activating the buzzer and the vibration motor. Based 
upon the information received from the sensors, the voice command is activated by 
Arduino which helps the visually impaired person to travel precautious [21, 22]. 
Whenever the visually impaired person reaches an unknown place or if he forgets his 
way to home, then he is allowed to press an emergency push button. This will further 
trigger the Arduino to get the current location of the person from the GPS module 
and sends it to the family member through GSM to rescue them safely [23, 24]. 
Location of various sensors and other hardware components on the smart walking 
stick are shown in Fig. 2.

The overall flow of this system is explained using following steps, and Fig. 3 
explains the overall flow diagram.

Step 1: The push button status is read by the Arduino when the system is turned 
ON. 
Step 2: If the visually impaired person pressed the push button, then the Arduino 
gets the location information from GPS and sends the location details to family 
member through GSM module [25]. 
Step 3: Arduino reads the values of all the available sensors. 
Step 4: Ultrasonic sensor is capable of detecting the hurdles in the footpath and 
send an alert information to the Arduino. Flame senor is capable of detecting the

Fig. 2 Sensor and other 
hardware locations on the 
smart walking stick
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Fig. 3 Overall flow diagram 

flame particles present in the footpath and send an alert information to Arduino. 
Similarly, soil moisture sensor identifies the puddles in the footpath and sends an 
alert information to Arduino.
Step 5: Based on the inputs received from various sensors, Arduino sends the 
corresponding voice message. At the mean time it also activates the buzzer and 
vibration motor to make the visually impaired person physically feel the alert.

4 Result and Discussion 

The proposed voice enabled smart stick for visually impaired system setup is 
explained using the Fig. 5. The major components of this system are GPS, Soil 
Moisture Sensor, Flame Sensor, GSM and Ultrasonic Sensor. The ultrasonic sensor 
present in this system detects the obstacle in the footpath and convey the information 
to Arduino. In turn Arduino activates the buzzer and the vibration motor to alert the 
visually impaired person regarding the hurdle. Flame sensor and soil moisture sensor 
present in this system are proficient in identifying the fire and puddles in the footway 
and sends an alert signal to Arduino. In turn Arduino activates the buzzer and the 
vibration motor to alert the visually impaired person regarding the fire and puddles 
present in the footpath. Based upon the information received from the sensors, the 
voice command is activated by Arduino which helps the visually impaired person 
to travel precautious. Whenever the visually impaired person reaches an unknown
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Table 1 Comparative 
analysis between the 
proposed and the existing 
methods 

Methods MSE RMSE 

Existing model [12] 0.89 0.97 

Proposed model 0.62 0.65 

place or if he forgets his way to home, then he is allowed to press an emergency push 
button. This will further trigger the Arduino to get the current location of the person 
from the GPS module and sends it to the family member through GSM to rescue 
them safely. This is explained using Fig. 6. Additionally, compared to existing model 
[12], the proposed model attained better performance in terms of MSE and RMSE, 
which is denoted in Table 1, and Fig. 4. 

Fig. 4 Graphical analysis of 
the proposed and the existing 
methods 

Fig. 5 SMS intimation to 
family member
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Fig. 6 Overall system setup 

5 Conclusion 

The proposed smart stick will be very helpful for the visually impaired students in 
many ways. This stick identifies the obstacles on the path way in advance and it alerts 
the visually impaired people to travel with utmost precaution. In addition to it, the 
system also alerts the visually impaired person regarding the puddles and fire in their 
path way. This system also conveys the GPS location details to the family member 
whenever the help requested by the visually impaired person. All these activities 
are also communicated to them with the help of voice commands to facilitate them 
while walking. Hence, the proposed system facilitates the visually impaired people 
to travel anywhere without any hesitation. 
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Diagnosis of Parkinson’s Disease Using 
Optimized Neural Network Model 

M. Anila and G. Pradeepini 

Abstract Parkinson’s disease being neuro-degenerative syndrome that effects 
central nervous system and is observed in many people worldwide. PD diagnosis 
is complex for the clinicians as it requires meticulous analysis of the patient. Though 
there are many characteristics and symptoms that indicate the disease, voice char-
acteristics play a major role among the predictive characteristics. Person with PD 
experiences several vocal degradations like shaky and low speech. Voice analysis 
offers the additional benefit of being non-invasive, low cost and simple to diagnose. 
Many enthusiastic and great researchers have created new models and improved 
existing models in this area, and there is a vast amount of research in this field all 
over the world. The proposed optimized neural network (Opt-NN) model is imple-
mented and compared it to various algorithms such as random forests, SVM, XG 
Boost, and KNN. Among all the algorithms used, the proposed model turned up to 
be the best algorithm with accuracy 95.14% 

Keywords Accuracy · K-Nearest neighbor principal component analysis 
Parkinson’s disease · Neural network · Random forest · SVM · XG boost 

1 Introduction 

Parkinson’s disease is a progressive neurological disease that primarily affects the 
elderly. The cause of Parkinson’s disease is unclear, but if the disease is diagnosed 
at early stage, the symptoms can be alleviated. Majority of the studies revealed that 
people with Parkinson’s disease had voice problems. As a result, voice data can be 
used to diagnose Parkinson’s disease [1–3]. 

Millions of people are affected with Parkinson’s disease, according to the Amer-
ican Parkinson Disease Association, and causes severe health problems. Even though 
people with Parkinson’s disease show a wide range of symptoms, determining the 
root cause remains difficult. People over the age of 60 are more likely to develop
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this disease early because their bodies are more susceptible to degenerative diseases. 
PD is caused by a lack of dopamine or a decrease in dopamine levels, which makes 
motor movements difficult. There are two types of PD symptoms: motor symptoms 
and non-motor symptoms, clinical tests of motor symptoms are used to diagnose the 
disorder. Most patients with Parkinson’s disease have vocal impairments, which are 
referred to as dysphonia. The key characteristic used to diagnose the presence of PD 
is dysphonia [4–6]. 

The diagnosis of Parkinson’s disease at an early stage is a difficult challenge 
for doctors because the symptoms intensify and affect the individual day by day. 
Many researchers in this area have conducted comprehensive surveys and developed 
numerous models for detecting Parkinson’s disease. [7] created a model that used 
a combination of SVM and a Gaussian Radial basis kernel function to predict PD 
with a 91.4 percent accuracy. [8] have done a comparison of regression tree, decision 
tree, and ANN and found that ANN produces better results. [9] proposed a multi-
class classifier with an accuracy of 89.47 percent, as well as a new collection of 
measures and a different strategy for selecting features. [10] presented a fuzzy-based 
transformation methodology that was mixed with an SVM classifier to achieve a 
93.47 percent accuracy. For successful classification, it is critical to practice feature 
selection to select the most important attributes [11]. 

Aim of this paper is to develop an optimized Neural Network Model for clas-
sification of PD. We proposed, an optimal NN-model including PCA for attribute 
selection. Remaining content of the paper is organized as: various aspects and results 
achieved by other authors is discussed in Sect. 2. Then we presented our Proposed 
methodology in Sect. 3 along with metrics and Sect. 4 deals with experimental set-up, 
results, and discussions. The next section includes future scope and conclusions. 

2 Literature Survey 

The analysis for PD diagnosis using voice dataset is discussed in [1]. The speech 
dataset is analyzed using a variety of machine learning algorithms. The speech dataset 
includes the voice frequencies of 31 Parkinson’s disease patients. NN shows highest 
accuracy of all algorithms, while random forest has a decent accuracy and Naive 
Bayes has the lowest accuracy for disease detection. 

The author proposed a hybrid intelligent framework for predicting disease progres-
sion in the paper [2], which used unique methods to eliminate noise, a clustering 
method to define class labels, and prediction methods to predict disease progres-
sion. PCA is used to determine which dimensions are the most important. Later, 
SVR approaches, and neuro-fuzzy interface systems are used. This hybrid intelli-
gent system significantly improved the accuracy of PD prediction. Using deep neural 
networks on speech datasets, the severity of the disease can be predicted [3]. Tensor 
flow is a deep learning library that is used to implement artificial neural networks to 
predict the state of Parkinson’s disease.
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The experiment was evaluated using standard methods for separating a healthy 
person from a person with Parkinson’s disease by detecting dysphonia in this paper 
[4]. PPE (Pitch Period Entropy), a new measure of dysphonia, is added. This proce-
dure has been found to be reliable and has revealed only a few perplexing results. 
The ability to distinguish healthy people from people with Parkinson’s disease has 
been demonstrated with a kernel SVM approach in conjunction with conventional 
methods. The use of dysphonia measurements for early diagnosis of Parkinson’s 
disease is discussed [5]. The study’s aim is to find the smallest subset of features that 
are important to PD score. This method yielded two scores to denote the test sample, 
i.e., an individual with Parkinson’s disease or a healthy person. To optimize predic-
tion generalization, a model with minimal bias was also used. To construct learning 
functions based on characteristics, a combination of the expectation maximization 
algorithm and genetic programming (GP-EM) is used in this paper [6]. To fit the 
data as a modular structure, the transformed data is modelled as a Gaussian mixture 
using EM. This allows us to determine whether or not an individual has Parkinson’s 
disease. 

Genetic Algorithm, Extreme Learning Machines and Wavelet Kernel are used in 
the proposed solution. For classification, an ELM learning approach is used to train a 
single layer neural network. In the WK-ELM structure, WK has three customizable 
parameters. The number of hidden neurons chosen in the architecture had a significant 
impact on ELM output. To find the best values for these parameters and the number 
of hidden neurons in ELM, a genetic algorithm was used. A few metrics, such as 
sensitivity, accuracy, and ROC curves, are used to assess the efficacy of proposed 
methodology. 

One of the most cost-effective strategies for diagnosing people is to use a Deep 
Belief Network [8]. The DBN is capable of diagnosing Parkinson’s disease by sepa-
rating and analyzing patients’ speech data. After the most important features have 
been detected, the DBN is used to establish a pattern and fit voice samples. DBN uses 
two stacked Restricted Boltzmann Machines (RBMs) and an output layer to clas-
sify PD. Since the initial weights are random, the RBM technique is used in unsu-
pervised learning. The fine-tuning is done with Back Propagation. The proposed 
system’s efficacy is assessed by contrasting experimental findings with different 
methodologies. 

The optimal solution to the problem of Parkinson’s disease is identified in this 
paper [9], which involves three major steps and a novel Multiple Feature Evalua-
tion method. The proposed approach uses a multi-agent scheme with five classifica-
tion techniques: Naive Bayes, Decision Tree, Neural Network, Random Forest, and 
SVM. The tenfold-CV is used to measure process learning and monitor performance 
differences. The results show that MFEA identifies the best set of attributes and thus 
improves classifier efficiency. 

They used an incremental support vector machine to estimate the Unified 
Parkinson’s Disease Rating Scale in this paper [10] (UPDRS). The aim of this 
approach is to minimize the amount of time needed to diagnose Parkinson’s disease 
and improve the performance. The study’s key findings are that the approach
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Table 1 Hyper parameter 
setting 

Number of hidden layers 3 

Number of neurons in hidden 
layer 

50, 180, 546 

Epochs 100 

Batch sizes 15 

Activation function ReLu (Hidden Layers), 
sigmoid (Output Layer) 

Optimizers SGD 

Learning rates 0.01 

Performance metrics Accuracy, MSE, MAPE, 
F1, Recall, Precision 

Cross-validation 10 

incorporates reducing dimensions/features, clustering techniques, and improved PD 
prediction accuracy while reducing computation time. 

The author of this paper [11] used speech impairments to predict Parkinson’s 
disease. The earliest symptom of this condition is a loss of voice. As a result, the 
author proposed a DNN classifier with stacked auto encoder as well as a SoftMax 
classifier to predict it. They used two separate datasets for this study. The dataset 
contains the “Parkinson Speech Dataset with Several Types of Sound Recordings 
(PSD)” and “Oxford Parkinson’s Disease Detection (OPD)” datasets to differentiate 
between individuals with PD and those who are not. Deep neural networks achieve a 
94% accuracy rate. To predict Parkinson’s disease, various machine learning methods 
such as SVM, LDA, regression trees (RT), KNN, naive Bayes, RBF-NN, and Maha-
lanobis distance classifier are used. The SVM classifier had the best overall results. 
SVM achieves a 92.7% accuracy rate [12]. Feasibility study is given in the Table 1 
containing information of authors and their methodologies. 

3 Proposed Methodology 

There are two important steps in our proposed method. The following sub sections 
clearly describe the process. First sub-section is made to explain importance of data 
visualization and the later sub-section presents the proposed approach of diagnosing 
PD. 

3.1 Data Visualization 

Data visualizations will reveal new perspectives to those who are unfamiliar with the 
data, as well as communicate conclusions to those who may not see the raw data.
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We used a dataset from the University of California, Irvine (https://archive.ics.uci. 
edu/ml/index.php). with a total of 31 records of people, 23 of whom are affected and 
8 are not. The participants were between the ages of 46 and 85. Everyone gave an 
average of six continuous vowels “ahh…” to speak, ranging in length from one to 36 s 
[13], for a total of 195 samples. Different measures were applied to each recording, 
resulting in 22 real-value features. The last attribute (23rd feature) in the dataset 
shows the patient’s condition, i.e., 0-represents a stable patient and 1-represents a 
patient with Parkinson’s disease. Representation of boxplots, for every feature for 
visualization of data can be seen in Fig. 1. Boxplot also known as whisker-plot, is 
a five-point summary of data distribution (“minimum”, first quartile (Q1), median, 
third quartile (Q3), and “maximum”). It provides information regarding the outliers 
and their values. It also gives us whether our data is symmetrical, and whether data 
is skewed [15]. 

Fig. 1 Boxplots for Features in the PD voice Dataset

https://archive.ics.uci.edu/ml/index.php
https://archive.ics.uci.edu/ml/index.php
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3.2 Methodology 

The basic step is to choose a desired model by the construction of a Neural Network 
Architecture. To do so, the following steps are performed: 

a) Load dataset, the features extracted from voice recordings of the patients. 
b) Perform pre-processing to remove noisy data (if any). 
c) Apply PCA to extract most-relevant features. PCA is relied on the assumption 

that only the features with the most variance contain the information about 
certain classes. 

d) Implement ML algorithms like KNN, Random Forest, SVM and XGBoost with 
proposedalgorithm. 

e) Compare accuracies of all algorithms 
f) Assessment of Model is done with various metrics. 

Construction of Neural Network architecture for the Binary classification of PD 
is done as below. 

a) Design the Neural Network with the criteria: Number of input features, Number 
of Hidden Layers, Number of neurons in each Hidden Layer, Class labels. 

b) Execute the NN with hyper parameter tuning, record the accuracy, freeze the 
architecture for further implementation. 

As a part of Data pre-processing, each attribute/feature is checked with presence 
of missing or null values and when it is done while implementation of our code, it 
is observed that no such values are existing. So, the methodology followed by the 
design of Neural Network with hyper parameter tuning. Following Fig. 2 depicts 
flow of proposed methodology, Opt-NN. 

To ensure that most relevant features are extracted, Principal Component Analysis 
is used. The purpose, to make sure the most important features are identified so that 
we get better accuracy than existing models. Out of 22 features (23rd feature being 
representing status/label), 17 features are extracted. 

Implementation of algorithms is performed using python in Google colab notes 
(https://colab.research.google.com). For hyper parameter tuning and setting up the 
architecture of Optimized Neural Network, GridSearchCv method for selecting hyper 
parameters and the setting of those values returned by the method as given in the Table 
1, which when considered, achieved better accuracy than other existing models. As 
part of optimizer, SGD is used. In each iteration, SGD selects one data point at random 
from the whole data collection, thereby reducing computations. Neural Network with 
hyper parameter tuning is done as follows:

https://colab.research.google.com


Diagnosis of Parkinson’s Disease Using Optimized Neural Network … 373

Fig. 2 Proposed Opt-NN approach 

4 Results and Discussions 

We have used Python programming in Google colab for implementation of Opt-
NN. It includes Artificial Neural Networks, Random Forest, SVM, XG-Boost, and 
KNN. To assess the performance of Opt-NN various metrics like Accuracy(ACC), 
precision, recall, f1-score MSE and MAC are recorded and is presented in Fig. 3 
below. 

The performance measure of the proposed model is given in Table 2. In this  
research work, mean square error, mean absolute classifier, recall, accuracy, F1 score, 
and precision values are evaluated. 

4.1 Comparative Analysis 

The Comparison of mean square error, mean absolute classifier, recall, accuracy, F1 
score, and precision values are given in Table 3. The proposed design achieved 0.05 
value of mean absolute classifier, 0.95 recall value, 0.95 F1- score, and accuracy 
in 95.17%. In proposed design, mean square error, mean absolute classifier, recall, 
accuracy, F1 score, and precision values are improved than the conventional methods 
[11–14].
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Fig. 3 Comparison of metrics 

Table 2 Performance measure 

Performance 
parameters 

Mean absolute 
classifier 

Recall Mean squared 
error 

Accuracy F1-score Precision 

Values 0.05 0.95 0.18 95.14 0.95 0.95 

Table 3 Comparison of performance parameters 

Designs Mean absolute 
classifier 

Recall Mean squared 
error 

Accuracy F1-score Precision 

RF [9] 0.1 0.45 0.9 94.2 0.45 0.45 

SVM [10] 0.12 0.5 0.8 92.21 0.5 0.5 

XGboost [11] 0.08 0.65 0.7 91.4 0.65 0.65 

KNN [12] 0.15 0.7 0.4 86.21 0.7 0.7 

Proposed design 0.05 0.95 0.18 95.14 0.95 0.95 

5 Conclusion 

Parkinson’s disease (PD) is a neurodegenerative ailment that affects the neurolog-
ical system of the aged, with symptoms that progressively worsen. The condition is 
detected in this study by analyzing the voice data of persons with Parkinson’s disease. 
Random Forest, KNN, SVM, and XG Boost are some of the machine learning algo-
rithms utilized for this. For all the models employed, error rates are determined, and 
performance measures are analyzed to classify the best model. Accuracy, f1-score,
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recall score, precision score, confusion matrix, and classification report are among 
the measures. With an accuracy of 95.14%, precision of 0.9484, and a f1-score of 
0.9484, Opt-NN emerges as the best model among all the other ML approaches. 
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Drug-Drug Interactions and Side Effects 
Prediction Using Shallow Ensemble Deep 
Neural Networks 

Alpha Vijayan and B. S. Chandrasekar 

Abstract Drug- Drug Interactions (DDI) is one of the key challenges faced in the 
drug development process. An average serious disease patient can take up to 8–10 
drugs. The interaction between these drugs and likely hood of creating the side effects 
is very high, which includes total organ damages and leads to death as well. The 
DDI study is the need of the hour as most patients take multiple drugs at a time. The 
identification of DDI and it side effects requires millions of different combinations to 
be analyzed and predict the side effects upfront, to reduce the damage due to multiple 
drugs consumption. The time taken for drug development is usually is ten years for a 
single drug, which involves large cost. Study of interactions between multiple drugs 
itself takes 3–4 years. This paper proposes a custom deep shallow network with 2 
hidden layers and ensemble multiple deep shallow networks to predict the side effects 
of Drug-Drug Interactions. 

Keywords Activation functions · Deep neural network · Deep shallow neural 
networks · Drug-Drug interactions · Ensemble machine learning models 

Abbreviations 

CAS Chemical Abstracts Service 
DSSTox Distributed Structure-Searchable Toxicity 
InChI International Chemical Identifier 
IUPAC International Union of Pure and Applied Chemistry 
HPC High Performance Computing 
ODSF Optimized Drug Similarity Framework
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OTC drugs Over the Counter drugs 
LASSO Least Absolute Shrinkage & Selection Operator 
MeSH Medical Subject Headings 
MHRA Medicines & Healthcare products Regulatory Agency 
PRR Proportional Reporting Ratio 
RSS Residual Sum of Squares 
RTECS Registry of Toxic Effects of Chemical Substances 
SMILES Simplified Molecular-Input Line-Entry System 
SRS Spontaneous Reporting System 
UNII Unique Ingredient Identifier 

1 Introduction 

A Drug-Drug Interaction can be defined as interaction between multiple (2 or more 
drugs) when consumed at the same time period. DDI side effects occur when a 
particular is drug consumed while another drug is still active in metabolism. The 
drugs consumed can be different either a prescription medication or over the counter 
drugs or regular herbal or vitamins related drug. The consumption of both drugs 
can alter the way each drug functions and cause unexpected side effects. When 
multiple drugs are being taken; the interaction between the drugs happens, which 
can potentially increase or decrease the effectiveness of the drug. Hence, people 
who takes multiple medications are at greater risk for interactions. In summary, the 
likelihood of side effects increases with the number of drugs consumed as a part of 
the medication treatment. 

2 Literature Review 

An extensive literature survey to understand the existing work has been carried out 
and summarized. 

Qiu et al. [1] performed a detailed analysis on all the drug- drug interac-
tion research studies under three categories, literature-based extraction methods, 
machine learning-based prediction methods and pharmacovigilance-based data 
mining methods. Each paper was compared with different other researches in terms 
of accuracy and other model performance metrics. The proposed model falls under 
literature-based extraction methods and this paper was used as point of reference for 
comparison of proposed solution with historical research work. 

Zylich et al. [2] proposed a visualization tool that can combine the existing algo-
rithms and made the application available to users via web platform. There was 
no novel algorithm was proposed, they have combined 2 different algorithms and 
generated predictions based on these two algorithms.
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Xu et al. [3] Proposed full attention mechanism models that can be used to predict 
drug- drug interactions. The researchers used User Generated Content for Drug-Drug 
Interaction Extraction content for predicting drug- drug interaction. An effective 
model should consider the properties of drugs and their structural chemical details 
to predict the drug- drug interactions. The current proposed model fails short for 
using as an input to health care industries due to lack drug structural composition 
considerations. 

Zheng et al. [4] proposed an Optimized Drug Similarity Framework (ODSF) for 
result forecast. A clustering-based strategy was then embraced to upgrade OCDS 
and aberrant medication closeness which could support the immediate medication 
similitude was registered. The clustering-based strategy is considered to be effective 
when similar drugs are present in the sample database considered for the analysis. 

Ngufor [5] research work manages methodical and organized prescient model for 
ADRs created from pre-clinical qualities of medications and unconstrained reports 
of ADRs in an appropriated superior processing structure. Prescient exactness was 
improved by utilizing Variational Bayesian outfit learning strategy. Carried out on 
HPC cloud machines, the Bayesian graphical outfit technique beat different strate-
gies considered for correlation. Measurements for correlation were AUC and G-mean 
over an aggregate of 800 known results. The instinct behind the grouping approach 
utilized in this examination depends on the perception that comparative medications 
show comparative results, and prescient models built inside each bunch can be more 
exact than worldwide models developed on the total training set. The research works 
include the patient characters to be included in the side effects prediction. The spon-
taneous reporting system is traditional recommendation system that can suggest the 
side effects of the drug- drug interactions. The study is depending on the correlation 
between the variables under consideration. Correlation studies are subject to outlies 
and can create high error results. 

Lu [6] research work point Adverse drug reactions (ADRs) are the major source 
of morbidity and mortality. An aggregate of 1000 assortments of medications were 
examined under 3 distinct classes (Rx, OTC-A, OTC-B). It is to be observed that 
Risk level of Rx drugs interaction is very high when compared to OTC- A, OTC-B. 

A combined multi class order model was built to predict the drug- drug interac-
tions. Frequentist/non-Bayesian Signal discovery techniques, for example, Propor-
tional Reporting Ratio (PRR), Reporting Odds Ratio (ROR), Medicines and Health-
care items Regulatory Agency (MHRA) and Bayesian strategy like Information 
Component (IC) were utilized. A combination of different machine learning algo-
rithms like Random Forest (Bagging algorithm), Gradient Boost (Boosting algo-
rithm), Ada Boost (Boosting calculation) and Logistic Regression (individual 
algorithm). Destroyed procedure was utilized to adjust the imbalanced dataset. 

Lee and Huang [7] presented drug results (SEs) are a significant bottleneck for 
drug advancement. The interaction of post-market drug withdrawal is exorbitant. 
Thus, the capacity to assess the likely symptoms of medications however ahead of 
schedule as conceivable seems to be basic during the medication plan and advance-
ment measures. The aftereffects of these assessments can be utilized as direction in 
the work to diminish results and give safe treatments in the clinical setting.
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Table 1 Variables and dataset used for analysis-dependent variable: Side Effects (1–10) 

Category Independent variables 

Structures Crystal Structures, D Conformer, D Structure 

Names and identifiers Canonical SMILES, InChI Key, InChI, IUPAC Name, 
Computed Descriptors, 

Molecular formula Depositor-Supplied Synonyms, MeSH Entry Terms, 
DSSTox Substance ID, UNII, UN Number, RTECS Number, 
NSC Number, ICSC Number, European Community (EC) 
Number, Deprecated CAS, CAS, 

Chemical and physical properties Springer Materials Properties, Other Experimental 
Properties, Kovats Retention Index, Collision Cross Section, 
Dissociation Constants, pKa, Decomposition, Stability/Shelf 
Life, LogP, Vapor Pressure, Density, Solubility, Flash Point, 
Melting Point, Boiling Point, Odor, Color/Form, Physical 
Description, Experimental Properties, Computed Properties, 

3 Proposed Methodology 

3.1 Data Collection 

For harvesting drug characteristics from the PUBCHEM database, a custom script 
was built. It scrapes the InChI, Drug Canonical SMILES, Molecular Formula, Depre-
cated CAS, and DSSTox Substance ID after the user enters the relevant drug name. 
The molecular formula will reveal the medicine’s components and will be utilized 
to construct the specific molecules that will be used to make the drug. The data 
from PUB CHEM was scraped using a combination of traditional API and effec-
tive scraping techniques. The independent and dependent variables utilized in the 
analysis are as follows (Table 1): 

3.2 Pre Processing 

The data is scraped from PubChem database and processed through a series of 
steps like null value treatment, outlier treatment, standardization, normalization, 
non-character value remove. By doing these series of steps we have created a clean 
dataset which can used as an input for neural networks. 

4 Model Network-Ensemble Algorithms 

A deep shallow network of 5 layers and each layer has 8 nodes have been created to 
validate multiple regression algorithms. We have considered different properties of
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Fig. 1 Shallow neural network architecture 

drugs as dependent variables and side effects as y variable (Index of seniority of the 
drug). We have used 3 different algorithms and variables used for prediction of the 
final outputs. 

Steps in the Algorithm 

1. Create a deep shallow neural network with 2 hidden layers of 8 nodes each. 
2. The activation functions that process the information are found in each layer. 
3. Reduce the loss in each cycle through backpropagation. 
4. To complete the final outputs, arrive at a minimum RMSE (Figs. 1 and 2). 

4.1 Multivariate Regression 

The most popular prediction model across multiple areas is an algorithm that analyses 
the relationship between the variables are expressed from Eq. (1) to Eq.  (5). 

RSS(β) = (Y − Xβ)T (Y − Xβ) (1)

We can use the least-square estimator to evaluate the boundaries: 

β∧ = argmin β(Y − Xβ) (2)

We can infer a closed structure for the estimator by calculating derivatives with 
respect to the parameters and setting the parameters. it equal to 0:
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Fig. 2 Ensemble shallow neural network models 

∂ RSS∂β∂ RSS∂β =  −2XT
(
Y − Xβ∧) =  −2XT  Y  + 2XT  Xβ∧ = 0  (3)

solving for β^ we have:  

XT  Xβ∧ = XT  Y  (4)

β∧ = (XT  X  ) − 1XT  Y (5)
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With labels and it is use that to build the model and the output variables that can 
be predicted is only continuous variables. It is most common predictive model across 
various domains. 

4.2 Lasso Regression 

Lasso Regression Required iteration to get the final solution. It makes Lasso compu-
tationally more intensive and it takes the sum of absolute values of coefficients 
(λ � |α|). We can change the first streamlining issue with the limitation charac-
terized by least absolute shrinkage and selection operator, LASSO is expressed in 
Eq. (6) and (7). 

β∧ lasso = argmin B{(Y −−XB)T (Y−−XB) + AY j = 1p|β jl} (6)

or, in an equivalent form: 

β∧ lasso = argmin β(Y−−XB)T (Y −−Xβ), subject to
∑

j = 1 p|β j | ≤ t 
(7)

The parameter λ ≥ 0 controls how much shrinkage you want. If you set λ = 0 
we are back to the standard linear model. 

4.3 Ridge Regression 

β∧ ridge  = argminβ{(Y − Xβ)T (Y − Xβ) + AY j = 1B2 j} (8)

or, in an equivalent form which are expressed in Eq. (8) and (9): 

β∧ ridge  = argmin B(Y −−Xβ)T (Y −−Xβ), subject toy j = 1 β2 j < t, (9)

Again, if you set λ = 0 we are back to the standard linear model. 

4.4 Elastic Net Regression 

This is one of Regularized Linear Regression which is a combination of both 
(L1&L2) Ridge and lasso (they are penalty functions) forms an ensemble technique 
which is expressed in Eq. (10). It overcomes 

β∧ relastic  net  = argmin β{(Y −−Xβ)′′(Y−−Xβ) + ADj  = 1(@β2 j
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+ (1−−a)|β jl)} (10) 

The drawbacks of Lasso Regression, for q ≥ 0. 
We set several constraints for the optimization problem by changing the value of 

q. We make a tradeoff between tether and edge relapse while selecting estimations of 
q(1, 2). One problem with this methodology is that, except from q = 1, the capacity 
is differentiable at 0 and so LASSO’s feature selection capacity is lost. The elastic 
net is offered in this context as an alternative regularization strategy that preserves 
the lasso’s capabilities for feature selection while shrinking coefficients of correlated 
characteristics like ridge (0, 1). The elastic net becomes a lasso when the value is 0, 
and a ridge when the value is 1. 

5 Results and Inferences 

5.1 Algorithm’s Comparisons 

A set of 1000 drugs has been considered into for the analysis and for the verification 
of proposed methodology. Below results are the summary of outcomes (Table 2). 

To predict side effects and no side effects, four different models were used as 
the basic classifier. These are high-accuracy individual classifiers. To anticipate the 
model’s eventual outcome, an ensemble model based on these individual classifiers 
was developed. Each model tested had an accuracy of at least 80%, and a combination 
of these four models resulted in a 91% accuracy (Table 3). 

Table 2 Comparative analysis-proposed algorithms 

Multivariate 
regression 

Lasso regression Ridge regression Elastic net 
regression 

Side 
effects 

No side 
effects 

Side 
effects 

No side 
effects 

Side 
effects 

No side 
effects 

Side 
effects 

No side 
effects 

Side 
effects 

420 66 414 66 402 62 426 24 

No Side 
effects 

80 434 86 444 98 438 84 486 

Table 3 Comparative analysis-historical research 

State-of-the-art model Year of publication Accuracy (%) Recall (%) Specificity (%) 

Proposed model 2021 91 84 85 

Qiu et al. [1] 2021 78 82 84 

Zylich et al. [2] 2020 85 81 76 

Bo et al. [3] 2019 88 79 77
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Table 4 Model key performance indicator comparison-values 

Model Accuracy Recall Specificity 

Regression 85 0.84 0.86 

Lasso 84 0.828 0.87 

Ridge 84 0.8 0.8 

Ensemble deep neural network 91 0.84 0.85 

5.2 Historical Research Comparison 

Shallow neural networks, according to the statistics, outperform the existing model 
in terms of accuracy by a significant margin. According to a recent study that used 
a variety of methods, up to 88% of predictions were true. Using a unique ensemble 
deep shallow neural network, we were able to achieve a final accuracy of around 91%. 
The predictions are double-checked using k fold validation methods to ensure that 
they are right. Other metrics such as false positive rate, true positive rate, precision, 
recall, and f1 score have been calculated and compared for different models. The 
suggested network outperforms on all of the aforementioned critical performance 
parameters (Table 4). 

5.3 Comparison Charts 

Many independent researchers’ results compared to the over model during the last 
three years showed that we outperformed all other research papers in terms of 
accuracy, recall, specificity, and F1 Score. We notice a 5% gain in accuracy when 
comparing older tests to the current proposed model. This is a significant rise when 
compared to earlier study. Both independent and ensemble neural networks were 
used in the proposed model. The ensemble model outperformed individual models 
on all KPIs, including accuracy score, precision, and recall (Fig. 3).
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Fig. 3 Graph-model key performance indicator comparison 

6 Conclusion 

Deep networks are a type of network that is used to tackle problems of greater 
complexity. We can answer some of the main breakthrough research problems in the 
health care industry using an efficient quantum computing and algorithms. Because 
there are hundreds of characteristics to consider throughout the calculations, deter-
mining the best combination of pharmaceuticals that can be eaten together is a huge 
computational problem. The proposed model is based on recognizing these inter-
actions at a granular level and determining how drug-drug interactions affect side 
effects. The algorithms were created to work in a variety of ways. The tests were 
carried out using deep neural network simulators and a variety of drug interactions. 
The outcomes were superior to the traditional solutions. 

References 

1. Qiu Y, Zhang Y, Deng Y, Liu S, Zhang W (2021) A comprehensive review of computational 
methods for drug-drug interaction detection. IEEE/ACM Trans Computat Biol Bioinform 1. 
https://doi.org/10.1109/TCBB.2021.3081268 

2. Zylich B et al (2018) Multiple-drug interaction analytics platform: developing a minimum 
viable web application for visualizing multi-drug interactions. Worcester Polytechnic Institute 

3. Xu B et al (2019) Incorporating user generated content for drug drug interaction extraction 
based on full attention mechanism. IEEE Trans NanoBiosci 1. https://doi.org/10.1109/TNB. 
2019.2919188 

4. Zheng Y, Ghosh S, Li J (2017) An optimized drug similarity framework for side-effect 
prediction. https://doi.org/10.22489/CinC.2017.128-068 

5. Ngufor C, Wojtusiak J, Pathak J (2015) A systematic prediction of adverse drug reactions using 
pre-clinical drug characteristics and spontaneous reports, pp 76–81. https://doi.org/10.1109/ 
ICHI.2015.16 

6. Wei J, Lu Z, Qiu K, Li P, Sun H (2020) Predicting drug risk level from adverse drug reactions 
using SMOTE and machine learning approaches. IEEE Access Digital Object Identifier, pp 
185761–185775, 21 October 2020. https://doi.org/10.1109/ACCESS.2020.3029446

https://doi.org/10.1109/TCBB.2021.3081268
https://doi.org/10.1109/TNB.2019.2919188
https://doi.org/10.1109/TNB.2019.2919188
https://doi.org/10.22489/CinC.2017.128-068
https://doi.org/10.1109/ICHI.2015.16
https://doi.org/10.1109/ICHI.2015.16
https://doi.org/10.1109/ACCESS.2020.3029446


Drug-Drug Interactions and Side Effects Prediction … 387

7. Lee W-P, Huang J-Y, Chang H-H, Lee K-T, Lai C-T (2017) Predicting drug side effects using 
data analytics and the integration of multiple data sources. IEEE Access 5:20449–20462 

8. Liu M, et al (2012) Large-scale prediction of adverse drug reactions using chemical, biological, 
and phenotypic properties of drugs. J Am Med Inform Assoc 19(e1):e28–e35 

9. Sarkar B, Karis G, Konstanz J, Riel J (2001) Item-based collaborative filtering recommendation 
algorithms. In: Proceedings of the 10th International conference on World Wide Web, pp 
285–295. ACM 

10. Celebes R et al (2014) Link prediction for drug-drug interaction network. In: Proceedings of 
the International Conference on Applied Informatics for Health and Life Sciences, pp 99–102 

11. Niu Y, Zhang W (2017) Quantitative prediction of drug side effects based on drug-related 
features. Interdiscip Sci. 9(3):434–444. https://doi.org/10.1007/s12539-017-0236-5. Epub 
2017 May 17. PMID: 28516319 

12. Zhou Z-W et al (2015) Clinical association between pharmacogenomics and adverse drug 
reactions. Drugs 75(6):589–631 

13. Lee WP, Huang JY, Chang HH, Kee K-T, Lai C-T (2017) Predicting drug side effects using 
data analytics and the integration of multiple data sources. IEEE Access 5:20449–20462

https://doi.org/10.1007/s12539-017-0236-5


Dual-Band Microstrip Patch Antenna 
for 5G-NR Applications 

R. Manu, C. M. Bhoomika, Abhinandan Ajit Jugale, 
and Mohammed Riyaz Ahmed 

Abstract 5G has become the next hope in the technology field. Though generations 
of communication technologies have improved a lot, they also have become complex 
in nature. The implementation of 5G-NR has already been tried at some level. This 
New Radio (NR) which works on the current infrastructure of the 4G study was 
started in 2015 within 3GPP and was expected to be commercially launched by the 
end of 2019. Massive MIMO system is one of the enabling technologies which has 
got huge attention recently. This paper proposes a dual-band microstrip patch antenna 
operating at 30 and 72.6 GHz. The proposed antenna has been designed to work under 
the application of 5G-NR range of frequency. The substrate material of proposed 
antenna is Rogers RO3003(TM), whose dimensions are 5.9861 × 7.3880 × 0.6 mm. 
The antenna has been analyzed for its return loss, VSWR, gain, radiation pattern and 
current distribution. The obtained results are varied to suit the requirements and are 
discussed for 5G application. 

Keywords 5G-NR · Dual band frequency · HFSS v15.0 ·Massive MIMO ·
Microstrip patch antenna · mmWave 

1 Introduction 

The race towards 5G is moving forward at full speed. With tech giants such as Apple, 
Samsung, etc. already unavailing their 5G products, it becomes crucial to spotlight 
the important factors of 5G. The technology, scientifically called 5G New Radio (5G-
NR) uses sub 6 GHz of frequency to operate. Usually occupying a bandwidth from 
28 to 100 GHz, 5G-NR gives up to ten times faster data transfer rate than present 
available 4G networks [1, 2]. For the systems to be connected in 5G, high data rates 
across a wide range of area has to be achieved. As the technology empowers the user 
with extended capabilities, the data consumption per device will be increased with 
the new speed [3]. When the number of devices connected with a good data rate in
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a particular area of connection increases, the requirement towards high reliability 
and low latency of the entire network also increases [3]. With a huge boom towards 
the IoT devices, 5G also covers complex and critical operations to emerge with new 
dimensions and implementations. Applications such as Industrial IoT, Virtual Reality 
(VR), Augmented Reality (AR), and autonomous vehicles are some examples which 
can be extensively realized by 5G [4]. Now when IoT devices are connected in a 
network, it has to be realized that IoT devices send data in irregular intervals of time 
and 5G should be able to handle these irregular and spontaneous IoT communications. 
The fifth generation of the communication network uses millimeter waves. As shown 
in Fig. 1 supporting a large number of devices across a wide range of area is the main 
challenge of mm waves [5]. The concept of enhanced Mobile Broadband (eMBB) 
solves this issue of connectivity [6, 7]. The basic application of providing 5G to 
consumer electronic devices such as smartphones, computers, etc. is taken care of by 
this protocol. The requirement towards the network is highly reliable and least latent 
is achieved by the second protocol or case of the 5G-NR, Ultra-Reliable Low Latency 
Communications (URLLC) [8, 9]. Mission Critical controls or operations such as 
Autonomous vehicles, Medical surgeries through AR, Outer space missions, etc. are 
supported by this protocol. The IoT type of communications or generally machine 
type of communications which are highly irregular and spontaneous are taken care by 
the third protocol, massive Machine Type Communication (mMTC). mMTC handles 
all machine types of communication thus paving a smooth path towards Industrial

Fig. 1 Pictorial representation of 5G-NR use cases.
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Table 1 Comparison with related work 

Reference 
paper 

Patch size (mm) Radiation frequency (GHz) Return Loss (dB) Gain (dB) 

[16] 1.3 × 1.2 28, 38 −43, −18 3.75, 5.06 

[17] 3 × 3 30, 50 −12.5, −14.85 10.2, 11.6 

[14] 1 × 1 38, 54 −15.5, −12 6.9, 7.4 

Proposed work 2.386 × 3.788 30, 72.6 −22.07, −19.29 5.63, 7.63 

IoT (IoT) [10]. It is now doubt that 5G will offer great number of services and will 
provide huge quantum leap for the technology dependent industries. To cope up with 
the current interest in the field, a great amount of research has to be done within the 
domain.

2 Related Works 

In [11], Swain et al. have used a quadrilateral feed patch which has allowed them 
to achieve high gain, dual-band frequency and the use of quadrilateral feed patch 
has improved their impedance matching. In [12], the authors have designed a patch 
antenna which can be used in multiple-input-multiple-output (MIMO) applications, 
here the authors have used a Rogers 4003 substrate to achieve millimeter wave. In [13] 
to achieve an increase in the directivity and bandwidth of antenna the authors have 
used more dielectric substrate and proper air gap spacing, the authors have proposed 
a microstrip patch antenna with beam-steering capability. In [14], the authors have 
compared the characteristics between a 5G feed line antenna and a 5G antenna array 
with same dimensional values and same substrate material of Rogers 5880, and they 
have concluded that they have found high gain by using an array. In [15], the authors 
have designed a dual band array antenna which is of 8 elements, and the proposed 
array antenna ensures lower mutual coupling with radiation and acceptable gain 
characteristics. 

The proposed antenna in this paper is a dual-band frequency with high radiation 
frequency of 30 and 72.6 GHz, high return loss of −22.07 and −19.29, and high 
gain 5.63 and 7.63 dB. Some comparisons between the proposed antenna and work 
related is given in Table 1. 

3 Antenna Design 

While designing an antenna, parameters such as gain, beam width, polarization and 
impedance must be considered [18], Fig. 2 depicts the antenna designed by the 
authors. Based on their application and their frequency range, all the parameters
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Fig. 2 a Top view of designed antenna; b Side view of designed antenna 

are designed and the substrate material is decided. The authors use Ansys High-
Frequency Function Simulator (HFFS) v15.0 to design the antenna and simulate the 
results. The first step of designing any antenna is by placing the ground at the center 
of the axis, this forms the base which provides physical stability to the antenna. 
The Second layer present above the ground is the substrate material whose relative 
permittivity decides the behavior of the antenna. The substrate is sandwiched in-
between the ground and the patch. The height of the substrate decides the bandwidth 
of the antenna wherein they are directly proportional to each other. Upon the substrate, 
the radiating and predominant part i.e., the patch is placed [19, 20]. The current 
to the patch can be provided through feeding techniques and some of the feeding 
techniques are namely line feed, coaxial feed and coupling feed. A rectangular patch 
with line feed is designed. To match the impedance of the antenna, a microstrip 
line feed is used. It is the simplest and easiest technique for feeding an antenna. 
Conducting strip supplies current through one end of the patch. The conducting 
material is small when compared to the size of the antenna [21, 22]. Patch and feed 
are placed on the same plane above the substrate. Radiating power determines a few 
of the important parameters of an antenna such as gain, bandwidth and efficiency. It 
is directly proportional to the fringing field, which can be increased by increasing the 
antenna width, substrate height and decreasing the dielectric constant. By creating 
a certain slot on the patch, the fringing field can also be increased. The ground 
dimension of the designed antenna is 5.9861 × 7.3880 mm. The substrate material 
used by the authors is Rogers RO3003(TM) which has a dielectric constant of 3. Its 
height is 0.6 mm. Further, the patch has a dimension of 2.3861 × 3.7880 mm, it is 
placed at the center of the axis. The dimensions of the designed antenna are shown 
in Table 2. 

From one side of the substrate, the patch is fed with a line feed of dimen-
sions 1.6653 × 0.4163 mm. All the dimensions are varied and calculated to obtain 
and observe a desirable gain, return loss, current distribution, VSWR and radiation 
pattern.
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Table 2 Parametric dimensions of the designed antenna 

Parameter Dimension in mm Parameter Dimension in mm 

Lg 5.986 Wg 7.388 

Ls 5.986 Ws 7.388 

Lp 2.386 Wp 3.788 

Lf 1.6533 Wf 0.4163 

H 0.6 - -

4 Results 

For determining the design parameter and the performance of antenna design, radia-
tion pattern, resonance frequency, VSWR, and its current distribution we have used 
Ansys High-Frequency Structure stimulator (HFSS) v 0.15.0 tool. Satisfactory results 
for the antenna was achieved which satisfied all the necessary parameters for a stable 
and working antenna. The return loss of an antenna is appreciated if it is below −10 
db. Greater the result loss, higher is the signal strength and transmission efficiency 
[23, 24]. As shown in Fig. 3, the return loss obtained is −22.0734 at 30 Ghz and 
−19.2946 at 72.6 Ghz. Voltage Standing Wave Ratio (VSWR) of an antenna and 
the feed must be below 2 and above 1 for the practical applications, lesser power 
is reflected from the antenna and so that a large amount of reflected power would 
not damage the antenna [25, 26]. The designed antenna has a VSWR of 1.3711 and 
1.8916 dB at the resonant frequency as shown in the Fig. 4. By plotting the radiation 
being emitted from the antenna, radiation pattern was obtained in E and H plane, 
whose obtained results were satisfactory as shown in Fig. 5(a) and Fig. 5(b). The 3D 
plots in Fig. 6 depicts the gain of the frequencies obtained by the antenna. The gain 
obtained by frequencies 30 and 72.6 GHz are 5.63 and 7.63 dB respectively. 

Further moving on to the next parameter, the gain obtained should be of positive 
value as it indicates how the antenna converts the input power to waves. A higher gain 
at a particular direction would mean that the signal is received or transmitted without

Fig. 3 Return loss versus frequency. Antenna loss should always be less than –10 dB
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Fig. 4 VSWR of antenna must practically be between values of 1 and 2 

Fig. 5 Radiation patterns at 30 and 72.6 GHz respectively of the designed antenna 

Fig. 6 3-D Gain plot of the designed antenna at 30 and 72.6 GHz
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Fig. 7 Current distribution is a qualitative measure of how current is flowing in the antenna 

any hassle [27, 28]. The communications of voice and data service commercially 
are seen to happen through two stations, one on earth and one in the space. Cell 
phone transceivers are used in mobile which broadcasts and receives all cell phone 
communications [29]. Most of this mobile satellite behaves like a mobile tower and 
forwards all the calls to the nearest tower [30]. The mobile station creates high 
frequencies that can be transmitted to great distances by which calls can be received 
from any place in the world. Military and airborne personnel and even people who 
travel abroad often use mobile satellite systems.

To maintain communication within a warzone or a remote village, these systems 
can be mounted on aircraft and then the communication becomes much easier [31, 
32] and satellite can be used at any part of the world and still maintain constant cell 
phone function for several cell phones in an area. These systems are comparatively 
cheap and no purchase of license is required [33]. Similarly, the xed communication 
uses geosynchronous satellite for TV, radio broadcasting purposes. The xed satellite 
has relatively low power output, they generally require large dish antennas for the 
reception/function. The power used by xed satellite is lower than the power require-
ment for satellites which broadcast directly. C-band, Ku- band and Ka-band are the 
three bands that a xed satellite can work on [34]. They can provide the best perfor-
mance result in military organizations, small-large enterprises and other end-to-end 
users. These systems can provide resourceful information to national intelligence 
and security forces [35] (Fig. 7). 

5 Discussion and Conclusion 

In this paper, the authors have designed a microstrip patch antenna for 5G mobile 
communication. The dual-band antenna works at dual frequencies of 30 and
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72.6 GHz. The substrate material of Rogers RO3003(TM) with dielectric constant 
3 is used. An insertion slot at feed line has been adapted to obtain good impedance 
matching criteria. The major design application would be 5th generation New Radio 
(5G-NR). The antenna has good return loss. The VSWR is in the practical range 
of 1 to 2. Positive gain and justified radiation pattern are the appreciable features 
of the antenna. The future work of the antenna would include the fabrication and 
verification of the obtained results in a practical environment. 
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Dynamic Gradient Sparsity Based Image 
Registration and Fusion Technique 
for Satellite Images 

Anil Naragonahalli ShambuGowda 
and Chandrappa Dasanapura Nanjundaiah 

Abstract Image registration (IR) is the basic preprocessing step that is widely used 
for performing different operations such as digital surface modelling, satellite image 
fusion, image mosaicking and so on, where pixel information from multiple images 
is merged into a single image for better representation. Existing image registration 
and fusion techniques achieve good spectral quality, but the spatial quality of the 
fused image is poor. This paper presents a Dynamic Gradient Sparsity based Image 
Registration and Fusion (DGS-IRF) technique which can retain good spectral and 
spatial features. The DGS-IRF technique performs a registration and fusion operation 
at the same time, which includes an inherent correlation of different pixels to improve 
registration accuracies under extreme intensity variations/distortions. Different qual-
itative measurement metrics such as correlation coefficient, standard deviation and 
root mean square error are used for validation of the DGS-IRF technique. 

Keywords Correlation coefficient · Image fusion · Image mosaicking · Image 
registration · Intensity variations 

1 Introduction 

Image registration refers to aligning two or more image point sets that share the 
same scene in a common coordination system. It is widely used in remote sensing 
applications, including multi-spectral classification, environment surveillance, super-
resolution reconstruction, change detection and outer space exploration [1, 2, 16]. 
With the advancement of high resolution (HR) hyperspectral data, registration of high 
resolution hyperspectral data collected from satellites possesses specific difficulties.
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The spatial data from HR hyperspectral data collected from satellites is progres-
sively abundant in nature. Since the similarities between feature sets closeness among 
close to land object/item sets become increasingly obvious, feature matching is 
simply effected by the feature sets likeness. As a result, it will bring down the regis-
tration accuracy and affect the quality of the satellite image fusion [3]. Furthermore, 
HR hyperspectral data from satellites has a wide width and a high spatial resolu-
tion. As a result, it is difficult to process and store these images. Satellite image 
registration (SIR) is formed by considering a set of images where one image is 
selected as the reference image and the rest of the images are used as sensed/input 
images. Every sensed image is aligned with respect to the reference image in IR to 
establish the relationship between different pixels between image pairs and compute 
spatial feature variations between the input satellite images and the reference satel-
lite image. However, in this work, the satellite image registration operation is done 
using one set of input and reference images. Existing SIR methodologies are catego-
rized into Fourier-Melin transformation, dense-based and sparsity-based methods. 
The Fourier-Melin transformation-based methodology [4] is generally utilized for 
SIR with similarity-based transformation methods. 

The paper is arranged as follows. The Sect. 2, discusses about various existing 
content image registration and fusion technique. In Sect. 3, dynamic gradient sparsity 
based image registration and fusion technique is presented. In Sect. 4, DGS-IRF 
performance is validated with state-of-art models. Finally, the research is concluded 
with future research direction. 

2 Related Works 

The sparsity-based methods extract features and matches identical (i.e., distinctive) 
features obtained from input and reference image; after that computes spatial varia-
tion among input and reference images in accordance to matched feature sets. The 
distinctive features such as point feature sets (i.e., gravities of regions, line intersec-
tions, and corners) and line features (i.e., edges) can be utilized for performing regis-
tration. Corner feature set are widely used feature for performing image registration, 
which can be extracted automatically or manual using KAZE, Oriented FAST and 
Rotated BRIEF (ORB) [5], Speeded-Up Robust Features (SURF), Scale-Invariant 
Feature Transform (SIFT), Features from Accelerated Segment Test (FAST), Harris 
[6] Local Global-SIFT (LG-SIFT) descriptor [7] etc. LG-SIFT based SIR method-
ologies that aim to minimize texture resemblance. Many existing SIR methods [7, 8], 
and highly rely on SIFT, or improved version of SIFT for achieving improved regis-
tration accuracies, because it is very efficient with respect to rotation and scaling [9]. 
In CNN-based [10] SIR method is presented, which works well for multi-temporal 
data and achieves robust registration performance by generating robust descriptor 
by progressively cumulating the inliers. However, doesn’t work when image exhibit 
high transformation and achieves poor results considering complicated distortions.
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In contrast to sparsity-based methodology, the dense-based methodology instead 
of detecting feature from image pair they directly establish feature by searching 
through spatial transformation of entire pixels of image pairs. Similarity metrics 
are modelled for quantifying the dependencies among image pairs such as MI 
(Mutual Information), Normalized Cross-correlation Coefficient (NCC), Spearman’s 
Rho, Peak Signal to Noise Ratio (PSNR) and Root-Mean-Squared Error (RMSE). 
However, dense-based methodology is not efficient under illumination variation. 
Thus, achieves very poor registration and fusion outcomes [11]. For improving 
image fusion performance in presented optimal filter methodology; the model can 
improve spectral and spatial quality by minimizing tradeoffs function. In compar-
ison with compressive sensing methodology the multi-resolution analysis (MRA) 
methodology can preserve better spectral information, however spatial informa-
tion obtained not guarantees desired quality [12]. Recently, Deep learning has been 
applied for fusion operation, employed generative adversarial networks (GANs). 
Deep learning-based approach provide good fusion outcomes; however, requires 
huge amount of training samples, thus are not flexible in nature. Model-based method-
ology has achieved very good result in preserving spatial and spectral quality. In 
variational methodology namely P + XS image fusion, employed threshold function 
considering certain theory in order to obtain desired fusion quality [11]. The fusion 
operation is modelled as convex optimization problem using dynamic gradient spar-
sity and least square fit-ting, the model achieved good performance of preserving 
both spatial and spectral quality [12]. Although existing fusion model achieves good 
performance, still improving spatial quality and preserving spectral information [13, 
14] is a challenging task in performing fusion of satellite images. 

This work develops a dynamic gradient sparsity based image registration and 
fusion model. First we consider the fused image after performing down sampling 
to be closer to low resolution satellite image in order to keep spectral information. 
Then dynamic gradient sparsity feature is identified to improve spatial quality. Thus, 
achieve accurate registration even under severe intensity distortions. Further, the 
novelty of pro-posed work is, it considers correlation among different bands (no 
prior work has considered this). Further, optimize the cost using threshold function 
to solve computational complexity problems [14] for obtaining scalable performance 
for large dataset. 

The significance of using DGS-IRF Technique is described below 
The DGS-IRF will extract useful feature both spatial and as well as spectrally even 
with presence of severe distortion. Experiment conducted using standard dataset to 
improve overall image quality and reduce spectral distortion. 

The DGS-IRF technique attain better RMSE (Root mean square error), correlation 
coefficient, and standard deviation outcome than existing image registration and 
fusion model; thus, proves the DGS-IRF can preserve sharp object boundaries on 
standard real-time datasets with pre-registration errors.
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3 Methods: Dynamic Gradient Sparsity Based Image 
Registration and Fusion Technique 

This section presents dynamic gradient sparsity (DGS) based image registration and 
fusion (IRF) technique for Satellite Images. The architecture of DGS-IRF technique 
is shown in Fig. 1. The model is designed to obtain good correlation and storage 
efficiency performance. This work consider that the down sampled fused image will 
be as similar to the original source satellite image, which is expressed as a least-square 
fitting for retaining its spectral information. Using geographical correlation among 
input reference and fused image, dynamic gradient sparsity features are identified, 
established, and used for enhancing spatial qualities. Using DGS aid in enhancing 
registration accuracies under extreme intensity variations/distortions. Further, the 
proposed satellite registration and fusion technique includes inherent correlation of 
different pixels which no prior work has used in literature. 

3.1 Dynamic Gradient Sparsity Features 

For optimizing the fusion operation this paper presents an improved method using 
proximity gradient method. Particularly, this work optimizes the sub-problem in an 
efficient manner using gradient descent algorithm with backtracking and shrinkage 
thresholding methodologies [9] in an iterative manner. The proposed registration 
and fusion technique is scalable with respect to satellite benchmark as the model in

Fig. 1 The architecture of dynamic gradient sparsity based image registration and fusion technique 
for satellite images
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different iteration remains within linear computational complexities. Our improved 
satellite image registration and fusion technique achieves very good histogram 
performance through experimental study which shows its efficiency in improving 
image quality and reducing spectral distortions considering different metrics. Thus, 
improved satellite image registration and fusion technique can retain sharp object 
boundaries even with presence of error during pre-registration.

3.2 Least Square Fitting 

Let’s assume a satellite image with low resolution of N ∈ S n d ∗ o 
c ∗t and high resolution 

satellite image of Q ∈ Sn∗o, where o depicts number of column and n depicts number 
of rows, d represent a constant, and t depicts band size. Majority of existing image 
registration and fusion technique up-sample the low resolution satellite image; then 
from the up-sampled image the model extract the spectral information. Nonetheless, 
the up-sampled low resolution is blurry and with less accuracy. So, this method 
considers the fused image only when down-sample image is closer to sensed low 
resolution image. For establishing correlation among the images least square fitting 
is used as shown in Eq. (1). 

F1 = 
1 

2
‖βY − N‖2 G , (1)

where β represent down-sampling function which is used to reduce spectral distor-
tion outcomes. Local spectral information is retained for each low resolution satellite 
image pixel. Minimizing F1 is very difficult because of low under-sampling rate and 
estimating Y accurately is practically difficult, with no knowledge of prior informa-
tion. However, high resolution satellite image provide prior knowledge such as clear 
edge features of terrestrial objects as it gives good geographical correlation among 
fused image X . 

Existing methodologies aimed at mathematically modelling to capture such corre-
lation. Very few methodologies have attained good performance in capturing such 
correlation features. The remote sensing image are generally composed of non-zeros 
with respect to edges and gradients incline to be sparse in nature as they often piece-
wise smooth. Along with, when they are well aligned, the edges position must be 
identical with respect to high resolution satellite image. Thus, it can be seen the 
sparse nature is dynamic in nature with respect to reference satellite image. This 
nature in the work is represented as dynamic gradient sparse (DGS) features.
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3.3 Registration and Fusion Modelling Optimization 

An improved fusion function for modelling DGS and group sparse property in 
simultaneous manner as shown in Eq. (2) 

F2 =
∥
∥δY − δQ

∥
∥
2,1,

∑

j

∑

k

(

δr Y j,k,e − δr Q j,k
)2 , (2)

where r = 1, 2 and Q and Q depicts replicating Q to t bands. An important thing to 
be noticed here when Q = 0 (i.e., when reference satellite image is not present), the 
outcome is indistinguishable with respect to vector total variation (VTV). By merging 
Eq. (1) and Eq. (2) the satellite image fusion problem is described in Eq. (3). 

min 
y

{

F(Y ) = F1 + μF2 = 
1 

2
‖βY − N‖2 G + μ

∥
∥δY − δQ

∥
∥
2,1

}

, (3)

where μ depicts positive parameter value. The satellite image fusion methodology 
using Eq. (3) prerequisite high satellite image registration accuracies among high 
resolution satellite image and the low resolution satellite image, and removing false 
alignment is practically not good in preprocessing phase. For addressing such issues, 
this work registers the satellite images concurrently during the fusion process. First, 
for improving accuracies of satellite image registration the low resolution satel-
lite image is sharpened to higher resolution. Second, for eliminating false align-
ment during fusion process the work run the two process in iterative manner till it 
converges. The proposed methodology can keep spatial information using DGS and 
false alignment will lead increase in sparse features nature of gradient. Thus, DGS is 
utilized for measuring similarities and the fusion function is refined for concurrent 
registration and fusion using Eq. (4). 

F(Y, U ) = 
1 

2
‖βY − N‖2 G + μ

∥
∥δY − δQ(U )

∥
∥
2,1, (4)

where U depicts the transformation that must be computed. The Eq. (4) describes 
cumulative cost of all pixels, a small value will give transformation outcomes without 
any overlapping of two satellite image. For avoiding small value this work rather 
uses gradient descent method for decreasing the cost value. This aid in avoiding 
wrong transformation of satellite image in iterative manner. Further, the model 
achieves good correlation coefficient performance with minimal storage space which 
is experimentally shown in next section.
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4 Results 

This section conducted experiment analysis for evaluating performance of proposed 
IR and fusion method over existing IR method [14]. For evaluating storage perfor-
mance of image registration and fusion method correlation coefficient of histogram 
information is considered. Experiment is conducted on standard dataset obtained 
from [15]. The images are composed of both low resolution satellite image and high 
resolution satellite images of different bands. The input satellite images and corre-
sponding histogram levels are shown in Fig. 3a, 4a, and 5a, the reference satellite 
images and its corresponding histogram level are shown in Fig. 3b, 4b, and 5b. The 
registered image outcomes are shown in Fig. 2. The fused satellite images and its 
corresponding histogram levels are shown in Fig. 3c, 4c, and 5c. From Fig. 3c, 4c, 
and 5c it is observed that the proposed DGF-IRF method achieves higher registration 
and fusion accuracies by retaining and combining large number of information from 
source and reference image into fused image. 

In Table 1, comparative analysis of image registration outcomes achieved using 
proposed DGS-IRF and existing image registration model such as PR-GLS [16],

Fig. 2 Standard satellite images used for carrying image registration 

Fig. 3 a Input image and its corresponding histogram b Reference image and its corresponding 
histogram c Fused image and its corresponding histogram
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Fig. 4 a Input image and its corresponding histogram b Reference image and its corresponding 
histogram c Fused image and its corresponding histogram 

Fig. 5 a Input image and its corresponding histogram b Reference image and its corresponding 
histogram c Fused image and its corresponding histogram 

Table 1 Comparative analysis of image registration outcomes using DGS-IRF and existing IRF 
methodologies 

Models RMSE Standard deviation 

GL-CATE 11.82 4.92 

PR-GLS 9.36 7.17 

IR-CNN 9.88 5.23 

DGS-IRF 7.74 3.84
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IR-CNN [10], and GL-CATE [17]. RMSE and standard deviation are metrics used 
for analyzing image registration outcomes. From Table 1, we can see DGS-IRF 
achieves much better RMSE and standard deviation outcomes in comparison with 
PR-GLS [16], IR-CNN [10], and GL-CATE [17]. Thus, will aid in improving quality 
of reconstructed image post fusion operation which is shown in Figs. 3, 4 and 5.

Further, the fusion outcome achieved by DGS-IRF model is compared with 
satellite image fusion based on modified central force optimization (MCFO) with 
Intensity-hue-saturation (IHS), high-pass filtering (HPF), and discrete wavelet trans-
form (DWT) to qualitatively and quantitatively assess performance. Different perfor-
mance metrics such as correlation coefficients (CC), root mean square error (RMSE) 
and standard deviation are used for performance evaluation. The Correlation Coef-
ficient is used to quantify the similarities among the input and reference satel-
lite images. The correlation coefficient value closer to “1” indicates very good 
performance. The correlation coefficient [14] performance is computed using Eq. (5). 

CC(x, y) =
∑M 

i=1

∑N 
j=1

(

xi, j − x
)(

yi, j − y
)

√
∑M 

i=1

∑N 
j=1

(

xi, j − x
)2(

yi, j − y
)2 

(5)

where x, y indicates mean values of x, y, respectively and x, y are the pixel values 
of input and the fused images, respectively. 

The Root Mean Square Error (RMSE) among each resampled input image and 
the fused image measures the radiance changes of the pixel values. The RMSE is a 
good indicator of the spectral quality of fusion assessment. The RMSE value closer 
to “0” indicates very good performance. The RMSE metric [14] is computed using 
Eq. (6). 

RM  SE  = 
√

E
(

Dinput  − D f used
)

(6)

where D indicates the pixel values, Dinput  indicates input satellite image, and D f used  
indicates respective fused images outcomes. 

The standard deviation is used for determining how much variation of the data is 
from the mean value. Higher SD value indicates better image registration and fusion 
performance. The SD [14] is computed using Eq. (7). 

SD  =
√

∑M 
i=1

∑N 
j=1| f (i, j ) − μ|2 
MN  

(7)

where M and N indicates image dimension f (i, j ), and μ represents the mean value 
of pixel intensity.
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Table 2 Comparative analysis of DGS-IRF over existing IRF methodologies 

Models RMSE Correlation coefficient Standard deviation 

MCFO-IHS, 2020 0.0194 0.9634 32.3903 

MCFO-HPF, 2020 0.0150 0.9999 31.4327 

MCFO-DWT, 2020 0.0415 0.9942 35.8937 

DEDN, 2021 0.0881 0.9470 – 

DGS-IRF [Proposed] 0.0031 0.9992 39.9456 

In Table 2, comparative analysis of proposed DGS-IRF over existing IRF method-
ologies [14, 18] such as MCFO-HIS [14], MCFO-HPF [14], MCFO-DWT [14] and 
Deep Encoder-Decoder Network (DEDN) [18] is presented. From Table 2, it is  
observed that DGS-IRF achieves much better correlation coefficient performance 
than MCFO-HIS, MCFO-DWT and little lesser than MCFO-HPF; However, in terms 
of RMSE and standard deviation the DGS-IRF achieves much superior performance 
than that of MCFO-IHS, MCFO-HPF, MCFO-DWT and DEDN [18]. From the 
results obtained, it can be stated that the DGS-IRF preserves spectral information 
with high spatial quality when compared with existing IRF methodologies. 

5 Discussion and Conclusion 

The proposed methodology improves spatial quality of fused image by simultane-
ously registering and fusion operation by incorporating gradient prior information 
of high-resolution reference image and the low resolution input satellite image. The 
proposed registration and fusion methodologies achieves significant performance 
when compared with state-of-art registration and fusion methodologies. Initially, 
using DGS obtains sharp edges directly from the high resolution satellite images, 
which is proven to be good. Followed by, incorporating the local neighborhood 
correlation among several reference images or bands by jointly considering sharp-
ening the satellite images, where standard methodologies carry out fusion operation 
band-by-band. Lastly, registering high resolution satellite image and low resolu-
tion satellite image is a challenging because of its dynamic spatial resolution, the 
proposed DGS-IRF methodologies register these images in simultaneous manner 
during fusion process. Experiment outcome shows the proposed DGS-IRF method-
ology can effectively minimize or remove misalignment in process of preregistration, 
and also offer superior registration and fused image quality than the existing method-
ologies. Thus, the proposed DGS-IRF methodologies can be adopted in various 
remote sensing applications such as change detection, area mapping, classifica-
tion, etc. Future work would evaluate the proposed fusion model considering more 
diverse satellite images and performance metric and also compare with other fusion 
methodologies to enhance the fusion model.
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Effectiveness Analysis of Distance 
Measures for Graph Coloring Based 
View-Construction Approach In 
Multiview Ensemble Learning 

Sapna Kumari, Vipin Kumar, and Aditya Kumar 

Abstract The classification performance of multi-view learning is better than the 
traditional machine learning algorithms as stated in state-of-art. In this research, using 
the graph coloring technique, clustering of dissimilar features has been done for view 
construction in multiview ensemble learning. Ten similarity measures (correlation, 
cosine, Euclidean, Minkowski, Manhattan, Seuclidean, Sqeuclidean, Chebyshev, 
Canberra, and Bray Curtis) have been applied for the graph coloring-based view-
construction approach and their impact is analyzed using the k-Nearest Neighbors 
(KNN), Support Vector Machine (SVM), and Naive Bayesian (NB) classifier over 
the eight different datasets. Based on overall performance, the research recommends 
the correlation distance for the view-construction method. The proposed method 
Graph Coloring based View-Construction methods (GC-VC) has been compared 
with state-of-art methods. The analysis of results and their statistical analysis show 
that the GC-VC method has performed significantly better than other methods. 

Keywords Classification · Distance measure · Graph coloring · Multi-view 
Ensemble Learning (MEL) · View construction method 

1 Introduction 

Multi-view learning is one of the emerging areas of machine learning. It learns by 
partitioning the features of a dataset, where each subset of the feature set is known as 
view [1]. The main objective of multi-view learning is utilizing information available 
from multiple feature subsets (views) collectively to enhance performance. Multi-
view learning has been applied successfully in many areas like dimensionality reduc-
tion [2, 3], image recognition [2], multi-view clustering [4], human gait recognition 
[5], etc. The quantity and quality of the views affect the performance of multi-view 
learning for the given task. Ensuring the quality and quantity of the views for the 
given data is a complex task in multi-view learning. The number of views may be
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easily identified based on their natural source of the dataset usually. But it is a diffi-
cult task to identify the suitable number of views for single-sourced data. Because 
there are several ways to partitioning features set to get the views. Therefore, an 
effective multi-view learning approach is highly required that ensure the quantity 
along with the quality of the views. The graph coloring method colors the vertices 
of a graph in such a way that no two adjacent vertices have the same color. This 
method can be applied directly to get the views by imposing the edge constrained on 
the similarity-based weighted edge in the complete graph of the features set. Several 
distance methods may have a different group of vertices (same color) after edge 
removal through suitable constrained on edge. The grouping of the features can be 
considered as views of the dataset for the distance method. Therefore, it is an urgent 
requirement to identify the appropriate distance method(s) for the graph coloring 
method for view construction in multi-view ensemble learning (MEL).Generally, 
MEL has three phases like 1) view construction, 2) view evaluation, and 3) view 
ensemble. In this research, the different similarity measures have been applied for 
graph coloring in the view construction phase of MEL. The similarity measure in 
graph coloring methods affects the quantity and quality of views. Therefore, the 
objective of this research is to identify the best similarity measure for the graph 
coloring-based view construction method in MEL. 

In the experiments, ten different standard distances are utilized like Correlation 
distance, Cosine distance, Euclidean distance, Minkowski, Manhattan, Seuclidean, 
Sqeuclidean, Chebyshev, Canberra, Bray Curtis distance [6]. The k-Nearest Neigh-
bors (KNN), Naive Bayesian (NB), and Support vector machine (SVM) are deployed 
to learn from each view of the dataset. And eight standard datasets have been 
used for each distance measure. The quantitative and statistical analysis show that 
the correlation-based graph coloring approach for view construction in multi-view 
ensemble learning has performed the best among other distance measures. The previ-
ously proposed GC-VC method performance has also been compared with another 
state-of-art method. The results analysis shows an effective performance than the 
other state-of-art methods. 

The organization of the paper is as follows: Sect. 1 and Sect. 2 are the intro-
ductions and related works, respectively. Section 3 deals with the Taxonomy of the 
Research. Experiments and Schematic Review have been shown in Sect. 4 and Sect. 5 
respectively. Finally, Sect. 6 presents the conclusion of the research work. 

2 Related Works 

Multi-view learning obtains the generalized performance by prediction of the same 
sample through multiple views of the data. The suitable view can be formed by 
partitioning features (vertical partition) or samples (horizontal partition). In this work, 
the vertical partition is done and throughout the paper, partition based on attributes 
is considered as a view. Multiview learning is used for the different fields in machine 
learning like clustering [7], supervised learning [8], semi-supervised learning [9],
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dimensionality reduction [10], active learning, ensemble learning [11]. The attention 
task of MEL is view construction. There are various view construction methods in 
state-of-art. In the feature set partitioning method, a disjoint partition of feature sets 
is being done and each subset will represent a view [12]. A random split of features 
is done when there is no proper principle of view construction. In bagging, the 
samples of the dataset are divided into k-parts with replacements [13]. Bagging is a 
horizontal partition method in multi-view learning. In the attribute bagging method, 
first, the best partition size is determined then the feature set partition is done of that 
size [14]. Prediction from multiple views can be ensembled by various ensemble 
methods such as Stacking, Arbiter tree, combiner tree, majority voting, performance 
weighting, Bayesian combination, vlogging, etc. [11]. 

3 Taxonomy of the Research 

Graph Coloring Based Views Construction (GC-VC) is a potential method for view 
constructionin multi-view ensemble learning (MEL) [3]. A successful experiment 
of classifier comparison has been performed and the neural network has performed 
well. A major limitation of GC-VC was that only a correlation similarity measure 
wastaken. Therefore it is required to check the performance of various other similarity 
measures over the GC-VC method [3]. A comparative analysis has been done to find 
a better similarity measure for the GC-VC method in MEL. Graph constructed using 
the feature as a vertex, their coloring is suitable for multi-view learning because each 
color class may represent the views as a subset of features. It is a new approach in 
the field of multi-view ensemble learning [3]. 

Let, the dataset is Dm×n where the feature set is denoted as X = {Xi(v)}n i=1, v ∈ 
dom(Xi) and labels are yi ∈ dom(y). The  ith view of the dataset can be denoted 
Vi = {Xi}q i=1; i, q ∈ n. Suppose Vi and Vj are the views, then {Xi}p i=1 ∩ {Xi}q i=1 = ∅ 
where i �= j and p �= q. If £ is the classifier then their training accuracy ith views 
Ai = £(Vi). 

3.1 Graph Coloring Based Views Construction 

This approach has the following steps to construct the views of the dataset which are 
as follows: 

• STEP-1 (Similarity Matrix Ms of the feature of the dataset): first of all, similarity 
matrix Ms of the features set is obtained using the distance method.however, 
different types of similarity coefficients may be utilized. The similarity between 
the two features Xi ∈ X and Xj ∈ X can be understood as a distance (Eq. 1): 

di,j = distances
(
Xi, Xj

)
(1)
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where di,j ≥ 0 and di,j = 0, if  Xi = Xj; j ∈ {1, 2, 3, . . .  n}. It means, distance di,j 
can be positive or zero only. The symmetric similarity matrix of all features have 
the following condition as di,j = dj,i and di,a + dj,a ≥ di,j show that the sum of 
the distance from di,a and dj,a, can not be smaller than the distance di,j. and then, 
L2 normalization techniques are utilized in the normal similarity matrix Ms in the 
range [0, 1]. the framework of the method is shown in (Fig. 1).

• STEP-2 (Drawing Graph): A complete graph G is drawn using a normalized 
similarity matrix, where vertices are represented by features and the weight of 
each edge is normalized similarity measures values. the value within two nodes 
represents the similarity of features correspondingly. 

• STEP-3 (Obtaining the partial graph Gc from complete graph G): The correlated 
features in the same views may perform like redundant features. Therefore, the 
information of correlated features may not be utilized at their full capacity in 
the same view. It is required to have uncorrelated features in the same views for 
generalized performance. Therefore, the edge removal is done based on threshold 
t, defined within the range of (0,1). The edges having weight (di,j) below the 
threshold value will be removed. This process makes the partial graph. 

• STEP-4 (Deploying graph coloring method): The objective of this process is to 
assign a color to each vertex of the partial graph Gc obtained from the previous 
step-3. Coloring of the vertex means assigning the label to it. Here, the chromatic 

Fig. 1 Taxonomy Diagram of view construction using graph coloring for multi-view ensemble 
learning



Effectiveness Analysis of Distance Measures for Graph Coloring …. 415

number χ(Gc) is the least number of distinct colors required to color all vertices. 
The vertex (feature) having the same color (label) are assigned to the same group, 
where the grouped vertices (a subset of feature) are considered as a view of the 
dataset. It means the number of views is equal to chromatic number χ(Gc), which 
is also ensuring that highly correlated features are not belonging to the same view, 
which minimizes the feature redundancy in views.

3.2 Evaluation of Obtained View Using the Classifier(s) 

Once we obtain the views of the dataset using the graph coloring method. Then, a 
classification algorithm learns from the view Vi. Each view Vi is evaluated based on 
classification performance Ai (accuracy) which is shown in (Eq. 2): 

Ai = £(Vi), i ∈ {1, 2, 3, . . .  χ(Gc)} (2)

Then, the set of learners can be represented as {£(Vi)}χ(Gc) 

i=1 and their respective 
performances are {Ai}χ(Gc) 

i=1 . 

3.3 Ensemble of Prediction Obtained from View Learners 

The views are required to an ensemble of learner £(Vi) for the collective performance 
which is shown in (Eq. 3): 

C =
∑χ(Gc) 

i=1 
{wi × £(Vi)} (3)

where {wi = Ai}i=1 
χ (Gc). The choice of threshold (t0) governs the structure of the 

partial graph Gc after edge removal from complete graph G. therefore, the chromatic 
number χ(Gc) is also varies according to the Gc. It means, obtaining the suitable 
threshold (t) is required to ensuring the better performance of MEL. The proposed 
framework repeatedly obtains the performance C for random values of threshold (t) 
and find the suitable threshold (t0) with the effective performance of MEL which is 
shown in (Eq. 4): 

t0 =
{
argmaxt∈[0,1]{Ci, t}k i=1

}
(4)

where k is the number of iterations to obtain the suitable threshold t0 successfully. 
Then the learners {£(Vi)}χ(Gc) 

i=1 obtained using threshold t0 are used for predicting test 
datasets.
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4 Experiments 

In this experiment, eight real-world binary labeled datasets are utilized, where name 
of the datasets [samples × features]are as followed: Sonar [60 × 208], Heart Disease 
[13 × 270], Pima Diabetes [8 × 768], Cylinder Bands [39 × 512], Steel Plates 
faults [27 × 1941], Indian Liver Patient Dataset (ILPD) [10 × 583], King-Rook Vs 
king-Pawn (Kr Vs Kp) [36 × 3196] and Z-Alizadeh Sani [56 × 303] [15]. 

4.1 Experimental Setup 

All experiments have been performed on Colab (Google Collaboratory) using Python 
programming language. The eight real-world datasets are utilized to learn three 
different classifiers as KNN, NB, and SVM. Ten similarity measures (correlation, 
cosine, Euclidean, Minkowski, Manhattan, Seuclidean, Sqeuclidean, Chebyshev, 
Canberra, and Bray Curtis) are used to create the similarity matrices for each dataset. 
And views are constructed using a suitable threshold in the GC-VC method for each 
dataset. Each view of the dataset has been utilized to build the model individually 
with the same classifier (like KNN, NB, and SVM). The predicted class of each view 
is ensembled using the performance weighting ensemble method. The tenfold cross-
validation has been used to get the overall prediction of each view. The threshold 
value is chosen out of 150 randomly generated threshold values on which MEL accu-
racy is maximum. Optimized parameter k = 5 has been used for the KNN classifier 
and the SVM classifier has an RBF kernel while learning the model. To obtain the 
ranking of different distance measures Friedman ranking test is performed. The non-
parametric statistical analysis has been done with the help of an open-source tool 
i.e., the KEEL software tool [16]. 

4.2 Results 

The single view and MEL accuracy obtained by different distance measures for graph 
coloring-based view construction method using KNN, SVM, and NB are shown in 
Table 1. The row of the table represents the datasets corresponding to the three 
classifiers and the column represents different distance measures.
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5 Schematic Review 

5.1 Quantitative 

From Table 1, the classifier wise observations corresponding to distance measures 
are as followed: 

Performances of MEL Using SVM Classifier. The performance of MEL using 
SVM classifier have better performance than single-view learning for all distance 
measures over six datasets, where performance on ILPD and Z-Alizadeh Sani datasets 
are equivalent to single-view learning. The Manhattan and Correlation distance 
measures are effective for MEL using SVM classifiers over 4 and 4 datasets, respec-
tively. Therefore, both distance measures may be utilized for MEL for effective 
performance over single view learning. 

Performances of MEL Using KNN Classifier. Six out of eight datasets, the KNN 
classifier has performed better than single-view learning overall distance measures. 
It has been also observed that Bray Curtis, Sqeuclidean, Cosine, and Correlation 
distance measures have been performed on 3, 1,1, and 2 datasets, respectively. 
Therefore, Bray Curtis distance measures may be recommended for the graph 
coloring-based view construction method for MEL. 

Performances of MEL Using NB Classifier. MEL has performed better than single-
view learning using NB classifier for all datasets, except the Pima Diabetes dataset 
which also shows the equivalence performance. So, the MEL approach using the GC-
VC method is effective than single-view learning for SVM, KNN, and NB classifiers. 
The comparative analysis of distance measures for SVM, KNN, and NB classifiers 
shows that the Correlation distance measure has performed the best among the other 
nine measures. The effectiveness of distance measures for the GC-VC method has 
also been analyzed through nonparametric statistical analysis using the Friedman 
test in the next section. 

5.2 Nonparametric Statistical Analysis Using Friedman Test 

For statistical analysis, the Friedman ranking test has been performed then post-hoc 
analysis got done. The ordering of distance measures has been done based on the 
result obtained by the Friedman ranking. The best distance, (i.e., having minimum 
Friedman rank value) is assigned as rank-1, second-best is assigned a rank-2. And 
worst distance is assigned a rank-10 similarly. In this way, ranking is done from 1 to 
10 for all the distance measures. The ranking of distances is shown in (Fig. 2). using a 
bar graph. Friedman’s raking test of n × n has been done using Keel software [https:// 
sci2s.ugr.es/keel/description.php.] Friedman ranking is done for the data shown in 
Table 1. For SVM, the corresponding data from Table 1. is taken for Friedman

https://sci2s.ugr.es/keel/description.php
https://sci2s.ugr.es/keel/description.php
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Fig. 2 The overall ranking of ten distance measures corresponding to the classifiers used in MEL 

ranking. Similarly, for NB and KNN, separately Friedman’s ranking has been done. 
At last, the whole Table 1. has been taken for the overall ranking of all the distance 
measures. (Fig. 2). showsthe ranking of KNN, SVM, NB, and overall, from the left 
bar to right bar, respectively. After Friedman’s ranking, we have done a comparison 
among distance measures by performing post-hoc analysis ata significance level 
of 0.10. From analysis, we can say that Bray Curtis distance is very dissimilar to 
Chebyshev distance i.e., their p-value is very lessthan 0.015. Correlation and Bray 
Curtis distances are highly similar (very high p-value 0.738597) based on post-hoc 
analysis. Therefore, it is recommended to use Correlation, then after Bray Curtis for 
this MELframework. 

5.3 Comparison with Other Views Construction Methods 

The GC-VC method [3] has analyzed the effectiveness of the proposed method for 
single view learning. The comparison has been done on ten datasets where KNN, 
NB, SVM, Decision Tree (DT), and Neural Network (NN) classifiers are utilized for 
learning the models. The study shows that the GC-VC method has performed well 
on all ten-dataset using all five classifiers. The Friedman ranking of the proposed 
method and post-hoc analysis is also performed to provide the statistical proof for 
better performance of the proposed method. While the experiments, it has been 
observed that the distance measure is affecting the performance of the proposed 
method. Therefore, it is highly important to find out the best suitable distance measure 
for the proposed method. The extensive analysis for finding the suitable distance 
measure(s) was out of scope in the paper [3]. Therefore, distance measures are 
primarily focused on the methods GC-VC to get the suitable measures. The effective-
ness of the proposed method has been analyzed using three classifiers (KNN, SVM,



Effectiveness Analysis of Distance Measures for Graph Coloring …. 421

1.
83

33
 3.

12
5 

2.
64

58
 

2.
75

 

4.
64

58
 

1.5 

2.5 

3.5 

4.5 

5.5 

RS AB AC Ba GC-VC 

A
V

G
. F

R
IE

D
M

A
N

 R
A

N
K

 

Views Construction Methods 

A comparison of proposed model GC-VC  besed on average Friedman 
ranking method 

Fig. 3 Comparison of the overall performance of GC-VC with state-of-art methods 

and NB).The proposed view construction method GC-VC have been compared with 
a single view (Sv) as well as four states of the art view construction methods namely 
random split (RS) [12], Attribute Bagging (AB) [14], Attribute Clustering (AC) [16] 
and Bagging (Ba) [13] as per Fig. 3. For the Comparision of the potential of the GC-
VC to other views construction methods, Friedman ranking has been used as shown in 
Fig. 4. The purposed method GC-VC using the correlation distance has significantly 
better performance than other views construction methods. Random split has lesser 
performance among all. Attribute Bagging is the second most performing model. 
From Fig. 3, it is evident that the GC-VC method has a better performance overall 
dataset for each classifier KNN, SVM, and NB. 

6 Discussion 

After doing a rigorous quantitative and statistical review of the results, the 
following conclusions have been made based on classifier wise distance measure 
recommendation for the graph coloring-based view-construction method of MEL:

• For KNN, it has been found that Sqeuclidean distance is performing best after that 
Bray Curtis is the second best. For NB, Correlation is ranked first then Canberra 
is ranked second. In the case of SVM, Manhattan has performed best than after 
Correlation measures. For three classifiers, Correlation is ranked first then after 
Bray Curtis is ranked second. Our suggestion is to use either Correlation or Bray 
Curtis for this MEL framework. Finally, we can conclude that correlation distance 
is the best performing distance for all 3 classifiers. 

• The graphical representation of a comparison of the proposed method GC-VC 
(Fig. 3) shows that the method performances are effective overall dataset corre-
sponding to the KNN, SVM, and NB classifiers. Further, the performances of
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Fig. 4 Comparison of MELclassification accuracy of GC-VC with state-of-art methods

the GC-VC method have been tested using the Friedman ranking test (shown in 
Fig. 4), where the method has the highest rank than other state-of-art methods.

• The above discussion concludes that the research work has successfully identified 
the best distance method i.e., Correlation or Bray Curtis for the GC-VC method 
and it is effective over other state-of-art methods. 
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7 Conclusion 

The impact of different distance measures for graph coloring-based view construc-
tion in MEL is analyzed. Selecting suitable distance measures will significantly 
improve the performance of MEL. For each dataset and classifier, the classifica-
tion performance of MEL is found to be better than a single view. To obtain the 
ranking of different distances, rigorous statistical analysis has been done. It has been 
concluded that the overall correlation distance measure has performed the best on 
the graph coloring-based view-construction approach for MEL. This paper can help 
in selecting the best distance measure for multi-view ensemble learning. It has also 
identified that the GC-VC method has better performance than the other state-of-
art methods using correlation methods for KNN, SVM, and NB classifiers where 
the Friedman ranking of the methods for the comparison shows that the GC-VC 
method is better than other comparative methods. The better classification perfor-
mance may be achieved by optimizing the threshold which can be analyzed in future 
research. Only ten similarity measures have been used, further, the work can be 
extended to more similarity measures. A further experiment can be performed on 
some high-dimensional data using more classifiers. 
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Efficient Square Root 
Computation–An Analysis 

A. Sai Prasanna, J. Tejeswini, P. Keerthana, P. Yamini Raghavi, 
and J. P. Anita 

Abstract In this paper an analysis on the advantages and disadvantages of the 
common algorithms adopted for designing square root calculators on FPGA chips 
is performed. A comparison of methodology for square root calculation using the 
CORDIC with Non-Restoring Square root algorithm is presented. This comparison 
is used to make the computation of complex square roots more efficient as square root 
calculation is an integral part of the same. The architecture is designed using Verilog 
HDL language and implemented using Modelsim for simulation and the synthesis is 
realized using Zed board on Xilinx Vivado. Experimental results demonstrate better 
performance in terms of power for the case of hyperbolic CORDIC when compared 
with the non - restoring method. 

Keywords Complex square root · CORDIC · Non-restoring · Square root · Verilog 

1 Introduction 

The need for square root calculation is seen in algorithms used for Interactive media 
applications like DSP and image processing, scientific computation and graphics. 
The computation effort required for square root calculation and the computational 
time is high. As it is an integral part of most algorithms, there is a need to reduce its 
computational complexity. Various algorithms have been put forth, namely Newton 
Raphson method as well as sequential algorithm (digit-by-digit method). 

In the works of Li et al. [1], the authors examine the non-restoring square root 
algorithm being implemented on the FPGA. Although, the non - restoring algorithm 
architecture increases the area cost as it uses Carry select adder and add/sub units 
that cause unwanted increase in area for input data with large bit-width.
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The next aspect of the work is complex numbers. These numbers have been used 
for applications such as real-time system modelling and data representation, that 
includes concepts such as communication systems, electronic circuits and electro-
magnetism that form a basis to electronics and communication systems [2–4]. The 
real valued square-root computation mentioned earlier would not be suitable for 
compute complex square roots as it would require additional hardware. To overcome 
this coordinate rotation digital computer (CORDIC) [5] which has lower design 
complexity and higher performance compared with conventional architectures are 
presented [6]. 

In this literature, a comparison of methods involving CORDIC to compute 
complex square roots is studied and analysed. Section 2 describes the literature 
research carried out to understand various methods used for square root computa-
tion. Section 3 discusses the proposed work of computing complex square roots and 
the involved concepts. In Sect. 4 the results are provided. Section 5 provides the 
discussion of the results. Finally, the conclusion of the work is described in Sect. 6. 

2 Related Works 

There are different types of methods used in the implementation of square root 
function. Among those some of them are discussed in detail below. 

2.1 Digit Recurrence Method 

This method is mainly used for division computation which is used in multimedia 
and graphics applications. Here, the only thing that was done was a sequential imple-
mentation of the combined division, square root algorithm. It is suitable for any base, 
and the way it proceeds depends on the base selected. 

This algorithm uses table-lookups, limited-precision multipliers, adders. The 
design generated using this algorithm, is expected to have a smaller area, longer 
cycle time and also a desirable power dissipation which can be used for low-power 
applications. It is appropriate for implementation with a higher radix. It gives us the 
execution time, estimates of delays and cost when hardware implementation is done. 

It cannot guarantee a fixed VLSI implementation. It is simple but practically 
tough. It has increased Hardware complexity and Latency when compared to other 
methods [7].
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2.2 Newton Raphson Method 

It’s a rapid method to perform square root operations. This algorithm requires multi-
plication and either addition or subtraction during each iteration often implemented 
using Wallace tree adder. This step is succeeded by carry propagate adder. This proce-
dure is not considered feasible to be implemented on FPGA as it requires a high gate 
count. The algorithm is meant in such a simple way that it doubles the quantity of 
accurate digits in each iteration and requires additional operations to see the root. It 
also requires rounding after each operation [8]. 

SRT redundant and non-redundant algorithms lead to wrong values at the last 
digit. The number of iterations is driven by the accuracy of initial estimation. 

2.3 Non-restoring Algorithm 

The non-restoring algorithm is an efficient way for calculating the root of a 
real-valued number. This doesn’t require more arithmetic operations. Addition or 
subtraction supported the sign of the results of the previous iteration. The partial 
remainder and also an accurate resulting value is generated in each iteration. So less 
computational and execution time is required to work out the result. It also provides 
less complexity furthermore as exact results and doesn’t require additional circuit 
for adjusting the result bit. No multiplier is required for the non-restoring algorithm 
to calculate the root. This algorithm is appropriate for the FPGA execution of the 
square root circuit. The proposed algorithm skips the restoring and extra addition 
steps of the restoring algorithm. The non-restoring algorithm is uncomplicated and 
can also be used for various designs of divider framework for effectual VLSI Signal 
processing applications which consume a low design area with lower computation 
error [9]. 

2.4 Cordic 

CORDIC or Coordinate Rotational Digital Computer is a simple 2D geometry algo-
rithm implementing shift and add operations. It is hardware efficient as many calcu-
lations can be done using these simple operations. The main disadvantage of this 
algorithm is the latency and throughput. Many new algorithms have been designed 
to handle these drawbacks [10]. The algorithm is mainly defined in two modes - The 
vectoring mode and the rotational mode. 

The generalized CORDIC algorithm is given by (1), (2) and (3). The three main 
CORDIC algorithms are obtained by substituting the proper ‘w’ values like circular 
(w = 1), hyperbolic (w = –1) and linear (w = 0).
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mi+1 = mi − w.σi.2−i .ni (1)

ni+1 = ni + σi.2−i .mi (2)

zi+1 = zi − σi.αi (3)

The scaling factor K is a constant value depending on the kind of algorithm 
it is being used like circular, hyperbolic, linear etc. CORDIC algorithm finds its 
applications in various functions and systems like trigonometric, vector rotations, 
hyperbolic, logarithmic, coprocessor units, clock recovery circuits, machine learning, 
image processing, robotics, multipliers, comparators etc. [11–15]. 

3 Methods 

From the survey done, it was noted that CORDIC was most preferred due to its 
efficient means of hardware implementation and low power consumption. Therefore, 
this algorithm has been chosen to calculate the square root of a complex number. For 
our study, 2 cases are considered as shown in Fig. 1 and the algorithm is as in Fig. 2. 

The novelty of the proposed work is a power based comparison of CORDIC algo-
rithm and a combination of CORDIC with Non-restoring algorithm for the computa-
tion of complex square root. For computing complex square root, CORDIC has been

Fig. 1 Flow diagram for the proposed work
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Fig. 2 Algorithm for the 
proposed work 

proved to be a better algorithm in terms of power consumption and in order to prove 
this, this study provides a comparison with Non-Restoring Square Root algorithm.

In Module 1, the input for which complex square root is to be computed is given 
in Cartesian form and this is converted to polar form, the arctan computation is done 
by CORDIC in vectoring mode. In Module 3, the data is converted from polar form 
back to Cartesian form, the sine and cosine values are computed by using CORDIC 
in rotational mode. These steps are based on a circular CORDIC algorithm and 
they are common for the analyzed cases. Inputs provided to the CORDIC algorithm 
in Rotational mode and Vectoring mode respectively, provides the results in the 
form of sine, cosine values and arctan values, due to the rotation of these inputs by 
predetermined microrotation angles until the output theta = 0 for rotational mode 
and y = 0 for vectoring mode. Circular CORDIC algorithm is derived from the 
generalized CORDIC algorithm by substituting the value w = 1. Therefore, the 
equations for circular CORDIC and its vectoring and rotational mode operations is 
as shown in Table 1. 

In this paper, both the cases have the same module 1 involving circular CORDIC 
algorithm in vectoring mode in order to convert the input (a, b) from a + ib to 
P = 

√
a2 + b2 and ϕ = tan−1

(
b/
a

)
. Similarly, module 3 is the same for both 

the cases with the circular CORDIC algorithm implemented in rotational mode to 
convert the inputs

√
P and ϕ

/
2 into

√
P cos ϕ 

2 and
√
P sin ϕ 

2 . The module 2 i.e. the 
intermediate step involving computation of the square root of P, is implemented in 
two ways here as in case - 1 using Hyperbolic CORDIC algorithm and case-2 using 
Non -restoring algorithm.
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Table 1 Circular CORDIC – vectoring and rotational modes 

Equations Mode Vectoring mode Rotational mode 

mi+1 

= mi − σi .2−i.nini+1 

= ni + σI .2−i.mIzi+1 

= zi − σI.αi 

w = 1 mf = K 
√
m2 + n2 

nf = 0 
zf = tan−1 n/m 

mf = K(mcos  z  − n sin  z) 
nf = K(n cos  z  + msin  z) 
zf = 0 

Table 2 Hyperbolic CORDIC – vector and rotational modes 

Equations Mode Vectoring mode Rotational mode 

mi+1 

= mi − σi.2−i.nini+1 

= ni + σI.2−i.mIzi+1 

= zi − σI.αi 

w = –1 mf = K 
√
m2 − n2 

nf = 0 
zf = tanh−1 n/m 

mf = K(mcosh  z  − n sinh  z) 
nf = K(n cosh  z  + msinh  z) 
zf = 0 

Case - 1: Hyperbolic CORDIC algorithm is derived from the generalized CORDIC 
algorithm by substituting the value w = –1. Therefore, the equations for Hyperbolic 
CORDIC and its vectoring and rotational mode operations are as shown in Table 
2. To calculate the square root of P, the hyperbolic CORDIC is implemented in the 
vectoring mode. Before P is utilized in hyperbolic CORDIC, its value should be less 
than 1. For P > 1, P is right shifted by l bits as from (base paper). Now, the inputs 
P + 0.25 and P – 0.25 are given to hyperbolic CORDIC to obtain a scaled down 
version of the square root of P. This answer is left shifted by l/2 bits to obtain the 
actual square root of P. 

Case - 2: Non-restoring algorithm is employed to compute the square root of P. The 
remainder after every iteration or cycle is the main focus of the algorithm. After 
every iteration, a result bit is produced. Simple addition or subtraction operations 
are done based on the sign of the preceding operation result. Each iteration employs 
the outcome of the preceding cycle. In the final iteration, if the outcome is positive 
then it’s the final answer else the resulting outcome is processed further by addition 
to obtain the solution. 

4 Results 

Both the cases were implemented in Verilog and the codes were synthesized in Xilinx 
Vivado using ZedBoard which is a low-cost development board for the XilinxZynq-
7000. The elementary board of Z-7007S of speed grade –1 was utilized. The focus
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Fig. 3 Vectoring mode – inputs [x = 3, y = 4, theta = 0] 

Fig. 4 Rotational mode – inputs [x = 3, y = 0, theta = 03267] 

of this paper is an algorithm consuming less power for square root computation with 
other factors like delay, frequency etc. considered secondary. Hence, these secondary 
values were not noted. 

Figure 3 and Fig. 4 provides the simulation for Vectoring mode and Rotational 
mode operation in CORDIC. In Vectoring mode, the given x and y input values are 
rotated by small pre-determined angles until the value of y co-ordinate becomes 
zero. Therefore, the Cartesian input values are converted to polar form. In Rotational 
Mode, the polar form inputs are rotated by pre-determined micro rotations until the 
angle value becomes zero. Therefore, the polar form inputs are converted to Cartesian 
form. 

The Utilization reports and the primitive tables for both the cases are as in Table 
3 and Table4.The power reports are as shown in Table 5. 

5 Discussion 

16-bit hexadecimal inputs were utilized for the work. Hence the CORDIC code 
iterates 16 times and once the right output is achieved at any iteration then the rest 
of the iterations will carry the same output until the last iteration. In Module 1, 
calculations are done using vectoring mode as in Fig. 3. and inputs given are in the 
Cartesian form i.e., x = 3; y = 4; z = 0.The output obtained is in the polar form 
i.e., xo = 9; yo = 0; zo = 03267.The square root has to performed on the output 
obtained in polar form and therefore output of 9 is converted to 3 and sent as input 
to the next module (i.e. module 3). The calculated square root of xo and the angle 
will be the inputs for the rotational mode as in Fig. 4. i.e., x = 3; y = 0; z = 03267.
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Table 3 Synthesis report for case – 1 and case – 2 

On-Chip Power (W) Functional units 
used 

Available Utilization (%) 

Case 1 Case 2 Case 1 Case 2 Case 1 Case 2 Case 1 Case 2 

Slice logic 6.742 20.211 471 4340 – – – – 

LUTas logic 6.675 15.138 308 1774 63,400 63,400 0.49 3.33 

CARRY4 – 3.264 – 518 – 13,300 – 3.89 

Register 0.071 1.803 75 1953 126,800 126,800 0.06 1.84 

BUFG 0.006 0.006 1 1 32 32 3.13 3.13 

Others 0.000 0.000 4 5 – – – – 

Signals 9.704 19.052 422 2509 – – – – 

I/O 53.358 58.805 144 110 210 210 54.29 55 

Static power 0.841 1.039 – – – – – – 

Total 74.635 99.107 – – – – – – 

Table 4 Primitive table for case – 1 and case – 2 

Ref. Name Functional units Used Functional category 

Case 1 Case 2 Case 1 Case 2 

LUT6 191 32 LUT LUT 

OBUF 96 65 IO IO 

LUT5 75 – LUT LUT 

FDRE 75 1953 FLOP & LATCH FLOP & LATCH 

LUT4 57 37 LUT LUT 

LUT3 42 984 LUT LUT 

LUT2 22 665 LUT LUT 

IBUF 18 45 IO IO 

LUT1 5 177 LUT LUT 

BUFG 1 1 CLOCK CLOCK 

CARRY4 – 518 CARRY LOGIC 

Table 5 Comparison of 
power reports 

Case – 1 Case - 2 

Total on chip Power (W) 74.635 99.107 

Dynamic Power (W) 73.794 98.068 

Device Static (W) 0.841 1.039 

Effective TJA ( C/W) 4.6 11.5 

Junction Temperature (C) 125 125
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Table 6 Comparison with existing literature 

[4] [5] [6] [10] [11] Proposed 

Total on chip 
power 

3.95 mW 0.7453 mW 1.203 mW 0.8908 mW 81.65 μW 74.635 W 

Dynamic 
power 

– 744.635 μW – 889.876 μW – 73.794 W 

The output obtained is the initial Cartesian form input i.e., xo = 3; yo = 4; zo = 0. 
The synthesis results for both cases were analyzed. Using CORDIC alone the on-
chip power obtained was 74.635 W, compared to the combination of CORDIC and 
Non-Restoring algorithm’s on-chip power of 99.107 W. Table 6 gives the comparison 
of the proposed work with existing literature. This difference in the power values 
is due to unavailability of sophisticated software for implementation and had been 
computed with the open source tools available.

6 Conclusion 

In this paper, different methods to compute square root were analyzed and complex 
square root computation was implemented utilizing CORDIC and Non-Restoring 
algorithms. From the above discussion it is understood that CORDIC comparatively 
is a more efficient algorithm for the square root and complex square root computation. 
Further work can be done to reduce the power and increase the throughput utilizing 
pipelining and other efficient methods. 
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Email Spam Detection Using Machine 
Learning and Feature Optimization 
Method 

Naseeb Grewal, Rahul Nijhawan, and Ankush Mittal 

Abstract Email communication has been stated to be the most affordable, econom-
ical, and quickest communication way nowadays. Although there are significant 
perks of emails, sadly, its practice has been baffled by the vast amount of unsolicited 
and often deceitful emails. And these extreme amounts of spam are decreasing the 
essence of information present on the Internet and causing concern among users. 
Many spam detection models have been suggested and experimented with within the 
literature; however, the listed accuracy showed that more could be done in this area 
to improve accuracy. This work describes how to detect spam emails using machine 
learning based on words, numbers, and characters in the emails’ content. We have 
used some prevalent machine learning models (Naive Bayes’, Neural Network, K-
NN, Tree, Logistic Regression) and compared them to classify emails. This paper’s 
primary focus is obtaining optimal accuracy with the help of limited features out of 
57. 

Keywords Machine learning in email · Spam emails · Spam emails detection 

1 Introduction 

Spam email and its harms on people and businesses are reported worldwide. Spam-
mers are trying to further their cause and steal the identities of people by using these 
spam emails. Recent studies have shown that people are losing their confidence in 
communicating through email due to spam. Statistics show that globally 14.5 billion 
spam emails are conveyed every day or in other words, 45% of all emails sent in 
a day are spam. A thorough work by the Radicati Research Group Inc., a research 
organization from Palo Alto, California, shows that the damage caused by spam to 
businesses is almost $20.5 billion every year in terms of productivity, and predictions

N. Grewal (B) · A. Mittal 
Indian Institute of Technology Roorkee, Roorkee, India 
e-mail: naseebgrewal44@gmail.com 

R. Nijhawan 
University of Petroleum and Engineering, Dehradun, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 
S.  Majhi et al.  (eds.),  Distributed Computing and Optimization Techniques, Lecture Notes 
in Electrical Engineering 903, https://doi.org/10.1007/978-981-19-2281-7_41 

435

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2281-7_41&domain=pdf
mailto:naseebgrewal44@gmail.com
https://doi.org/10.1007/978-981-19-2281-7_41


436 N. Grewal et al.

for future costs does not seem hopeful as well. Speculations show that in merely four 
years in future approximately 58 billion junk emails will be sent every day, and it 
will harm $198 billion annually [1]. Therefore, many people who were aware of this 
problem felt this need to develop spam detection methods. 

Thus, to deal with the spam problems, one can take either of two ways, either using 
knowledge engineering or using machine learning. But machine learning shows great 
potential in dealing with email filtering because, unlike the knowledge engineering 
approach, it does not need consistent modification; instead, it takes a sample of pre-
classified emails and training on that data to learn using a particular algorithm. Then 
the trained model is used to predict the unclassified emails. Machine learning has 
been studied extensively and can use several email filtering algorithms like the Naive 
Bayes method, K-nearest neighbour, Tree, Neural Networks, Logistics Regression. 

Awad et al. [2] show that Naive Bayes and Artificial Neural Network works 
pretty solidly to classify spam emails with 99% accuracy using Naive Bayes’ and 
concluded that in the future hybrid systems will be the most efficient way to generate 
anti-spam filters. Still, there were 21,700 attributes in their data set, and it can be 
very challenging to work with these many attributes. 

Our work found out that our data has 57 features to see all models’ performance. 
Initially, we used all the features to train the models. But it was not an efficient way 
to deal with so many features; then, to improve the task’s productivity and efficiency, 
we only used the top 10 features, hence reducing the work by a significant factor. 

The description of our paper is as follows: Sect. 1 is Introduction of the paper. 
Section 2 summarizes the efforts made in the relevant field. Section 3 gives description 
of the data set that is used in this particular paper. Section 4 provides the brief 
overview of our model. Section 5 offers a short description of all the machine learning 
classification algorithms that we used in this paper. Section 6 mentions the proposed 
approach. Results and discussion are introduced in Sect. 7. In the end, the work is 
concluded with Sect. 8. 

2 Related Work 

Machine learning knowledge has been applied in past years in email classification, 
and there are some research papers also regarding the use of machine learning in 
email classification. Hamid et al. [3] proposed the use of the Whale optimization 
algorithm (WOA) for feature selection and then applying rotation forest afterward 
to minimize false positives. Their work was auspicious in delivering performance 
(99.9% accuracy with shallow False positive rate). Hamid et al. [4, 5], reviewed 
ten machine learning classification methods and their application in the field of 
email classification. Their work involved a comprehensive understanding of email 
filtration and the basic structure of email spam filters and machine learning algorithms 
to approach the problem statement of email classification. Jawale et al. [6], show 
that their work on spam email classification is unique. It is based on the hybrid 
system which uses the accuracy of the SVM (Support Vector Machine) model and
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classification speed of Naive Bayes’ model and their hybrid system generated results 
(97.57% accuracy on the testing dataset) that were more improved than produced by 
either of the models alone. Manaa et al. [7] show that the accuracy of their model was 
not affected by the percentage of data included. Their method shows comparatively 
better results in accuracy matrix than k-means model. Douzi et al. [8] show that 
their proposed method’s performance is very compelling and relatively better when 
compared with Bag-of-Words (BOW) and Paragraph Vector-Distributed Memory 
(PV-DM), two well-known deep learning methods using three different classifiers. 
Sahni et al. [9] show that their model produced approximately 98% accuracy using 
Naive Bayes Model and their insight about how this model perform much better with 
emails from single source account than from several source accounts. Hari K.C. et al. 
[10] show that their work compared output of three different classifiers and effectively 
choose the approach that showed maximum f1 score value for classification of emails. 
Rheem et al. [11] show that their hybrid ensemble approach provided the best results 
(94%) out of all other classifiers which they used in their work including Naive 
Bayes, Decision Tree and Ensemble learning model. 

3 Dataset Description 

3.1 Data Extraction 

We extracted the data from the URL [12] (UCI Machine Learning Repository). 

3.2 Dataset Description 

Data set has 4601 instances (1813 spam = 39.4%) and 58 attributes (57 continuous 
and 1 class label). Name and description of features is given in the file named spam-
base.names. 

Information about source, past usage, attribute information and attribute statis-
tics is provided in spambase.documentation file and value of all 57 features is 
given in a separate file called spambase.data. All these files spambase.names, 
spam-base.documentation and spambase.data are found in the URL mentioned in 
Sect. 3.1. 

4 Model Description 

Figure 1 given below shows the overview of our model. First, gathering of the files 
that we found in repository, and then manipulating their data to create a CSV file
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Fig. 1 Figure shows the model of the proposed approach 

which will be used to generate the model. Then, process this CSV file with all 57 
features through Orange Framework for model generation. Using the “Rank” icon 
on all features, we arrange them in decreasing order of “Information gain ratio”. 
Once the list of all features in descending order is obtained, then next step is to select 
the top 10 features, and afterwards create another CSV file of these 10 features. 
Then, after passing this file through the Orange Framework again, we train the 
different machine learning classification methods like Neural Networks, Decision 
Tree, Logistic Regression, K Nearest Neighbor and Naive Bayes’. After training 
these different models, their accuracy, recall, and precision were tested using “Test 
and Score” widget. And finally, visualization of the results was the last step achieved 
using the tools like confusion matrix, ROC analysis, and Scatter Plot. 

5 Methods 

5.1 Neural Networks 

Neurons are the basis of this algorithm. Layers of neuron units are present, and each 
unit takes an input vector and molds it into an output vector. Every unit actively
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participates and applies a (mostly nonlinear) function to the input and passes the 
following layer’s resultant output. The network is generally fed forward, but the 
previous layer doesn’t get any feedback from the next layer. Each signal is assigned 
some weighting during the time it moves between two units, and by manipulating 
the weight values in the training phase, a neural network adapts to the given task 
[13–15]. 

Here is a short description of how a neural network algorithm works [16]: 
Input x goes to a neuron, then it does some mathematical manipulations on 

the input x , and gives an output. One might say three things are happening. First, 
multiplication of every input with some weight given in Eqs. (1), (2): 

x1 = x1 × w1 (1)

x2 = x2 × w2 (2)

Then, the addition of weighted inputs with a bias b: 

(x1 × w1) + (x2 × w2) + b 

And at last, the sum is processed through an activation function given in Eq. (3) 

y = f (x1 × w1 + x2 × w2 + b) (3)

5.2 Naive Bayes’ 

This classifier assumes no relation between the class’s two features. Even if there 
was some dependence on each other, still probability is a mutually exclusive set of all 
those features, and these features independently contribute to probability. Extensive 
data sets are preferred for the Naive Bayes’ algorithm, and this model is rather easier 
to build. This may seem to be a simple model, but still, it is admitted to surpass highly 
recognized classification methods. 

Here is the description of Naive Bayes’ classifier [17]: 
In machine learning, one need to elect the most suitable hypothesis (h) for given 

data (d). Considering a classification predicament, our hypothesis (h) might be the 
class label for a new data instance (d). One of the simplest means of picking the 
best presumable hypothesis based on the data we have; we can apply that data as our 
preceding awareness about the issue. Bayes’ theorem calculates the possibility of an 
event transpiring based on the likelihood of another event that already befell. Below 
equation is mathematical representation of Bayes’ theorem: [18–20] and given in 
Eq. (4).
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P(h|d) = P(d|h) × P(h)/P(d) (4)

P(h|d) is the probability of hypothesis h based on data d . It is known as the 
posterior probability. 

P(d|h) is probability of the data d given that hypothesis h was true. 
P(h) is the odds of hypothesis h being true (no matter what the data). This is 

called the prior probability of h. 
P(d) is the data’s probability (no matter what the hypothesis). 
As it is quite clear that our interest is in anticipating the posterior probability of 

P(h|d) from the prior probability P(h) with P(d) and P(d|h). 
For many different hypotheses, estimate the posterior probability, and afterwards, 

select the hypothesis with maximum probability. It is known as the maximum 
aposteriori hypothesis (MAP). This will look like Eqs. (5), (6) and (7): 

MAP(h) = Max(P(h|d)) (5)

MAP(h) = Max((P(dh) × P(h))/P(d)) (6)

MAP(h) = Max(P(d|h) ∗ P(h)) (7)

For probability estimation, use the normalizing term P(d). 
If in each class, number of features are even, then probability of every class will 

be equal (e.g., value of P(h)). Also, this term will be a constant in final equation, 
hence, the resultant equation will look like this Eq. (8): 

MAP(h) = Max(P(d|h)) (8)

5.3 K Nearest Neighbours 

This is a supervised classification. Drawing a new point as it glances at the identified 
points most proximal to that new locality (those are its nearest neighbours), and it has 
those bystanders’ vote, so label of majority of neighbours becomes the identification 
of new point (k represents the number of neighbours it checks) [13]. 

Here is the description of the KNN classification method [21–23]: 
Algorithm: Assume there are m training data samples, and p unknown points. 

1. Make an array arr [] of data point to store the training samples. 
2. For i = 0 to m: 
3. Find out the Euclidean distance d(arr [i], p). 
4. Create a set S of the K smallest distances obtained. Every single one of these 

distances points to an already classified data point.
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5. Return the majority label among S. 

5.4 Decision Tree 

It’s an acyclic graph which can be practiced to execute decisions. For every branch 
point of the graph, a distinct feature j of the feature vector is researched. If the value 
of feature vector comes out less than a specific threshold, then follow the left branch; 
otherwise, go after the right branch. As one reaches the leaf node, the conclusion 
regarding the example is formed to get the answer to question “To which class does 
the example belong?” [24, 25]. 

5.5 Logistic Regression 

Basic introduction to algorithms is described ahead [26]. In this algorithm, one need 
to plot yi as a linear variation of xi ; still, with a binary yi , it is not elementary. The 
linear aggregation of traits such as wxi + b is a function that stretches from negative 
infinity to positive infinity, while yi got only two possible values. 

Yi corresponds to the output classification of feature vector xi given by the model 
and w is the assigned weight to the input feature vector, and b is the bias value. 

If we term 0 as negative label and 1 as positive label, then only thing required is 
to get an uncomplicated continuous function whose co-domain lies between (0, 1). 
For this type of case, if value given by model regarding the feature vector x is very 
near to 0, then a negative label is given to x ; otherwise, the label of the example is 
positive. A function that possesses the similar characteristic is the standard logistic 
function (also known as the Sigmoid function) given in Eq. (9): 

f (x) = 1/
(
1 + e−x

)
(9)

If optimization of x and b is done accordingly, we will be able to deduce the 
output of f (x) as the odds of yi being positive. For instance, if it’s value is greater 
than or equal to the threshold 0.5, it can be said that x’s class is positive; else, it’s 
negative. In practice, the threshold’s value could be different based on the obstacle. 
So, equation of the model comes out to be something like this Eq. (10): 

fw,b(x) = 1/
(
1 + e−(wx+b)

)
(10)

Description of the above equation is given here [27].
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6 Proposed Approach 

6.1 Implementation 

Step 1: Data Organizing: Given dataset has data and attributes in different files. 
So, files were thoroughly examined in case data was missing (none found) and then 
successfully merged to get the desired CSV file that contains 58 attributes and 4601 
instances. 

Step 2: Dividing Dataset: Using the orange software widget “Data Sampler”, 
data was divided into a ratio of 7:3 for training data and test data purposes. 

Total emails = 4601 (spam = 1813 or 39.4%), where Training set emails = 3221, 
Testing set emails = 1380. 

Step 3: Feature Selection: In this step, we try to shortlist the features to achieve 
optimum accuracy. Using the Rank widget of orange, selection of the top 10 features 
based on their “Information gain ratio” (Descending order) was done. Table 1 given 
below provides the name of those 10 features. 

Step 4: Training the Models: First, divide the dataset into training data and test 
data. Then, with the help of practice data, train the all five methods. 

Step 5: Performance Evaluation: After training the models, test data was used 
to see the performance, such as accuracy, precision, recall, etc., and results were 
obtained using widgets “Test and Score” and “Predictions” represented in Eqs. (11), 
(12) and (13). 

Precision(P) = T P/(T P  + FP) (11)

Recall(R) = T P/(T P  + FN  ) (12)

Accuracy(A) = (T P  + T N  )/(T P  + T N  + FP  + FN  ) (13)

Table 1 Table shows list of 
the top 10 features 

1 word_freq_remove 

2 word_freq_money 

3 char_freq_$ 

4 word_freq_000 

5 char_freq_! 

6 word_freq_free 

7 word_freq_hp 

8 word_freq_hpl 

9 word_freq_george 

10 word_freq_credit
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where, 

T P  = email classified as spam and was initially spam. 
T N  = email classified as non-spam was originally a non-spam. 
FP  = email classified as spam, but actually, email was non-spam. 
FN  = email classified as non-spam but was spam. 

6.2 Visualization 

Finally, results were visualized using widgets “ROC Analysis” and “Confusion 
Matrix”. 

Confusion Matrix. The confusion matrix is a table that summarizes how successful 
the classification model is at predicting examples belonging to various classes. In 
confusion matrix, there are two axis: one is predicted label and the other is actual 
label. The label estimated by the model is predicted label. 

The Area Under the ROC Curve (AUC). The ROC curve (ROC stands for “receiver 
operating characteristic,” the term comes from radar engineering) is a method used to 
appraise the performance of classification models. ROC curves use an aggregation of 
the true positive rate (the proportion of positive examples predicted correctly, defined 
precisely as recall) and false positive rate (the ratio of negative examples predicted 
incorrectly) to construct a brief picture of the classification performance. 

The true positive rate (TPR) and the false positive rate (FPR) are respectively de-
fined as in Eqs. (14) and (15): 

T P  R  = T P  × (T P  + FN  ) (14)

(15)FPR  = T P/(FP  + T N  ) 

7 Results 

In this section, we present the comparison of the performance of all five methods in 
terms of accuracy, precision, recall. Tables 2 and 3 summarizes the performance of 
all five models by selecting the top 10 features. 

In terms of accuracy, Decision Tree shows the maximum percentage in training 
data but falls to the second last position in testing data as Neural Network came on 
top while being in the middle in the case of the training dataset. Naive Bayes and 
Logistic Regression showed approximately the same accuracy in both testing and 
training. But in the case of KNN, there was something abnormal. It showed a very 
appealing accuracy in training but worked poorly in test data.
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Table 2 Table shows 
performance on the training 
dataset of the top 10 features 

Algorithm Accuracy (%) Precision (%) Recall (%) 

Tree 97.9 94.8 94.8 

KNN 97.6 92.8 92.8 

Neural 
Network 

97.4 92.2 92.1 

Naive 
Bayes’ 

96.1 89.5 89.4 

Logistic 
Regression 

95.7 89.6 89.4 

Table 3 Table shows 
performance on the testing 
dataset of the top 10 features 

Algorithm Accuracy (%) Precision (%) Recall (%) 

Neural 
Network 

96.5 91.5 91.4 

Naive 
Bayes’ 

96.4 91.4 91.3 

Logistic 
Regression 

95.8 91.2 91.0 

Tree 94.4 90.5 90.6 

KNN 90.8 90.3 90.4 

In the case of precision, the Tree model has the maximum percentage in training 
but Neural Network stole the1st place in test data. KNN showed a decline in precision 
from training to testing, while Naive Bayes’ precision value actually increased in the 
test dataset. Recall values of all models came out to be very close to their precision 
values. 

7.1 Comparison with Other Works 

Rheem et al. [11] have done the similar work in email classification area, and they 
also used the same dataset that we have used in our work. Their hybrid ensemble 
gave the best accuracy (94%) out of all other methods which they used in their work 
using the mixture of feature selection and ensemble model while in our work Neural 
Networks gave the top accuracy of (96.5%) where we only included the top 10 feature 
to analyze the performance of our model. Precision and recall value of their approach 
is same as their accuracy but in our method, it shows a little decrease in the value of 
these quantities. 

Girase et al. [28] show their work on two different datasets, ling corpus dataset 
and anron dataset. Their first and also the bigger dataset (ling corpus) contain 962 
emails where each email has 3000 feature vectors. In their work, they show that for 
ling corpus dataset Logistic regression provided the maximum accuracy of 98.07%
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Table 4 Table shows comparison of our model with other two other paper 

Girase et al. [28] Rheem et al. [11] Our paper 

Model Ling corpus 
dataset 
accuracy (%) 

Enron 
dataset 
accuracy 
(%) 

Model Accuracy 
(%) 

Model Accuracy 
(%) 

SVM 96.15 97.4 Naive 
Bayes’ 

79.28 Neural 
Network 

96.5 

Naive 
Bayes’ 

96.15 98 Decision 
Tree 

92.97 Naive 
Bayes’ 

96.4 

Logistic 
Regression 

98.07 97.6 Ensemble 90.06 Logistic 
Regression 

95.8 

Random 
Forest 

95 93.6 Hybrid 
Ensemble 

94.41 Tree 94.4 

KNN 90.8 

and in case of Enron dataset the accuracy came out to be 98% but it was showed by 
Naive Bayes’ method. While in our paper we used over 4601 emails and merely 10 
feature and still we were able to obtain 96.5% accuracy. Table 4 given below shows 
the accuracy comparison of our model with two recent year papers mentioned above. 

In conclusion, the merit of our model is not only in terms of better accuracy but 
also in terms of execution time. While the other recent works use full data with a lot 
of features, we utilize minimum number of features. Our work is also very useful as 
we require less data to learn as the number of features is less (François et al. [29]) in 
comparison to other recent works. 

8 Conclusion 

Some very famous machine learning classification methods are studied and reviewed 
in this paper and their application to the spam email detection problem. Brief descrip-
tions of algorithms are presented and their performance comparison is also presented. 
Including all features, Neural Network showed the highest and excellent accuracy of 
100% on the training dataset and 98.3% accuracy on the testing dataset. The recall 
seems to show the least value for all models except Logistic Regression among all 
three factors recall, accuracy, and precision, respectively. But when only 10 features 
were taken out of 57, Neural Network still showed an amazing accuracy of 96.5% 
on testing data but on training data Tree model showed the best accuracy of 97.9%. 
In the future to improve the performance of Neural Networks and logistic regression 
perhaps more research needs to be done either on the number of neuron layers that 
can produce the optimum result in this method or combining the two methods to get 
better results.
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Abstract Due to the rapid growth of internet of things and mobile internet applica-
tions, the traditional centralized cloud computing environment has many issues such 
as low spectral efficiency and higher latency. In order to address these concerns, 
numerous edge computing technologies are created from dissimilar backgrounds 
for improving spectral efficiency, decreasing latency, and for supporting machine 
type communication. Edge computing, a kind of cloud computing, depends on the 
cooperation of tools instead of sending the details to remotely located servers. In the 
computational aspect, a Neural network analyses the gap of the user interests, which 
abuses the transfer based collaboration game to divide users into multiple fog socios. 
Edge server deployment is described as an issue of optimization of multi-objective 
constraint. This work proposed to reduce access delay between mobile consumer 
and edge server. Workload balance of edge servers is ensured. Experimental result 
showed the efficacy of the proposed techniques based on the base station dataset of 
Shanghai Telecom. 
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1 Introduction 

To meet requirements of wireless data services, edge computing is the ideal choice for 
the Internet of Things (IoT) data services and its corresponding applications. In this 
project, device-to-device (D2D) communications is used as basic building block for 
communication and its corresponding computation. The interest of users is different 
and analyzed by building a neural network in this project [1]. It helps to divide users 
into multiple fog communities to achieve effectiveness of transfer Device to Device 
(D2D) typically helps to communicate directly with adjacent mobile devices. D2D 
interaction extends and improves system performance, enriches category function-
ality and variety of applications. Scarceness of frequency spectrum is due to huge 
number of new wireless systems resulting in greater demand of bandwidth [2–4]. 
Surprisingly, most measurement programs have shown that most of the time, almost 
all of the spectrum allocated is used inefficiently. Cognitive radio networks (CRNs) 
was a reliable system for bandwidth usage. In edge computing, data processing is 
done by the by the device and also a personal computer or workstation are used 
to avoid being transmitted to a data center. CRN users are divided into primary 
users (PUs) and secondary users (SUs). A PU in other words a licensed user, has 
the advantage of being given the highest priority for spectrum access and to abstain 
from harmful interference. An SU accesses the licensed spectrum with interweave 
spectrum access in the absence of PU. The effect is e-sensing techniques are used by 
SU’s to pick the unused spectrum for communication on its own [4–8]. 

The SU reach the licensed frequency bands concurrently in the overlay model, 
in order to manipulate knowledge of PU’s in codebooks and messages. The SU 
carefully divides the power transmitted into two sections based upon this information; 
one section is used to help the PU’s communication while the other is used for its 
own communication [9]. Power allocation policies has to be optimum and cognitive 
cooperative radio networks (CCRNs) were arranged to increase network bandwidth, 
use of frequency, and coverage of SU. Based on this a performance analysis was done 
for ergodic capacity, outage probability, throughput, symbol error probability, stable 
transmission condition, as well as delay of packet transmission is also taken into 
account. Otherwise, this secondary user simply stays silent. Thus in the proposed 
protocol, the advantages of a two-path relay channel can be well exploited to serve 
the primary users as well as facilitate the bi-directional transmissions between the 
two secondary users. Based on the classification with regard to space, the SU can 
transmit in the gray and white spaces, and it is not allowed to operate in the section 
of black space when PU is active. Depending on the principles opening of spectrum, 
nearby definition of cognitive radio (CR) has an ability to understand [10, 11]. It 
helps to know from the environment and to statistical variations based on internal 
states.



Enhancement of Data Between Devices in Wi-Fi … 451

2 Related Works 

Previously, edge computing is an extension of cloud computing, has proposed trying 
to offload the Internet of Things (IoT) data services and applications to meet the 
rapidly rising wireless core network requirements. We establish the notion of using 
communication device to interface (D2D). Cloud computing is a system in which the 
data is transferred directly from the cloud server.D2D enlarges and increases system 
capacity as well as it enriches service category. For the purpose of computation, 
we use a neural network which would transfer data by dividing users into multiple 
fog nodes. Pustokhina et al. [12] implemented a new effective model; deep neural 
networks in edge computing enabled IoMT systems. Deng et al. [13] has discussed the 
research road map and the core concepts that deliver essential background for future 
research in IoT using edge computing. In addition to this, Alfakih et al. [14] developed 
a new reinforcement learning based state action reward state action approach for 
resolving the resource management issue [15] in edge computing and makes the 
off-loading decision effective by reducing computing time delay, system cost and 
energy consumption. 

3 Proposed Methodology 

3.1 Vehıcular Communıcatıons 

Spectra. Vehicular to vehicular communication has competitors from cable tele-
vision and other competing technologies which vie for sharing of the frequency 
spectrum for high-speed internet access. Several sections of the radio spectrum are 
regulated for the productive use of the finite radio spectrum by regulatory bodies. The 
growing use of engine-specific wireless communications systems should require V2V 
communication system spectrum availability. As a consequence, FCC has allotted 
75 MHz of spectrum for V2V and V2I radio spectrum at 5.9 GHz in the US. 

VANET Challenges. Challenges faced while implementing security features in 
VANET are huge. Issues are channel itself is dynamic with often disconnections, 
vehicular arrival and departure is instantaneous, for emergency and safety messages 
wireless channels are used, making it vulnerable to various threats and attacks. 
Here we characterize VANET’s unique characteristics and recognize some serious 
problems. 

Security, Privacy, and Safety. Privacy and security concerns in VANETs are of 
fundamental importance. For Vehicle safety protocols, trust, efficiency and high 
mobility. 

Cognition Cycle. The two major features of CR were first identified here: cognitive 
ability and re-configurability. First we explain briefly the interpretation of the CR
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Fig. 1 Cognition cycle process in DSRC Channel 

perception process as well as some CR-VANET particulars. The function of CR 
enabled device is to adapt to its environment. CR components are predominantly 
radio, processor, database of intelligence, engine and learning, tools and optimization, 
and engine to reasoning. CR has strengths both for the mental and configurability. 
Cognitive awareness allows CR to feel and gather information from its background, 
and secondary users, for starters, may figure out the best spectrum available. The 
Cognition cycle process in DSRC Channel is mentioned in Fig. 1. 

Spectrum hole can be defined as portion of spectrum, a primary/licensed user does 
not use at the same place and time instant. Spectrum sensing and signal detection are 
the techniques to identify a spectrum hole. 

3.2 Network Layer: Mobility Management 

Based on the descending order of received signal strength, The MS tries to find an 
apt cell by scanning through the list of channels. It selects the BCCH channel that 
satisfies the requirements. 

Criteria for Cell Selection. Requirements a cell should satisfy are:

• Choose a cell of the selected PLMN. It has to be checked by the mobile station.
• The selected cell should not be blocked. The PLMN operator can bar mobile 

stations to access certain cells, E.g. cells used for traffic handover. BCCH 
broadcasts this information.

• The radio path loss set by the PLMN operator should be above a threshold.
• MS enters a "limited service” and emergency calls are made if no appropriate cell 

is found.
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3.3 Network Configuration 

The different areas of network are PLMN area, MSC/VLR Service area and Location 
area; 

PLMN Area. PLMN provider offers services like land mobile communication to 
the public. Inside a PLMN area, the function of mobile user is to set up calls to 
another user of the same/another network. 

Location Area. If PLMN knows the likely position of MSs which are active in their 
own coverage area, unnecessary network wide paging broadcasts can be avoided. 
In order to find the likely positions of MS divide the network into Location Areas 
(LAs).

• Control of BTS in a particular area can be accomplished by one or more BS
• Corresponding BSCs are controlled by corresponding MSC in a particular area. 

3.4 Security 

Issues are many. Some of them are bandwidth, small device size, dynamic topology 
and limited battery life. Attacks occur in two ways. Passive attack: changes in trans-
mitted data do not happen. Nevertheless, allows unauthorized user to know the 
message. Active attack: Attacker either prevents or modifies the message. Identi-
fication of malicious node: pattern of dropped packets, more energy consumption, 
bandwidth usage more, unreliable packets, more delay, often frequent connection 
break and routing loops. 

Power Control. Factors associated with power control are node capacity limita-
tion, dynamic infrastructure, energy constraint and utilization of channel Power 
maintenance is due to:

• Low capacity condition: nodes are active during transmission of packet and 
inactive when they wait for packet reception.

• Transmission power control: Factors associated with it are error rate, transmission 
range and interference. More transmission power means transmission range is 
increased and hop count is reduced.

• Power aware routing: Purpose of routing protocols are to allow more network life 
time. This is done by reducing battery life time of the nodes. 

Numerical Results. A random network with single source S, one destination D1, 
NP = 16 primary nodes, both primary and secondary users have equal transmitting 
power. i.e. EP = ES, which yields P = S t  = −  5 db. source S and destination D1 
are positioned in the center of two opposite sides Placement of random nodes are 
uniform in a square area. The value of policies to be optimized are set at = 0.99, 
which is the norm for static networks. For primary transmissions power allocated
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is computed by obtaining the largest that satisfy Pout, SS (dS) = S for  S  = 0.15 
and a distance d = 0.2. Plotting of performance of routing protocols are primary 
end-to-end throughput (5) vs energy consumption of the primary usually expressed 
in dB, 10 log10 E (k, RP, Q). The value of RP = 3 bits/s/Hz is set, RS = 1 bits/s/Hz 
and NS = 16. The resulting output is [0, 1] for (Optimal) and K in {0,..., NS} The 
energy spent by the two schemes are equal. But for K _ 1, K-OSLA has a bit higher 
energy consumption compared to K-Closer. The reason for this primary nodes are 
given preference in the metric taken. For Primary packets, more transmission power 
is used resulting in more related measures. 

4 Results and Discussions 

Rectangular node was generated using 50 sensor nodes and one connector node in 
this project, as stated in Fig. 2. By using ANN algorithm, shortest path between 
target and destination node is determined. Square shaped form of Communication is 
exhibited to avoid Traffic. 

The Fig. 3 shows the forming of anchor modules between the node with origin and 
the node on anchor. The overlaid wireless networks for both structures are with PPP 
modeling. The base station (BS) is affiliated with each mobile user (MU), thereby 
representing the Voronoi cell in the cellular network The circularly defined area 
around each BS, with radius c0, represents the nano particle-inner area. The outside 
of the circular area has been the cell-edge area in each cell. Potential secondary users 
in each cell in compensation for a fraction of the disjoint spectrum band can actively

Fig. 2 Communications between various nodes
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help downlink communications in the cell-edge. Growing SU has departed d meters 
away from either a fixed sender, and the ellipse pairs both together. The performance 
analysis of the proposed and the existing model [14] is analyzed in terms of packet 
delivery ratio, throughput and packet drop, which is graphically stated in Fig. 4, 5 
and 6, and the tabulation is given in Table 1 in terms of throughput.

Fig. 3 Anchor node formations 

Fig. 4 Throughput comparison
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Fig. 5 Packet delivery ratio comparison 

Fig. 6 Packet drop comparison 

Table 1 Comparative 
analysis in terms of 
throughput 

Throughput 

Number of nodes Existing model [13] Proposed 

0 0 0 

20 80 30 

40 240 80 

60 380 140 

80 400 140 

100 400 140
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5 Conclusion 

To increase the downlink rate of SN, we formulated the optimal control optimization 
concern after this. The SINR restriction of Pus is put forth, so the conventional 
interference power restriction to shield PUs from harmful interference is done. In 
order to solve the problem, an iterative approach based on convex approximation 
was done. If there is more number of antennas the implications are analyzed for 
the success of PN and SN. Results inferred show that the SN can tolerate higher 
sum amounts with SINR limitations more than power generation constraints without 
intrusion. Also in this work, we focus only on the issue of the SU’s power allocation. 
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Extraction of Dataset for Indian Sign 
Language Recognition from News Video 

Pooja Goswami and S. Padmavathi 

Abstract Sign language recognition can provide excellent platform for the hearing-
impaired people in society. In day-to-day life physically challenged people face 
problem to communicate with normal people. There are many research works done 
for sign language recognition, but there is, lack of availability of dataset for the 
research work which leads to less development of tools for training and testing for 
the recognition of signs. This paper proposes an algorithm that takes offline NEWS 
video stream to create dataset of sign language video with the corresponding text. 
The signs are recognized from the gesture of the person in the news-video with 
the help of lip movement, facial expression. Therefore, those signs will be mapped 
to the audio text in the video up to sentence level. The proposed algorithm takes 
input of offline video and apply various techniques such as extraction, segmentation, 
template matching, speech conversion to generate dataset which consist of sentence 
level segmented videos which will be pushed to pre-trained model to get the output 
for the sign language which will be compared with the audio text and comparison 
score will be calculated. Therefore, this technique will help to enhance the dataset 
for the future research for Sign Language recognition. 

Keywords Dataset generation · Face detection · Facial expression ·
Lip-Movement · Lipnet · Segmentation · Sign Language Recognition 

1 Introduction 

Sign language is a part of hearing-impaired people’s daily life. Their communication 
with people is restricted as there exist very minimum percent of people who can
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understand and use it. According to survey, five percent of people out of world 
population are suffering from the disability of hearing. They require translation to 
communicate with other people who don’t know sign language. This necessitates 
automatic sign language recognition tool. 

The major challenge for sign language recognition is the dataset involved for the 
work. Two common methods related to data set are 1) Create dataset for different signs 
manually 2) Use the existing limited dataset for the work. Sign language recognition 
algorithms usually addresses a limited set of signs. The development of tools for sign 
language recognition requires huge dataset which have the variations with respect 
to skin tone, gesture etc. that can be used for training different model. Automatic 
generation of dataset from the sign language videos could accelerate the research on 
sign language recognition. One can generate the dataset required for their work and 
need not invest huge amount of time for creating dataset. This paper aims in creating 
Indian Sign Language dataset from offline news video and automatically matching 
word corresponding to sign depicted in news video using Lipnet. 

In Sign language hand gesture, lip movement, facial expression plays important 
role in conveying information. In many algorithms, Indian Sign language recognition 
is addressed as a gesture recognition task. The news video should be segmented based 
on the news, sentence and words of the sign language. The sign language gestures 
should be extracted and mapped to the corresponding words in the spoken. In this 
proposed method, the complete video called the parent news video is segmented into 
different news clip videos by extracting the frame containing the same News headline 
displayed at the bottom. In the next stage, the segregated news video is segmented 
into sentence level video by using shot boundary detection algorithm. From the 
complete frame the ISL action performer is extracted and stored as separate videos 
using Grabcut algorithm. The audio stream for each video segment is extracted and 
converted to text and stored in a text file. The significant keywords are filtered using 
NLP techniques like stop word removal and POS tags. Since pretrained models 
for ISL does not exist and the lip movement closely imitates the words spoken, 
Lipnet is chosen for ISL word recognition. Lipnet is a pretrained model available for 
word identification based on lip movement. The face region of the ISL performer is 
extracted using Haar Cascade classifier and this video is given as input to Lipnet. The 
words predicted from Lipnet is compared with extracted significant words. Though 
the score is less for the words recognized, it could be improved by combining with 
hand gestures. 

2 Related Work 

Indian sign language recognition comes under one of the most demanding research 
works for society, gathering dataset for the recognition of sign is most challenging 
part of the work as a result a big portion of time is allocated for gathering or creating 
dataset.
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Video pre-processing that is conversion of video to images and cropping the 
region of interest and matching template is explained in [1]. For pulling out text 
from the images by using optical character recognition extraction, where Tejas et al. 
[2] have fetched character from number plate and pushed it to neural network, they 
achieved 81% of accuracy for the first trial. Shrenika et al. [3] explained the working of 
matching template in sign language recognition, by pushing input as image containing 
sign and by using OpenCV lib of matching-template the signs are matched and 
corresponding text related to the sign is given as result, the limitation is found in 
dataset which is on character level. 

For abrupt change in video background the most commonly and widely used 
method in computer vision is shot detection algorithm. Mas et al. [4] has explained 
shot boundary detection algorithm based on histogram color difference which is able 
to get the abrupt shot boundaries and smooth shot boundaries for temporal color 
variation. Another technique for detection of shots in video is G-SURGE method 
which takes spatial distribution of colors and apply the algorithm to detect abrupt 
and gradual shots in video which is explained in [5]. The aim is to provide simple 
and fast algorithm that work on real time environment. 

Initial step of dataset preparation involves detection of region of interest. Sharifara 
et al. [6] has explained the detection of face based on Haar Cascade classifier and 
segmentation of facial region. To detect the facial part from the face region Viola 
Jones Algorithm can be applied which is explained in [7] this algorithm is tested 
on different poses and achieved 92% accuracy score. Feature extraction on images 
is done by pulling the region of interest from the image, and this is done widely in 
image processing by segmentation, there are many methods used for segmentation. 
Dixit et al. [8] has explained global thresholding algorithm, another segmentation 
technique that is The Chan and Vese model is discussed in [9]. Park et al. [10] has 
explained the grabcut algorithm to pull human region from the image by giving 
reference of skeleton image to detect human body in image, where it has showed 
better performance than naïve grabcut algorithm. 

Filtration of spoken text is done by Natural language processing [NLP] techniques 
which is discussed in [12]. Model used in neural network comes as pre-trained or 
one can design it from scratch. Model such as CNN, CNN + LSTM, Lipnet etc. are 
used for sign language recognition and some are pre-trained on database which can 
be used to pull out result with low cost of execution. For tracking lip movement in 
region of interest Lipnet model is used in [13]. This model is used to get output from 
variable length of sentences. This is trained on GRID Corpus. Lip reading based on 
different neural network model is described in [14]. Word recognition from CHMM 
model on Grid corpus is shown in [15] Also, for identifying the signs from the video 
of ISL performer manual dataset is being created in [16] which is pushed to CNN 
model pre-trained on ImageNet followed by LSTM network therefore, the demerit 
of this method is on lack of dataset. For Identifying sign language with the help of 
body gesture, hand is tracked using K-means clustering and can be used as additional 
feature for the dataset as explained in [17]. They achieved good accuracy for signs 
but the challenge was on dataset which had been created manually for training and
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testing. For detecting gesture with the help of fingertip is explained in [18] which 
can be used in future to enhance the dataset with help of gesture. 

In all the paper which results in recognition of sign, the main challenge is visible 
on the dataset for training and testing, hence there it requires an algorithm which can 
be used to create dataset by video which consumes less time for aggregating dataset. 

3 Methodology 

Dataset for ISL recognition is created from offline news video. Input video is 
subjected to various image pre-processing steps and the region of interest is extracted 
from the frames of video. The news video frames generally contain news reader or 
the new clips. The sign language performer is included as a part of every frame 
in a small window embedded in the main news video. The news text scrolls at the 
bottom with appropriate subheading. The locations of the sign language performer 
and text are usually fixed at certain position in the entire video. For extracting the 
sign language, the video has to be broken down to word level video. The single 
video stream has to be segmented at various level such as news segments, and news 
sentence before reaching the final form. Simple video processing algorithms may 
not give the accurate segmentation of news segments due to presence of embedded 
news clips. Hence the major steps involved can be subdivided into following tasks.

• Extracting different news segment from one news video (parent)
• Extracting sentence level video from child news video
• Audio Analysis 

The steps involved in each task is briefly depicted in the architecture diagram 
shown in Fig. 1. First part deals with extracting news segment by pulling out the 
headline text from the video and mapping it with the video frames. Second part of 
the work explains the extraction of Indian Sign Language (ISL) performer region in 
news segment for the dataset which is pushed to pre-trained Lipnet model. Third part 
of the work involves the processing of audio to text and applying NLP techniques 
for extracting the ISL words. 

3.1 Architecture 

3.1.1 Extraction of News 

Simple video processing algorithms may not give the accurate segmentation of news 
segments due to the presence of embedded news clips. This paper proposes shot 
boundary detection algorithm to identify the news clips. It also uses the headlines 
of the scrolling news text to identify the news segment. From the video frames 
the headline text is extracted based on the fixed location and stored as a video.
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Fig. 1 Complete flow chart for creation of dataset 

OCR algorithms are applied on this video and the corresponding text are stored in 
a document with the line number corresponding to frame number. The redundant 
headlines are removed by string matching algorithms and the corresponding line 
numbers are used for extracting news segment. The unique headlines are stored in a 
document for further processing. 

The result is enhanced by applying shot boundary detection algorithm on the news 
segment video. This will segment the news clip and also refine the extraction of news 
segment when the headlines are missing or changing. Shot detection algorithm is 
used to find shots within the news since the change of scene within the news results 
in change of sentence. Hence the detection of shots is taken as segmented video from 
news. 

Shot boundary detection algorithm works on the base knowledge of discontinuity 
or variability of the intensity level of the frames. By taking frame n as a reference, 
the difference in intensity value is calculated with n + k frame where k > 1. By 
computing F (n, n + k) that is absolute difference of frames as shown in Eq. (1), 
which is then compared with the threshold value if the F (n, n + k) is above threshold 
it takes as shot. 

F (n, n + k) =
∑∣∣In(a,b) − In+k(a,b)

∣∣ (1)
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3.2 Extraction of ISL Performer NEWS 

From the complete frame of news video, the ISL performer region is cropped based on 
the static coordinates and the video is stored separately. Based on the new segments 
extracted using shot boundary detection as discussed in previous section, the ISL 
performer video is also segmented accordingly. This implies that sentence level 
segregation of news video is applied for both complete frame video and ISL 
performer video. Then from the ISL performer video, the face of the ISL performer 
is detected by using Haar-cascade classifier for frontal face. Once the facial region 
of ISL performer is detected, grabcut algorithm is applied for background removal 
and fetching only the facial part in the video. The video with only the facial region is 
given as input to Lipnet model and store the output in csv file for later comparison. 

There exists different model for lip reading but those are trained on phonemes, 
character but Lipnet is a pre-trained model on GRID Corpus which has various 
sentences from different speaker, once the input is given as video it gives sentence 
as output. Therefore, the Lipnet model is taken for experimenting the sample videos 
for which it gives desired sentence level prediction. 

3.3 Pre-processing on Audio 

The audio associated with the video is given to google speech translator. The speech 
converted text is stored in a text document. After getting the audio text of news 
video, NLP techniques is to filter the audio text, sign language involve no stop word 
for conveying message, Therefore stop word removal, POS tagger removes the stop 
words from the audio text and store the main words in text document. 

3.4 Comparison of Spoken Text to Predicted Output of Lipnet 

The spoken audio text is compared with the predicted text from Lipnet for depicting 
the words from segmented video which can be used for breaking sentence level video 
to word level in future. Comparison score can be calculated with respect to filtered 
audio text and predicted output text from Lipnet which is expressed in Eq. 2. 

Comparision  Score  = T otal Predicted W ords 

T otal  N  umber  o f  W  ords  in  Audio  text  
(2)
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4 Dataset 

4.1 Dataset Creation 

The generated dataset has videos in it such as extracted news segment video, and from 
news segment video sentence level video is fetched by the use of shot boundary detec-
tion algorithm also the ISL performer sentence level video is fetched in same way 
which can be used to extract feature such as face by using segmentations technique, 
which is pushed to Lipnet and compared with the spoken text. 

After applying the matching template algorithm all the frames with same headline 
is detected as shown in Fig. 2(a). All the frames collected from matching template 
algorithm are combined together to form a video as depicted in Fig. 2(b). 

The news segment is pushed to shot boundary detection algorithm where the shot 
is detected, according to the shots taken the frame of ISL performer region as shown 
in Fig. 3(a) which is fetched out with the static coordinates is combined together as 
shown in Fig. 3(b). 

Figure 4 depicts the result of face detection by using Haar cascade classifier and 
background subtraction using grabcut algorithm. 

The audio from the corresponding video is converted into text as shown in Fig. 6(a). 
Only main words from audio text document is stored in text document which is shown

Fig. 2 a Frame of matched news. b Segmented news video 

Fig. 3 a ISL performer frame. b Shot video of ISL action performer
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Fig. 4 Face detection and background elimination 

in Fig. 6(b). Scrolling text from the corresponding video is extracted and stored in 
document of one-to-one relation of line with frame of video and stored in text docu-
ment to keep track of frame number. The result after removing the redundancy in 
text document by using string filtration method. Since the processed video, corre-
sponding headline, spoken text are already prepared, the processed video is being 
pushed Lipnet to get predicted words as shown in Fig. 5. Which will be later used 
for segmenting the video into word level. With the sentence level segmented video 
18.79% of words are matched with audio text.

Fig. 5 Word Prediction from Lipnet 

Fig. 6 a Audio text of corresponding video. b Filtered audio text
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5 Comparison and Discussion 

Table 2 presents the state-of -the Art comparison, where the accuracy rate for different 
model is shown. 

The complete work is done on segmenting the video to sentence level, which 
can be experimented with Lipnet model. There exist many pre-trained models but 
as per the requirement the need of the model in this project is to experiment the 
segmented video on sentence level by reading lip of the ISL performer. Therefore, 
the hand region is not segregated, only the facial region is segmented and saved for 
the sample generated videos. Since the work is based on mouth region, From all 
listed model in Table 2. Lipnet trained on Grid Corpus is the most suitable model 
for the experimentation with the video. Based on the outcome the videos it can be 
broken down in future to word level, so that the word level dataset can get trained 
with their respective labels Table 1. Shows the comparison of the spoken text from 
video to the predicted text from Lipnet, where in some segmented video words are 
getting matched and vice-versa. After experimenting the complete set of videos with 
Lipnet the total matched words are found to be 87 with the true audio text that has 
count of words 463.Therefore the comparison score for the words comes out to be 
18.79%. 

The comparison is not done with other models, since this work is related with 
generation of dataset from offline news video. Once the videos are broken down 
to word level the generated data can be trained and compared with different neural 
model for better accuracy. 

Table 1 Comparison of true text and Predicted text 

Video name Spoken text (True value) Predicted text 

1Shot-news-ISL0.mpg Smriti Irani has said she has received the 
show runs from Jammu and Kashmir 
Chief Minister 

She green in help nine soon 

1Shot-news-ISL1.mpg Home minister Rajnath Singh have a 
discussion over the matter 

Has green over h five again 

2Shot-news-ISL0.mpg The matter with the J&K Chief Minister 
Mehbooba Mufti the chief minister 

Bin has by h said again 

Table 2 State-of-the-Art-Comparison 

Dataset State-of-the-Art Model Rate [%]/Comparison score 

GRID Corpus Assael et al. [13] 
Gergen et al. [15] 

Lipnet 95.2% 
94.23% 

Proposed Work Assael et al. [13] Lipnet 18.79% (Comparison score)
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6 Conclusion and Future Work 

With the advancement of the work in deep learning and computer vision our work 
gives the effectiveness of having automated system for generation of dataset for sign 
language recognition. As it makes easier for the researches to have their own dataset 
without creating it manually. The main objective of project is to create algorithm 
which segments the news video and generate dataset for sign language recognition 
so that one can have variation in their dataset and can have large dataset for their 
research work. This paper proposes algorithm for extracting sentence level video 
from complete news video. It also segments the sign language performer region from 
the video and maps the text converted from audio to the Sign language performer 
video. It involves technique such as extraction of text, segmentation, Longest string 
matching, Shot boundary detection, Haar cascade classifier, speech to text converter 
and NLP preprocessing on text. To get more understanding of sign language in future 
the processed video can be segmented for hand gesture. The future work involves 
exploration on segmenting the sentence level video into word level to get more 
specific dataset for the sign language recognition. 
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Feature Fusion of LBP, HELBP & 
RD-LBP for Face Recognition 

Shekhar Karanwal and Manoj Diwakar 

Abstract As literature suggests that single descriptor fails to produce desired results 
therefore the proposed work launches novel Fused Local Descriptor (FLD), by 
merging 3 state of art local descriptors. The services of FLD was taken from LBP, 
HELBP & RD-LBP. As all these 3 descriptors adopts different concepts therefore 
their integration is done. In LBP, the gray value (neighbors of patch (3 × 3 size)) 
are involved in comparison to center gray value. In HELBP, the gray value (hori-
zontal neighbors of patch (3 × 5 size)) are involved in comparison to center gray 
value and in RD-LBP, the different scale pixels are compared. PCA is bring next for 
reduction and classification is further done by SVMs. FLD attains staggering rates 
than either of LBP, HELBP & RD-LBP. FLD also proves its significance in front of 
several other literatures based ones. ORL & GT are used for evaluation in MATLAB 
R2018a environment. 

Keywords Horizontal Elliptical LBP (HELBP) · Local Binary Pattern (LBP) ·
PCA · Radial Difference LBP (RD-LBP) · SVMs 

1 Introduction 

In literature plentiful of work has been done in Face Recognition (FR) & Facial 
Expression Recognition (FER), in tough conditions. These tough conditions are 
occurred due to intrapersonal changes. In these conditions, the performance accom-
plished by local descriptors are astonishing. Local descriptors work on distinct 
patches of the image for feature extraction. Some authors apply directly to image & 
some employ after pre-processing techniques. The aggregate size is built by joining 
features region wise (extracted from original input image or the transformed image 
evolved after deploying local descriptor concept). The literature work suggests clearly 
that fusion of local descriptors outperform the alone descriptor results & many others. 
The prime objective of all these developed descriptor is to achieve discriminativity in
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uncontrolled conditions. By observing that fusion of 2 or more descriptors improve 
the accuracy therefore the invented work launch the novel descriptor by fusing the 3 
state of art descriptors. The main objective of the fused descriptor is to produce the 
discriminativity in uncontrolled conditions. Results shows the effectiveness of the 
proposed fused descriptor. The related work and the description of the other utilized 
descriptors (for making the feature size of robust fused descriptor) are mentioned in 
the upcoming sections. 

2 Related Works 

Santosh et al. [1] develops the novel feature for FER by deploying the fusion of 
HOG& LBP. The HOG feature extraction is carried out from distinct landmarks of 
face such as mouth, eyes, nose & face (by usage of gradients & orientations of pixel 
value), which are concatenated for full feature size making. Similarly, extraction of 
LBP features is carried out. The fused method defeats alone result of HOG, LBP & 
others. Chengeta et al. [2] gives the FER survey by utilizing LBP & Local Directional 
Pattern (LDP). LBP is applied to attain local features & LDP is employed for direc-
tional features capturing. Both LBP & LDP feature extraction is done from small 
regions, which are merged into single feature representation. The merged technique 
provides healthier outcomes than many LBP variants. Sarangi et al. [3] presented his 
approach for Ear recognition by integrating features of Pyramid HOG (PHOG) & 
LDP. Spatial shape features are acquired by usage of HOG & local texture features 
are captured by utilizing LDP. PCA is adopted further for compact size. Dabagh et al. 
[4] merged features of Gabor & LBP to make discriminative face analysis. In Gabor, 
face shape encoding is done for broad range of scales and in LBP, local details are 
captured. Further CCA is used for selecting discriminative features. Annalakshmi 
et al. [5] invented hybrid technique for classification of gender, by usage of Spatially 
Enhanced LBP (SLBP) & HOG. Due to micro-patterns texture representation & 
local shape (by catching of gradient structures) this combination outclasses many 
descriptors. Reddy et al. [6] proposed novel FR by using LBP, LVP& Gabor LVP 
(GLVP). The features obtain from all are integrated to manufacture the discrimi-
nant size for matching. The merged one gives better consequences than alone ones. 
Hazgui et al. [7] discovered the new method for texture by merging LBP & HOG. 
First detection (of patch) is carried out to eliminate the undesired details. Then 
LBP & HOG extracted features are joined. LBP captures the local details and HOG 
captures the gradient details. The fusion scheme appears to be effective in distinct 
challenges. Yang et al. [8] presented the effective fusion scheme for FER by merging 
LBP, LDN & EOH features. The texture features are attained by LBP; the inten-
sity details are given by LDN & Edge Orientation Histograms (EOH) are used as 
feature extractor. The rate gain by fusion scheme is higher than alone. Siddharth 
et al. [9] discovered heterogeneous FR by joining MB-LBP & MLBP. For catching 
of structural features local descriptors are consumed. The fused technique reaches 
stupendous results. Wang et al. [10] makes use of Local Difference Pattern (LDP) &
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HOG in FR, by joining them. The local patterns are extracted by use of LDP & edge 
features are extracted by use of HOG. The rate is enhanced after feature fusion. Shar-
ifnejad et al. [11] provide the fusion method for FER by merging ELBP & PHOG. 
ELBP size is formed from distinct face areas &PHOG size is formed from distinct 
cells (locally) of several pyramid levels. ELBP + PHOG attains the superb results. 
Zhang et al. [12] presented its FER based on GWT, LBP & LPQ. GWT is employed 
initially for gabor feature extraction and then LBP & LPQ are used for encoding 
gabor image. The fusion leads big size so 2 stage PCA-LDA is used for compaction. 
Many methods are outclassed by launched method. 

This work launches novel descriptor so-called Fused Local Descriptor (FLD), 
by merging 3 state of art local descriptors. The services of FLD was taken from 
LBP [13], HELBP [14] & RD-LBP [15]. As all these 3 descriptors adopts different 
concepts therefore their integration is done. In LBP, the gray value (neighbors of 
patch (3 × 3 size)) are involved in comparison to center gray value. In HELBP, the 
gray value (horizontal neighbors of patch (3 × 5 size)) are involved in comparison 
to center gray value & in RD-LBP, different scale pixels are compared. PCA [16] is  
bring next for reduction with classification by SVMs [17]. FLD attains staggering 
rates than LBP, HELBP & RD-LBP. FLD also proves its significance in front of 
various literature based ones. ORL [18] & GT [19] are the 2 datasets utilized in 
MATLAB R2018a environment. The work remaining is as follows: Related works 
are discussed in Sect. 2, Methods are explored in Sect. 3, Experiments are conducted 
in Sect. 4 with Discussions in Sect. 5 & Conclusion in Sect. 6. 

3 Methods 

3.1 Local Binary Pattern (LBP) 

In LBP [13], gray value (neighbors of patch size (3 × 3)) are involved in comparison 
to center gray value. The 1 value is set to those areas where gray neighbors have large 
or same gray value to gray value (of center), else 0 is issued. The length of pattern 
produced is 8 bits, after comparison. From pattern length, the LBP code is deduced 
by the weights grant. This procedure continues for all places, which yields the LBP 
image. The region wise (3 × 3) extracting features from LBP image pulls of LBP 
size of 2304, as each regional size is 256. Equation 1 states LBP concept for single 
position. M, N, VN,m & V2,2 are neighbors length, radius, distinct places of each & 
center place. 

LBPM,N(xc) =
∑M−1 

m=0 
k
(
VN,m − V2,2

)
2m , k(y) =

(
1 y ≥ 0 
0 y < 0

)
(1)
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3.2 Horizontal Elliptical LBP (HELBP) 

In HELBP [14], gray value (of horizontal neighbors of patch size (3 × 5)) are involved 
in comparison to center gray value. The 1 is set to those areas where gray neighbors 
have large or same gray value to gray value (of center), else 0 is issued. The length 
of pattern produced is 8 bits, after comparison. From pattern length, HELBP code 
is deduced by weights grant. This process continuation in all places form HELBP 
image. The region wise (3 × 3) extracting features make HELBP size of 2304, 
as region size is 256. Equation 2 states HELBP concept for one place. M, N1, N2, 
VN1,N2,m & Vc are neighbors length, radius (N1), radius (N2), distinct places of each & 
center place. 

HELBPM,N1,N2 (xc) =
∑M−1 

m=0 
k
(
VN1, N2 ,m − Vc

)
2m , k(y) =

(
1 y ≥ 0 
0 y < 0

)
(2)

3.3 Radial Difference LBP (RD-LBP) 

In RD-LBP [15], there is computation of radial differences among different scales 
of mxn image patch. In this work RD-LBP is examined by using 5 × 5 patch. 
Specifically, N1 scale pixels are differentiated (subtracted) from N2 scale pixels. The 
1 value is set to those areas where gray differences have large or same gray value 
to 0, else 0 is issued. The length of pattern produced is 8 bits, after comparison. 
From pattern length, RD-LBP code is deduced by the weights grant. This procedure 
continues for all places, which yields RD-LBP image. The region wise (3 × 3) 
extracting features from RD-LBP image pulls of full RD-LBP size of 2304, as each 
regional size is 256. Equation 3 states RD-LBP concept for single position. M, 
N1, N2, VN1,m & VN2,m are neighbors length, radius (N1), radius (N2), pixel places 
at N1& pixel places at N2. 

RD − LBPM,N2,N1 =
∑M−1 

m=0 
k(VN2,m − VN1,m)2

m , k(y) =
(
1 y ≥ 0 
0 y < 0

)
(3)

3.4 Fused Local Descriptor (FLD) 

The LBP, HELBP & RD-LBP all builds the feature size of 2304 so FLD size is 
[2304 2304 2304] = 6912. Figure 1 display the FLD illustration for one position. 
The global approach PCA is bring into use for size compression with SVMs for 
matching. Figure 2 gives the full architecture of the proposed method.
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Fig. 1 FLD demonstration for single position 

Fig. 2 Proposed method full architecture 

4 Experiments 

4.1 Datasets Utilized 

The 2 used datasets are ORL & GT. Table 1 conveys all the details of the 2 datasets. 
Figure 3 displays some ORL & GT images.
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Table 1 ORL & GT datasets illustration 

Datasets Subjects Subject images Size Total Conditions 

ORL 40 10 112 × 92 400 Pose, illumination & emotion 

GT 50 15 Varying 750 Illumination, emotion, pose 
& scale 

Fig. 3 Some ORL & GT images 

Table 2 Particulars concerning the feature size 

Descriptors 1 Regional size Complete size PCA reduction 

ORL GT 

PCA PCA 

LBP 256 2304 33 41 

HELBP 256 2304 33 41 

RD-LBP 256 2304 33 41 

FLD 256*3 6912 33 41 

4.2 Descriptors Particulars Concerning the Feature Size 

Due to huge original image size it becomes obligatory to lower down the image size, 
for cost minimization. On ORL, the image size is set to 53 × 48 straight way. On 
GT, same is carried out after color conversion to gray. Rest details are found in Table 
2.
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4.3 Rate Assessment 

The recognition rate (in %) is assessed by the following formula utilization:[
RR = Tst−Imf 

Tst 
∗100

]
. Trst reveals training size, Tst reveals test size, Imf are the incor-

rect matches found & RR reveals the recognition rate. On ORL, Trst consider values 
from 1:4 & Tst have the remaining values which are 9:6. The upmost rate is attained 
after 20 executions. The FLD pulls off better rates than other ones. Table 3 provides all 
the results assessment. On GT, Trst consider values from 6:9 & Tst have the remaining 
values which are 9:6. The upmost rate is attained after 25 executions. The FLD pulls 
off better rates than the other ones. Table 4 provides all the results assessment. The 
obtained rates clearly illustrate the FLD superiority. From the results gained it can 
be easily concluded that by joining the multiple features the rate increases. 

Table 3 Results assessment on ORL 

RBF performance POLY performance 

Trst essentials Trst essentials 

Trst = 1 Trst = 2 Trst = 3 Trst = 4 Trst = 1 Trst = 2 Trst = 3 Trst = 4 
All 
descriptors 

RR RR 

LBP 76.66 89.68 93.92 97.50 73.88 89.06 93.21 97.50 

HELBP 78.05 90.31 94.28 97.91 74.16 89.06 93.92 97.08 

RD-LBP 80.27 91.87 95.71 98.33 76.94 90.00 94.64 97.50 

FLD 84.16 94.06 97.85 99.16 80.83 92.18 96.07 98.75 

Table 4 Results assessment on GT 

RBF performance POLY performance 

Trst essentials Trst essentials 

Trst = 6 Trst = 7 Trst = 8 Trst = 9 Trst = 6 Trst = 7 Trst = 8 Trst = 9 
All 
descriptors 

RR RR 

LBP 84.66 85.50 87.42 88.33 82.22 84.25 86.57 87.66 

HELBP 84.22 86.50 87.42 88.66 81.55 84.75 86.28 87.66 

RD-LBP 84.88 86.75 88.85 90.00 82.66 86.25 87.14 88.33 

FLD 88.00 88.25 90.00 91.33 85.77 87.25 88.85 90.00
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Table 5 FLD comparison with other literature ones on ORL & GT datasets 

On ORL Trst essentials On GT Trst essentials 

1 2 3 4 6 7 8 9 

All methods RR in % All methods RR in % 

NCDB-LBPac [20] 80.2 93.7 97.1 99.1 NCDB-LBPac [20] 83.3 85.7 88.0 89.3 

NCDB-LBPc [20] 81.1 92.5 96.7 98.7 NCDB-LBPc [20] 83.3 86.5 87.1 90.0 

OD-LBP [21] 79.4 92.5 97.1 N/A OD-LBP [21] 87.3 N/A N/A N/A 

LC-LBP [13] 51.6 68.7 80.0 82.9 LC-LBP [13] N/A 68.2 71.7 73.3 

VELBP [13] 61.1 78.4 86.4 92.9 VELBP [13] N/A 74.5 76.8 77.6 

RLRRP [22] N/A N/A 92.5 96.0 CZZBP [24] 81.3 82.7 85.1 87.3 

MSRL [22] N/A N/A 93.7 95.9 CMBZZBP [24] 84.4 87.7 88.5 89.3 

Extend Face_log [23] N/A N/A 88.2 N/A EIT2KBSRM [25] 71.1 72.5 77.4 N/A 

A3M_MSDs [23] N/A N/A 86.5 N/A MWCSRFR [26] 80.2 83.5 N/A N/A 

FLD 84.1 94.0 97.8 99.1 FLD 88.0 88.2 90.0 91.3 

4.4 Comparing the FLD Results with Literature Ones 

The proposed FLD (obtained from RBF) is involved in comparing its results with 
numerous methods. FLD totally outstrip the all methods. Table 5 presents the whole 
comparison on ORL & GT. 

5 Discussions 

By merging 3 descriptors size, the discriminative descriptor i.e. FLD is gained. With 
solitary ones, the FLD beats the rate of 18 methods (from literature). Among 18, 
9 belongs to ORL and 9 belongs to GT. FLD reach the maximum rate of 99.16% 
on ORL and 91.33% on GT, which is quite staggering. All simulation is conducted 
in the MATLAB R2018a environment. The impact of the proposed method can be 
deduced from the results achieved. 

6 Conclusion 

This work proves that by integrating the features of 3 local descriptors (i.e. LBP, 
HELBP & RD-LBP) there is immense increase in the recognition rate. The integrated 
descriptor is termed as FLD. As integration (region wise) yields the vast feature size 
so PCA service is taken for the reduction. Then SVMs is availed for classification. The 
proposed FLD defeats fully the results of individual & many others (from literature). 
By observing the results attained by FLD, the future work comes up with the novel
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local descriptor in uncontrolled conditions. In addition, the FLD ability will also test 
on diverse applications. 
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Global Best Guided Binary Crow Search 
Algorithm for Feature Selection 

Unnati Agarwal and Tirath Prasad Sahu 

Abstract Feature selection is a universal combinatorial optimization problem that 
is used to enhance the characteristics of high-dimensional datasets by eliminating 
redundant data and selecting prominent features to generate acceptable classification 
performance. In optimization problems, the objective function can have several local 
optima, but the ultimate aim is to identify global optima or values close to global 
optimum. The Crow Search Algorithm (CSA) is a recently suggested metaheuristic 
algorithm, implemented to feature selection issues systematically. It is witnessed that 
the CSA solution search equation is suitable in exploration but poor in exploitation. 
In this paper, a global best-guided solution to CSA (G-CSA) is proposed and applied 
to pick the optimum feature subset in a wrapper mode to boost exploitation for 
classification purposes. The efficiency of the proposed methodology is examined on 
twelve standard UCI datasets. When comparing experimental results, it is clear that 
the proposed algorithm is superior to its challengers. 

Keywords Classification · Crow Search Algorithm · Feature selection ·
Optimization 

1 Introduction 

Feature selection (FS) issues are explored by researchers within the areas of statistics, 
data mining, and pattern classification for several years. With no past statistics, 
it is hard to decide which feature is important and which is not. Thus, a variety 
of features such as important, obsolete or redundant features are stored in a data 
set. Not only are these obsolete or redundant features ineffective, but they can also 
degrade classification results. FS aims to maintain classification learning output while 
removing certain features [1].
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Many approaches for dealing with FS issues have been suggested so far. They can 
be divided into three categories: filters, wrappers, and embedded methods. Filters pick 
feature subsets that are independent of the predictor as part of the pre-processing level. 
The sequential forward selection method (SFS), the sequential backward selection 
method (SBS), and others are examples of filter methods [2]. Embedded methods 
pick features during learning and are normally customized to particular learning 
algorithms. Wrappers use learning algorithms as a black box for their statistical 
precise ranking of feature subset [3]. 

2 Related Work 

Recently, metaheuristic technology for optimization in FS problems has been used 
to help wrappers locate optimal function subsets, so that they can obtain results 
for specific global search approaches. Some of these metaheuristic feature selec-
tion methods include Particle Swarm Optimization (PSO) [2], Whale Optimization 
Algorithm (WOA) [3] and Jaya Algorithm [4, 5]. 

A nature-inspired algorithm known as the Crow Search Algorithm (CSA) was 
recently proposed by Askarzadeh in 2016. Since CSA is a facile and effective algo-
rithm; it is used in a variety of engineering fields. Many optimization problems 
have yielded promising results for CSA, including fractional order PID controller 
[6], energy management in smart grid [7], crop identification in agriculture [8], and 
many others. 

Apart from the applications stated above, CSA has been efficaciously used in 
the arena of FS. The properties of Grey Wolf Optimization (GWO) and CSA were 
combined in [9] to solve the FS problem as well as additional unrestrained function 
optimization issues. 

Exploration and exploitation are the two key phases of nature-inspired algorithms 
that seek to increase the algorithm’s convergence speed and/or escape local optima 
while looking for a goal. During the exploitation process, search agents appear to 
move locally in the search room. During the exploration process, on the other hand, 
they are encouraged to travel in unpredictable ways. Since the awareness probability 
(AP) of the crow is the key parameter responsible for exploration and exploitation in 
CSA, it suffers from the issue of getting stuck in local minima. The primary objective 
is to counterbalance exploitation and exploration. This is accomplished by adding 
new methods for modifying the algorithm or combining two algorithms. In 2019, 
the authors hybridized the CSA with chaos theory to address the FS problem [10]. 
Similarly in 2020, the above-mentioned algorithm was further integrated with fuzzy 
c-means algorithm for FS problems of medical diagnosis [11]. In 2020, to update 
the position of crows, [12] proposes a definition of time-varying flight length. The 
locations of the crows were revised based on AP using a PSO-based group-oriented 
CSA [13]. To stabilize the trade-off between exploration and exploitation, a global 
best-led technique was introduced, which took into account the global best location 
of the crows [14].
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However, the CSA’s full potential is yet to be realized, and it can be used to build a 
modern and enhanced FS strategy. As a result, the main intention of this research is to 
develop a new CSA-based FS technique. To avoid being restrained in local minima, 
when updating the position of a specific crow, the global best location of the overall 
population (crows) is taken into consideration. 

The rest of the paper is organized as follows: Sect. 3 describes the CSA. Section 4 
discusses the proposed approach in depth. The results and conclusions are reported 
in Sects. 5 and 6, respectively. 

3 Crow Search Algorithm 

CSA is an evolutionary search algorithm inspired by nature, focused on the actions 
of a flock of crows. Crows are clever birds that exist in groups and search for food 
in their region, memorizing the best food source they find. Crows have a propensity 
to investigate new food sources by trailing another crow to learn where it eats and 
stealing from there. When a crow detects that another crow is pursuing it, it moves to 
an alternate location to deceive the chasing crow. The pseudocode of CSA is given 
in Algorithm 1. 

Assume a d-dimensional world in which N crows (flock size) move through space 
in search of the best food source at any known time t (generation). The location of 
crow i in this generation t is defined as given in Eq. (1): 

Xi,t =
[

Xi,t 
1 , X

i,t 
2 , x

i,t 
3 . . . . . . .,  Xi,t 

d

]
(1)

where i goes from 1 to N and t from 1 to tmax (the maximum number of iterations). 
Since crows memorize the location of their food source so the best location of crow 
i is defined as given in Eq. (2): 

Mi,t =
[

Mi,t 
1 , M

i,t 
2 , M

i,t 
3 . . . . . . .,  Mi,t 

d

]
(2)

The algorithm will revise the location of crows by two methods, assuming the 
succeeding scenario: crow j is hovering near it secrete place M j,t and crow i choose 
to chase it to figure out its best food supply, which it will then steal. Two events could 
occur in this situation: 

• Phase 1: Crow j is unaware that crow i is chasing it. 

At the same time, crow i approaches crow j, now crow i’s new location is changed 
by: 

Xi,t + ri∗ f l∗(
M j,t − Xi,t

)
(3)
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where ri a random number with uniform distribution between [0,1] and flight length 
(fl) denotes the distance each crow covers in a solo flight. 

• Phase 2: Crow j is aware that crow i is chasing it. 

As an outcome, crow j tries to divert crow i’s attention away from its hiding place 
by moving elsewhere in the search room. The new location of crow i is determined 
at random. The following expression can also be used to express the two cases: 

Xi,t+1 =
{

Xi,t + ri ∗ f l  ∗ (
M j,t − Xi,t

)
ifrj ≥ AP 

a random posi ton other wise  
(4)

where AP represents the awareness probability of crow j in generation t. 

Algorithm 1: Crow Search Algorithm 

4 Global Best Guided Binary CSA (G-BCSA) 

In general, the ability of a population-based algorithm to maintain a balance between 
exploitation and exploration is used to evaluate its results. The locus of crow i is 
revised in Phase 1 by considering the memory of crow j. As a result, the algorithm’s 
exploration capability is improved. However, it increases the likelihood of being 
stuck in a local optima stage. As a result, this algorithm is better at exploration than 
exploitation. The introduction of a global best driven methodology alleviates the
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CSA’s dilemma [14]. As defined in Eq. (5), the location of crow i is modified by 
considering the optimal point of the corresponding iteration. 

Xi,t+1 = Xi,t + ri ∗ f l  ∗ (
M j,t − Xi,t

) + ri ∗
(
xbest − Xi,t

)
(5)

where xbest denotes the global best value of the iteration and rand a random number 
between [0,1]. The pseudocode of G-BCSA is given in Algorithm 2. 

A transfer function is an essential part of metaheuristic-based feature selection 
algorithms since it maps the continuous search space to the binary search space [3]. 
The transfer function determines the likelihood of a binary solution element being 
changed from 0 to 1 and vice versa. S-shaped and V-shaped transfer functions are the 
two most common types used in literature. The transfer function used in this study is 
defined in Eq. (6). The continuous to binary conversion is performed as per Eq. (7). 

T
(
Xi,t+1

) = 1 

1 + e−Xi,t (6)

Xi,t+1 =
{
1 i f  rand  < T

(
Xi,t+1

)
0 i f  rand  ≥ T

(
Xi,t+1

) (7)
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4.1 Fitness Function 

FS issue has two goals. The first goal is to enhance the precision of classification by 
focusing on the key characteristics. The second goal is to pick the lowest possible 
number of features possible. The fitness function defined in Eq. (8): 

Fitness(X) = αγR(X ) + β 
|X | 
|N | (8)

where γR(X ) is the error rate of classification, |X | is the total amount of chosen 
features,|N | is the cumulative number of features, α and β are two constant param-
eters that determine the relative value of the two FS goals. Since the values of α 
and β are within the range [0,1], the correlation between α and β i.e., β = (1 – α) is  
supposed to be preserved. The values of α and β are adjusted as found in [3]. 

5 Results and Discussion 

A set of algorithms, including the binary PSO, binary PSO with X-shaped transfer 
function (BPSO-X), binary WOA, binary CSA, binary CSA with time varying flight 
length (BCSA-TVFL) are contrasted to new proposed G-BCSA approach. The K-
NN classifier ensures that the chosen features are the best suited. K = 5 is used in this  
study. The evaluation scheme for each dataset is a fivefold cross validation scheme. 
Python3 is used to execute this project and Matplotlib is used to plot the graphs. 

5.1 Dataset Description 

The proposed method is evaluated on 12 benchmark datasets shown in Table 1.
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Table 1 Datasets utilized in the experiments 

S.no Name Features Samples 

1 Amphibians 23 189 

2 Breastcancer 10 683 

3 Diabetes 8 786 

4 Haberman 3 306 

5 Immunotherapy 7 90 

6 Ionosphere 33 351 

7 Libras movement 91 360 

8 Leukemia 7129 72 

9 Mammographic masses 6 961 

10 Sonar 60 208 

11 Spambase 58 4601 

12 Waveform 40 5000 

Table 2 Parameter Values 

Algorithm Parameters 

BPSO, BPSO-X Inertia w = 0.9, c1 = 0.5, c2 = 0.5 
BCSA Flight Length = 2, Awareness Probability = 0.1 
BCSA-TVFL Awareness Probability = 0.1 

5.2 Parameter Settings 

The parameters of optimizers are carefully chosen through a series of trial-and-error 
processes to determine the best possible settings. Table 2 lists the parameters that 
were used in all of the experiments. 

5.3 Experimental Results 

Table 3 presents the experimental findings of the average and standard deviation of 
classification accuracy for 30 independent runs. Table 4 compares the average fitness 
measure and standard deviation values. Table 5 shows the average feature selection 
ratio for all the approaches. Figure 1 shows the convergence curves of G-BCSA and 
other algorithms on the 12 datasets. 

Table 3 shows that the proposed G-BCSA has achieved 75% times higher accuracy 
than its competitors among all the datasets. It attained low classification accuracy 
for only 3 datasets namely diabetes, ionosphere and waveform. Table 4 demonstrates 
that G-BCSA has attained the ideal fitness value among competitors 58.33% of the
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Table 3 Average and standard deviation to compare the classification accuracy of G-BCSA with 
competitors 

Dataset BPSO BWOA BPSO-X BCSA BCSA-TVFL G-BCSA 

Amphibians Avg 
Std 

0.9707 
0.0085 

0.9562 
0.0132 

0.9968 
0.0131 

0.9848 
0.0120 

0.9973 
0.0107 

0.9981 
0.0067 

Breastcancer Avg 
Std 

0.9989 
0.0065 

0.9984 
0.0031 

0.9998 
0.0014 

1.0 
0.0 

1.0 
0.0 

1.0 
0.0 

Diabetes Avg 
Std 

0.8156 
0.0195 

0.8186 
0.0148 

0.8079 
0.0116 

0.8140 
0.0140 

0.8146 
0.0088 

0.8116 
0.0123 

Haberman Avg 
Std 

0.8620 
0.0300 

0.8517 
0.0197 

0.8891 
0.0319 

0.8820 
0.0188 

0.8835 
0.0255 

0.8849 
0.0334 

Immunotherapy Avg 
Std 

0.9802 
0.0262 

0.9988 
0.0111 

0.9977 
0.0175 

0.9964 
0.0132 

0.9988 
0.0078 

0.9990 
0.0185 

Ionosphere Avg 
Std 

0.9523 
0.0099 

0.9691 
0.0099 

0.9766 
0.0157 

0.9690 
0.0072 

0.9769 
0.0128 

0.9676 
0.0094 

Libras 
movement 

Avg 
Std 

0.8847 
0.0207 

0.9054 
0.0182 

0.8989 
0.0148 

0.9146 
0.0123 

0.8994 
0.0104 

0.9148 
0.0187 

Leukemia Avg 
Std 

1.0 
0.0 

1.0 
0.0 

1.0 
0.0 

1.0 
0.0 

1.0 
0.0 

1.0 
0.0 

Mammographic 
masses 

Avg 
Std 

0.8981 
0.0106 

0.8972 
0.0086 

0.8787 
0.0081 

0.8817 
0.0087 

0.8871 
0.0090 

0.8998 
0.0088 

Sonar Avg 
Std 

0.9523 
0.0131 

0.9617 
0.0148 

0.9752 
0.0266 

0.9683 
0.0129 

0.9680 
0.0152 

0.9759 
0.0114 

Spambase Avg 
Std 

0.9200 
0.0085 

0.9278 
0.0066 

0.9044 
0.0054 

0.9267 
0.0041 

0.9323 
0.0026 

0.9360 
0.0045 

Waveform Avg 
Std 

0.8265 
0.0053 

0.8341 
0.0054 

0.8381 
0.0044 

0.8269 
0.0079 

0.8353 
0.0015 

0.8212 
0.0064

time. Following it BPSO-X has achieved best fitness value 33.33% among others. 
Table 5 reveals that G-BCSA outperforms other methods on majority of datasets in 
terms of feature selection ratio. G-BCSA obtained smallest feature selection ratio 
in seven out of twelve datasets. BPSO-X has achieved lowest feature selection ratio 
in 3 datasets, BPSO in one dataset and BCSA in one dataset but the classification 
accuracy is also low in these datasets. 
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Table 4 Average and standard deviation to compare the fitness of G-BCSA with competitors 

Dataset BPSO BWOA BPSO-X BCSA BCSA-TVFL G-BCSA 

Amphibians Avg 
Std 

0.0042 
0.0166 

0.0260 
0.0064 

0.0033 
0.0131 

0.0090 
0.0010 

0.0066 
0.0104 

0.0071 
0.0068 

Breastcancer Avg 
Std 

0.0115 
0.0053 

0.0126 
0.0019 

0.0055 
0.0028 

0.0055 
0.0014 

0.0055 
0.0031 

0.0019 
0.0066 

Diabetes Avg 
Std 

0.1862 
0.0167 

0.1721 
0.0179 

0.1887 
0.0116 

0.1850 
0.0136 

0.1798 
0.0088 

0.1715 
0.0059 

Haberman Avg 
Std 

0.1117 
0.0307 

0.1217 
0.0186 

0.1024 
0.0310 

0.1151 
0.0188 

0.0991 
0.0253 

0.0831 
0.0333 

Immunotherapy Avg 
Std 

0.0028 
0.0247 

0.0071 
0.0207 

0.0014 
0.0157 

0.0042 
0.0105 

0.0014 
0.0079 

0.0042 
0.0016 

Ionosphere Avg 
Std 

0.0471 
0.0087 

0.0488 
0.0127 

0.0152 
0.0191 

0.0192 
0.0137 

0.0201 
0.0021 

0.0146 
0.0105 

Libras 
movement 

Avg 
Std 

0.0602 
0.0206 

0.0610 
0.0155 

0.0876 
0.0076 

0.0744 
0.0104 

0.0750 
0.0151 

0.0624 
0.0178 

Leukemia Avg 
Std 

0.005 
0.0002 

0.0063 
0.0065 

0.0049 
0.0005 

0.0062 
0.0065 

0.0060 
0.0004 

0.0062 
0.0004 

Mammographic 
masses 

Avg 
Std 

0.1291 
0.0127 

0.1054 
0.0158 

0.1222 
0.0007 

0.1137 
0.0112 

0.1137 
0.0093 

0.1050 
0.0091 

Sonar Avg 
Std 

0.0289 
0.0209 

0.0300 
0.0130 

0.0040 
0.0267 

0.0285 
0.0114 

0.0299 
0.0148 

0.0229 
0.0101 

Spambase Avg 
Std 

0.0762 
0.0086 

0.0735 
0.0066 

0.0752 
0.0059 

0.0656 
0.0065 

0.0706 
0.0025 

0.0653 
0.0045 

Waveform Avg 
Std 

0.1838 
0.0070 

0.1679 
0.0046 

0.1740 
0.0082 

0.1720 
0.0029 

0.1560 
0.0255 

0.1550 
0.0083 

Table 5 Feature Selection ratio of G-BCSA with competitors 

Dataset BPSO BWOA BPSO-X BCSA BCSA-TVFL G-BCSA 

Amphibians 0.51 0.60 0.66 0.57 0.62 0.51 

Breastcancer 0.70 0.7 0.55 0.65 0.55 0.50 

Diabetes 0.50 0.64 0.50 0.81 0.60 0.50 

Haberman 0.66 0.78 0.66 0.58 0.66 0.66 

Immunotherapy 0.29 0.79 0.57 0.43 0.57 0.42 

Ionosphere 0.58 0.66 0.44 0.68 0.61 0.40 

Libras movement 0.50 0.60 0.46 0.63 0.67 0.58 

Leukemia 0.51 0.62 0.49 0.62 0.60 0.51 

Mammographic masses 0.40 0.72 0.70 0.70 0.70 0.31 

Sonar 0.48 0.59 0.43 0.45 0.58 0.48 

Spambase 0.56 0.60 0.50 0.65 0.50 0.50 

Waveform 0.68 0.58 0.57 0.52 0.61 0.50
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a) Amphibians      b) Breastcancer c) Diabetes 

d) Haberman e) Immunotherapy f) Ionosphere 

g) Leukemia h) Libras Movement i) Mammographic Masses 

j) Spambase      k) Sonar       l) Waveform 

Fig. 1 a to l Convergence curves of G-BCSA and other state of the art methodology on Amphib-
ians, Breastcancer, Diabetes, Haberman, Immunotherapy, Ionosphere, Leukemia, Libras movement, 
Mammographic masses, Spambase, Sonar and Waveform datasets 

6 Conclusion 

In this paper, the global best driven technique is applied to CSA in order to improve 
its performance in terms of exploitation capability. We have compared it to 5 different 
variations of other metaheuristics that have been recently used in the literature on 12
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UCI datasets to test the efficacy of our suggested algorithm. In terms of classification 
accuracy and fitness, the contrast clearly indicates that the proposed approach is supe-
rior. For future work, we can apply the proposed approach on different FS methods 
and can also merge it with other population dependent metaheuristic algorithms. 
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GWCM: Grid Based Weighted 
Clustering Method for Wireless Ad-Hoc 
Network 

Virendra Dani, Priyanka Kokate, and Surbhi Kushwah 

Abstract Technology must be able to support vast networks of consumers in order 
to be economically feasible. One issue is that addressing and routing in ad hoc 
networks do not scale up as easily as they do on the Internet. Clustering is a method 
for generating and managing hierarchical addresses in ad hoc networks. The Grid-
based Weighted Clustering Method, or “GWCM,” is proposed in this paper for use 
in wireless ad-hoc networks. This approach considers the number of nodes that a 
cluster-head can support, as well as the signal strength, mobility, and connectivity 
of each node. The proposed GWCM was introduced using the network simulation 
(NS2) environment and the AODV routing protocol to incorporate the proposed algo-
rithm. As nodes relay high complexity, the findings show that the proposed GWCM 
increases network node flexibility and performance. Additionally, compared devel-
oped method to old approach of Energy-Efficient Clustering and DRL-Based Sleep 
Scheduling and found acceptable performance of GWCM using average comparison 
of End to end network delay, remain energy and packet delivery ratio. 

Keywords Ad hoc network · Cluster-head · Clustering · Communication · Grid 
network ·Mobility · Node · Node weight 

1 Introduction 

In mobile wireless ad-hoc networks (MANETs), wireless networking and the lack of 
centralized administration present various challenges [1]. Since node mobility causes 
frequent connection failure and activation, routing algorithms respond to topology
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changes, increasing network control traffic [2]. Given the large number of MNs that 
MANETs can contain, a hierarchical structure would scale better [3]. As a result, 
building hierarchies among the nodes, so that the network topology can be abstracted, 
is one promising approach to addressing routing problems in MANET environments. 
Clustering is the term for this operation, and clusters are the substructures that are 
collapsed in higher levels [4]. Clustering in MANETs is not a new concept; several 
algorithms have been proposed that consider various metrics and concentrate on 
various objectives [5, 6]. 

For MANET that does not have flat topology, AODV is a very basic, reliable, and 
efficient routing protocol. It collects much of the beneficial principles from algorithms 
by DSR and DSDV [7]. The acquisition of strictly on-demand routes makes AODV 
a very effective and preferred MANET algorithm. The knowledge about the active 
neighbors for this route is preserved so that when a connection along a path to the 
destination splits, all active source nodes can be informed [8, 9]. 

2 Literature Review 

Qi et al. [10] suggested the robust, energy-efficient weighted clustering algorithm as 
a new algorithm (RE2WCA). By limiting minimum iteration times, the RE2WCA 
takes residual energy and group mobility into account for homogeneous energy 
consumption. Advantage of this method is ensures even distribution of nodes and 
disadvantage that this not suitable for large scale networks. 

Pal et al. [11] suggested EEWC a new energy efficient clustering method based on 
a genetic algorithm with a newly established objective function. Advantage of this 
method nodes equally share load up to some extent and disadvantage is that extra 
overheads due to dynamic clustering. 

Pathak et al. [12] have suggested an improved secure clustering algorithm that 
will improve (advantage) network reliability by reducing clustering overhead and 
decreasing cluster head adjustments and disadvantage that this is not appropriate for 
random deployment. 

Behera et al. [13] investigated an efficient CH election technique that rotates the 
CH position among nodes with greater energy levels than others. It improves network 
performance and disadvantage is that for large scale network, computational overhead 
will increase. 

Manikanthan et al. [14] devised a protocol that incorporates grid-based mobile 
communication network construction, proficient path selection through cluster head 
selection, and data communication. This method suitable for defined small scale 
networks and increase life time of network as well expensive CH election process in 
terms of energy consumption is the main drawback.
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3 Proposed Work 

3.1 Methodology 

This section explains how to use the proposed method for finding cluster head using 
modified AODV protocol in wireless network for expanding network lifetime. The 
proposed GWCM works in four main phases as described in Fig. 1. This figure 
depicts the function of GWCM cluster head selection based on Grid environment. 
This method comprises 4 different phases which can be summarizing in next section. 
In given diagram, a first layer is the entire network area is transformed in an equally 
partitioned area called grid. 

This method comprises 4 different phases which can be summarizing in next 
section. In above diagram, a first layer is the entire network area is transformed in 
an equally partitioned area called grid. After creation of grid, each node of this grid 
is evaluated for finding the efficient working nodes using weight computation. After 
that, calculate threshold value of all entire nodes by means of different parameters. 
Finally, the concluded nodes are established as the cluster head of network.

• Parameter Definition: The node QoS factors are chosen in this step to perform 
the threshold computation.

• Compute Weight: The weights of all nodes are computed as by their threshold 
value of selected parameters.

• Proposed Algorithm for finding cluster-head: Finally, GWCM Algorithm is 
prepared on the basis of decision making using node value calculation 

In order to understand the entire process of the proposed algorithm the flow 
diagram of the algorithm is also developed. The Fig. 2 shows the description of the 
entire process. 

Fig. 1 Step-by-step function of proposed work
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Fig. 2 Working process of CH Selection 

This process demonstrates cluster head selection in wireless as hoc network. 
Firstly, create Grid for node distribution of network connection. Once Grid formed 
then initialize network using number of nodes. After estimating value of parameter 
for different node than find threshold value of each node and calculate weight for all 
node by means of weighting factors. Consequently, final weight is computed then 
performs decision making for all nodes. In this, scenario, apply checks for finding 
cluster head by comparing and exchanging value of nodes. If got higher value of 
node, then the particular node selected as cluster-head and rest of the node always is 
a member of cluster. 

Parameter Definition. In order to achieve the required goals, the following three 
main parameters is selected to propose GWCM i.e. “Grid based Weighted Clustering 
Method”. 

Signal Strength (SS). The signal strength of a node shows the transmission power 
ability thus for more optimal node selection the signal strength of the node is used. 
The signal Strength can be denoted by SS. 

Node Mobility (MN). If nodes’ locations shift over time, they must update their 
position estimates on a regular basis. To compute the relative mobility of nodes, start 
with the network node in place (x1, y1) and change it to (x2, y2) after a time �t. As a
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result, the difference in place between points (x1, y1) and (x2, y2) is calculated. The 
node mobility is characterized by MN. Given Eq. (1) shows node distance from their 
respective place by differencing them to each other, D is the distance traveled by the 
node in time �t. Therefore, rate in change in the node position called mobility is 
given by Eq. (2). 

D =
√

(x2 − x1)2 + (y2 − y1)2 (1)

MN = D
�t 

(2)

Energy Consumption (EC). The amount of energy consumed in a given amount of 
time. It is represented by EC. 

Weight Computation. The normalization method is needed to calculate the weights 
in order to pick the most suitable cluster head from the available cluster representa-
tives. As a result, some additional coefficients were needed for weight factor compu-
tation. In this case, it must reform the network from selecting the CH by which the 
clustering protocol runs and generates a response based on the chosen output param-
eter. After configuring the network, the selected parameters are computed for all the 
participating nodes. Therefore, the mean values of nodes are computed as: 

SS (n) = 1 
N 

N∑
i=1 

SS (i) (3)

MN (n) = 1 
N 

N∑
i=1 

MN (i) (4)

(5)EC (n) = 1 
N 

N∑
i=1 

EC (i ) 

Above Eqs. (3), (4) and (5) shows the average threshold of parameter selected 
for computation of average Weight. In this solution the entire simulation area is 
sub divided in to uniform Grid (N × N) and additionally the evaluation of node for 
constructing cluster head is performed on the basis of regional constraints. Such as 
the node locality in the specified region as Grid sub division that helps to maintain 
connectivity throughout the simulation area. Moreover, the CH election depends on 
the weight, which is computed using following function. Now, using Eq. (3), (4) and 
(5), calculate weight using these node’s values such that 

Wg = w1.SS + w2.MN + w3.EC (6)

Above Eq. (6) demonstrate total weight of the threshold parameter by selecting 
coefficients and coefficientsw1, w2 and w3 can be chosen at random based on design
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considerations, but they must be between 0 and 1 and adhere to the specified condi-
tions. Where Wg is the combined weight, EC is the consumed energy, and MN is the 
node mobility and SS is the node signal strength,w1, w2and w3 is the weight factors. 

w1 + w2 + w3 = 1 (7)  

Equation (7), depicts that coefficient can be selected according to their normalize 
value and total of the weight coefficient should be 1. It must change the network by 
selecting the CH, which performs the clustering process and generates a response 
based on the output parameter chosen. According to the given condition of selection 
criteria less amount of weight is necessary to be a cluster head. 

3.2 Proposed Algorithm 

For efficient use of network, here is describing algorithm formulation for finding CH 
to perform efficient use of network. The algorithm can be described in Table 1: 

In parallel, compared this proposed approach Grid based Weighted Clustering 
Method i.e. GWCM to previously developed approach Energy-Efficient Scheduling 
using the Deep Reinforcement Learning i.e. EES-DRL which is used wireless sensor 
network configuration for cluster head selection proposed by Sinde et al. [15]. 

4 Simulation and Result Discussion 

4.1 Simulation Setup 

Network Simulator 2 (NS2) [16] tool, which is part of the Ubuntu operating system, 
is used to implement GWCM. Because NS2 is a discrete event simulator that can 
simulate many types of networks, it was chosen for the suggested energy-efficient 
clustering strategy in the wireless ad hoc environment. In addition, the following 
setup Table 2 is ready for performance assessment and simulation. 

A network of small size is setup that contains 30, 60, 90, 120 and 150 nodes. 
The constant bit rate (CBR) application creates packet through connection based on 
UDP, as it is connectionless protocol. CBR packet size chosen is 512 KB. Positions 
of the nodes are defined manually in TCL script. Topography area show that where 
the network nodes are moves in this area in all direction. First of all, the parameters 
are evaluated for the AODV protocol when it works normally. 
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Table 1 Proposed GWCM algorithm 

Output: Cluster Head 
Process: 
1:[length, width] = get Area Simulation ( )  
2:Grid length = length / N 
3:Grid width = width/N 
4:Gridk=create Grid(Grid length, Grid width) 
5:Populate Random mobile nodes in network; 
6:Compute Weight Using 

Wg = w1.SS + w2.MN + w3.EC 

7:Compute Parameter threshold weight; 
a:Signal Strength (SS), b: Node Mobility (MN), c:Consuned Energy (EC) 
8:Comparison of individual  node weight to threshold weight; 
9:If node’s g 

a:Node can be CH 
Else 

      b:Do again from step 8 
10: End if 
11:Higher weight of node selected as cluster head 

Input: Number of Grid (g), Number of network Node (NN) 

12: Return CH 

Table 2 Simulation setup 
definition 

Simulation parameters Values 

Antenna model Omni directional 

Topography area 1000 ×1000 

Radio-propagation model Two ray ground 

Channel type Wireless channel 

No of mobile nodes 30, 60, 90, 120,150 

Routing protocol AODV 

Packet size 512 KB 

4.2 Result Discussion 

This section provides the detail discussion about the obtained performance. In order to 
compute the performance of the proposed routing technique the different experiments 
on 30, 60, 90, 120 and 150 nodes are performed.
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End to End Network Delay. In network, when data packet transmits from ultimate 
source to ultimate destination then there is time taken for transmission by packet is 
called End to end day. End-to-end delay of data packets includes all possible delays 
caused by buffering during route discovery, queuing at interface queue, propagation 
and transfer time. 

Figure 3 shows the E2E delay of the proposed technique and EES-DRL technique. 
The findings reveal that the network’s end-to-end latency is higher in EES-DRL 
approach than in the proposed cluster-based routing GWCM. In addition, the growing 
number of network nodes has an effect on end-to-end latency. 

Remain Energy. The nodes consume a portion of their original amount of energy 
through packet transfer and other network activities. 

The amount of energy used in network nodes during the various experiments is 
depicted in Fig. 4. The experiments are carried out with 30, 60, 90, 120, and 150 
nodes. The energy calculation is given in terms of Jules. According to the findings of 
the experiments, the proposed clustering strategy uses less energy than the traditional 
EES-DRL approach. As a result, when opposed to standard network architectures, 
the proposed clustering solution is network efficient. 

Compare Packet Delivery Ratio. The ratio of data packets obtained by destinations 
to those provided by sources is known as the packet delivery ratio.
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Figure 5 depicts the packet delivery ratio of traditional EES-DRL routing and 
proposed cluster-based techniques. According to experiment, the proposed approach 
is capable of successfully delivering more packets than the conventional EES-DRL.

5 Conclusion 

The key properties of a number of clustering algorithms that aid in the establishment 
of hierarchical MANETs are presented. The cluster configuration reliability, the 
regulate overhead of cluster building and conservation, the energy usage of mobile 
nodes with dissimilar cluster-related standing, and the traffic load supply in clus-
ters are all significant issues to consider in a cluster-based MANET.As a result, a 
solution is needed that confirms the selection of a consistent cluster head capable of 
handling high traffic while maintaining cluster head stability. As a result, the proposed 
research focuses on the advancement of cluster head selection. The suggested clus-
tering strategy uses three factors to promote resource preservation in wireless ad-
hoc networks: consumed energy, signal strength and node mobility. On the other 
hand, work demonstrates average compare performance of Proposed GWCM and 
EES-DRL using difference performance factor using Fig. 6.
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Hybrid Deep Learning Approach 
for Brain Tumor Segmentation 
and Classification 

Ayalapogu Ratna Raju, Suresh Pabboju, and Ramisetty Rajeswara Rao 

Abstract Brain tumor classification plays a significant part in the analysis and treat-
ment of brain tumors. This paper introduces a hybrid deep learning methodology for 
the classification of brain tumor. At first, the input image is pre-processed, and U-
Net approach is employed for performing tumor segmentation process. In the feature 
extraction module, the statistical, Discrete Wavelet Transform (DWT), and the shape 
features are extracted from the partitioned tumor portions of the image. Meanwhile, 
the classification is done using the developed hybrid learning approach, which is 
devised by the integration of the Taylor Improved Invasive Weed Optimization-based 
Deep Neural Network (Taylor IIWO-based DNN), and the (HCS-based DBN). The 
results obtained from the Taylor IIWO-based DNN and the HCS-based DBN are 
fused together by the Tversky index for classifying the output. The developed hybrid 
deep learning technique achieved the maximal accuracy of 0.963, higher sensitivity 
of 0.975, and maximum specificity of 0.937. 

Keywords Belief network · Brain tumor · Deep neural network · Deep tversky 
index · U-Net 

1 Introduction 

The occurrence of tumor in brain is due to the abnormal cell growth in the brain 
of human [1]. Based on the requirements of medical domains, and the clinical field 
research, segmentation process has developed into a major part in the medical fields, 
and has been generally concerned for an extensive time [2, 3]. Brain tumor segmen-
tation is employed for partitioning the abnormal tissues, such as fluid-filled or solid
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from the normal tissues of brain [4]. However, the brain tumor segmentation remains 
as a difficult procedure because of the complicated brain tumor structure, blurred 
image boundaries. In addition, the techniques for segmenting the brain tumor [5] 
can be broadly categorized into three types, such as automatic segmentation, semi-
automatic and manual segmentation. An automatic classification of the brain tumor 
is utilized to provide guidance for the clinical analysts to follow the appropriate 
treatment handling choice [6]. Meanwhile, tumor region consists of non-enhancing, 
enhancing tumor, necrosis, and edema [7]. The brain tumor cells are segmented using 
the active contour model to partition the Region of Interest (ROI) from the brain 
tumor cells by extracting the boundary. Several techniques have been employed for 
classifying the brain tumor [8]. Region-based Active Contour Model (RACM) [9] 
was employed to segment the appropriate portions of tumor from the magnetic reso-
nance image. The Bat optimization algorithm [10, 11], AdaBoost classifier [12], the 
improved tumor-cut algorithm [13], and SVM [14] have been employed for auto-
matic classification and the segmentation of MRI image. The main contribution of 
this research are described as follows,

• Proposed hybrid deep learning approach: An effective approach for classifying 
the brain tumor is devised by developing a hybrid deep learning approach. More-
over, the developed hybrid deep learning technique is designed by the hybridiza-
tion of the Taylor IIWO-driven DNN and the HCS-driven DBN. Moreover, the 
Tversky index is employed to classify the output by integrating the results of 
Taylor IIWO-based DNN and HCS-based DBN. 

2 Literature Survey 

In this section, various existing brain tumor classification approaches along with 
their disadvantages are explained. Jianxinzhang et al. [3] developed an Attention 
Gate Residual U-Net model (AGResU-Net) for partitioning the brain tumor auto-
matically. This method effectively minimized the dataset heterogeneity. However, 
this method failed to employ the 3D network model for enhancing the segmentation 
performance of the AGResU-Net. Mzoughi et al. [15] introduced a deep multi-scale 
three-dimensional convolutional neural network (3D CNN) for classifying the glioma 
brain tumor. Here, the global and the local contextual features are extracted using 
the deep learning method through the 3D kernel size. This method achieved effec-
tive classification performance, but this method failed to consider a new approach, 
called Capsule networks (CapsNet) for effectively classifying the MRI brain tumor. 
Díaz-Pernas et al. [16] devised a multi-scale CNN for classifying and segmenting 
the brain tumor. Here, the input images were processed in three spatial scales by 
considering the various processing pathways. This technique achieved better brain 
tumor classification performance, but the major challenge lies in utilizing this method 
in satellite imagery fields. Krishna Kumar and Manivannan [17] designed a rough 
K means clustering algorithm and multi kernel Support Vector Machine (SVM) for 
effectively segmenting the brain tumor. Here, the Gabor wavelet transform (GWT)
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was employed for extracting the necessary features from pre-processed image. This 
method improved accuracy of classification, but this technique failed to enhance the 
reliability and the optimization performance. 

3 Proposed Hybrid Deep Learning Approach 
for the Classification of Brain Tumor 

This section illustrates the effective brain tumor classification by designing and devel-
oping a new hybrid deep learning approach. The developed hybrid learning approach 
is derived by the combination of TaylorIIWO-based DNN algorithm and the HCS-
DBN. Here, Taylor IIWO is formed by integrating the Taylor series [18] with the 
IIWO [19], whereas the HCS is formed based on the hybridization of Harmony 
Search (HS) algorithm [20] and Crow search algorithm (CSA) [21]. Figure 1 depicts 
the schematic view of the developed hybrid deep learning approach. 

3.1 Image Acquisition 

The input image is collected from the dataset and is utilized to classify the brain 
tumor. Consider a dataset D with e brain images, which is indicated in Eq. (1), 

Fig. 1 Schematic view of the developed hybrid deep learning technique



506 A. R. Raju et al.

D = {
I1, I2, ...Ip, ...Iα

}
(1)

where, D represents the dataset, α signifies the total input brain images, IP indicates 
the image at the pth index. 

3.2 Pre-Processing 

The input Ip is presented as an input to the pre-processing step, where the image is 
pre-processed for removing the noises in such a way that the quality of the image is 
improved. Thus, the pre-processed result is denoted as Ik . 

3.3 Tumor Segmentation 

The pre-processed image output Ik is subjected to the tumor segmentation step for 
partitioning the regions of tumor into different segments. Here, the process is carried 
out using the U-Net [22]. Finally, the segmented image output is denoted as, Is . 

3.4 Feature Extraction 

The segmented image Is is fed as an input to the feature extraction step for extracting 
the features, such as statistical, DWT, and shape features, and the features extracted 
from the Is are described below as follows, 

Statistical Features 
Mean. The pixels in segmented output are averaged for calculating the mean value, 
and is formulated as Eq. (2), 

F1 = 1
∣∣U

(
Wq

)∣∣ × 
|U(Wq)|∑

q=1 

U
(
Wq

)
(2)

where, segments are denoted by q,
∣∣U

(
Wq

)∣∣ indicate the total pixels in the segmented 
result, and F1 represent the mean feature. 

Variance. The variance feature F2 is computed by considering the mean value, and 
is expressed as Eq. (3),
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F2 = 

|U (Wq )|∑

q=1

∣∣Wq − F1

∣∣

U (Wq ) 
(3) 

Kurtosis. Kurtosis indicates the symmetry, and is represented as F3, respectively. 

Standard Deviation. It is a summary measure to compute the difference between 
every mean observation, and is represented as F4. 

Energy. The individual segment energy is computed by summing the pixel energy in 
the segment, and is represented as F5. As a result, the extracted statistical features 
are indicated as, Fω = {F1, F2, F3, F4, F5}. 
DWT Features. DWT feature [23] is used to transform the image from spatial to 
frequency domain. The wavelet transforms extract the knowledge from the image at 
different scales by passing the brain image through the high pass and low pass filters. 
The extracted DWT features are represented as Fλ. 

Shape Features. The segmented portions of the brain tumor are considered for 
extracting the shape features, which are in [4 × 4] grid size, thereby extracting 16 
shape features from the grid for the further processing. The shape features are repre-
sented as Fρ . Finally, the extracted features are incorporated to form a feature vector, 
and it is represented as F , such that F includes

{
Fω, Fλ, Fρ

}
. 

3.5 Tumor Classification 

The feature vector F is given as an input to tumor classification phase where the 
process is performed using the proposed hybrid deep learning approach, named 
Taylor IIWO-based DNN and the HCS-based DBN. The results obtained are incor-
porated using the Tversky index in order to achieve the efficient classification 
output. 

Taylor IIWO-Based DNN. After the process of feature extraction, brain tumor 
classification is performed using DNN classifier. The feature vector F is subjected 
to DNN classifier to classify the brain tumor. Moreover, the training procedure of 
DNN classifier is done by the Taylor IIWO algorithm. 

Structure of DNN. The DNN classifier [24, 25] is used for classifying the brain tumor 
using extracted feature vector from the segmented tumor cell. The DNN classifier 
comprises of Rectified linear Unit (ReLU) layer associated among the input layer 
and the softmax output layer. Let us consider b is the layer of network, N represents 
the input given to the bth  network, and Mb is the output value at the bth  layer. In 
addition, weight of layer b is represented as T b, and it linearly varies the input value
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to output value, gb denotes the activation vector function, and j signifies the bias. 
The vector input is expressed as Eq. (4), 

V b = N .ab (4)

The ReLU layer is expressed as Eq. (5), 

Ub = T b gb + j b (5)

Moreover, the softmax layer output computed using the DNN classifier is 
represented as Eq. (6), 

Mb = g(Ub
)

(6)

where, the independent samples are denoted as a, the element wise vector product 
is specified as U , the  a value is re-sampled during the training update process. The 
final updated equation of the TaylorIIWO-based DNN is expressed as Eq. (7), 

Y q+1 
j = 2 

7 − 2λ(q)

[
2Y j (q − 1) + Y j (q − 2) 

2

]
(λ(q) − 1) + 5Ybest 

7 − 2λ(q) 
(7)

Y j (q − 1) indicates the position of the weed at iteration t = 1, Y j (q − 2) signifies 
the position of the weed at iteration t = 2, Ybest specifies the best weed based on 
the overall population, and Y q+1 

j specifies the new weed position at the qth  iteration. 
The output of Taylor IIWO-based DNN is denoted as C1. 

HCS-Based DBN. The feature vector F is given as an input for the DBN classifier 
network [26] for performing brain tumor classification. The DBN [26] is a kind 
of DNN classifier which includes several layers related to Restricted Boltzmann 
Machines (RBMs) and Multilayer Perceptrons (MLPs) where the RBMs include 
visible and hidden units that are mainly associated with weighted connections. In 
addition, the DBN classifier training is performed by the HCS algorithm. The final 
update equations of the HCS-based DBN for input and hidden layer are mentioned 
in Eqs. (8) and (9), respectively. 

M I _ML  P  
sr (t + 1) =

{
M I _ML  P  

sr(HC  S)(t + 1) ; i f  Ravg(HC  S) < Ravg(Gr) 

M I _ML  P  
sr(Gr) (t + 1) ; other wise  

(8)

M H−ML  P  
rq (t + 1) =

{
M H−ML  P  

rq(HC  S) (t + 1) ; i f  Ravg(HC  S) < Ravg(Gr ) 

M H−ML  P  
rq(Gr ) (t + 1) ; other wise  

(9)

where, the terms M I _ML  P  
sr (HC  S) and M H−ML  P  

rq(HC  S) signifies the updated weights of the input 
and hidden layer. Thus, the HCS-based DBN output is denoted as C2.
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Fusion using Tversky Index. The output obtained from the Taylor IIWO-based 
DNN, and the HCS-based DBN is incorporated together using the Tversky index 
for classifying the output, and hence the classified output decision is expressed as 
Eqs. (10), (11), (12), 

C = βC1 + γ C2 (10)

β = T (C1, E) (11)

γ = T (C2, E) (12)

where, β signifies the Tversky index between C1 and class label,γ denotes the 
Tversky index between C2 and class label, the output of the Taylor IIWO-based DNN 
is indicated as C1, and the HCS-based DBN output is signified as C2. 

4 Results and Discussion 

The experimental results and discussion of the developed hybrid deep learning 
approach with respect to the performance evaluation measures is elucidated in this 
section. 

4.1 Experimental Setup 

The implementation of the proposed hybrid deep learning technique is performed 
in MATLAB tool with respect to the BRATS-2015 dataset [27], and the fig share 
dataset [28]. 

4.2 Comparative Methods 

The performance assessment of developed hybrid deep learning approach is done 
by comparing with the existing approaches, such as Support Vector Neural Network 
(SVNN) [29], Harmony Crow Search (HCS)-based Multi SVNN [29], Hybrid Active 
Contour (HAC) + HCS-based Deep Belief Network (DBN).
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4.3 Comparative Analysis 

This section explains the comparative analysis of the proposed hybrid deep learning 
technique for dataset-1 and the dataset-2. 

Analysis Using Dataset-1. Figure 2 illustrates the analysis of the developed method 
using training data. Figure 2a) illustrates the assessment of accuracy measure. For the 
training data as 80%, the performance gain measured by the developed hybrid deep 
learning technique in comparison with existing techniques like SVNN, HCS-based 
Multi SVNN, and HAC + HCS-based DBN are, 13.921%, 8.554% and 1.212%. The 
assessment of sensitivity measure is portrayed in Fig. 2b). For the training data 70%, 
the performance gain achieved by the developed hybrid deep learning approach by 
comparing with the existing techniques is 23.016%, 16.518% and 7.069%. Figure 2c) 
shows the assessment of specificity measure. By considering the training data as 60%, 
the specificity value achieved by the developed hybrid deep learning method is 0.899,

Fig. 2 Comparative analysis based ondataset-1using training data a Accuracy b Sensitivity c 
Specificity
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whereas the specificity value obtained by the existing SVNN is 0.655, HCS-based 
Multi SVNN is 0.781, and HAC + HCS-based DBN is 0.806.
Analysis Using Dataset-2. The assessment of developed method using training 
data is portrayed in Fig. 3. The assessment of the accuracy metric by considering 
the training data percentage is shown in Fig. 3a). For the training data 50%, the 
accuracy metric measured by SVNN is0.721, HCS-based Multi SVNN is 0.761, 
HAC + HCS-based DBN is 0.813, and the developed hybrid deep learning approach 
is 0.896, respectively. The sensitivity analysis is depicted in Fig. 3b). The sensitivity 
value achieved by the developed hybrid deep learning approach is 0.921, whereas, 
the sensitivity value computed by the existing SVNN, HCS-based Multi SVNN, 
and HAC + HCS-based DBN are 0.792, 0.891, 0.909 for the training data 60%. 
Figure 3c) illustrates the assessment of the specificity metric. For the training data 
70%, the performance gain achieved by the developed hybrid deep learning approach 
by comparing with the existing techniques is 20.831%, 7.554% and 1.533%. 

Fig. 3 Comparative analysis based ondataset-2 by considering the training data percentage a 
Accuracy b Sensitivity c Specificity
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Table 1 Comparative discussion using training data percentage 

Dataset Metrics SVNN HCS-based 
Multi SVNN 

HAC + 
HCS-based DBN 

Proposed Hybrid 
deep learning 

BRATS-2015 
(dataset-1) 

Accuracy 0.825 0.873 0.946 0.949 

Sensitivity 0.822 0.878 0.944 0.959 

Specificity 0.821 0.827 0.940 0.952 

Figshare 
(dataset-2) 

Accuracy 0.93 0.912 0.943 0.963 

Sensitivity 0.921 0.950 0.943 0.975 

Specificity 0.892 0.911 0.960 0.937 

Comparative Discussion. The comparative discussion of the developed hybrid deep 
learning technique based on the best performance is illustrated in Table 1. From Table 
1, it is noted that the proposed method outperforms the other methods. The existing 
brain tumor classification techniques failed to reduce the computational time and also 
failed to reduce the iteration procedures during the segmentation and classification 
task. Hence, it is necessary to extend the research by utilizing hybrid and fusion-based 
methods [30]. As a result, the proposed hybrid deep learning technique is proposed 
to perform efficient classification of a brain tumor by reducing the time utilization 
and iterations. The proposed hybrid deep learning approach also achieved accurate 
detection of the tumor portions due to the hybridization of deep learning techniques. 

5 Conclusion 

This research develops a hybrid deep learning technique for achieving better perfor-
mance during the brain tumor classification. Here, the pre-processed outcome 
enhances the image quality by removing the noises. The segmentation phase trans-
forms the images into various segments using the U-Net model. In addition, various 
features, like statistical, DWT, and shape features are effectively extracted in feature 
extraction module. Finally, the hybrid deep learning technique is used to classify 
the brain tumor where the Taylor IIWO based DNN and the HCS-based DBN are 
integrated based on the Tversky index, thereby effectively classified the output. The 
developed deep learning approach achieved better performance with the higher accu-
racy value of 0.963, higher sensitivity of 0.975, and maximal specificity of 0.937 
using dataset-2. In the future, the performance efficiency during the brain tumor 
classification will be enhanced by employing various novel optimization algorithms.
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Identification of Rice Adulteration 
and Bacterial Blight Using Optimized 
Boosting Classifier 

J. Friska, A. Rajeshwari, M. Navaneetha Velammal, and P. Hannah Blessy 

Abstract Ingredients added or inadvertently added for the purpose of adulteration 
of food are called as admixture. Food adulteration not only has serious effects for 
deceive consumers, but also leads to various disorders and diseases. This research 
study explained about adulteration in rice flour. For that purpose, spectral values are 
utilized to make rice flour adulteration in various mixers in spectral image form. From 
that image, Fast Independent Component Analysis (FICA) is used for grouping the 
components, where the spectrum values are having the same property. Then, the Ada-
boosting classifier is used for classification purposes based on whale optimization 
algorithm. The optimized value address another defects name as bacterial blight. This 
study clearly finds the adulteration in rice flour with detection of bacterial blight. In 
the experimental section, the proposed FICA with Ada-boost algorithm obtained 
98% of classification accuracy in identification of rice adulteration and bacterial 
blight. Compared to the existing algorithm, the proposed algorithm showed 0.67% 
improvement in identification of rice adulteration and bacterial blight. 

Keywords Ada-boosting classifier · Bacterial blight · Fast independent component 
analysis · Terahertz spectroscopy · Whale optimization algorithm 

1 Introduction 

Many people who come to the hospital today suffer from food poisoning. It needs to 
be finding what is poison? What is food? The world is haunting us to mix indistin-
guishable from that. The Food Safety and Standards Commission released a statistic
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on food adulteration last year. Of that, one-third was advised that the food was adul-
terated. If there are stones and sand in the mixed food, it will affect the teeth and 
the thin flesh on the inside of the intestines. The root cause of adulteration is man’s 
greed, to earn money crossroads. It is the desire of the merchants, as plunder is to 
make a profit, which paves the way for adulteration. Adulteration of food items for 
extra income also poses a risk to health and life. Consumers are consuming contam-
inants in the foods every day indescribably high. Where is the food security in this? 
Talc and lime powder, which carry bacteria that cause disease if they are dirty, affect 
the digestive system without being digested by us. Impure water can cause many 
stomach ailments. Our health can be affected if we continue to eat certain mixed 
foods [4, 5]. 

Some people add urea, sodium carbonate, sodium hydroxide, formaldehyde, and 
hydrogen peroxide to prevent milk spoilage, which can cause intestinal itching and 
damage. Food additives, flavorings, preservatives, antioxidants, etc., can be harmful if 
they are added in large quantities or are not allowed, adding counterfeit, substandard 
items starting from 100 g to several hundred grams per kg of food [7]. Millions of 
consumers are being deceived every day without even knowing it. It’s is a correct 
time to ensure our food security. From the cereals consumed by our ancestors to the 
pizza and burger that today’s generation loves to eat, there are a lot of innovations 
coming up over time. But in today’s environment only the health and quality of food 
is in question. I do not know which of these to believe and which not to believe. It 
is impossible for a layman to confirm or reject these. Stone admixture made in rice 
today is not a problem [8]. It can be split and removed. But the real problem in rice 
adulteration could be done in the form of rice flour. In this study really helpful for 
finding where the rice flour is mixed with low quality of rice flour. 

2 Related Works 

Li et al. [1] used principal component analysis to diminish the dimension of the orig-
inal spectrum information and to extract the feature vectors from the acquired images. 
Next, Partial Least Squares Discriminant Analysis (PLS-DA) was combined with a 
few conventional classification algorithms for disease classification. The support 
vector machine with PLS-DA obtained 97.33% of detection rate. Vlaic et al. [2] 
developed an algorithm to identify the rice seed cultivars using NIR spectroscopy. In 
this study, NIR spectral data are used as input, and then the PLS-DA algorithm was 
used to take out the information for classification purposes. Here, three classifiers are 
used and it’s provide the comparable result one with another. PLS-DA algorithm with 
KNN classifier gives 80% accuracy. On the other hand, SIMCA with random forest 
provides 100% accuracy. Anyway it’s not suitable for long wavelength spectrum. 

Danciu et al. [3] developed an algorithm to identify the transgenic cotton seed 
based on GA-SVM. In this study, Terahertz spectral data are used as an input. Prin-
ciple component analysis is used for extracting corresponding features. Here, the 
SVM classifier is used for classification purposes. By using this method, the rate of
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accuracy will be 96.67%. For improving accuracy, PCA is replaced by FICA. Saritha 
et al. [6] identified the adulteration of papaya seed in black pepper. In this study, the 
real time images are captured by camera. Then, pre-processing is used to remove 
unwanted noise from the input image. Some features are extracted for finding accu-
rate classification results. In this study, feature selection was accomplished on the 
extracted Contrast, texture, shape features. Finally, the KNN classifier was used for 
classification and the obtained result of adulteration in black pepper showed that the 
proposed algorithm obtained an accuracy rate of 90%. 

3 Methods 

In this study, four steps could be used for finding rice flour adulteration in ratio and 
also detection of bacterial blight, which is depicted in Fig. 1. 

3.1 Spectral Data Collection and Pre-treatment 

In this study, standard spectral values are used some standard criteria. Before 
capturing the terahertz values, the different rice samples were ground into a powder 
form. Then various samples of rice flour are mixed with each other. In this study, 
there are five adulterated samples that are used in different mixed proportions. Adul-
terated rice flour is in a small round slide under pressure. After arranging the setup, 
the terahertz spectral value is calculated from that value creating the spectral image 
[12, 13] for finding rice flour mixture that is graphically depicted in Fig. 2. Spectral 
pre-treatments are used for remove the unwanted noise from the spectral image. 

Fig. 1 Architecture for finding rice flour mixture
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Fig. 2 Various rice flour mixtures in different proportions 

Fig. 3 Whale searching 
their food 

3.2 Fast Independent Component Analysis 

In existing system Principle compound analysis used for extracting feature value with 
clustering based on their requirement. In existing system, PCA used for grouping the 
matched component. Using PCA doesn’t provide the exact principle compound value. 
So, in this study Fast Independent compound analysis used for extracting feature. It 
provides the exact grouping component value for each clustering component. And 
also it’s quite faster than PCA [9]. 

3.3 Whale Optimization 

Whale Optimization provides the optimized best value which is helpful for feature 
selection and optimized based classification. Whale optimization works under the 
principles of three steps that is graphically depicted in Fig. 3. 

Step 1 - Whale searching their food.
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Step 2 - Choose their food even top of the surface. 
Step 3 - Eat their food. In this optimization algorithm, the best search agent is 
determined using the Eqs. (1) and (2). 

−→
D =

∣
∣
∣
−→
C × −→X (t) − −→X (t)

∣
∣
∣ (1) 

−→
X (t + 1) = −→X (t) − −→A × −→D (2) 

where, 
−→
A and 

−→
C indicates coefficient vectors, t denotes current iteration and−→

X (t) states best position vector. The coefficient vectors 
−→
A and 

−→
C are determined 

using the Eqs. (3) and (4). 

−→
A = 2−→a × −→r − −→a (3) 

−→
C = 2−→r (4) 

where, −→a is decreased from 2 to 0 over the iterations and r states random value 
that ranges between [0, 1]. 

Basically whales are making their path for eating prey is nine shape path. Whale 
algorithm, makes the best optimized value for making these kind of various iteration 
like nine shape path. Whale algorithm provides the best optimized values after much 
iteration. 

3.4 Feature Extraction 

The feature extraction step function to discover the various features that represent 
best adulteration level of mixed rice powder. Here, various feature techniques used 
such as temporal and spectral. 

Temporal Feature. In feature extraction, temporal feature is one of the important 
features. Most of the real time images are taken at the different time. Correlations 
among the images are used to calculate every change of images in dataset. Various 
temporal features are there for analyzing images in dataset. Temporal features are 
used to extract the valuable information such as amplitude, energy based on time 
domain analysis. This feature calculates the various images in dataset whether it’s 
associate with time or changes over the time. In this study, the temporal features such 
as mean, Variance, Skewness are considered. 

Spectral Feature. Spectral feature also very important feature for extracting valu-
able information from dataset. This feature provides the frequency domain metrics 
for each image in dataset, this feature, easy to establish whether the data value in
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power spectrum value or spectral value. Here some spectral features are spectral 
centroid, spectral spread, spectral flux, spectral flatness measure and Chroma. In this 
Study, the Spectral features such as centroid, Spectral Variance considered [10, 11]. 

3.5 ADA-Boosting Classifier 

Ada boosting classifier based on optimized value feature selection which may cause 
accurate classification results of rice flour mixing in different proportions [14, 15]. In 
existing system random forest classifier is used for classification purpose. Random 
forest classifier is a tree like structure which may cause some delay in classifying 
purpose. Because of each tree iteration takes longer time more than usual. In this 
study, Ada boosting classifier provides the better result when compared to random 
forest classifier result. 

Algorithm for Ada-Boosting Classifier. 

1. Let the number of already trained with their feature selection subset A, B, C… 
etc., and also which is capable of making own classifier error a1, a2, a3…etc. 

2. Sort the trained classifier error minimum to maximum 
3. Then choose the minimum classifier error with their feature selection 
4. Trained the remaining subset and also note down all the classifier error 
5. Repeat the step 2–4 for all the subset 
6. Now, Let’s take the testing subset A1 
7. Compare trained subset of minimum classifier error value with the testing subset 

and provides the accurate result of classifier. 

4 Result and Discussion 

The database for the proposed work is THz spectra of the rice flour mixture. The 
signals were downloaded from the publically available database. As a Total, 50 
different samples were collected from the website and the two sample spectrums 
were shown in Fig. 4. 

The proposed work is focusing on detecting the adulteration as well as disease 
identification in rice samples. For the case of adulteration detection, mixing of rice 
flour samples in various proportion such as 3:0, 1:2, 2:1, 0:3, 0.5:1.5, 1.5:0.5. The 
following Fig. 5 shows the spectra of 3:0 combination of rice flour mixture. 

Figure 6 is showing the all combination of rice samples i.e. all ratios are plotted 
in a single Fig window. 

The proposed work is introducing Fast Independent Component Analysis (FICA) 
for the purpose of identifying the principal component which is varying in the given 
spectra. The 100th to 350th spectra is varied, which is depicted in Fig. 7.
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Fig. 4 THz spectra sample1 

Fig. 5 THz spectra with the ratio 3:0
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Fig. 6 Various ratio of THz spectrum 

Fig. 7 FICA response 

The whale optimized Ada-boosting classifier can able to classify the exact adul-
teration level of the rice flour in THz spectra. Figure 8 shows the results obtained for 
THz spectra sample.
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Fig. 8 THz spectra adulteration level detection 

Fig. 9 THz spectra of good rice sample 

The second part of the proposed work is to identify the disease present in the 
rice sample and that also measured on the same THz spectra sample it, where the 
committed disease is Bacteria Blight. Figure 9 is showing the sample THz spectra 
of a good rice sample. 

The diseased rice sample Fig. 10 may have undesired internal molecule structure 
and this can be reflected in the THz spectroscopy images. The Fig shows the affected 
THz spectra and also provides automated rice disease identification through the THz 
spectroscopy. 

In Table 1 refers the various kind of clustering technique along with classifier 
which shows their accuracy.
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Fig. 10 THz spectra of affected rice sample 

Table 1 Quantitative analysis with different classifiers 

Clustering 
technique 

Classification Total number of 
images 

True positive 
images 

Accuracy 

PCA Random forest 30 23 73 

FICA Random forest 30 29 96 

Whale 
optimization 

Optimized boosting 50 49 98 

Table 2 Qualitative analysis 
with different dataset 

Data to be trained Data to be tested Accuracy 

50 50 98 

In this research 50 different kind adulterated rice flour sample to be tested in 
Table 2 and it gives maximum accuracy. In this research, performance metrics was 
calculated based on accuracy. Accuracy is calculated based on error rate of test 
images. The performance of the proposed system was satisfactory in terms of grading 
of adulteration of rice flour. In this research, FICA technology with Optimized value 
based Ada boosting classifier is proposed. Here, the proposed algorithm achieved 
98% of accuracy rate, which is better compared to the existing algorithm, as shown 
in Table 3.
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Table 3 Comparative 
analysis with recent year 
paper 

Methodology Accuracy 

PCA with pattern matching [1] 97.33 

FICA with Ada-boost algorithm 98 

5 Conclusion 

The technology used to grade the contaminated rice flour combination in different 
ratio along with disease detection. In this study, spectral time domain spectrum 
images were gathered from standard database. The spectral data grouped based on 
client requirement by using the clustering component FICA. Then, whale optimized 
based feature selection used for determining the correct optimized value. From that 
optimized value Ada-boosting classifier classify the different kind of adulterated rice 
flour in ratio. These highlights are utilized to review the different adulteration levels 
of rice flour in mixed proportions. Here, various types’ rice flour images were trained, 
and from that 50 spectral images were tested. From the tested result based on Whale 
optimization along with random forest provides the 98% accuracy. In this result, the 
error rate of finding rice flour mixer provides only one negative value which means 
49 true values out of testing 50 spectral images. As a future extension, (i) to speed 
up the process, the training of convolutional neural network (CNN) could be used 
and (ii) the adulterated system can be connected to make it available for users to test 
the adulteration level of rice powder mixture. 
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Image Classification Based 
on Inception-v3 and a Mixture 
of Handcrafted Features 

A. Shubha Rao and K. Mahantesh 

Abstract Annotating, retrieving and classifying images in an ever increasing 
large image datasets with semantic information is still an exigent task. Image 
pre-processing plays a vital role in partitioning an image into small meaningful 
regions and extracting features from these regions can be used to stimulate the 
learning models for better and accurate image classification. Deeplabv3+ frame-
work based on dilated convolution is used to separate out the semantic regions 
and Histogram of Oriented Gradients (HOG) technique is applied to these regions 
and computed the distribution of gradients as features. A comparative analysis and 
examination of various Machine Learning classifiers using edge based, semanti-
cally segmented features are compared against the state-of-the-art deep learning 
techniques. The proposed deep learning based Inception-v3 architecture enables 
dynamic object recognition with factorized convolution and parameter reduction. 
The proposed model outperforms hand crafted ML classifiers, shows a significant 
performance improvement on much diverse dataset like Caltech-256 in comparison 
with Caltech 101. 

Keywords Caltech-101 · Caltech-256 · Histogram of Oriented Gradients (HOG) ·
Image classification · Machine learning · Semantic segmentation 

1 Introduction 

Over the last century, there has been a major development in technology, which has 
changed our perspective on computer and hence there comes the entire buzz on Artifi-
cial Intelligence (AI) [1]. Machine learning and AI are so intertwined altogether—to 
put some sense our computer. Where instead of hard coding the algorithms, given a 
huge diverse set of data we expect computer to figure out the hidden logic by itself. 
Machine Learning was initially used to recognize pattern in our data, and to perform 
some task based on the gained knowledge [2]. Machine learning has wide range of
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application ranging from fraud detection to medical diagnosis to feeling analysis on 
twitter [3]. 

Machine learning can be broadly classified into four categories. Supervised 
learning works on labeled data. Maps the given input to output based on the learned 
knowledge from earlier experience using mathematical function [4]. It can be used 
to solve both classification and regression problems. Ex: Support Vector Machines, 
Random Forrest. Unsupervised learning works on unlabeled data. The function which 
maps the data is more complex, the output is less accurate in comparison to super-
vised methods [5]. Ex: K-means clustering, Principal Component Analysis. Semi-
supervised learning is mainly used when the incurred cost of labeling our data is high 
[6]. Algorithm works with small amount of labeled data and larger unlabeled data. 
Ex: Generative models, Heuristic approaches. Reinforcement learning is majorly 
used in gaming, robotics and navigation kind of applications [7]. It motivates the 
working agent (model) to take decision which results in maximum profit (reward) in 
a given environment. Ex: Value Based, Policy Based, Model Based. 

2 Related Works 

A paper on disentanglement representation of the data in unsupervised learning, 
shows that without inducing bias disentangled data, unsupervised learning seems not 
useful. It has also been observed on different datasets that increased disentanglement 
does not directly imply reduced complexity of data [8]. Another approach where 
instead of using a dense network which will be pruned later, a “Lottery Ticket” 
hypothesis which says there always exists a smaller subnetwork efficient enough 
to achieve the same accuracy when initialized properly and with same number of 
iterations [9]. Instead of utilizing the representations which are produced as a side 
effect of generative models, a semi supervised approach which aims to produce 
data representations directly—meta learning, which later can be used for various 
subsequent tasks [10]. A supervised learning approach, ANN with feature selection 
and wrapper function is seen to outperform the support vector machine technique 
for the classifying the network traffic as malicious or benign [11]. A variance of 
stochastic gradient descent—RAdam which aims to reduce the initial high variance 
in learning rate, during the early stages of training. The method shows empirical 
improvement in generalization, faster convergence and soothed training of data [12]. 

HoG based feature extraction method which was used to detect stomach cancer 
from images whether it is normal, benign and malign using a specific bandwidth 
range was observed to improve accuracy [13]. An effective method to reduce the 
dimensionality, while without any loss in the accuracy is proposed for detection of 
pedestrian. Firstly, based on intervals of gradient orientation various HOG channels 
are selected independently, which are later combined depending on the statistics 
uniformity (CHOG-C) [14]. Human detection with increased throughput is achieved 
using architecture, which is a combination of HoG and SVM. The architecture 
achieves parallel computation using SVM along with normalized features of HOG
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[15]. Another approach for fast human detection by reducing the number of features 
to be extracted, using a cascaded HoG-LBP classifier. SVM trained on AdaBoost 
is used to differentiate between the pedestrian and non-pedestrian, which are later 
passed on to HoG and LBP for feature extraction and recognition [16]. For the 
classification of glaucoma images, an extreme learning machine is proposed which 
preprocess the images using CLAHE contrast, later extracts the features based on 
HOG and wavelets [17]. 

Since traditional segmentation methods for object extraction are based on low 
level features, a new object extraction method based on semantically relevant data 
is proposed. The model IOEBSS, preprocess the image by using fast binary plane 
filtering, followed by deeplab architecture-based segmentation along with label loss, 
proves to be efficient [18]. An improvement in the direction of weekly supervised 
algorithms for segmentation with single annotation per category is proposed. The 
method performs segmentation based on three different perspectives—image, pixel 
and object while extracting common features from coarse to fine for object regions 
which are more accurate [19]. A novel approach for cell nuclei segmentation, which 
is based on U-Net inspired by encoder decoder model, the architecture adds atrous 
diluted convolution to the U-Net architecture along with log-dice loss, Adam opti-
mization during training for efficient segmentation [20]. To retain the semantic rele-
vance information of object in practical applications of style transfer, a mask R-
CNN based semantic segmentation which applies segmentation based on patch level 
which helps in style transfer among semantically relevant objects [21]. Method to 
reduce the inherent compromise that exists between accuracy and inference time in 
segmentation algorithm, a fast spatial feature network (FSFNet) is proposed. The 
architecture effectively extracts the features at different resolution, which are later 
used to reconstruct the segmented image accurately [22]. 

3 Methods 

3.1 Histogram of Oriented Gradients (HOG) 

Histogram of Oriented Gradients (HOG) is a method of finding distribution of gradi-
ents along with its orientation [23]. In HOG, any given image is preprocessed and 
reduced to a size of (64,128). Gradients are intensity change along x and y direction. 
Corner is when there is very large magnitude of change along both the axis. Once the 
gradients are found its orientation can be easily found by Pythagoras theorem. Next 
step, a histogram of the oriented gradients is computed and normalized to reduce the 
variation in intensity (please refer to Fig. 1.).
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Fig. 1 Example of applying HOG on Caltech-256, Class—butterfly, bearmug, bowling ball, bonsai 

3.2 Semantic Segmentation: Deeplabv3+ with Pre-trained 
Weights 

Semantic Segmentation is a process where each and every pixel of an image is clas-
sified and assigned a label. Deeplabv3+ framework is used to semantically segment 
the images inspired by encoder—decoder model. The architecture is mainly based on 
the Atrous depth-wise convolution (Dilated convolution) to increase the area of view 
which is particularly helpful in locating objects. Above which 1 * 1 convolution is 
being used to reduce the computation cost. Decoder reduces the channel of low-level 
feature by 1 * 1, so doesn’t outweigh the extracted features from encoder. Output 
from the encoder is up sampled before merging with the low-level features before 
making the final pixel based prediction [24] (please refer to Fig. 2). 
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Fig. 2 Deeplabv3+ architecture
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3.3 Proposed Method: Inception Model with Pre-trained 
Weights 

Image classification performance on Caltech-101 and Caltech-256 image dataset 
using various machine learning classifiers is analyzed. Two different feature extrac-
tion methods are applied and results are compared. Firstly, Histogram Oriented Gradi-
ents (HOG) is used to extract the edges of an image, various classifiers are applied 
on HOG images. Secondly, images are segmented using Deeplabv3+, semantically 
segmented images are fed into algorithms. To further analyze the various classifiers 
HOG is applied over segmented images. 

Algorithm—Ensemble Model for ML Classifiers 

1. Load the image. 
2. Preprocess the image for feature extraction. 
3. Apply semantic segmentation on the images, passing the semantically 

segmented images for edge based feature extraction (HOG). 
4. Save the extracted feature vectors. 
5. Pass the features of train images to the various ML classifiers. 
6. Test the algorithm on test images. 

One of the major drawbacks of machine learning algorithm is static feature engi-
neering. Since the features are manually extracted and filters are hard coded. With the 
growth in Artificial Intelligence, the expectation of machine to learn automatically 
without any human intervention has been made possible by Deep Learning. On the 
contrary with ML algorithms, Deep Learning adopts dynamic feature engineering 
with non-linear transformation, the optimal parameters (filters) for any given task, 
is learnt by the machine itself [25]. The effectiveness of Deep Learning algorithms 
in comparison to traditional Machine Learning Algorithm is clearly visible. Since 
deep learning algorithms take longer time to train, transfer learning is most optimal 
solution [26, 27]. 

Deep learning involves stacking the model with layers to increase the performance. 
Instead, an idea to make the model broader with varying size of filters spread across 
enables to recognize varying size of objects in image. With this approach model facil-
itates easy update of gradients over the layers tackling the overfitting problem. Asym-
metric convolution, auxiliary classifiers and grid size dimension reduction being 
some of the key features of Inception model. Transfer learning allows quick learning 
of features by initializing the parameter with pre-trained weights on Imagenet dataset. 

Algorithm—Inception Model: 

1. Load the data, split and create train and test data frames. 
2. Initialize the Inception model with pre-trained weights. 
3. Freeze all the initial layers and train only the top layers.
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4. Pass all the images from data frames to the model, apply preprocess. 
With data augmentation—rotation_range = 30, zoom_range = 0.3, 
width_shift_range = 0.2, height_shift_range = 0.2, horizontal_flip = ‘true’ 

5. Compile the model and fit the data. (Epoch = 40) 
Adagrad Optimizer: accumulated gradients for weight update is expressed 

in Eqs. 1 and 2. 

rt = rt−1 + (�θt )
2 (1)

θt+1 = θt − 
α 

δ + √
rt

�θt (2)

Cross Entropy Loss function is expressed in Eq. 3: 

LCE
(
y, y

∧) =  −  
1 

N

∑N 

i=1 
yi logy

∧

i (3)

6. Evaluate the model on test images. 

4 Results 

A comparison of various machine learning classifiers on Caltech-101 and Caltech-
256 Image Dataset on raw image pixel data, HoG features, semantically segmented 
images and HoG over semantically segmented features is given in Table 1. Support 
Vector Machines though efficient it takes longer run time. Other hand, Decision Trees 
and Random Forest is the fastest with mere human intervention. It can be clearly 
seen from the results the HOG extracted features, and with semantically segmented 
the algorithms improves in performance. From the results it can be implied, edge 
based feature extraction methods shows a significant improvement in classification. 
It can be inferred that HOG applied over segmented images, does not show a consis-
tent improvement. Although, segmented images show significant improvement in 
classification accuracy in Caltech-101 image dataset, fails to show improvement as 
the number of classes are increases (Caltech-256 image category). Hence, prop-
erly extracted features play a major role in classification. The performance of the 
algorithm is measured in terms of accuracy (%). 

Table 2 shows the comparison of performance of various machine learning algo-
rithms with Deep learning based Inception model. It can be clearly seen proposed 
dynamic feature engineering based inception model outperforms the hand crafted 
machine learning classifiers. Performance analysis of the earlier work done on 
Caltech-101, Caltecl-256 is given in the Tables 3 and 4 respectively. In comparison 
with various methods like shape matching, pyramid matching kernel, discriminative 
nearest neighbor, the deep learning model clearly outperforms. Deep learning enables 
self-learning, model ultimately learns the filters which extracts the best features from 
the image that leads to better performance
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Table 1 Performance of different classifiers on HoG, semantic segmented + HoG features 
Metric accuracy (%) Caltech -101 

30-Train 
Caltech-256 
30-Train 

Logistic regression HoG 0.61 0.20 

Semantic segmented + HoG 0.43 0.15 

Stochastic gradient descent HoG 0.55 0.16 

Semantically segmented + HoG 0.37 0.10 

Support vector machine HoG 0.41 0.17 

Semantic segmented + HoG 0.40 0.13 

K—Neighbors classifier HoG 0.41 0.13 

Semantic segmented + HoG 0.34 0.10 

Decision tree classifier HoG 0.20 0.08 

Semantic segmented + HoG 0.40 0.04 

Random forest HoG 0.51 0.14 

Semantic segmented + HoG 0.46 0.16 

Multi-layer perceptron HoG 0.02 0.13 

Semantic segmented + HoG 0.36 0.10 

Table 2 Qualitative analysis of ML classifiers with deep learning technique 

Methods Caltech 101(%) 
30—Train 

Caltech 256 (%) 
30—Train 

Image pixels with logistic regression 0.42 0.12 

HoG features with logistic regression 0.61 0.20 

Semantic segmentation with random forest 0.44 0.15 

Semantic segmentation + HoG with random forest 0.46 0.13 

Proposed model-Inceptionv3 with Top 0.67 0.59 

Table 3 Comparative analysis of Caltech-101 result with previous work 

Methods Caltech101(%) 
15—Train 

Caltech101(%) 
30—Train 

Shape matching [28] 45 – 

Pyramid match kernels [29] 49.5 58.2 

Discriminative nearest neighbour [30] 59 66 

Local naïve bayes nearest neighbour [31] 47.8 55.2 

Sparse localized features [32] 33 41 

Relevance based classification [33] – 43.8 

Gaussian mixture models [34] – 72.3 

VGG-16 [25] 66 78.42 

Proposed model—Inceptionv3 with Top 64 67
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Table 4 Comparative analysis of Caltech-256 result with previous work 

Methods Caltech 256(%) 
15—Train 

Caltech 256(%) 
30—Train 

Learning dictionary [35] 30.35 36.22 

Sparse spatial coding [36] 30.59 37.08 

Discriminative coding for object classification [37] 28 30 

Local naïve bayes classifier [31] 33.5 40.1 

Caltech Institute classification [38] 28.3 34.1 

Combined image descriptors [39] – 33.6 

VGG-16 with Top [25] 51 57.57 

Proposed model—Inceptionv3 with Top 58 59 

5 Discussion and Conclusion 

Though performance of machine learning algorithms can be improved with HoG 
extracted features. HOG contains only edge related information of an image. Seman-
tically segmentation classifies each pixel of an images, change its color so that it can 
be easily identified, and turns the background to black. In the procedure the algorithm 
losses all the finest details of an object—color, texture, edge, corner, intensity vari-
ation, which are essential feature for any classification algorithm identity and corre-
late. Although further improvement can be witnessed with semantically segmented 
images, deep learning clearly outperforms old-style machine learning techniques. 

Proposed transfer learning based Inceptionv3 model improves the efficiency with 
much diverse dataset Caltech-256 in comparison to Caltech-101. Also it can be 
clearly inferred the proposed model outperforms even with much smaller sample 
data (15-train). The choice of whether to go for deeper model (vgg16) or wider 
model (inceptionv3) depends greatly on your choice of dataset. 

Furthermore, an efficient segmentation method which retains all the necessary 
unique feature of an object is most evident. Although Convolutional Neural Network 
(CNNs) outperform, it comes with its own set of drawbacks—tuning of parameters 
(hyper parameter) is crucial, requires huge amount of training data, memory require-
ment, adequate training time from scratch. The problem of image classification with 
diverse dataset like Caltech-256 with 256 object categories is still a challenge.
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Image Process Based Plant Diagnostic 
System 

Naga Raju Jangam, Archish Amar Ringangonkar, Battula Mohan Kumar, 
Linga Vishal, and Kalal Hanush Goud 

Abstract Plant disease diagnosis is critical for reducing crop losses, and increasing 
agricultural growth. This research paper discussed methods used to diagnose plant 
diseases using leaf pictures and discussed specific classifications and the algorithms 
to extract a factor used in the diagnosis of plant disease. Then, plant specific diseases 
plays an essential role in the agricultural sectors, because plant-borne diseases are 
quite nature. If proper care is not taken in plant disease, it causes adverse effects on 
the plants and consequently affects the quality of product, quantity or product. Plant 
diseases cause’s outbreaks that results in production loss, and this problem need to be 
addressed in the first phase, saving lives and money. Detection of diseases in plants 
is critical research area, which shows benefits in monitoring large plant fields. Farm 
owners, and caregivers of plants (say, kindergarten) can benefits greatly from early 
detection of diseases, to prevent the bad from reaching their plants and to inform the 
person what needs to be done in advance for the similar to work properly, to prevent 
the worse. 

Keywords Classification · Feature extraction process · Image processing 
application · Plant disease · Symptom 

1 Introduction 

India is a cultivated country, with agriculture employing over 70% of the people 
directly or indirectly. Farmers have a wide variety of options to choose from and 
find the right pesticides [1, 2]. Therefore, crop damage will lead to significant losses 
in productivity and ultimately affect the economy. The leaves are a very sensitive 
part of plants that show signs of disease at an early age. Plants must be checked for 
disease from the start of their life cycle until they are ready to be harvested [3–5]; 
formerly, disease monitoring was done in a different method, with traditional naked 
eye tracking being a time-consuming process that required experts to watch crop
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fields [6–8]. In recent years, a number of techniques have been developed to improve 
the diagnosis of spontaneous and autoimmune diseases by simply recognizing the 
symptoms on the leaves of plants and making them easier and cheaper [9, 10]. These 
programs have so far led to them being faster, less expensive and more accurate than 
the traditional way of looking at farmers [11]. 

This paper is organized into the following sections. The first section provides a 
brief introduction to the importance of diagnosing plant diseases. The second section 
discusses the work that has been done recently in this area and reviews the methods 
used. The third part lists the methods used in this research paper. Lastly, section 
four concludes this paper with future indicators. The identification of plant disease 
is most important aspect in modern agriculture system. Determining the health of a 
plant or a particular leaf in this plant is very important and plays a big role because 
a bad plant can damage the plants and plants around it and as a result, it can give a 
bad harvest. 

2 Related Works 

Kaur and Devendran [13] introduced a new optimization based segmentation and 
law mask system for leaf disease detection and classification. In this literature study, 
Support Vector Machine (SVM) classifier was applied for classifying the plant leaves. 
In addition, Verma and Dubey [14] developed a novel model; Long Short Term 
Memory (LSTM) and Simple Recurrent Neural Network (SRNN) for detecting 
the disinfected or disease plants with dynamic learning capability. Peker [15] has 
introduced new deep learning model on the basis of ensemble learning and capsule 
networks for plant disease detection. Further Vasumathi and Kamarasan [16] imple-
mented convolutional neural network based LSTM model for classifying 6519 fruits 
into abnormal or normal classes. In this literature study, the CNN model was used 
for feature extraction and then the LSTM model was applied for classifying the fruits 
classes. 

3 Description and Methodology 

Plant diseases are usually caused by infectious substances such as fungi, bacteria 
and viruses [12]. Symptoms of plant diseases are visible evidence of infection and 
symptoms are a visible consequence of these types of diseases. Fungal infections 
cause symptoms such as blisters, mildew, or mildew and the basic symptoms are leaf 
spot and yellowing [13]. Fungal infections are fungal infections caused by mold. The 
fungus can be solitary or multi-cellular, but in any case, infects plants by stealing 
nutrients and breaking down tissues. Fungal infections are the most common plant 
disease. There are some symptoms of the condition, or visible effects of the disease, 
on the plants. Fungal infections can be identified by symptoms such as spots on plant
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leaves, yellow leaves, and bird spots on the berries. With some fungal diseases, the 
body itself can be viewed on the leaves and appear as a growth and as a fungus. The 
leaf affected by fungal infection is represented in Fig. 1. 

This may be irregular with the stems or under the leaves. This specific target of a 
pathogen is called symptoms of a single-cell, prokaryotic virus. Bacteria are every-
where and many can be beneficial, but some can cause disease in humans and plants. 
Symptoms of bacteria are often harder to spot than mold, because they are smaller 
bacteria. When you cut an infected stem, a white milk-colored substance, called 
bacterial ooze, may appear. Other symptoms include water-soaked sores, which are 
wet areas on the leaves that bloom. Eventually, as the disease progresses, the lesions 
grow and develop reddish-brown spots on the leaves. The most common sign of 
infection is leaf spot or fruit spots. Unlike fungi, these are usually composed of 
arteries. The leaf affected by bacterial is indicated in Fig. 2. 

The process of the plant disease process consists of four stages. The first stage 
involves obtaining photos with a digital camera and mobile phone or on the web. 
The second stage divides the image into different number groups for groups where 
different strategies can be used. The next section contains methods of removal of 
the feature and the final section is about the classification of diseases, and the work 
follow of the proposed model is given in Fig. 3. 

Fig.1 Leaf affected by 
fungal infection 

Fig. 2 Leaf affected by 
bacteria
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Fig. 3 Workflow of the proposed model 

3.1 Image Acquisition 

In this section, photos of the leaves of the plants are collected using digital media such 
as camera, mobile phones etc. with the adjustment and size you want. Photos can also 
be taken from the web. Image data formatting depends entirely on the application 
development tool. To get best functioning of the partition in the final phase of the 
acquisition process the data base is playing crucial role. 

3.2 Image Segmentation 

It primarily focuses on simplifying the image’s representation so that it sounds better 
and is easier to process. As a basis for element rendering, this section is also a 
basic method of image processing. There are a variety of methods for categorizing 
photos, including k-means clustering, Otsu’s algorithm, and adhesion, among others. 
Clustering based on a set of elements in the K number of classes divides objects or 
pixels. The division is performed by lowering the total number of distances between 
items and the groups to which they belong.
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3.3 Feature Extraction and Classification 

Therefore, at this stage we only focus on extraction of image and its related param-
eters. The parameters are required to obtain a description of the sample image. 
Features can be based on color, shape, and texture. Recently, most researchers intend 
to use texture features to diagnose plant diseases. There are a variety of feature 
extraction methods that can be used to create a system such as the gray-level co-
occurrence matrix (GLCM), color occurrence method, spatial gray-level dependence 
matrix, and histogram-based feature extraction. The GLCM features includes cluster 
shade, contrast, maximum probability, difference variance and sum entropy, which 
are stated in the Eqs.  (1) to (5). These methods are mathematical methodology of 
texture separation, and classification is performed by artificial neural network. 

Clustershade =
∑n−1 

i=0

∑n−1 

j=0 
(i + j − µi − µ j )3 Pi j  (1)

(2)

(3)

(4)

Contrast  =
∑n−1 

i=0

∑n−1 

j=0 
Pi j  (i − j )2 

Maximum probabili t y  = max(pi j  ) 

Di f f erence variance = variance o f pi− j 

Sum entropy =
∑n−1 

i=0

∑n−1 

j=0 
Pi j  log Pi j  (5)

where, µ denotes mean and Pi j  indicates normalized co-occurrence matrix. 

4 Experimental Results 

In the research paper, we are trying to design a way in which we can detect and test 
whether the affected plant is infected. We do this experiment by using MATLAB and 
image processing algorithms. 

4.1 Discussion 

In the existing systems, the deep learning algorithm training is not very efficient 
and it results in many false disease detections. Hence, the removal of good crops 
with an impression of being bad [14, 15]. In the performance analysis section, the 
proposed model obtained 97.8% of classification, and the existing models SVM [14]
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Table 1 Comparative 
analysis between the 
proposed and existing method 

Method Accuracy (%) Sensitivity (%) Specificity (%) 

SVM [14] 89 76 89 

LSTM [15] 90.27 85 89.83 

Proposed 97.80 96.05 97 

Fig. 4 Graphical analysis between the proposed and existing method 

and LSTM [15] obtained limited performance of 89 and 90.27% of classification 
accuracy, and also showed better performance in terms of sensitivity and specificity. 
Comparative analysis is given in Table 1, and Fig. 4. 

4.2 Outcome of Proposed System 

In the proposed system, we try to design and implement a system with proper amounts 
of training required by the system in less time before deploying it, and the output of 
the proposed model is represented in the Figs. 5 and 6. 

Fig. 5 Classification of leaf diseases
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Fig. 6 Identification of leaf disease 

5 Conclusion 

This paper descries a research of various disease classification methods used for 
plant disease detection, as well as a classification technique algorithm that may 
be utilized for later automatic detection and classification of plant leaf diseases. 
The 10 most extensively tested algorithms are bananas, beans, jackfruit, lemons, 
mangoes, potatoes, tomatoes, and sapota. As a result, diseases connected with these 
plants were collected for analysis. The findings were produced with relatively little 
effort, demonstrating the efficiency of the suggested algorithm in the acceptance and 
classification of leaf diseases. Another advantage of this technology is that it can 
detect plant diseases early or in their early stages. Bayes division, Fuzzy Logic, and 
hybrid algorithms can be utilized to improve the recognition rate of the Artificial 
Neural Network separation process. 

References 

1. Ghaiwat SN, Arora P (2014) Diagnosis and classification of plant leaf diseases using imaging 
techniques: a review. Int J Recent Adv Eng Technol 2(3):2347–2812. ISSN (online) is Google 
Scholar 

2. Dhaygude SB, Nitin PK (2013) Agricultural plant leaf disease detection using image 
processing. Int J Adv Res Electr Electron Instrum Eng 2(1) 

3. Badnakhe Mrunalini R, Prashant RD (2011) An application of K-means clustering and artificial 
intelligence in pattern recognition for crop diseases. Int Conf Adv Inf Technol 20. 2011 IPCSIT 

4. Arivazhagan S, Newlin Shebiah R, Ananthi S, Vishnu Varthini S (2013) Detection of unhealthy 
region of plant leaves and classification of plant leaf diseases using texture features. Agric Eng 
Int CIGR 15(1):211–217 

5. Kulkarni AH, Ashwin Patil RK (2012) Applying image processing technique to detect plant 
diseases. Int J Mod Eng Res 2(5):3661–3664 

6. Bashir S, Sharma N (2012) Remote area plant disease detection using image processing. IOSR 
J Electron Commun Eng 2(6):31–34. ISSN 2278–2834



546 N. R. Jangam et al.

7. Naikwadi S, Amoda N (2013) Advances in image processing for detection of plant diseases. 
Int J Appl Innov Eng Manage 2(11) 

8. Patil SB et al (2011) Leaf disease severity measurement using image processing. Int J Eng 
Technol 3(5):297–301 

9. Chaudhary P et al (2012) Color transform based approach for disease spot detection on plant 
leaf Int Comput Sci Telecommun 3(6) 

10. Rathod AN, Tanawal B, Shah V (2013) Image processing techniques for detection of leaf 
disease. Int J Adv Res Comput Sci Softw Eng 3(11) 

11. Vijayaraghavan V, Garg A, Wong CH, Tail K, Bhalerao Y (2013) Predicting the mechan-
ical characteristics of hydrogen functionalized graphene sheets using artificial neural network 
approach. J Nanostruct Chem 3:83 

12. Garg A, Garg A, Tai K (2014) A multi-gene genetic programming model for estimating stress-
dependent soil water retention curves. Comput Geosci 1–12 

13. Kaur N, Devendran V (2020) Novel plant leaf disease detection based on optimize segmentation 
and law mask feature extraction with SVM classifier. Mater Today Proc 

14. Verma T, Dubey S (2021) Prediction of diseased rice plant using video processing and LSTM-
simple recurrent neural network with comparative study. Multimedia Tools Appl 1–32 

15. Peker M (2021) Multi-channel capsule network ensemble for plant disease detection. SN Appl 
Sci 3(7):1–10 

16. Vasumathi MT, Kamarasan M (2021) An effective pomegranate fruit classification based on 
CNN-LSTM deep learning models. Indian J Sci Technol 14(16):1310–1319



Instance Based Authorship Attribution 
for Kannada Text Using Amalgamation 
of Character and Word N-grams 
Technique 

C. P. Chandrika and Jagadish S. Kallimani 

Abstract Authorship Attribution is the task of identifying a true author of a given 
text from a set of suspected authors stylometry features play a vital role in recognizing 
the right author, it includes lexical and syntactic features. N-gram is one of the popular 
techniques used to extract syntactic features from the text. The main objective of this 
work is to use both lexical and syntactic features on a Kannada text and compare the 
performance of both approaches using different machine learning algorithms. The 
Kannada language is spoken by the Indian southern state Karnataka. Even though 
we can see major works in text processing, Authorship Attribution is in a tender 
state. Researches have been carried out on handwritten Kannada documents but not 
on digital text. Char n-gram, word n-gram and the combination of these two known 
as Amalgamation technique are used as syntactic features to extract the writing style 
of an author. The results show that Support Vector Machine algorithm outperform 
with 94% and 60% accuracy using N-grams and lexical features respectively. 

Keywords Authorship attribution · Decision tree · Instance based approach ·
Machine learning algorithms · Naïve bayes · Profile based approach · Random 
forest and support vector machine 

1 Introduction 

Authorship Attribution is a process of predicting a true author from a candidate 
set of authors. It is one of the applications of Natural language processing, this 
domain also requires the knowledge of machine learning algorithms and information 
retrieval. This is one of the emerging fields and its applications can be found useful in
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Literature, Digital forensics, Plagiarism check, etc. There are mainly two approaches 
used for predicting the author: 

1.1 Profile Based Approach 

All available text samples by a candidate author are treated cumulatively, that is all 
text samples of an author are concatenated as one big document and then a single 
representation is extracted to create a profile of the author. All the authors’ profiles 
are trained and used for testing an anonymous text. Profile based approach is the best 
choice for short articles. 

1.2 Instance Based Approach 

In this approach, all available samples by an author are treated individually. Each text 
sample has its own representation. In this way, all samples have individual features 
set which is used for training and testing the anonymous text. It is better to use 
Instance based approach for lengthy articles. 

Every writer has his own style of using a vocabulary set, stylometry features are 
used for extracting these writing styles. Lexical features and Syntactic features are 
extracted in the proposed work and are listed in the feature extraction task under 
Method section. 

N-gram Technique. N-gram is a popular technique mainly used to extract syntactic 
and semantic features, also sometimes called as SN gram. The well-known N-gram 
approaches are character and word N-grams. N-gram mainly used to predict the next 
possible character and a word used by an author. 

Character N-gram. Given a set of characters in a word, it will predict the next 
possible character in a word by modeling a sequence of characters. Consider an 
example, for the following sentence, 

The result of the character n-gram where N value is 3 is as follows: 

so on. 
To train the model using character N-gram, the input that is the sequence of articles 

written by different authors should be represented as a sequence of characters. 

Word N-gram. Similar to characters, words can also be modeled so that the system 
will predict the next possible word in a sentence. For example, consider the statement:
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The result of the word n-gram where N value is 3 is as follows: 

and so on. 
Using character and word N-gram, we can extract the vocabulary feature like how 

an author picks the words, it indicates how much knowledge an author has, about a 
language. Using the same pair of words indicates low vocabulary and different words 
indicate high vocabulary knowledge. 

2 Related Works 

The techniques or methodologies used by different researchers on other languages 
is discussed in this section: 

Authors in [1] have tried cross domain authorship using an efficient document 
vector based on N-gram technique. They have focused on character, word and POS 
patterns to build the vectors and the highest average accuracy of 87.32% using the 
POS feature is obtained. The Ensemble technique using variable character and word 
N-gram model is discussed in [2], authors have employed multinomial logistic regres-
sion. The Ensemble model outperforms with the highest accuracy of 82.3%. Author-
ship attribution using NN model for the short article is demonstrated in [3], authors 
have compared SRI Language model with the proposed model using word N-gram as 
a baseline method and achieved 95% accuracy. Authorship profiling is also a method 
of identifying the true author, using N-gram and stylistic features authors [4] thiswork  
focus on how these features are effectively used as vectors. Hinglish is a combina-
tion of Hindi and English languages. Authorship prediction on Hinglish WhatsApp 
messages is illustrated in [5]. The designed model extracts text style features using 
the character and word N-gram technique, using SVM with character N-gram and 
they obtained an accuracy of 95.7%. Performance analysis of authorship attribution 
model with and without using Neural network is presented in [6], the author has 
demonstrated with multiple datasets using N-gram with NN. The proposed model 
achieves an accuracy of 80% by extracting valuable features using NN model. 

Instance based approach for AA outperforms profile-based method using LDA and 
N-gram which is discussed in [7]. Instance- based technique achieved 93.17% accu-
racy. LDA with cosine similarity is found to be more useful for the Urdu language. 
Cross -domain authorship model on four different foreign languages is developed by 
authors in [8]. They have applied N-gram technique to extract features from raw text, 
processed, POS tagging and stemming text. Authors have used various classifiers with 
ensemble technique which combines the accuracy of all the classifiers and used soft 
voting to predict the accuracy. The Overall accuracy of 87% is obtained. Authors in 
[9] have tried to extract stylometry features of Arabic text and trained and tested with 
fifteen different classifiers and multilayer feed-forward neural network. With ANN, a 
maximum of 78% accuracy is obtained compared to other ML algorithms. AA using
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syntax, N-gram and POS tagging as features is shown in [10], authors have shown the 
accuracy obtained by classifying the authors using different classification algorithms, 
with these features separately and combining all three features known as a fusion 
of features outperform the state of art and top accuracy of 96% on IMDb62 dataset 
is obtained. Another useful technique SABA [11] based on Stylometric Authorship 
Balanced Attribution is used for extracting the best features like non-word attribute 
set that includes sentence length, special characters and punctuation symbol and 
obtained 87% accuracy. The authors in [12] have tried to predict author of an anony-
mous Arabic language text by extracting lexical and N-gram features and trained 
using different classifiers and deep learning technique and they achieved 75.46% 
accuracy. AA on the Russian language using deep learning networks is discussed 
in [13]. Authors have Extracted 33 to 5000 features and maximum accuracy above 
90% using Deep neural networks is obtained. Applying N-gram with the techniques 
of Natural language processing and ML algorithms [14] proved to get good accuracy 
of 90% in predicting the authors of blogs and short messages from various social 
websites based on uni and bigrams techniques. Binary N-gram is a variant of N-gram 
[15] which treats texts as binary, it is effective as character N-gram which extracts 
a more useful frequent pattern of characters/ words in extracting the authors writing 
style. 

3 Methods 

The dataset collection is a challenging task in Kannada, not many articles are available 
online freely. We require each author’s several articles for training and testing, so 
it is hard to obtain a huge dataset for the specific domain, here we have considered 
philosophy related documents. Totally 18 authors of 100 instance documents are 
collected, out of which, for N-gram technique: 65% is considered for training and 
35% for testing. For the lexical model, 75% of the dataset is reserved for training 
and the remaining 25% is for testing. Figure 1 shows the detailed steps involved in 
developing the model. 

3.1 Data Preprocessing and Encoding 

In order to retain the writing style of an author not much preprocessing is done 
on the text. The extra characters which don’t contribute any meaning to this work 
were removed. To extract few features, punctuations and special characters are not 
required, in that case, it is removed only during the extraction of that particular 
feature. Encoding is an important task that represents raw text data into the machine 
understandable format. For this proposed work, TF-IDF encoding is used for train 
and test the documents to indicate how pertinent the word is. The TF and IDF are 
calculated as Eq. (1):
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Fig. 1 The overall workflow of the proposed model 

T F  = Frequency  o f  K  annada words in an I  nstance i  

T otal  N  umber  o f  K  annadawords in a sentence 
(1) 

and IDF is calculated as Eq. (2): 

I DF  = log( T otal number o f sentences in an instance i 

T otal number o f sentences has that particular word 
) (2) 

Finally, the TF and the IDF values are multiplied to get the TF-IDF value for each 
word from all the documents. The values are represented as a sparse matrix. It indi-
cates the TF-IDF score for all non-zero values in the word vector for each document. 
The below Fig. 2 shows the sample TF-IDF values obtained for an instance. 

The general form: (A, B) C where A: Document index B: Specific word-vector and 
Index C: TFIDF score for word B in document A. This is a sparse matrix. It indicates 
the TF-IDF score for all non-zero values in the word vector for each document.
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Fig. 2 Sample of Tf-Idf values for Instance 5 

3.2 Feature Extraction 

Features are obviously more important for this AA model. It is a classification 
problem of predicting the true author, quality features influence the accuracy of 
the model. The following is a list of different stylometry features extracted for our 
work: 

1. Sample Lexical features extracted: 

i. Average Sentence Length By character 
ii. Average word length 
iii. Average Sentence Length By word 
iv. Count Special Character 
v. Count Punctuations 
vi. Type Token Ratio 

2. Syntactic features: 

i. Character n-grams (1–5 chars) 
ii. Word n-grams (1–5 words) 
iii. Union of both (1–5) 

The TF-IDF values obtained after encoding all the instances are an unbalanced 
vector that can’t be directly used for ML algorithms. This will be converted into two 
balanced sparse matrix one for N-gram and another for the lexical model, in which 
each row represents instances of an author and in N-gram column represents the 
features char, word and union of both. In lexical, each column represents different 
stylometry features like average sentence length by character/word, count special 
characters, punctuations, etc. as mentioned under the lexical feature set. After gener-
ating matrix, now the dataset is ready for training and testing, here based on different 
features two sub models are identified: Lexical and N-gram models which extract 
the writing styles of an author. The details of the implementation are given below:
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Fig. 3 Sample lexical features extracted with values 

3.3 Lexical Model 

As already mentioned, the dataset has several articles from different authors, each 
article is treated as an instance so out of articles of 18 authors, we created 100 
instances. The above mentioned lexical features are extracted from each author to 
analyze their writing style. This model focuses on the primary writing skills of an 
author, it provides basic information about usual writing styles like average word 
length/average sentence length by character/ word, frequency of nouns. Some authors 
may have a habit of using more adjective related words which are usually quoted and 
some special symbols to express their feelings. The extracted features are stored sepa-
rately as instances. In Fig. 3, the top row demonstrates the lexical features extracted 
from a training dataset. 

The system is trained using several ML algorithms like SVM, Decision Tree, 
Random Forest and NB to learn these necessary features to predict the probability 
of the true author. When a new anonymous text document is given as an input for 
authorship prediction, its lexical features are extracted and now a model will be 
called to compare the extracted features with trained features to classify and predict 
the author. SVM outperformed with 60% accuracy compared to other ML algorithms. 

3.4 N-gram Model 

The lemmatization and stop words removal have been done on the text as one of the 
steps in preprocessing and then the cleaned data which is in a vector format is passed 
as an input to this model. N-gram mainly helps to remember the usage of the words 
of an author, each author has a unique style of using words pattern in a sentence 
and characters pattern in a word. Using the python library functions, character N-
gram with N values as 1, 2, 3, 4 and 5, character sequences are extracted. Similarly, 
the word patterns are also drawn out from the training set using word N-gram with 
N values ranging from 1, 2, 3, 4 and 5. These extracted characters/words features 
are trained and tested using several machine learning algorithms like Decision tree, 
Random Forest, NB, and SVM. In this work, character and word N-gram has been 
tried separately and found that, SVM performed well with character N gram with N
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Table 1 Performance of N-gram model 

Algorithms N = 1 N = 2 N = 3 N = 4 N = 5 Union 

Char word char Word Char Word Char Word Char Word Char & 
word 

SVM 60 80 60 82 82 60 91 31 94 14 94 

NB 85 54 62 51 54 60 54 37 57 14 65 

DT 97 60 62 54 60 30 60 17 71 28 68 

RF 68 54 74 40 68 30 71 11 60 28 68 

= 5. To improve the accuracy of the N-gram, we propose an idea of amalgamation 
of both character and word N-grams features. This union helped to extract more 
writing patterns and is labeled as Union as shown in the last column in Table 1. In  
this, first the features of character N-gram are drawn out and fed as an input to word 
N-gram module and more word features are extracted, these features are trained and 
tested with different ML algorithms. The average accuracy of each ML algorithm 
is tabulated in Table 1. N-gram model outperforms the Lexical model and also to 
generalize the accuracy rate, cross validation with K = 10 is done. 

4 Results 

The Table 1 shows the accuracy obtained after implementing the N-gram technique 
for both character and word, the graph in Fig. 4 shows SVM outperforms well with 
maximum accuracy of 94% with char N-gram with N = 5 and for word N-gram 
feature, it works better with N = 1 and 2 but gradually drops down for the testing 
dataset. NB, RF and DT performed well with initial values of N but accuracy drops 
out in between with the increasing value of N. When the character and word N-
gram features are combined, other algorithms have also progressed by improving 
the accuracy reaching to 70%. 

4.1 Discussion 

The proposed model’s performance can be compared with the lexical model, which 
identifies the author based on the lexical features and Table 2 shows the difference in 
the accuracy of ML algorithms after training N-gram and lexical model. The N-gram 
performs well compared to the lexical model. In the previous work AA using Profile 
based approach based on the lexical model has been carried out and we obtained 
85% accuracy for four authors dataset. Surprisingly with the increase in the dataset 
we got less accuracy when tried with Instance based approach for lexical model but 
improved accuracy of 94% with the N-gram model. Based on the previous work, it 
is proved that the N-gram method is best suited for Instance based approach for our 
dataset.
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Table 2 Performance comparison 

Algorithms Feature’s type: N-Grams/Lexical Precession Recall F1-score Accuracy 

SVM N-Grams 0.96 0.94 0.94 0.94 

Lexical 0.6 0.6 0.57 0.6 

NB N-Grams 0.56 0.66 0.57 0.65 

Lexical 0.22 0.36 0.27 0.36 

DT N-Grams 0.68 0.66 0.62 0.68 

Lexical 0.38 0.40 0.37 0.4 

RF N-Grams 0.63 0.69 0.63 0.68 

Lexical 0.25 0.32 0.26 0.32 

Comparing to the State-of-the-Art: The proposed model is compared with the 
few other language models found in literature survey shown in the Table 3. The  
proposed model performed well with the available dataset. Here only character and 
word N-gram are considered, accuracy may still improve if we focus on other features 
also.
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Table 3 Performance comparison of the proposed model with State-of-the-Art 

Dataset State-of-the-Art Accuracy/F1 Score in % 

Politics [1] 87.32 

Multiple domains on five different languages [2] 71.4 

Twitter dataset [3] 85.3 

Religious text [9] 78.4 

IMDb62 dataset [10] 96.3 

Philosophy articles Proposed method 94 

5 Conclusions and Future Works 

The proposed model helps to predict the authorship of an anonymous text based 
on lexical, character, word N-gram and the combination of character and word N-
gram techniques. Usually AA based on stylometry features gives better accuracy for 
other languages. In our previous work we have tried stylometry features using profile 
based approach on Kannada dataset and obtained around 85% accuracy but it didn’t 
perform well for the instance based approach. The N-gram technique using both 
character and word patterns with SVM algorithm outperformed with 94% accuracy. 
In future, we try to test this model with a huge dataset by applying N-gram on POS 
tagging of Kannada words which can be used as a feature. Profile based approach can 
also be implemented using N-gram model and an accuracy of this can be compared 
with the Instance based approach. 
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IoT Enabled Virtual Home Assistant 
Using Raspberry Pi 

Md. Tarequl Islam, Md. Selim Azad, Md. Sobuj Ahammed, 
Md. Wahidur Rahman, Mir Mohammad Azad, and Mostofa Kamal Nasir 

Abstract This manuscript represents a virtual assistant developed with modern 
computation named after “JERRY”. The proposed model is entirely based on the 
new Internet of things (IoT) mechanism and Natural Language Processing (NLP). 
Experimental data analysis on the virtual assistant is also enumerated and inter-
preted to find the proposed system’s feasibility. The accomplished experiments are 
the practicability testing of the virtual assistant, how the users will be able to interact 
with home automation in AC supply, a comparison on response time among existing 
solutions and System Usability Scale (SUS) to check the random user’s satisfaction 
level. Average response time of 1.93 is tracked out, which is more impressive than 
other available intelligent assistants in the global market. SUS score of 98% is also 
found. Though the proposed model has some limitations, a reliable smart assistant for 
regular activities and an interactive home automation system is developed. However, 
the proposed architecture can be adjustable in the regular activities of the general 
users. 

Keywords Internet of Things ·Machine learning · Smart home · Virtual assistant ·
Voice recognition 

1 Introduction 

Virtual Assistant (also known as AI Assistant or Digital Assistant) is an application 
that can understand voice commands in natural language and complete tasks for
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users. The virtual assistant has gained tremendous popularity in the contemporary 
world. According to STATISTA [1], the number of voice assistant users in the United 
States is expected to reach 123 million by 2021. In 2015–2021 there were around 
1.6 million users worldwide, and by the end of 2021, it reached 1.8 billion. By 
2021, business growth is expected to increase from 155 million in 2015 to 843 
million in 2021. Interfaces with virtual assistive devices can support largely in daily 
activities of humankind such as browsing messages, searching for anything in Google 
or Wikipedia, or questioning temperature and other data. The voice-activated virtual 
assistant makes it easier for the blind or disabled person to access the internet and 
support regular household activities [2]. The statistics on IoT with home automation 
[3], the number of IoT devices in homes rose up to 12.86 billion in the year 2020. This 
statistic remarkably indicates the importance of IoT devices in the home automation 
or smart home sectors. 

Therefore, the proposed system implements an integrated system for home 
automation with a virtual assistant. The proposed system plays a vital role in inter-
active home automation and is also used for a complete personal virtual assistant. 
Though there are some existing solutions in virtual assistant, no solution has yet been 
met to control home appliances in 220 V AC supply efficiently. Thus, the contribution 
of this article is as follows:

• To control any home appliances (connected with relay) through voice command 
like “turn on/off light.“

• To assist the user by performing math calculations, searching Wikipedia, checking 
emails, current time, date, etc.

• To provide you information from the internet about “any person/place organization 
you want to know by the command of “tell me about/tell me/tell me/say about/the 
name of that person/place/institution” or speaking “information from Wikipedia 
in command”. 

2 Related Work 

This section presents previous contributions in artificial intelligent virtual assistant. 
Numerous major contributors are making a massive impact in the field of intelligent 
assistant development and helping in the deep understanding of home automation-
based IoT. The author of this paper [4] had proposed a virtual assistant that can 
communicate with the stranger at the door from a specific distance. It also could 
notify the owner through e-mail and SMS with the captured photos of stranger. The 
authors in the manuscript [5] proposed a python task that was able to accomplish 
some features like climate news, playing song from playlist, information about any 
film, Wikipedia, and controlling some electronic devices. The authors in the paper 
[6] had proposed a system that is able to control some home appliances at the same 
time. In the paper [7], This paper proposes an efficient home automation system 
using Node Microcontroller Unit (Node MCU) which focuses on sensing and main-
taining suitable indoor climate conditions like temperature and humidity. The author
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proposed a method [8] where the system aims at processing human natural voice 
and gives a meaningful response to the user. In the article, [9] shows the working 
of a device based on implementation of a voice command system as an intelligent 
personal assistant which have many features such as weather, telling time or accessing 
online applications to listen to music. Authors of that articles [10] had proposed a 
system where a micro-controller of Raspberry pi takes user inputs from a created 
website access through a username and password. Where the Raspberry pi can be 
controlled from any place with the help of weaved cloud service, in this papers, [11] 
the authors represents a system called Intelligent Personal Assistant (IPA), which is 
a software agent that is able to assist the general users in their daily life. A wireless 
sensor is needed with proper internet connections to provide information about any 
detecting objects autonomously through IoT vision. The authors in this article [12] 
proposed a home automation system using Raspberry pi. A smart phone needs to 
connect with Raspberry pi using IP address to accessing the system through Wi-Fi. 
The authors of this paper introduce [13] with a personal assistant based on python 
that can control home appliances using voice and gesture command. In this article, 
the authors represent [14] an Artificial Intelligent based personal assistant which is 
having a virtual personality of its own, just like a particular man has in a specific 
profession. In this paper, the authors present [15] a speech-enabled, customizable 
personal assistant for the innovative environment. To overcome some virtual assis-
tant issues, they were used computer vision, deep learning, speech generation, and 
recognition with artificial intelligence as a personal voice assistant for developing 
smart home automation. 

Moreover, the paper [1–12] have only focused on developing virtual assistant 
and innovative home concept. But the proposed model has presented the integrated 
architecture for virtual assistant and IoT based system, which has been tested in a 220-
V AC supply. In addition, the proposed system’s response time is faster compared to 
the existing techniques which can give immense pleasure to the customer to use it. 

3 Proposed Methodology and Working Principle 

In this section broadly describes the working procedure of the proposed system. 
Overall activity diagram of the proposed system is depicted in the Fig. 1. The virtual 
assistant named “Jerry” will make user tasks over internet easier. In this framework, 
Jerry is associated with a Raspberry pi. The relay module is similarly associated with 
the Raspberry Pi through a GPIO pin. When the user gives any command through 
the microphone, it sends the user voice to the microprocessor of Raspberry pi. The 
microprocessor takes the voice data and going to perform that task. The output of 
that task will be announced by the system through a speaker. Jerry is also able to 
handle any browsing task or replying any type of questions. It can also be able to 
control home appliances. 

After running the system, Jerry wishes the users good morning/good evening/good 
evening depends on the time. While the system completes the wishing step, now it is
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Fig. 1 Overall System illustration 

ready to take voice command from the user and speak, “I’m listening, how can I help 
you? After receiving command, Jerry will recognize the command what the user send 
and display the user command. After recognizing the command, it checks whether the 
user’s command is matched or not. If the command is matched, the user’s voice will be 
sent to Jerry as text in Fig. 2. In case of unmatched, it will recognize the instructions 
performing a google search of that corresponding command. When it detects the 
user’s voice, it goes through Google text to speech API and converts commands 
into text. After getting the command text, it will check whether the command text 
is matched or not with cloud data. If the command text is matched, it will go to the 
execution step of that corresponding command. If the command text is not matched, 
it will go to the initial step and notify to user that “I didn’t get it, can you repeat it 
again? 

Fig. 2 Activity diagram of the proposed model
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Fig. 3 Working principles of voice detection 

3.1 Working Principles of Voice Detection and Recognition 

Figure 3 depicts the workflow diagram of the system detected the voice command 
from the corresponding users. In this section, user voice text data sends to the micro-
processor of Raspberry pi. Once the voice as the text is received, it goes to the 
next step of verification whether the text is valid or not. If the voice is valid, it will 
check whether the text is matched with any command with Jerry or not? In case of 
mismatch, it will show on the screen as text and speak. “Sorry, I didn’t get it. Can 
you repeat that again? If the command is matched, the text will show on the screen 
and will tell to the user the same information by voice command. If the voice data 
is not valid, it will speak “Please ensure valid text” and perform a google search of 
that corresponding text. On the other hand, If the voice data is received, the data is 
shown in the screen as “user said: text” by recognizing the user voice module. If the 
voice data is not received, it will speak and show text as “Sorry; I didn’t get it, I am 
opening google for you”. After that, google is opened for the user and go back to 
the listening step again and speak, “How can I help you? Fig. 4 shows the respective 
workflow diagram of the user-provided command to the proposed model. Figure 5 
illustrate a voice recognition procedure and its corresponding working principles. 

3.2 Working Principles of Voice Command Execution 

In this section, Jerry waits for the corresponding user’s command and says, “I am 
listening; how can I help you?” When the user gives any command, it will detect the 
user’s voice. While getting voice data from the user, will it match the data whether 
it matches or not? If the voice data is matched, it will show the command as a text, 
and after that, it will perform that specific task as the user said. If the voice data is 
not matched, it will show the text on the screen and also speak, “Sorry, I didn’t get it. 
Can you repeat that again?” After that, it will go back to the listening step and again
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Fig. 4 Working principles of user voice command 

Fig. 5 Working principles of user voice recognition 

ready to take voice. If the user says “goodbye” in command, then it will terminate 
the system. Figure 6 shows the corresponding workflow diagram of how the google 
speech recognized API [16] will be performed in the proposed model. 

After taking the voice data from user by the microprocessor, it will go to the 
Google speech recognition step, where it will check whether the internet service is 
available or not? If the internet service is available, then it will send the voice data 
[17] to the cloud. If the voice data is matched with any pre stored command in the 
cloud, it will execute that particular command. It will show the text and speak “use 
proper text for executing the command” if not match. While voice data from the users 
is taken, it will send to the Google speech recognition section. After recognizing the 
voice, google text to speech API will go through where the command data [18] is  
converted into text. Here the user’s voice is checked whether it matches with any
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Fig. 6 Working principles of google speech API 

Fig. 7 Working principles of user command execution state 

declared command or not. If the command is matched, it will go to the execution 
step to perform that task. And again, go back to the listening step and ready to take 
voice input from the user. If the voice is not matched, it will perform a google search 
of that corresponding command. Figure 7 present the respective workflow diagram 
of how the user’s command will be extracted and executed. 

4 Result and Discussion 

Here experimental data analysis is presented for the intelligent home assistant. and 
comparison among Google assistant, Amazon Alexa, Apple Siri and this proposed 
intelligent home assistant. In addition, a result of the system usability scale (SUS) in 
shown. and finally, present some snapshots of the proposed developing system.
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4.1 Experiment on Developed Smart Assistant 

Some experiments on smart home assistant are made for analysis. The experiment 
had some subsection like sending data voice, recognizing the voice, response time, 
connection stability, idle time, etc. are depicted in Table 1. 

From this experiment, among 15 times, around 13 times of voice is being send and 
recognized successfully. The response time is also calculated, which was very first. 
On the other hand, without sending any voice data, the smart assistant will go on to 
an idle state, which is about 3 or 4 s. Figure 8 shows comparison between response 
time and idle time. This figure clearly remarks how the proposed system takes input 
from the current user and how much time the model must process and perform the

Table 1 Experimental Data analysis of the proposed solution 

Serial no Sending voice 
data 

Recognize 
voice 

Response time 
(ms) 

Connection 
stability 

Idle time (ms) 

1 Yes Yes 1000 Yes 1500 

2 Yes Yes 1500 Yes 1700 

3 Yes Yes 1200 Yes 1500 

4 Yes Yes 1500 Yes 1600 

5 No No 3000 No 3000 

6 Yes No 3000 Yes 1500 

7 Yes Yes 1200 Yes 2000 

8 Yes Yes 1500 No 2500 

9 Yes Yes 1500 Yes 1500 

10 Yes No 3000 No 2000 

11 No No 3000 No 3000 

12 Yes Yes 1500 Yes 1200 

13 Yes Yes 1500 Yes 1500 

14 Yes No 3000 Yes 1500 

15 Yes Yes 1500 Yes 1200 

Fig. 8 A box plot of response vs. idle time of the proposed model
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Fig. 9 A-line chart diagram of recognizing users vs. connection integrity 

corresponding command. In Fig. 9 presents a line chart diagram of binary response, 
how the system recognized upcoming voice data received from the users to developed 
model, and how internet connection integrity affects the reliability of the proposed 
solution.

4.2 Smart Home Activity Analysis with the Developed Smart 
Assistant 

Table 2 shows the experimental data analysis of the proposed system. When the 
relay module and internet connection are in the active state, the user’s command will 
execute. According to the internet speed, the time delay can be varied. While the 
internet availability is high [19], the delay can minor and execute command very 
fast. 

Table 2 Response analysis and status monitoring of the IoT components 

Experiment no Relay 
activated 

Internet 
availability 

Executed 
command 

Time delay 
(sec) 

Results 

1 Yes Yes Turn on 2 Turn on AC 
bulb 

2 Yes Yes Turn on 1.5 Turn on AC 
bulb 

3 Yes Yes Turn on 1.2 Turn on AC 
bulb 

4 No No Turn off 2 Turn off AC 
bulb 

5 No No Turn off 1 Turn off AC 
bulb 

6 Yes Yes Turn on 2.5 Turn on AC 
bulb
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Table 3 A comparison among existing works 

Serial no Existing approach Existing response 
time 

Proposed work 
response time 

Comments on 
comparison 

1 Google [21] 1.9 1.93 Good 

2 Alexa [21] 2.3 Better 

3 Siri [22] 3.5 Excellent 

4.3 Comparison Among Existing Work Among Response 
Time 

The Table 3 compares average response time among some developed system like 
google assistant, apple Siri and amazon Alexa. The study shows that google assis-
tant’s average response time of 1.9 s, amazon Alexa’s response time of 2.3 s and 
apple Siri’s response time of 3.5 s [20]. By calculating the proposed system’s average 
response time is 1.93 which is very nearly google assistant and much faster than Alexa 
and Siri. As Google speech recognized API have been utilized in this prototype, the 
proposed work’s response time is almost equal to Google. The prototype experienced 
a slight bit of delay due to the internet connection. Besides, the experimental data 
have been enumerated and compared from claimed response time available on the 
website. 

4.4 Snapshots of the Developed System 

This section ensures the external and internal architectural design of the proposed 
system model. Figure 10(a) presents architectural orientation, Fig. 10(b) shows the 
development modules with a relay circuit required for the smart home model in 
the AC connection. Figure 10(c) shows the overall smart home assistant with a 
speaker, a microphone, and a computer desktop monitor. Figure 10(d) presents how 
the proposed system can be interactive for conventional home automation in AC 
supply.
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Fig. 10 Snapshots of the developed model 

5 Conclusion 

This system will be more effective and usable for the users. The users will get both 
the service of virtual assistant and intelligent home assistant at a time. The virtual 
assistant home automation is developed after an in-depth understanding of python 
languages- its module packages and libraries, the working procedure and its offence. 
Mainly the working principles of Raspberry Pi and its requirements to implement 
a virtual assistant on the Linux platform. And all of these resources are chosen to 
keep in mind the expenses and resource availability. Though the system has some 
limitations, like this system is not workable without internet connection, and the 
other is the operating system as the system is developed on Linux platform, that’s 
why it is not suitable for another operating system. The limitations will be resolved 
in future to fix that issues. 
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Abstract With evolution of wireless communication and Internet of things has 
resulted in generation, collection, and processing of huge amount of data for 
provisioning various reliable and low-latencies services. MANET (Mobile Adhoc 
Networks) connected with cloud enabled future generation communication network 
for storing, processing, and communication of Big Data. Offering uninterrupted 
admission to data with less latency, cost and better resource utilization is difficult. 
For meeting such requirement content prefetching considering multiple copy has 
been envisioned in few existing models. However, these models induce high opera-
tion cost as content prefetching are done without considering user request pattern and 
its location. In addressing above defined problems, load balanced content prefetching 
(LBCP) model with multiple copy (i.e., replication) with multi-objective parameter 
using Bi-graph is proposed. The LBCP model minimize query access processing time 
with better cache consistency, energy efficiency, and throughput when compared with 
existing content prefetching model. 
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1 Introduction 

With rapid development of IoT and communication technologies, MANET have 
progressed from a research subject to actual provisioning of various real-time appli-
cations. MANET provides Device to device (D2D) directly and through interme-
diate association for addressing the ever-growing application traffic loads needs for 
MANET device-based services [1–3]. Extensive work has been done for exploiting 
benefit of utilizing MANET infrastructures to improve communication efficacy, 
quality of service (QoS) and also for proving quality of experiences (QoE) for its 
subscribed users. The application traffic pattern of MANET significantly varies when 
compared with traditional wireless-based applications; thus it is important to study 
the traffic prerequisite of different mobile devices. Recent work has showed the 
significance of using cooperative caching mechanism for meeting low-latencies and 
dynamic mobile nature characteristic of MANETs. 

However, existing content prefetching model performs very poor as data place-
ment is done using single-objective function. In order to reduce most of existing 
model place data in multiple location; however, will result in high cost of service 
provisioning. Thus, it is important to balance load and design content prefetching 
model considering multi-objective function. In order to address the aforementioned 
problems in this work we present load balanced content prefetching (LBCP) model 
for provisioning multimedia application [13, 18] in MANET-Cloud environment [7, 
8], and [14]. 

The significance of using LBCP model for MANET-Cloud is described below 
The LBCP model employs multi-objective parameter such as latency and cost 

for placing data considering user-data relation employing Bi-graph. Thus, aiding in 
achieving high cache consistency performance with minimal query access delay. 

Experiment outcome shows the LBCP model is energy efficient considering varied 
densities and also archives high throughput considering varied speed in comparison 
with recent prefetching and routing models. 

The paper is arranged as follows. The Sect. 2, discusses about various existing 
content prefetching models and highlight the limitation of standard models. In Sect. 3, 
load balanced content prefetching model for MANET-Cloud environment. In Sect. 4, 
LBCP performance is validated with state-of-art models. Finally, the research is 
concluded with future research direction.
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Fig. 1 Architecture of MANET-Cloud for provisioning multimedia applications 

2 Related Works 

This section study some of recent work presented to improve performance of MNAET 
for provisioning diverse applications. The traditional MANETs generally allow the 
connected MANET devices to down-load data through interconnected communi-
cation device or directly from datacenter while being mobile in nature. However, 
for provisioning multimedia applications [4] requires low-latencies, reliability, and 
seamless connectivity which the traditional MANETs fails to provide. 

In order ensure less latencies, QoE, and providing seamless multimedia data 
delivery, a good content prefetching mechanism of needed [5, 6]. However, content 
prefetching is a challenging task; because a poor prefetching model will result in 
high latencies, bandwidth wastage, and I/O overhead. For building good prefetching 
model it is important to predict the future location of mobile MANET device. 

The characteristic of MANETs such as dynamic mobility, rigid connection, unpre-
dictable channel condition, and shorts association time makes location prediction and 
content prefetching even more a challenging task. 

Existing content prefetching model [9–11] for providing reliability and reduce 
latencies guarantees the content are placed in multiple location; However, the place-
ment is done considering single objective function [12]; resulting in high I/O over-
head and bandwidth wastage [15] especially for resource starved devices. Thus, for 
overcoming above discussed research problems in next section this work presents 
load balanced content prefetching model for Cloud-MANET.
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3 Methods: Load Balanced Content Prefetching Method 
for Cloud Based MANET 

In the proposed methodology, content prefetching to multiple node for improving 
performance of MANET-Cloud is proposed. The architecture of MANET-Cloud is 
shown in Fig.  1. Here we present multi-objective based content prefetching method-
ology for minimizing query latency with better bandwidth utilization for achieving 
fine-grained load balanced content prefetching model considering inter domain 
mobility of MANET user for mobile adhoc network. For addressing the problem of 
content prefetching in minimizing content access latency, and balance load among 
MANET nodes the data are pre fetched across different MANET node. Further, 
prefetching data on multiple nodes induces higher cost of service provisioning. This 
work adopts a Bi − Graph based data prefetching method for solving the unfamil-
iarity of the variance between locations and its association between several contents. 
Let L(K , H ) define a Bi − Graph, where H and K defines edges and vertices, 
respectively. The Bi − Graph provision manifold vertices for every edge sets; and 
the same-time only two vertices are given for each edges. The LBCP uses vertices 
set with respect to entire gateway server and content identifier is described as Eq. 1 

K = IU  J  (1)

The request characteristics among all the connected pairs and MANET gateway 
server is defined using H and is established as Eq. 2 

H = { ha|a ∈ A } ∪ {
hi j |i ∈ I, j ∈ J

}
(2)

There exist several content information for different request configuration of edge 
due to adoption of Bi − Graph. Then weights are assigned to each edges h ∈ H 
for assuring desired level of qualities of services prerequisite of content prefetching 
and reduce latencies. Here we give different weight for each edges of Bi − Graph 
due to adoption of multi-objective placement strategy as described in below Eq. 3 

S = M.
(
e[X ] , Q[Q] , Q[S]

)U 
(3)

where MM represent multi-objective performance vector weights, where e[X ] depicts 
the cost of data processing, and Q[Q] depicts the constant latency SQ 

xy  for obtaining 
data from MANET datacenterxx to MANET datacenter yy. Therefore, the latency 
can be minimized using following Eq. 4 and 5 

Q[Q] =
∑

i∈I

∑

j∈J 

1i j  O
[Q] 
i j  , (4)

where
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O [Q] 
i j  =

∑

S∈J 

S[Q] 
xy  Gix  . (5)

Similarly, the cost of keeping data object ii at location y by S[s] i j  . Therefore, for 
minimizing the storage cost can be estimated using following Eq. 6 and 7 

Q[s] =
∑

i∈I

∑

j∈J 

1i j  O
[s] 
i j  , (6)

where 

O [s]
iy = S[s]iy (7)

In LBCP both content information and its replicated content across node as repli-
cation (i.e., prefetching multiple copy of same content (PMCSC)) is considered. 
The content prefetching is very difficult when PMCSC of content information’s are 
permitted. The PMCSC cost relies PMCSC’s size and PMCSC content information 
location put forth. In this work, the PMCSC’s of different content information is 
represented through parameter z. Then, the location of PMCSC for mapping content 
prefetching is determined through following Eq. 8 

y : i → { j1, j2, ... , jz}. (8)

Then, the content information i for respective location of PMCSC with i , the  
routing strategy is mapped as follows Eq. 9 

K : (i, a, j) → jz, (9)

The Eq. (9) aid in providing content routing objective j y  ∈ J for different content 
information ii in a configuration aa from MANET gateway serverj j . The routing 
objective relies on information of both Y and KK in doing PMCSC. The content 
routing must be done in accordance with respective PMCSC prefetching. After 
finishing of content routing strategy, the content prefetching gained priory might not 
be ideal. Thus, content routing with PMCSC is very problematic. For addressing, this 
work presents an low query latency, energy efficient with better bandwidth utiliza-
tion with better load balanced content prefetching model considering inter domain 
mobility of MANET user for mobile adhoc network. The proposed LBCP model is 
collected of three phases. 

First, for solving initial content prefetching on multiple MANET nodes greedy 
algorithm is employed. Using greedy method for each content i ∈ J , LBCP model 
collects Mi as described below Eq. 10

Mi = {
Gi j | j ∈ J

}
(10)
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The Mi defines the bandwidth request for i from each MANETs locations, and 
arrange it with high request rat to low request rate. The PMCSC is set to z for different 
content and MANET gateway server max request rate within Mi is chosen for storing 
PMCSC of respective information i . The initial content prefetching on multiple node 
help for assurance of reduction of cumulated traffic load. Our placement strategy is 
much more superior than existing random-based placement strategy. 

Second, is to find an effective routing strategy to cater request configuration of 
each MANET gateway server with multiple prefetched copies. Every device will 
have different bandwidth request rate Gaj  associated with request configuration a; 
in this work we present a multi-objective strategy for reducing cost (i.e., bandwidth 
usage) of MANETs device to find ideal content routing model considering present 
PMCSC location of gateway server datacenter v using following Eq. 11 

min δe
∑

j∈J 
J j + ∑

i∈a

∑

j∈J 
Ji j  δ

Q 
x j  

such that
∑

j∈J 
Ji j  .1

(
i ∈ Y j

) = 1, ∀i ∈ a 

Ji j  ≤ Jj , ∀i ∈ a, ∀ j ∈ J 
Ji j  ∈ {0, 1}, ∀i ∈ a, ∀ j ∈ J 

J j ∈ {0.1}, ∀ j ∈ J 

(11)

where δe is a constant M.(α, ϕ, 0,)u under the present content prefetching and δQ x j  

is also a constant M.
(
δ
[u] 
x j  , δ

[Q] 
x j  , 0

)u 
. The optimal solution of Eq. (11) assures the 

minimization of multi-objective function defined in Eq. (3) considering different 
PMCSC prefetching location. 

In stage 3, using improved request rate with respect to multiple pre fetched copies, 
content prefetching on multiple node solution is performed in the space of multiple 
pre fetched copies considering geographically distributed data using Bi-Graph parti-
tioning. The algorithm of Load balanced content prefetching (LBCP) technique for 
MANETs is shown in Algorithm 1. In stage (3), we consider the content prefetching 
of multiple pre fetched copies in the space of multiple pre fetched copies in accor-
dance to improved request rates with respect to multiple pre fetched copies. The 
second and third stage are executed in iterative manner till desired performance 
i.e., below threshold parameter τ . This iterative process assures to satisfy any given 
request to completed with less latencies which is very key factor for future MANET 
based application services. In next section the performance evaluation of proposed 
method over existing method is presented. 

4 Result Analysis 

The proposed Load balanced content prefetching (LBCP) technique for MANETs is 
modelled using MATLAB. The experimental evaluation is done under windows OS,
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Intel I7, and 8 GB memory. The LTE uplink simulator [7, 8] is used for validating 
content LBCP and existing prefetching models [9, 13]. Cache consistence’s and query 
access time is the metrics used for validating models. We used standard multimedia 
image such as Lena, pepper and CCITT1 and CCITT2 image as shown in Fig. 2. 

4.1 Query Access Time Performance 

Figure 3, shows query access time performance evaluation of LBCP model with 
respect with standard-CP model with respect to different MANET device size. The 
MANET device are varied from 50 to 200. From graphical representation outcomes, 
LBCP minimizes content access time from cache by 29.29, 29.09, and 37.536% with 
respect to standard CP model for 50, 100, and 200 MANET device, respectively. An 
average content access time reduction of 31.97% is attained by LBCP over CP model. 

(a) Lena (b) Pepper (c) CCITT1 (d) CCITT2 

Fig. 2 Standard image used for carrying of content prefetching
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Fig. 4 Cache consistency performance evaluation considering varied MANET nodes 

4.2 Cache Consistency Performance 

Figure 4, shows cache consistency performance evaluation of LBCP model with 
respect with standard-CP model with respect to different MANET device size. The 
MANET device are varied from 50 to 200. From graphical representation outcomes, 
LBCP improves cache consistency performance by 8.011%, 10.058%, and 14.81% 
with respect to standard CP model for 50, 100, and 200 MANET device, respectively. 
An average cache consistency performance of 10.96% is attained by LBCP over CP 
model. 

4.3 Energy Consumption Performance 

Figure 5, shows energy consumption performance evaluation of LBCP model with 
respect with standard-CP model for different MANET device size. The MANET 
device are varied from 50 to 200. From graphical representation outcomes, LBCP 
improves energy consumption performance by 4.01, 18.06, and 19.74% with respect 
to standard CP model for 50, 100, and 200 MANET device, respectively. An average 
energy consumption reduction of 31.97% is attained by LBCP over CP model.
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Fig. 5 Energy consumption performance evaluation considering varied MANET nodes 

Table 1 Comparative analysis of throughput performance achieved using LBCP over existing 
prefetching models 

Speed (m/s) LBCP [Proposed] TA-AOMDV [17] 
2021 

QMR [19] 2021 QSMVM [18] 2020 

10 43.8 36.9 19.7 10.5 

20 44.56 34.7 19.7 10.5 

30 41.9 27.3 19.8 10.5 

40 39.56 19.3 19.8 10.6 

50 38.56 33.9 19.8 10.6 

4.4 Comparative Analysis 

This section presents performance analysis of proposed LBCP model with respect 
to various existing models. In [13] presented a prefetching model namely PrefCache 
for high speed MANET environment [14, 16, 17] which consider user preference and 
congestion overhead [15] for performing caching. The model attained a maximum 
hit ratio of 52.4%. Similarly, [9] achieved a maximum hit ratio of 80.4%; on the other 
side the proposed LBCP model achieved a maximum hit rate of 87.46%. Similarly, 
in Table 1, here we evaluate the throughput performance achieved using proposed 
LBCP over existing models such as TA-AOMDV (Topological change Adaptive Ad 
hoc On-demand Multipath Distance Vector) [17] model, QSMVM (QoS-Aware and 
Social-Aware Multimeric Routing) model [18], and QMR (QoS aware weight based 
on demand Multipath Routing) [19] model. From result achieved in Table 1, LBCP 
outperforms existing method TA-AOMDV [17], QSMVM [18], and QMR [19] in
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terms of throughput efficiency considering varied speed. Thus, LBCP can be adopted 
in highly dynamic environment such as VANET. 

5 Discussion and Conclusion 

Content prefetching technique aid in improving performance of adhoc network such 
as MANETs and VANETs. Unlike, VANET, the MANET imposes certain battery 
constraint. Further, similar to VANET, the nodes in MANET are mobile in nature (i.e., 
the position/location of nodes keeps changing with respect time). These characteristic 
of MANETs makes content prefetching a challenging thing. In MANETs caching and 
prefetching technique can be used to upgrade the system performance in MANETs. 
Further, for provisioning multimedia service for healthcare sector through MANET-
Cloud it is important to provide fault tolerance. Existing model always route packet 
through shortest or best path leading to bottleneck and degrades performance. These 
problems are addressed in load balanced content prefetching for MANET-Cloud. 
The Load balanced content prefetching model improves cache consistency perfor-
mances with less minimal query processing time and high energy efficiency by better 
balancing load through prefetching the data to multiple node. Further, LBCP achieves 
much better throughput than recent work such as TA-AOMDV, QSMVM, and QMR. 
Thus, from overall result attained it can be seen the proposed content prefetching 
model is robust and scalable considering MANET-Cloud environment. Future work 
would further consider content prefetching considering minimizing energy efficiency 
and maintain reliability performance requirement. 
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Low Energy Reduction Technique 
via Memristor for Wireless Body Sensors 

K. Ramesh, S. Parasuraman, G. P. Ramesh, and P. Rachana 

Abstract Wireless Body Sensors (WBS) is the most supporting and detectable 
health care device, individuals can extent their life time as well as need to main-
tain with good health condition. In emerging trends, there is a growing interest in 
compulsion and necessary needs to tele-monitoring of bio signals and maintaining 
their healthy body condition. In future trend, it is necessary thing to implant the WBS 
in its own body and recording internal changes of health. The emerging application 
of WBS requires low energy consumption memory cell. The existing volatile type 
of Static Random Access Memory (SRAM) cell is used in the WBS device. The 
SRAM cell has high energy consumption during data storage and transition period. 
The simple battery is to supply the energy in the entire WBS system, the life cycle 
of battery is certain limited level of operation and it is difficult to replace WBS 
battery after implanted the system. Hence, the new memory element of memristor is 
embedded in the device is known as Memristive Random Access Memory (MRAM). 
The main property of memristor is a Non-Volatile Memory (NVM) through its own 
resistance. The device of memrsistor is capable of storing data and its own parameter 
of resistance as the features including small area, no leakage current and excel-
lent energy efficiency as compared with existing SRAM cell. The main focus of this 
paper is to investigate different voltage level of energy consumption, and comparison 
between SRAM cells with MRAM cell. 

Keywords Doped region · Injected flux · Ionic transport · Memristive random 
access memory · Non-volatile memory · Wireless body sensors
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1 Introduction 

The rapidly growing population (aged 60 years) up to 962 million in 2017, more 
than double as compared with the year 1980 and approximately 382 million old aged 
peoples living in worldwide. There is a probability that it could reach an approxima-
tion of 2.1 billion older-aged populations at the end of 2050 [1]. The 2/3 of world 
population facing chronicle diseases such as diabetes mellitus, hypertension, cancer 
and intruding bio virus. The emerging device is available in health care monitoring 
via WBS. It is possible to measure promising psychological/bio-medical storage 
data via remotely available base station. The next decade, growing interest of people 
requisite to tele-monitoring of bio signals by independently. Hence, the most neces-
sary thing to implant the WBS in human body and recording internal changes of 
their health condition. However, the simple battery is used to supply the energy in 
the entire WBS device. The well-known fact, the battery life is certain limited cycle 
of operation. The WBS battery is drained, redeploying and replacing process of the 
battery can be expensive in terms of time and money [2]. The WBS device contains 
existing conventional memory cell of SRAM and DRAM. These memory cells are 
unable to keep up with low energy operation in WBS device. In this paper focus novel 
idea, and addressed by emerging new element like memristor. The physical structure 
of memristor is based on MRAM and consumes low energy as compared with SRAM 
cell used in WBS device. The resistor, capacitor and inductor all these phenomena are 
built in single element known as memristor in [3–5] and has presented the IV char-
acteristics of memristor. The energy consumption, transition delay and data storing 
management of the existing WBS are the higher rate end. Memristors utilized as 
storage element with N-type MOSFET for row access. Moreover, achieving READ 
and WRITE operation for Look–up table (LUT) and thus saving 25% of total energy 
[6]. In this paper, these issues have been addressed via memristor, empowering the 
NVM and low energy consumption. The memory element of memristor is embedded 
with WBS for overcomes high energy consumption. The following sections of the 
paper are organized as follows. In Sect. 2 describes the related works. Section 3 
comprises of low energy reduction method of SRAM and MRAM. In Sect. 4 discusses 
validation results and discussions of low energy consumption. Finally, we conclude 
this work in Sect. 5. 

2 Related Works 

SRAM cell performance analysis is demonstrated in the 6 T-SRAM cell and imple-
mented in 90 nm technology [7]. Memory cells like Random Access Memory and 
Resistive Random Access Memory have proposed and estimated NVM technology 
described in [8]. The authors of [9] have presented the energy consumption in the 
WSNs through the Dynamic Power Management (DPM) technique. Memristive 
switching characteristics described in [10], applied for biomaterial solid polymer
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electrolyte (SPE) chitosan. The biologically plausible models were presented in [11], 
implementation of memristive computing technologies in neuromorphic wearable 
sensors. The authors in [12] described memristor based scroll-controllable hyper-
chaotic system adapted in operational amplifiers. Hardware security applications 
based on memristor physical unclonable functions (PUFs) and Random Number 
Generators (RNGs) is presented in [13]. The authors in [14] described bridge recti-
fier in terms of multi-dimensional polynomials of split signals with memristors. The 
different applications based on memristors implemented in the artificial pathway of 
synapses in neuromorphic networks applied in terms of Short Term Memory (STM) 
to Long Term Memory (LTM) are described in the authors [15–19]. 

3 Methodology 

In emerging memory technology requires the most important characterizes are low 
energy consumption. The memristor memory chip, i.e. MRAM cell stores under 
non-volatile memory technology. There is no loss of data when power becomes off 
and saves its previous state after power removed from the source. 

3.1 Energy Dissipation of SRAM Cell 

The conventional 6 T SRAM cell structure is proposed that the energy spends in the 
SRAM cell includes two state like dynamic and static energy consumption. Dynamic 
energy consumption of SRAM cell, charging and discharging of capacitors in terms of 
DC supply during the period of read/write operation. The static energy consumption 
caused due to current leakage in SRAM. Dynamic energy spends during read/write 
operation can be obtained from the following derivation. Where, the bit line voltage 
Vbl and Vd are the main supply voltages. The interval time of δt, during transistor cell 
is in only turn-on period. Where, Ist is the current at saturation region of accessing 
transistor cell as given in the Eq. (1). 

E = V 2 d (Cwl + Cdl − Cbl ) − 
1 

2 
V 2 bl (Cbl + Cdl ) +

(
2column − 1

)
×

[
Cbl V 

2 
d − 

1 

2 

(Cbl Vd − Ist  δt)2 

Cbl

]

(1) 

where, μn is the electron mobility and Cg is the gate capacitance per unit area, W/L is 
the ratio between width and length of the transistor. Vgs is the gate to source voltage 
of the transistor cell, and Vth is the knee voltage of the access transistor. There are 
three main capacitances in the SRAM that includes Cbl, Cwl, and Cdl. Where, Cbl is 
the bit-line capacitance composed from the drain junction capacitance Cdj of access 
transistor and metal capacitance Cm of bit-line. The row is the number of address 
line in row decoder, and bit-line capacitance are defined in the Eqs. (2), (3), (4) and
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(5). The metal capacitance of bit line is assumed to be 10% of the metal capacitance 
of bit-line obtained from Eq. (6). The word-line capacitance Cwl is composed of gate 
capacitance of access transistor of the memory cell. 

Ist  = 
μnCgW 

2L

(
Vgs − Vth

)2 
(2)

(3)

(4)

(5)

(6)

Cbl = Cdj  × 2Row + Cm 

Cm = Cdj  × 2Row × 10% 

Cwl = 2 × Cg × 2Column  

Cdl = 2 × C jc  × 2Column  

The column is the number of address line in column decoder, and the large capac-
itance of SRAM is data-line capacitance Cdl and this capacitance has composed from 
junction capacitance of column access transistor Cjc. 

3.2 Memory Element of Memristor 

A memristor is a non-volatile two terminal nanoscale memory element and having 
dynamic resistance. The feature of memristor includes small area, low leakage current 
and excellent energy efficiency. The memristor possesses the ability to retain a resis-
tance value even after the power source is removed from the device. The functional 
relationship of voltage V(t) and current I(t) are described in Eq. (7). The resistance 
Ron and Roff represents the minimum and maximum memristance of the element, 
respectively. The actual resistance of the device is dependent on the ratio between 
the thickness of conductive doped region w(t), and thickness (D). The value of w(t) 
increases with leads to lowering the memresistance value (Roff > Ron), as stated in 
Eq. (8). 

V (t) =
[
Ron 

w(t) 
D 

+ Rof  f

(
1 − 

w(t) 
D

)]
I (t) (7)

(8)w(t) = 
μv Ron 

D 
q(t) 

where, μv is the mobility of dopants in thin film is equal to the value of 10–14 

m2s−1 V−1. The value of  w(t) is calculated by integrating in Eq. (8), and the result is 
proportional to the charge of the memristor. The charge is integral part of the current
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and charge also constant in the absence of current. Same manner the resistance 
remains unchanged; this phenomenon makes the non-volatile effect of the memristor. 

3.3 Memristive Random Access Memory 

The characteristics of memristor is going to off-state to on-state and storing data 
values via MRAM. The diagram MRAM cell consists of one MOS transistor T 
and one memristor R required for one memory cell as shown in the Fig. 1. During  
read/write operation the row and column cells are selected through Word Line (WL) 
and Bit Line Bar (BLB). Memristor (M) has memory cell is connected to the WL and 
the BLB and made interface with other cells. The voltage Vd is applied to the MRAM 
word line path. The voltage drop across the memristor is achieved by charging the 
bitline to Vd. The data access time depends on voltage drop across the memristor. 
The two different levels of inputs of threshold voltage Vth and the bit-line voltage Vbl 

are applied to sense amplifier. In particular, smaller Ron is chosen in the 1T1R which 
decreases the sense amplifier gain. The (Roff / Ron) ratio of memristor leads to higher 
and maintains reliabilities and lead to low power consumption. During read/write 
operation, the discharging of bitline to zero volts is the additional source of energy 
saving as against the recharging operation. The selected wordline and bitline in read 
and write mode that activated for all the cells in the row. The CMOS access transistor 
is used to isolate the unselected cells. The resistance and capacitance value of bitline 
is calculated to be 6 K� and 150 f F for 1 mm bitline length. 

Fig. 1 MRAM memory cell (1T1R)
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3.4 Energy Dissipation of MRAM Cell 

We drive the explicit expressions for low energy reduction of MRAM. The state of 
the memristor is to change to a feasible state with applied voltage source. Where, 
VA is the amplitude of voltage source and required time width T is stated in Eq. (9). 

T = 
D2(1 + β) 
2μvVA 

(9)

The ratio between (Roff/Ron) represents as β. The parameters of the device 
increases with increase in β and D. As well as decreases with increase in applied 
voltage due to increasing injected flux. The nonlinear ion drift take place in the 
memristor due to massive electric field. The ionic transport speed slowly decreases 
to zero between doped to undoped regions of boundary line. The control parameter 
P is a positive integer then the existing window function provides a harder boundary 
effect and it gets stuck state. An additional parameter of current I added with the non-
linear window function in Eq. (10). Memristor doped layer width increases, assume 
that current I in the expression of f’(x) is positive in Eq. (11). The proposed window 
function of f’(x) is helpful for energy model of MRAM cell. The function f’(x) is 
zero at both the edges. The instantaneous current through the memristor carries the 
state information of logic 1 or 0. The resistor in series which depends on instance of 
time is determined in Eq. (12). 

f (x) = 1 − [2x(t) − 1]2P (10)

(11)

(12)

(13)

f ′(x) = 1 − [x(t) − stp(I (t))]2P 

i (t) = Vd 

2
(
Rch + Rtg  + Rbl + Rm(t)

)

E = 
T∫

0 

Vd 

2 
i (t)dt 

where, Rm is the equivalent resistance of the memristor. During read/write mode, Rch 

is the channel resistance of triode region access transistor. Transmission gate switch 
resistance Rtg is used to pre-charging and discharging the bitline capacitor. Where, 
Rbl is the bitline resistor. The low power energy of E is dissipated in the MRAM cell 
with respect of dc analysis is derived in Eq. (13). Different window function of β 
values in the MRAM cell can be calculated via MATLAB tool.
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4 Results and Discussions 

To estimate the precision of our proposed analytical framework, testbed experiments 
and simulations are conducted. The experiment domain is a computer with an Intel 
(R) 9300H CPU working at 2.40 GHz and 8 GB RAM, 512 GB SSD and 4 GB. The 
conventional SRAM cell consists of 6 T (transistor) structure and MRAM device 
used in 1T1R, 1 MOS transistor and 1 memristor serve as an access switch for 
read/write operation. The derived model of both cells is executed by MATLAB 
tool and simulation is conducted through HSPICE software. HSPICE simulations 
in standard of 250 nm CMOS technology confirms accuracy for performance of 
analytical expressions derived from this paper. The given dc supply of 0.5 V for 
NMOS and negative 0.5 V for PMOS threshold de voltage of MOS transistors. 
Summarized the parameters list of both SRAM and MRAM cells indicated in the 
Table 1. 

To keep the bitline dc voltage at 0.2 V at all the times since the target is to 
achieve low power consumption. Hence, implementations of both read and write 
mode, precharge-free pulling operation and one-side driving operation in respec-
tively. We assume that memristor resistance ratio of β = 800 for MRAM cell model. 
The memristor has the potential to enhance Non-Volatile MRAM cell structure. 
Highly pervasive area with low power consumption is given in the Table 2. The  
proposed model obtained better energy consumption performance compared to the

Table 1 Simulation parameters 

Parameters Specification values 

Time interval, δt 0.105–0.120 ns 

Gate capacitor, Cg 4 × 10−4pF/μm2 

Drain junction, Cdj 2.8 pF/μm2 

Junction capacitor, Cjc 1.9 pF/μm2 

Oxide capacitor, Cox 6 pF/μm2 

Gate switch resistance, Rtg, 500 �

Memristor thickness, D 10 nm 

Minimum Resistance, Ron 10 �

Amplitude voltage, VA 1 V  

Table 2 Power dissipation 

Method Memory cell Power (μW) 

Proposed SRAM 1.4571 

MRAM 0.0678 

SRAM 1.8979 

Marković et al. [4] MRAM 0.1657 

SRAM 1.7291 

Min and Cho [10] MRAM 0.2190
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Fig. 2 Average energy consumption 

existing models developed by I. Marković et al. [4] and Min and Cho [10]. The 
average energy consumption of SRAM cell versus MRAM cell as shown in the Fig. 2. 
Average energy consumption increases with the increasing voltages of SRAM cell.

The applied dc voltage of 2.5 V that the average energy consumption is 80 mj for 
memristor MRAM cell whereas 325 mj for SRAM cell. Evident from the results that 
the MRAM cell consumes four times lesser energy than SRAM. The peak energy 
consumption of SRAM versus MRAM cells as shown in the Fig. 3. The line of
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SRAM energy consumption increases for the rising in the applied external voltage. 
The result shows that the applied dc voltage of 2.5 V and hence the peak energy 
consumption is nearly 100 mj for memristor MRAM cell and 410 mj for SRAM cell.

5 Conclusion and Future Work 

The main highlight of this paper, we systematically derived a set of comprehensive 
equations. Characterizing the SRAM cell and MRAM cell device and we investigated 
the energy consumption of both memory devices. We proved the results that MRAM 
cell has lesser energy consumption than SRAM cell. The target is achieved via this 
paper that it made on comparison of energy between SRAM and MRAM cells. 
Energy consumption of MRAM cell is four times lesser than the SRAM cell. The 
MRAM cell architecture has been extended to fabricate with the applications where 
there is a need for low energy consumption. Wireless Body Sensor dominated energy 
consumption and hence increasing communication costs for bio-signal transmission 
and lowering the battery life time. Further, we concluded that MRAM architecture 
suits better for the WBS for minimizing transmission costs and prolonged life of 
battery. The size of the memristor is extremely small and by applying mimicking the 
functions of a brain. Moreover, future enhancement work of memristor technology is 
used to apply neuro-biological (Neuromorphic) architectures present in the nervous 
system. 
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Machine Translation for Indian 
Languages Utilizing Recurrent Neural 
Networks and Attention 

Sonali Sharma and Manoj Diwakar 

Abstract Neural Machine Translation better known as NMT is an end-to-end 
approach for autonomous language translation that utilizes neural models. This is 
an effort to bridge the gap between the multinational and multilingual people to 
understand their views. The NMT systems involves models to learn directly through 
mapping of input–output which has proven to generate increased accuracy outputs. 
This technique has made remarkable accomplishments and has overcome the weak-
ness of the conventional translations models. The paper implements the RNN, Atten-
tion based mechanism and transformer on Indian-English language pairs. So far there 
are no specific benchmarks for Indian languages. There are companies such as Face-
book, Bing, Google whose translators supports few Indian languages. In this research 
work models have been trained on two set of Indian language pairs which have been 
retrieved from open source platform Tatoeba. 

Keywords Attention mechanism · Encoder-Decoder · Machine translation ·
Recurrent Neural Network (RNN) · Transformers 

1 Introduction 

India is a diverse nation of people belonging to different culture, religion, race, 
ethnicity and language as well. Across the country there are multilingual speaking 
people and so communication is necessary not only for trading purpose but also to 
bind people of the country together. Machine translation is the one of the task of 
natural language processing which facilitates automatic translation of language that 
is required to have effective communication among the multilingual people. 

Machine translation task can be described as the translating the text or speech from 
source language to target language. The task is to achieve resultant language which 
is syntactically equal to source language and semantically equal to target. The work 
in machine translation dates back in early 1950s and since that time to current period
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machine translation has massively progressed because of various factors: new & 
improved techniques, the increased computational power, high memory availability 
and large monolingual, bilingual & multi-lingual text corpora available over internet 
[1]. 

Various kinds of approaches have been proposed for performing machine trans-
lation such as rule based translation, hybrid translation, knowledge based translation 
and corpus based translation. Each of the kinds has its own merits and demerits. 
Statistical machine translation (SMT) produced far much better results in compar-
ison to previous techniques and requires much little human intervening [2]. Neural 
machine translation approach became more popular when deep learning architecture 
got incorporated and showed promising results. 

A lot of work by research scholars has been done in machine translation but that 
is limited to English and European language. Not much attention has been given 
to the Indian languages. This work focuses on Indian Languages and so picked up 
two Indian languages Marathi-English, Hindi-English on the datasets obtained from 
http://www.manythings.org/anki/. 

2 Related Work 

In the last couple of decade neural machine translation displayed a great deal of 
improvement in translation task. In 1987 the translation from English to Spanish 
Language was conducted using backpropagation with the vocabulary being a limited 
constrained. Since the neural machine architecture has been subjected to multiple 
alterations. For translation RNN was considered to a deFacto approach [3]. It 
employed to encode the variable length sequence to fixed context understanding 
leading to loss of information. Lately GRUs, LSTMs came which tended to replace 
typical RNN cells and offer better translation quality and propagation. 

The sequence to sequence model and its varied types such as RNN (Sutskever, 
Bahadanau and Chen) have been heavily adopted by many techno which gained 
massive success in global market. The model can be used to perform multiple task 
parallelly which is showcased by multilingual machine translation such as Google 
neural machine translation (GNMT) to translate between multilingual languages [4, 
5]. The more recent model is Transformer by Vaswani et al. introduced in the paper 
“Attention is all you need” completely revolutionized the NLP field. 

The machine translation task is sensitive to the quality and the quantity of the 
dataset applied. During research it was witnessed that massive work has been done 
by the researchers for European languages but little attention has been payed to the 
Indian languages. So, this paper, primarily focuses is on the Indian language pairs.

http://www.manythings.org/anki/
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3 Neural Machine Translation Models 

NMT is an end-to-end framework whose basic structure comprise two core compo-
nents i.e. encoder and decoder. Encoder takes in the variable length sequence of input 
tokens, encodes them and captures the information in vector representation called 
as “context vector” which is served as the conditioning to the decoder (input) in the 
next step (see Fig. 1) [6]. 

The decoder is trained to predict the next token in the sequence given the previous 
tokens in the target language. It takes a bit-shifted version of vector representation 
from encoder and takes masked null values and produces the tokens in different 
language. In machine translation domain there is decorrelation in the length of the 
input and the length of the output and structures as well. The length of the output 
and structures as well [7]. 

NMT is a sequence to sequence model where c = (c1, c2 · · · · · ·  c) is a source 
sequence and e = (e1, e2 ·  · · · em) is a target sequence. NMT aims to maximize the 
conditional probability which is expressed in Eq. 1. 

( e|c; θ)  = i = 1N P( eN |E < n C; θ)  (1)

where θ is a model parameter set. The network includes an encoder which encodes 
the source sequence into a hidden states representation hc = h1, h2.........hm . The  
hidden representation is updated at each time step and the decoder produces the nth 
sequence as a resultant language [8]. 

3.1 Long Short Term Memory 

Long short term memory a variant of RNN is known to resolve the long range 
dependency issue and vanishing gradients which persists in the conventional recur-
rent neural networks. The RNN cells in the network are replaced by LSTM cells. On

Fig. 1 Encoder-Decoder framework
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Fig. 2 LSTM cell unit 

the other hand, both Suskever et al. (2014) and Luong et al. (2015) stacked multiple 
layers of an RNN with a Long Short-Term Memory (LSTM) hidden unit for both the 
encoder and the decoder. These cell have the ability to retain the necessary informa-
tion by regulating the gates in the structure. The below Fig. 2 shows the diagram of 
the basic LSTM cell.

Input Gate – Allows which input value should be utilized to change the memory 
which are expressed in Eq. 2 and 3. 

it = σ
(
Wi .

[
ht−1, xt

] + bi
)

(2)

(3)Ct = tanh(Wc.
[
ht−1, xt

] + bc 

Forget Gate – functions to discard the irrelevant details from the block is expressed 
in Eq. 4. 

ft = σ(W f .
[
ht−1, xt

] + b f ) (4)

Output gate – Memory and input block both decides the output which are expressed 
in Eq. 5 and 6. 

ot = σ(W f .
[
ht−1, xt

] + bo) (5)

(6)ht = ot ∗ tanh(ct ) 

where, 
σ = sigmoid function



Machine Translation for Indian Languages Utilizing … 597

ht−1 = previous state 
xt = content input 
Ct = cell state 
ft = forget gate 
WiandW f = Weight matrices 

3.2 Transformer Neural Machine Translation: 

Transformer a more recent developed architecture for machine translation which 
is composed of two major constructs: encoder and Decoder which can take the 
input sequence in one language and produces the output in another language see 
Fig. 3. Original encoder- decoder components are 6 layered where encoder blocks 
and decoder blocks at high level are stacked on the top of each other [9]. Each block 
consists feed-forward and self-attention layers but decoder consists an additional 
layer i.e. encoder-decoder attention layer whose purpose is to map relevant tokens to 
encoder. Self-attention layer looks for remaining input words at different positions 
to derive the relevance with the current word which is in translation process. 

The output generated by the top layer of the encoder which is a set of attention 
vectors k and v is fed to the decoder as an input. These values are used by the encoder-
decoder attention layer which allows the decoder to concentrate at the relevant places 
of the input sequences. The steps are repeated until the decoder confronts with the 
end symbol signalling the decoder finished its output [10]. 

Final Linear Layer: The function of the linear layer is to transform the word vector 
into a word [14]. This layer is simply a fully connected neural network that projects 
the vector produced by the decoder as logistics vectors. 

The softmax layer transform the scores into probabilities and the word with the 
highest probability is chosen and then the lower ones are discarded. Positional 
encoding: It is use to represent the order of the sequence. The transformer adds 
a vector to each input embedding [11]. The vector follows a pattern that helps to 
determine the distance between different words and the position of each word which 
is mentioned in Eq. 7. 

Fig. 3 Attention Mechanism: attention vector is produced by consuming context vector [8]
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attention(q, k, v) = so f  tmax(qkt / 
qk  √
dk 

)v (7)

In the encoder component each encoder block has sub layers which has residual 
connections around it, followed by layer normalization [12]. 

3.3 Attention Mechanism 

The drawback of the conventional model such recurrent neural network (RNN) are 
able to handle the shorter sentences very well but the are not able to handle the 
lengthy sentences and perform the translation well and therefore to overcome this 
drawback attention mechanism is proposed which while translation process focuses 
only sub part of the sentence rather that concentrating on the whole sentence [13]. 
The diagram below Fig. 3 illustrate the attention mechanism. 

Looking from a high level of abstraction during decoding phase the encoder allows 
the decoder to look at all the hidden states ht at each time step. Architecture without 
a attention employed a context vector ct to be passed an input to decoder but now a 
concatenation layer is employed which combines the hidden state and context vector 
to generate attention hidden state [14]. The attention hidden state is given to softmax 
layer to generate output at particular time step. 

4 Experiments 

To perform the Machine translation task we applied the above described methods to 
two Indian language pairs [15]. The process involves the splitting of the data into 
the respective languages and then data is tokenized and all the irrelevant words also 
called the stop words are removed from the data. Then after that the data is split into 
validation and testing datasets. The preprocessor objective is to build the dictionary 
data structure. The sentence starts from the <start> token and ends with the <EOS> 
token indicating that these token are the start and the end of the sentence. 

4.1 Dataset 

The data for both language pairs is obtained from Tatoeba Corpus the which contains 
the collection of sentence and its corresponding translation for specific language pair 
[16]. A tab-delimited bilingual sentence pairs for many language pairs. The number 
of unique input- output tokens are for bilingual pair is given in Table 1.
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Table 1 Number of input–output tokens 

Parameters Marathi-English Hindi-English 

Unique input tokens 71 70 

Unique output tokens 85 88 

Length for inputs 19 107 

Length for outputs 42 123 

Marathi – English. Total number of sentences present in the Marathi-English docu-
ment are 41,028. The data is encoded in utf-8 format. The vocabulary size of English is 
347 and vocabulary size of Telugu is 408. The data is applied to sequence to sequence 
and Transformer where transformer performed slightly better than previous model. 
[http://www.manythings.org/anki/]. 

Hindi – English. Total number of sentences present in the Hindi-English document 
are 2916. The data is encoded in utf-8 format. The vocabulary size of English is 
2419 and vocabulary size of Hindi is 3062. A significant performance difference can 
be seen where transformer gave better accuracy than sequence to sequence. [http:// 
www.manythings.org/anki/]. 

5 Results 

The rapid developments have introduced many performance efficient frameworks 
and the once which we have used for analysis in our research work are Keras and 
Tensorflow. The Results are calculated and the visual representation of the analysis 
has been created using Seaborn and Matplotlib library. 

5.1 Sample Output 

The below is the sample summary of the output produced after the implementation 
of the attention layer to the architecture for the Hindi and Marathi Language. The 
below is the graph for the Marathi-English language see Fig. 4.

http://www.manythings.org/anki/
http://www.manythings.org/anki/
http://www.manythings.org/anki/
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Fig. 4 Train-Test Plot for Marathi-English language using attention mechanism 

English – Marathi: 

English-Hindi:      

Discussion. The results obtained after implementation of the Indian bilingual 
datasets clearly signifies the incapability of Long short term memory to handle more 
complex sentences which the attention based model is capable of handling i.e. the 
attention based models when implied to both datasets show 91 and 92% of valida-
tion accuracy which is quite higher than the conventional model i.e. 77 and 73% 
of validation accuracy see (Table 2). A comparative study is performed with similar 
methods such where it was found that in most of the cases proposed attention method 
gives better accuracy than LSTM, as shown in Table 3. 

Table 2 Shows results of seq2seq_LSTM and attention based models 

Language pair Accuracy Validation_loss Validation_accuracy 

Marathi-English (seq2seq) 0.9641 1.147 0.777 

Telugu-English (seq2seq) 0.9787 1.333 0.735 

Marathi-English (attention) 0.9789 0.5303 0.9127 

Telugu-English (attention) 0.9812 0.456 0.9203
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Table 3 Comparative results of Indian language pair [17] 

Language pair Accuracy Validation_accuracy 

[10] 0.9641 0.8774 

[11] 0.9637 0.8756 

Proposed attention 0.9882 0.9405 

6 Conclusions 

The paper implements the long short term memory (LSTM) transformer and attention 
mechanism approach on Indian language pairs. To our surprise the models performed 
quite well even with the limited amount of data publically available. We conclude 
that the attention and transformer based methods perform better. The conventional 
methods secure low accuracy scores. The validation accuracy and accuracy for both 
languages is much lower that what is secured by the attention-transformer based 
methods. 

For the future the machine translation task can be more fine-tuned by using pre-
trained models such as Bidirectional encoder representation transformer (BERT), 
Albert. Using the above mentioned approach accuracy levels for low resourced and 
zero resourced language can be improved further. 
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Malaria Detection from Blood Cell 
Images Using Convolutional Neural 
Network Model 

Harsha Tiwari and Avinash Dhole 

Abstract Malaria disease is the major and worldwide reason for death in the human 
community. To identify the malaria, sample of red blood cell is examined under the 
microscopic instrument by the technician. But, due to the varying structural nature 
of malaria parasite in the blood cell; relying on the single method may endanger the 
diagnosis of this disease. With the advancement of advanced technique including 
machine and deep learning mechanism, this solution can be enhanced to verify the 
severity of this diseases and make them to properly diagnose the infected case. In 
this context, an artificial intelligence based convolutional neural network model has 
been developed to categorize the blood cell into malaria infected and uninfected type 
of classes. Performance of the model has been evaluated using standard evaluation 
measures on the public dataset of malaria blood cell images. Obtained quantitative 
scores confirms its performance which outperforms the available state-of-the-art 
techniques. 

Keywords Computer-added diagnosis · Convolutional neural network · Deep 
learning ·Medical imaging ·Malaria parasite · Red blood cell examination 

1 Introduction 

Malaria is one of the severe and deadly disease produced by the harmful parasites 
which are transferred to individuals from the infected bites of female anopheles’ 
mosquitoes. Despite of its features, it is preventable and can be operated to cure. 
From the report of world health organization (WHO) 2019, there are 4,09,000 number 
of estimated deaths worldwide from this malaria disease [1]. However, early treat-
ment and diagnosis of malaria assist the doctor to save the human life. The report 
reveals that the children who are aged below 5 years are the most susceptible elements 
affected by malaria and it has been observed that 67% (2,74,000) of all children deaths
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in 2019 worldwide are marked. The primary symptom of malaria is high fever, exces-
sive sweating which generally occurs during the suffering. Observing the statistics 
of malaria, it is one of the lethal disease in the world, and responsible for the child 
death on the planet. This ailment keeps the children from basic schooling, taking 
a colossal toll on livelihoods and overall progress of country. Medical practitioner 
generally identifies the source of malaria through the blood cell examination in which 
presence of malaria parasite affects the red blood cell in an unusual manner. Malaria 
parasites usually recognized by investigative approach under a microscopic instru-
ment where the sample of the patient’s blood is used and called as a “blood smear”. 
WHO mentions that the cases of so-called malaria be definite using parasite-based 
analytic testing before directing the medical treatment. Outcomes of such investiga-
tion verification can be presented in ±30 min. Further they identify a blood cell into 
two categories: normal and malaria infected blood cell. But, the structure of parasite 
in blood cell are not uniform and have varied representation. An affected but uniden-
tified malaria parasite in blood cell examination may lead to the death. Nevertheless, 
chances of manual mistake may lead to unexpected treatment due to this short dura-
tion of investigation. Therefore, using intelligent technique a precise detection of 
such parasite is required to avoid any chances of human death. Nowadays medical 
field is also being facilitated with the advancement of several intelligent techniques, 
which assists the precise decision making of doctors and physician. In this domain, 
several image processing and optimization approaches have been applied to under-
stand the different data patterns in several applications [2–7], but their performance 
has been experimented against the standard conditions. In this direction, recent devel-
opment in machine and deep learning techniques have leveraged the performance 
of the artificial intelligence (AI) based systems [8–13] and [14–18]. AI techniques 
has the prospective to benefit some of the most challenging issues when united with 
standard for the betterment of our society. Among the recent AI based techniques 
Deep learning assists to build strong, accessible and operative solutions which can 
also be implemented to Malaria detection problem in the blood cell. In this proposed 
approach, a convolutional neural network (CNN) based model has been employed 
which not only accurately classify between parasitized and uninfected images but 
also directs the implementation of other disease’s classification or detection in the 
similar domain. The schematic of the proposed approach is illustrated in the Fig. 1. 

The structure of rest of this paper is prepared as follows: Sect. 2 deliberates the 
associated mechanisms in the existing field while Sect. 3 demonstrations the imple-
mentation and investigational effects and Sect. 4 comprehends the final observations 
and upcoming directions.
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Fig. 1 A process flow indicating the classification of blood cell against the malaria disease into 
infected and uninfected category 

2 Related Works 

Several morphological processing has been used to recognize the nature of red blood 
cell suffering from malaria parasite. Due to the presence of this parasite, area and 
perimeter of blood cell were affected and this change was determined with the clas-
sification accuracy of 95% against infected and non-infected cell [19]. A decision 
support system for the cells infected with parasites was carried out by iterative thresh-
olding and associated element tagging [20]. The idea in the segmentation process 
is to implement Laplacian of Gaussian and coupled edge profile active contours 
to solve the issues associated with textual variation, and achieved 90% F1 score 
to identify infected cell using ANN classifier. The technique employed in [21] used  
adaptive image segmentation to perform segmentation in the blood cell images under 
varying lighting conditions. However, the performance for the selection of appro-
priate and significant features were restricted. In order to solve the global and chal-
lenging issues related with malaria detection in the blood cell, Roy et al. had applied 
pixel based discrimination method followed by various segmentation techniques 
to recognize the parasites from thin smear red blood cell images [22]. However, 
validation of the model had not been tested under different test images and thus 
restricted against the accurate classification of the malaria parasite due to varying 
quality of test images taken from the internet. Identification of significant features 
in this domain is challenging. Kazarine et al. image scanning cytometry and demon-
strated that third harmonic generation imaging combined with image processing and 
malaria can be detected at single red blood cell [23]. To deal with this issue, features 
of color histograms and texture features both were implemented under a deep belief 
network (DBN) [24]. It was employed to recognize the existence of parasites in the 
blood smear images. The approach attained F-score of 89.66%, sensitivity of 97.60
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and 95.92% of specificity. Malaria detection on microscopic images have also been 
experimented under machine learning strategy. In this direction, Saiprasath et al. had 
employed seven different machine learning approaches [25]. Out of which random 
forest attained the accuracy of 96.5% among Adaboost, decision tree, K- nearest 
neighbor, linear regression, naïve bayes and extra trees algorithms. Haryanto et al. 
discussed malaria detection using the image pigment color space which were further 
compared to find out the optimum color channels which describes the significant 
features of parasite plasmodium [26]. 

Likewise, with histograms of oriented gradients (HOG) and local binary patterns 
(LBP) features various machine learning techniques like k-nearest neighbor, Naïve 
Bayes and support vector machine (SVM) were applied [27]. The approach was based 
on the inductive method which segmented the parasites region through the adaptive 
machine learning and obtained the highest accuracy of 97.31%. Using the same 
methods, Devi et al. had extracted the parasite features in terms of prediction error 
and R-G color channel difference histogram and achieved 98.5% accuracy [28]. To 
extract suitable parasite information from the blood cell in order to identify the correct 
class of malaria, Vijayalakshmi et al. had implemented neural network based model 
using transfer learning approach [29]. With the model, authors achieved the 93.1% of 
classification accuracy for the identification of infected falciparum malaria. With the 
development of deep learning approaches, a 16-layer based CNN model was applied 
on the blood cell images to extract and learn the significant features [30]. Based on 
the learned features model classified the cell into infected and non-infected blood cell 
categories with 97.37% accuracy. With the deep learning approach, Delgado-Ortet 
et al. presented malaria detection in three stages which includes segmentation of 
erythrocytes, masking, and classification of malaria into infected and non-infected 
categories [31]. The presented pipeline achieved 93.72% global accuracy and 87.04% 
of specificity against malaria detection. Similarly, Dong et al. had implemented 
various deep learning based models including LeNet-5, AlexNet, GoogLeNet, and 
SVM, out of which GoogLeNet attained the accuracy of 98.13% using hand crafted 
features [32]. 

The mentioned approached have been utilized with the advancement of image 
processing and deep learning techniques. However, the performance in classifying the 
infected and un-infected blood cell can be improved using an optimal model design. 
Considering the study in [30] in which the classification accuracy is promising but 
having high computation cost as it used CNN with 16-layers. Obtaining feature with 
minimum number of model is also a potential idea. In the presented paper, a CNN 
based model has been proposed which has least design cost and capable to achieve 
high performance in terms of various standard evaluation metrics.
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3 Materials and Methods 

In order to determine the malaria parasite affected blood cell from the two classes 
namely: infected and unaffected (normal), following sequential phases have been 
considered. 

3.1 Dataset 

For the offered method, a public dataset “Malaria Cell Images Dataset” has been 
considered from the Kaggle dataset [33]. In this dataset, two categories are avail-
able namely parasitized and uninfected. Total size of the dataset is 388 MB and 
contains 27,560 images in the mentioned categories. Image resolution in the dataset 
(width*height) is not uniform and thus making the classification task a bit chal-
lenging. The dataset has been arbitrarily distributed into the 70%, 15%, and 15% 
sections for training, validation, and testing, correspondingly, and has undergone 
through 100 epochs in the model training. 

3.2 Model Design 

The feature which describes the parasite in the red blood cell are not uniform. They 
have varying structure and cannot be identified through the particular feature repre-
sentation. It necessitates the extraction of a more number of important features which 
refer to the parasite affected blood cell. To generate and identify those significant 
features, CNN model is employed which further ensures and classifies the affected 
cell. It consists of an input layer, a set hidden layer, and an output layer which at last 
classifies the image. In the main components of the hidden layers, there are activation 
function, some pooling layers strategy, fully connected and normalization layers. All 
these components are the core building blocks to extract the significant feature of 
the target data through the set of operating kernel(s). It helps a model to identify 
the available features and generate various feature mappings to detect or classify the 
image in multiple categories. The developed model for the proposed work whose 
detailed configuration of the architecture has been given in Table 1. In the model 
design, hyper parameters including learning rate, selection of optimizer, batch size, 
number of epochs and number of layers with kernel have been thoroughly examined 
and applied to ensure the stability of learning while extracting the significant features 
is the prime objective for the presented domain.



608 H. Tiwari and A. Dhole

Table 1 Detailed configuration details of the proposed CNN model 

Layers Output shape Parameter 

Convolutional (None, 178, 178, 32) 896 

Batch normalization (None, 178, 178, 32) 128 

Convolutional (None, 176, 176, 32) 9248 

Batch normalization (None, 176, 176, 32) 128 

Max pooling (None, 88, 88, 32) 0 

Convolutional (None, 86, 86, 64) 18,496 

Batch normalization (None, 86, 86, 64) 256 

Convolutional (None, 84, 84, 64) 36,928 

Batch normalization (None, 84, 84, 64) 256 

Max pooling (None, 42, 42, 64) 0 

Convolution (None, 40, 40, 128) 73,856 

Batch normalization (None, 40, 40, 128) 512 

Convolution (None, 38, 38, 128) 147,584 

Batch normalization (None, 38, 38, 128) 512 

Max poolin (None, 19, 19, 128) 0 

Flatten (None, 46,208) 0 

Dense (None, 128) 5,914,752 

Dropout (None, 128) 0 

Dense (None, 1) 129 

3.3 Model Training 

The concept discussed in the Sect. 3.2 have been implemented and the behavior 
of trained model is analyzed. Model training is influenced from various hyper-
parameter, design and optimizers used and the overall training performance is repre-
sented through two important factors which are the accuracy and loss curve over 
6,203,681 parameters. Considering the Fig. 2(a) which describes the model accu-
racy gradually increases with the number of epochs and reaches up to its maximum 
level at approximately 100th epoch. The training gap between the training and vali-
dation accuracy indicates the absence of overfitting problem and ensures the optimal 
impact on the classification result. Further, the network model remains less-fluctuated 
throughout its training period and does represent the stability in learning the signif-
icant features. Similarly, Fig. 2(b) point out the amount of loss through the loss 
curve during training and it started from 0.8 and the gradually decreased as the 
training proceeds. The network stability, gap between training and validation loss 
and the achieved minimum loss confirms the model training is up to the mark and 
considered its robustness in context of significant feature extraction.
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Fig. 2 Training graph. a Model performance in terms of training and validation accuracies. b 
Behavior analysis of model training in terms of training and validation loss 

4 Discussion and Performance Evaluation 

Apart from the qualitative assessment of the model discussed in Sect. 3.3, quantitative 
evaluation has also been carried out to confirm the model performance represented 
through Fig. 2. For this, standard evaluation metrics is considered which are univer-
sally known parameters in machine/deep learning method including accuracy, preci-
sion, recall and F1 score. The mentioned metrics with the model’s quantitative scores 
is represented in the Table 2. The obtained scores given in Table 2 matches with the 
training graph and confirms its effectivity in both approaches (qualitative and quanti-
tative). With these average attained scores, performance of the other state-of-the-art 
techniques is also compared. It indicates that the proposed approach outperforms 
other related methods mentioned. Further, the model performance on classifying the 
infected and uninfected blood cell using the mentioned dataset has been illustrated 
in Fig. 3 and marked with probability scores. 

Table 2 Quantitative classification performance of proposed CNN model and its comparison with 
the relevant state-of-the-art technique 

Method Accuracy F1 Precision Recall 

Poostchi et al. [19] 95.00 94.50 95.40 94.40 

Saiprasath et al.[25] 96.50 64.50 77.50 55.30 

Devi et al. [28] 98.50 93.82 – 95.86 

Vijayalakshmi et al. [29] 93.13 91.66 89.95 93.44 

Proposed model 98.70 98.71 98.22 98.91
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Fig. 3 Run time behavior of the proposed CNN model using the public dataset. Sample output 
indicates the class prediction of each class with their probability scores 

5 Conclusion 

The proposed CNN based model which classifies the blood cell into malaria parasite 
infected and uninfected categories obtained with an accuracy measure of 98.70%. 
As the dataset used was balanced, the accuracy parameter has been utilized to assess 
the parameter. However, it has achieved decent score of 98.71% using F1 parameter 
(mostly used for unbalanced dataset). Hence, this model can be tested with unseen 
data too. However, the model can be optimized with different optimization tech-
niques. In future, the model can be extended to classify other categories of malaria 
parasites.
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Miniaturized Defected Ground Structure 
Microstrip Patch Antenna Design for X 
and Ku Band Applications 

P. Anitha , S. Latha, and Kalyan Reddy 

Abstract A compact Micro-strip patch antenna is designed for wideband applica-
tions in the frequency range of 6-22 GHz covering standard microwave frequency 
bands X (8–12 GHz) and Ku (12–18 GHz). The proposed structure is fabricated on 
FR-4 (εr = 4.4) substrate with a thickness of 0.8 mm has an overall volume of 180 
mm3 on a partial ground plane. The proposed structure is resonating at 11 GHz with 
a minimum return loss of −21 dB shows a better impedance matching (S11 ≤10 dBi). 
The results show that the antenna covers the frequency spectrum of 6.5–22.5 GHz 
with a −10 dB return loss, maximum gain of 2.7 dBi and has Efficiency of 93%. 
The defected ground structure (DGS) along with microstrip line feed results in a 
compact wide band patch antenna. The proposed structure is simulated using HFSS 
software and the simulation results are in good agreement with the measured results. 
Impedance bandwidth has been enhanced by utilizing a partial ground plane of 6 
× 15 mm2 compared to conventional MPA, due to which a single antenna may be 
useful for multi functions. 

Keywords DGS · Ku band · Microstrip Line Feed · X band 

1 Introduction 

Rapid development in satellite and radar communication system requires a new type 
of antennas such as compact broadband high gain and multi-frequency antennas. 
Attractive merits of Micro-strip patch antenna such as low cost, light weight, low 
profile planar configuration and conformal to host surface would satisfy the above 
requirements. Especially, X band and Ku band microstrip antennas are widely used
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for point-to-point wireless communications, microwave imaging, satellite communi-
cation, industrial scientific medical, spacecraft, and military, missiles, marine radar, 
tracking, and mapping [1, 2]. 

Despite of the attractive features, patch antennas suffer from narrowband, low gain 
problems: However, reduction in size, enhancement in bandwidth, improvement in 
gain is the major design constraints for commercial applications. 

2 Related Work 

To improve the bandwidth and to have a compact structure, techniques such as 
creating slots on ground plane and on patch, stacking of patches, using a thick 
substrate, lowering the dielectric constant, using gap coupled Multi-resonator and 
loading of shorting pins are reported [3–5]. A U slot on the circular ground plane 
with U-shaped patch resulted in wide bandwidth [6]. Compactness is achieved by 
Shorting Wall technique [7]. Gain enhancement is achieved by etching arc-shaped 
slot into the radiating patch [8]. A notch loaded with multiple shorting techniques 
is designed for X and Ku band applications [9]. A RMSA with rounded corners and 
defected, partial and slotted ground plane structure is designed for multiband appli-
cations [10]. A wide multi band antennas [11–13] are proposed on partial ground 
plane with rectangular and circular patch variants but occupies a large volume. A 30 
× 30 × 1.6 mm3 elliptical triangular patch on defected ground structure is proposed 
for wireless applications [14]. A 20 × 20 × 1.6 mm3 circular patch with polygon 
slits on partial ground plane [15] is designed for multiband applications. A CPW 
fed patch with DGS [16] is proposed with an impedance bandwidth of 76.8% to 
cover multiple bands. The various techniques deployed in the survey to overcome 
the drawbacks are well appreciated, the simplest one out of which is using a partial 
ground plane, microstrip line feed to work in the specified two bands is deployed 
here to meet the requirements. 

In the proposed work, we have designed an antenna with reduced size of 15 × 
15 × 0.8 mm3 using defective ground plane technique to meet the requirements 
with respect to resonating frequency, impedance bandwidth, gain and efficiency. The 
fabricated antenna is tested for S11 & bandwidth, Gain & radiation pattern results 
using VNA and anechoic chamber. 

3 Methodology 

3.1 Antenna Design 

The antenna is designed to operate at a frequency of 11 GHz. The substrate used is 
a (flame retardant) FR-4 Epoxy material which has a dielectric constant of 4.4 and a
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loss tangent of 0.01. The dimensions of the patch such as patch length (L), width (W), 
ground plane length and width (Lg & Wg), feed line length and width (LT & WT) 
are calculated according to the transmission line model [17] at a given f0 (11 GHz) 
with a substrate thickness of ‘h’(1.6 mm) and a substrate dielectric constant of 1r 
(4.4). The width of the patch (W) is depends upon the substrate dielectric constant, 
resonant frequency and velocity of light and is evaluated by using Eq. (1) as  

W = 
C 

2f 

√ 2 

εr + 1 
(1)

The length of the patch depends upon guided wavelength and fringing length and 
is calculated using Eq. (2) as  

L = 
λg 

2 
− 2�L (2)  

where λg is the guided wavelength depends upon operating frequency and effective 
dielectric constant and is calculated using Eq. (3) as.  

λg = c 

f 
√

εreff 
(3)

where f is the desired resonance frequency, C is speed of the light in a vacuum and 
εreff is the effective dielectric constant and is determined using Eq. (4) as  

εreff =
(

εr + 1 
2

)
+

(
εr − 1 
2

)(
1 + 12 

h 

w

)−1/2 

(4)

Due to the fringing fields around the periphery of the patch, the antenna looks 
larger than its physical dimensions. �L accounts for this, which is given by Eq. (5) 
as.

�L = 0.412h

[
(εreff + 0.3) 

(εreff − 0.258)

(
w 
h + 0.264

)
(
w 
h + 0.8

)
]

(5)

Ground plane dimensions such as Length (Lg) and width (Wg) of the ground 
plane are calculated according to Eq. (6) as  

Lg = 6h + L & Wg  = 6h + W (6)  

The patch impedance is calculated using Eq. (7), according to the transmission 
line model [17]. 

Za = 90 
ε2 r 

εr − 1

(
L 

W

)2

(7)
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Feed line impedance is the geometric mean of patch impedance (Za) and 
characteristic impedance (Zo = 50�) which is calculated using Eq. (8) as  

ZT =
√
Za Z0 (8)

ZT also depends upon height and width of the feed line and is represented as 

ZT = 
60 √
εr 

ln

(
8h 

WT 
+ 

WT 

4h

)
(9)

From Eq. (9), we can evaluate the feed line width WT. The feed line length can 
be evaluated using Eq. (10) as  

LT = 
λ0 

4
√

εre  
(10)

The various parameters such as Reflection co-efficient, return loss (RL) and 
VSWR are evaluated using the Eqs. (11), (12) and (13) respectively 

Reflection Co-efficient� = 
Z − Zin  

Z + Zin  
(11)

where Z is the impedance of the microstrip line feed and is 50 �. Zin  is the total 
input impedance of the proposed antenna is evaluated using TEM analysis [17] 

Return Loss = −20 log|Γ | (12)

VSWR = 
1 + |Γ | 
1 − |Γ | (13)

Defected ground structure is implemented by etching off a simple shape (rect-
angle) on the ground plane. In the proposed antenna, the radiating element is a rect-
angular patch. The geometry and the fabricated structure of the proposed antenna 
is shown in Figs. 1 & 2 and the specifications of the proposed antenna is given in 
Table 1.
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Fig. 1 Geometry of the proposed antenna 

Fig. 2 Front & back view of the fabricated structure 

Table 1 Antenna specifications 

Parameter WS LS WG LG WP LP WF LF G H 

Values (mm) 15 15 15 6 7.5 7.5 1.5 6.5 0.5 0.8 

3.2 Parametric Analysis 

From various simulations that we have conducted using HFSS, analysis is presented 
with respect to the most important parameters which have affected the antenna 
return loss performance are (a) Patch dimensions variation (b) Ground plane dimen-
sions variation (C) Gap between ground planes and patch variations (D) substrate 
dimensions variation. 

Patch Dimensions’ Variation. The Fig. 3 represents S11 for different patch dimen-
sions (Wp & Lp) variation. It is observed that with patch size of 7.5 × 7.5 mm2, 
attained a maximum bandwidth with good impedance matching. When we try 
increase the patch dimensions, impedance bandwidth has drastically reduced. When 
the patch size is reduced to 5.5 × 5.5 impedance matching is improved but there is 
degradation in bandwidth.
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Fig. 3 S11 for patch dimension variations 

Ground Plane Dimensions’ Variation. The Fig. 4 represents S11 for different 
ground plane (Lg &Wg) dimensions. It is observed that when the ground plane size is 
15× 6mm2, maximum bandwidth and good impedance matching has attained. When 
the ground plane dimensions are varied in either directions, there is degradation in 
bandwidth/impedance matching. 

Gap Between Ground and Patch Variation. The Fig. 5 represents S11 for different 
gap (between the ground plane and patch of an antenna) variations. It is observed 
that when gap size is 0.5 mm, maximum bandwidth and good impedance matching 
has attained. When the gap is varied in either directions, a significant degradation in 
bandwidth and impedance matching is found.

Fig. 4 S11for Ground plane variation
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Fig. 5 Return loss for gap variation 

Fig. 6 Return loss for substrate variation 

Substrate Dimensions’ Variation. The Fig. 6 represents S11 for different substrate 
(Ls &Ws) variations. It is observed that when substrate size is 15 × 15 mm2, attained 
a maximum bandwidth and good impedance matching. When the substrate dimen-
sion is either increased or decreased, there is drastic degradation in bandwidth and 
impedance matching is found. 

4 Results and Discussions 

The proposed micro-strip patch antenna is designed in the X and Ku band frequency 
range. The same is fabricated and tested for return loss, radiation pattern, gain etc., It 
is noticed that the bandwidth is increased to a considerable extent. Simulated results
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Fig. 7 Return loss plot 

obtained through HFSS which are in good agreement with the measured results 
obtained after testing through VNA and Anechoic Chamber. 

4.1 Return Loss 

The Fig. 7 represents the simulated and measured results of return loss of the designed 
antenna. From the result it is observed that the antenna is resonating at 11 GHz and 
has a minimum return loss of −21 dB.This antenna has an impedance bandwidth of 
16 GHz (6.5–22.5 GHz). 

4.2 VSWR 

The Fig. 8 represents the simulated and measured results of VSWR. The VSWR of 
the structure is 1.2 and it is observed that the designed antenna is operating in the 
frequency range 6.5–22.5 GHz resulting in a bandwidth of 145%. 

Fig. 8 VSWR plot
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Fig. 9 Gain Plot 

4.3 Gain 

From Fig. 9 we can observe that gain is varying from 1–2.7 dB in the operating 
frequency range of 6–21 GHz and has a maximum gain of 2.7 dBi at 19 GHz. It is 
maintained above 1.5 dBi throughout the X and Ku band. 

4.4 Radiation Pattern 

From Fig. 10 one can observe that the simulated and the measured results are almost 
same. In the E plane the antenna is radiating in all directions, where as in H plane it 
is omnidirectional. 

Fig. 10 Radiation Pattern of E and H Plane at 11 GHz
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Fig. 11 Smith Chart 

4.5 Smith Chart 

Smith chart representation is shown in the Fig. 11. From smith chart with VSWR 
circle of radius 1 is giving a bandwidth of 16 GHz (6.5–22.5 GHz) for the designed 
antenna. 

4.6 Directivity 

The directivity of the proposed structure is varying from −0.5 to 3.25 dBi in the 
frequency range of 6–23 GHz which is shown in Fig. 12. By using directivity and 
gain value at any frequency one can calculate the efficiency of the patch antenna. 
At 10 GHz the directivity is 1.25 dBi and gain is 1.167 dBi. Therefore, efficiency 
at 10 GHz is 93.05%. Table 2 gives the comparison of various parameters such as

Fig. 12 Directivity Plot
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Table 2 Comparison of the proposed antenna with respect to literature 

Reference Overall size 
(mm3) 

Bandwidth (in GHz) Gain (in 
dBi) 

Efficiency (in 
%) 

Return 
loss (S11 
in dB) 

[9] 20 × 25 × 1.57 
(785 mm3) 

1 GHz (in both X & Ku 
band) 

7.42 70 −21 

[10] 30 × 36.7 × 
1.6 
(1761.6 mm3) 

2.5 and 2.36 (in both X 
& Ku band) 

2.31 80 −37 to 
–48 

Proposed 
structure 

15 × 15 × 0.8 
(180 mm3) 

16 GHz(6.5–22.5 GHz) 2.7 93 -21 

Antenna size, Bandwidth, gain efficiency and return loss of the proposed structure 
with respect to the literature.

5 Conclusion 

A wideband micro-strip patch antenna is designed with an overall volume of 180 
mm3. The structure is operating in the frequency range of 6.5–22.5 GHz which 
covers the X and Ku band applications. The defective ground plane along line feed 
has increased the bandwidth. The proposed structure has achieved a good impedance 
matching of −21 dB with good antenna efficiency of 93%. The antenna gain varies 
from 1–2.7 dBi in the band. The simulated and tested results are in good agreement 
with each other. The proposed structure is fabricated using Flame retardant 4 (FR-4 
with εr = 4.4) type of substrate and simulated using HFSS software V13.0 with 
32-bit RAM PC. The simulated and tested results are in good agreement with each 
other. The gain can be improved further by using an array of proposed structure. 
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Multilayer Perceptron Neural Network 
Supervised Learning Based Solar 
Radiation Prediction 

M. Shyamala Devi, A. Peter Soosai Anandaraj, K. Venkata Thanooj, 
P. V. Sandeep Guptha, and A. Jayanth Reddy 

Abstract Worldwide solar radiation is a basic parameter for the plan and operation 
of solar radiation frameworks. Long-standing records of worldwide solar radiation 
data are not accessible in many places because of the cost and maintenance of the 
measuring instruments. Sun based radiation expectation contains an incredible signif-
icance in power generation from sun based energy and makes a difference to measure 
photovoltaic control frameworks. With this overview, this paper enabled to predict 
the solar radiation using machine learning algorithms. With this context, we have 
utilized solar radiation dataset extracted from UCI Machine Learning. The proposed 
model Multilayer perceptron (MLP) based Neural Network for forecasting solar 
radiation are attained in four ways. Firstly, the data set is analyzed and preprocessed 
with Feature Scaling and missing values. Secondly, the correlation of the features is 
done and the relation of each features are visualized. Thirdly, the raw solar radiation 
data set is fitted to all the regressors and the implementation is furnished before 
and after scaling. Fourth, the raw data set is subjected to multilayer perceptron with 
various activation layers like identity, logistic, tanh and relu layers. The performance 
is analyzed with EVS, MAE, MSE, RScore and run time of the neural network layer. 
The execution is done using python language under Spyder platform with Anaconda 
Navigator. Experimental results show that the Gradient boost regressor have the 
RScore of 0.98 before and after feature scaling. The MLP regressor with TANH 
activation layer is tends to retain 0.99 Rscore before and after scaling. 

Keywords Activation layer · Correlation ·Multilayer perceptron · Regressor 

1 Introduction 

The accessibility of sensibly exact worldwide sun powered radiation information is 
imperative for the victory of any sun powered venture [1]. In any case, as it were
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a couple of meteorological stations around the world capture these information as 
a result of the tall taken a toll of measuring hardware and the need of specialized 
capability in calibrating them. In an endeavor to resolve this challenge, engineers 
and analysts have created different options to create the information [2]. Due to the 
shortage of hardware and the tall costs of upkeep, distant less perceptions of sun 
based radiation are made than perceptions of temperature, precipitation and other 
climate variables [3]. 

2 Related Works 

This paper builds the solar power predictor using the ensemble methods. They have 
used four approaches for getting the best forecast out of any learning like Profound 
Learning, Machine Learning, Ensemble Learning and Conventional Strategy [1] 
(ARIMA, LSTM). This paper design sun oriented radiation predictor using ANN 
models with distinctive back engendering calculations and construct a sun powered 
radiation predictor. After collecting the information, the complete dataset is separated 
into two categories such as preparing set and testing set. It is prepared with the 
assistance of the ANN model. Among the collected information, 80% of information 
was utilized for training [2]. This paper constructs a clustering show for solar based 
prediction. It uses different ML approaches to create model that diminishing the 
fluctuation, inclination as well as progressing the forecasts. The execution of the 
proposed approach will be evaluated by Mean Absolute Error (MAE) Normalized 
Root Mean Square Error (nRMSE) Prediction Accuracy [3]. The solar radiation 
model is built with the ML algorithms The input information was decided in five 
diverse bunches at the conclusion of the determination handle, and the improvement 
forms of the most excellent ML models were clarified for each group [4]. 

This paper built the solar radiation model using the root regularization based 
outfit methods and construct a sun powered radiation determining model. A few 
nonlinear models counting SVMs and ANNs have been considered to figure world-
wide sun based radiation. To overcome the disadvantages of a single, demonstrate, 
which yields low estimating precision, a novel worldwide sun oriented radiation esti-
mating strategy called RS-SRSCAD-FA has been proposed [5]. This paper utilizes 
nearby climate figures and foresee hourly sun oriented irradiance. The proposed 
model employments climate parameters comparable to those utilized by the refer-
ence model. Beneath the presumption that information communication is performed 
on an everyday premise, the input information of the model utilized for expectation 
was overhauled once each 24 h, and the model anticipated with the overhaul to set up 
the 24-h sun powered irradiance of the following day. The proposed model has three 
points of interest over the existing sun powered irradiance expectation model [6]. This 
paper coordinates ML strategies and make a day ahead solar expectation method. It 
estimates are determined from each gathering part by distinguishing estimate hail-
storms, coordinating the estimate storms with watched hailstorms, extricating infor-
mation inside the storm ranges, and after that fitting a machine learning model.
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Making strides accost forecast with more exact data around anticipated salute areas 
and concentrated will permit individuals to moderate a few of the potential effect 
of hail [7]. This paper builds the precipitation prediction method using profound 
learning approach. The method is composed of two systems: an auto encoder orga-
nizes and a multilayer perceptron network. This paper has displayed a profound 
learning approach based on using the auto encoders and neural systems to antici-
pate the amassed precipitation for another day [8]. This paper construct a wind speed 
predictor using machine learning strategies and construct a wind speed predictor. The 
essential concept behind the ANN is to create an instrument that ought to perform 
computation for illustrating the brain function. Mutual data highlight selection finds 
the critical highlights to decrease the complexity of the wind speed determining 
model [9]. This paper built a heat transfer rate predictor using AI approach using 
SVM model that determines the rate of heat transfer based on wire on tube type of 
heat exchanger [10]. Sun oriented radiation expectation incorporates an awesome 
significance in power era from sun powered vitality and makes a difference to esti-
mate photovoltaic control frameworks [11]. The major objective of this work is to 
create an ANN demonstrate for precisely foreseeing sun powered radiation [12]. 
The prediction of solar radiation is done by applying all the machine learning model 
and classifiers [13, 14]. The most objective of this paper is to display calculation 
to predict hourly sun powered radiation within the short/medium term, combining 
data around cloud scope level and chronicled sun powered radiation registers, which 
expanded the execution and the precision [15]. 

3 Proposed Architecture 

The overall workflow of MLP based Neural Network model is shown in Fig. 1. The  
paper contributions are given below. 

(i) Firstly, the data set is preprocessed with Feature Scaling and Missing Values. 
(ii) Secondly, the correlation of the features is done and the relation of each 

features are visualized. 
(iii) Thirdly, raw data set is fitted to all the regressor like Linear Regression, Ridge 

Regression, ElasticNet Regression, Lars Regression, LarsCV Regression, 
Lasso Regression, LassoLarsCV Regression, BayesianRidge, ARDRegres-
sion, Decision Tree Regression, Extra Tree Regression, AdaBoost Regres-
sion, GradientBoosting Regression and RandomForest Regression with and 
without the presence of feature scaling. 

(iv) Fourth, the raw data set is subjected to multilayer perceptron with various 
activation layers like identity, logistic, tanh and relu layers.
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Solar Radiation Data Set 

Partition of dependent and independent attribute 

Preprocessing of data 

Feature Scaling 

Analysis of MAE, MSE, RScore, EVS and Run time 

Solar Radiation Prediction 

Fitting to all regressors 

Applying identity, relu, tanh and logistic layer with MLP 

Fitting to MLP regressor with and without scaling 

Fig. 1 Overall architecture flow 

4 Results and Discussion 

4.1 Qualitative Analysis with Dataset 

The solar radiation dataset extracted from the UCI machine learning repository is 
used for implementation. The dataset consists of the features namely (UNIXTime, 
Data, Time, Radiation, Temperature, Pressure, Humidity, Wind Direction in Degrees, 
Speed, Sun Rise time, SunSet time). The code is drafted with python under Anaconda 
Navigator with Spyder IDE. The data set is split with 80:20 for training and testing 
dataset. The exploratory data analysis of the solar radiation dataset is shown in Fig. 2.
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Fig. 2 Distribution of parameters of the solar radiation dataset 

4.2 Quantitative Analysis with Different Classifier 
Algorithms 

The raw data set is fitted to all the regressors like Linear Regression, Ridge Regres-
sion, ElasticNet Regression, Lars Regression, LarsCV Regression, Lasso Regression, 
LassoLarsCV Regression, BayesianRidge, ARDRegression, Decision Tree Regres-
sion, Extra Tree Regression, AdaBoost Regression, GradientBoosting Regression 
and RandomForest Regression with and without the presence of feature scaling 
and performance is shown in Tables 1 and 2, the RScore, running time, regressor 
performance comparison is shown in Figs. 3, 4 and 5.
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Table 1 Regressor performance of the raw dataset before scaling 

Regressor EVS MSE MAE RScore Running time (ms) 

Linear 0.57 0.000439537 1.5778 0.57 0.14 

Ridge 0.57 0.000439535 1.5779 0.57 0.01 

ElasticNet 0.55 0.000453448 1.6249 0.55 0.01 

Lars 0.57 0.000439537 1.5778 0.57 0.01 

LarsCV 0.57 0.000439537 1.5778 0.57 0.07 

Lasso 0.56 0.00044339 1.5937 0.56 0.01 

LAssoLarsCV 0.57 0.000439537 1.5778 0.57 0.05 

Bayesian 0.57 0.000439536 1.5778 0.57 0.02 

ARD 0.57 0.000439555 1.5780 0.57 0.03 

DecisionTree 0.52 0.000488893 1.0998 0.52 0.16 

ExtraTree 0.49 0.000512972 1.1300 0.79 0.05 

AdaBoost 0.59 0.000451648 1.6225 0.55 0.49 

Gradient boost 0.69 0.000316029 1.0973 0.96 1.84 

RandomForest 0.58 0.000427887 1.3801 0.88 0.93 

Table 2 Regressor performance of the raw dataset after scaling 

Regressor EVS MSE MAE RScore Running time (ms) 

Linear 0.57 0.000439537 1.5778 0.57 0.01 

Ridge 0.57 0.000439537 1.5777 0.57 0.01 

ElasticNet 0.50 0.000508116 1.7213 0.50 0.00 

Lars 0.57 0.000439537 1.5778 0.57 0.00 

LarsCV 0.57 0.000439537 1.5778 0.57 0.04 

Lasso 0.57 0.000439636 1.5786 0.57 0.00 

LAssoLarsCV 0.57 0.000439537 1.5778 0.57 0.05 

Bayesian 0.57 0.000439537 1.5777 0.57 0.01 

ARD 0.57 0.000439555 1.5780 0.57 0.01 

DecisionTree 0.51 0.000492491 1.1065 0.51 0.16 

ExtraTree 0.49 0.000512972 1.1300 0.76 0.05 

AdaBoost 0.58 0.000470879 1.6892 0.53 0.44 

Gradient boost 0.69 0.000316029 1.0973 0.97 1.85 

RandomForest 0.58 0.000427887 1.3801 0.88 0.91
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Fig. 3 RScore Analysis of raw dataset before and after feature scaling 

Fig. 4 Response time analysis of raw dataset before and after feature scaling 

4.3 Quantitative Analysis of MLP Based Neural Network 
Model 

The dataset is fitted with MLP neural network based regressor with different acti-
vation layers like Relu, identity, Logistic and tanh and the evaluation metric for the 
MLP neural network before and after feature scaling and is shown in Tables 3 and 4. 

4.4 Comparative Analysis of MLP Based NN Model 
with Existing Models 

This proposed model Multilayer perceptron (MLP) based Neural Network is 
compared with existing models using MAE, MSE and RScore evaluation metric 
and is shown in Table 5.
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Fig. 5 Testing versus Prediction dataset of the various regressors 

Table 3 Evaluation metric for MLP neural network performance dataset before scaling 

MLP regressor EVS MSE MAE RScore Running time (ms) 

Relu 0.6666 0.000337967 1.236305 0.6662 50.0926 

Identity 0.5533 0.000452422 1.621438 0.5532 9.3057 

Logistic 0.6779 0.000326444 1.157363 0.6776 122.9012 

Tanh 0.6807 0.000323257 1.153343 0.9907 97.4085
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Table 4 Evaluation metric for MLP neural network performance of dataset after scaling 

MLP regressor EVS MSE MAE RScore Running time (ms) 

Relu 0.6856 0.000318462 1.110951 0.6855 98.2089 

Identity 0.5659 0.000439755 1.576327 0.5657 6.9842 

Logistic 0.6618 0.000342664 1.199573 0.6616 120.9924 

Tanh 0.6993 0.000304608 1.079012 0.9992 163.4098 

Table 5 Evaluation metric comparative analysis for MLP neural network performance 

Regressor model MSE MAE RScore 

ANN model I – GD [2] 11.2127 8.6860 0.5202 

ANN model I – LM [2] 4.5497 3.4979 0.9223 

ANN model I – SCG [2] 5.1477 5.1477 0.7990 

ANN model I – RP [2] 5.0187 5.0187 0.7616 

ANN model II – GD [2] 10.7656 9.0903 0.4844 

ANN model II – LM [2] 3.6461 3.0281 0.9272 

ANN model II – SCG [2] 4.0794 3.3172 0.8332 

ANN model II – RP [2] 4.9601 3.9474 0.5852 

Multilayer feed forward NN [4] 0.0508 0.0352 0.9488 

Square root smoothly clipped [5] 0.0666 20.210 0.9800 

Wavelet-coupled SVM [14] 0.05942 0.04696 0.9650 

Proposed MLP regressor RELU 0.00031 1.110951 0.6855 

Proposed MLP identity 0.00043 1.576327 0.5657 

Proposed MLP logistic 0.000342 1.199573 0.6616 

Proposed MLP regressor tanh 0.000304 1.079012 0.9992 

5 Conclusion 

This paper performs the exploratory data analysis of the solar radiation dataset and 
also explores the correlation between the features. Dataset is fitted with all regressors 
to analyze the performance in terms of MAE, MSE, EVS and RScore. Experimental 
results show that the Gradient boost regressor have the RScore of 0.98 before and 
after feature scaling. The MLP regressor with TANH activation layer tends to retain 
0.99 Rscore before and after feature scaling. 
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Myocardial Infarction Analysis Using 
Deep Learning Neural Network Based 
on Image Processing Approach 

G. Rajakumar, V. Nagaraju, B. R. Tapas Bapu, P. Stella Rose Malar, 
R. Santhana Krishnan, and K. Lakshmi Narayanan 

Abstract In recent decades, the health monitoring system has been an attractive 
research topic. In order to diagnose Cardiovascular Disease (CVD), Electrocardio-
gram (ECG) is one of the popular instruments. In recent times, ECG monitoring 
systems are exponentially increasing. As a result, it is very difficult for the scientists 
and health experts to choose, compare and evaluate the systems, and identify which 
will meet their needs and necessary monitoring. In this research article, we offer a 
global taxonomy and review from an expert of ECG surveillance systems. It provides 
support, which is an evidence to monitor components, contexts, functions and chal-
lenges. For monitoring the ECG systems, an architectural model is proposed in this 
paper and provides in-depth review. In this research paper, an adaptive medium filter 
is used for signal preprocessing and the segmentation is accomplished using water-
shed transform. Finally, feature extraction is performed using several texture features 
and signal classification is accomplished using probabilistic neural networks (PNN). 

Keywords Cardiovascular disease · Electrocardiogram · Health monitoring 
system · Machine learning · Probabilistic neural network
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1 Introductıon 

Myocardial Infarction (MI) is also called heart attack which occurs due to insufficient 
supply of blood flow to the heart muscles [1–4]. The symptoms of Myocardial Infarc-
tion consist of pain in the chest, jaw, arm. That Pain is first originating at the center 
or from left of the chest and radiates to the arm, jaw, lower back, or shoulder. Some 
of the patients may have symptoms such as vomiting, nausea and chronic breathing 
issues. Sometimes patients do not have any above symptoms [6, 7]. In such cases, MI 
can be detected mostly by means of cardiac imaging or other such techniques. The 
failure of detecting myocardial infarction is a major problem because when the coro-
nary heart cells die, they cannot be replaced with new cells. Machine Learning (ML) 
helps to predict MI at the earlier stage, thereby we can prevent damage occurring in 
the heart [8–10]. 

2 Related Works 

Petmezas et al. [11] developed a new hybrid model using focal loss in order to 
deal with data imbalance problems. Initially, Convolutional Neural Network (CNN) 
was used for feature extraction and then long short term memory network was used 
for classifying four ECG rhythm types such as junctional rhythm, normal, atrial 
flutter and atrial fibrillation. Malik et al. [12] used different types of features and 
kernels of Support Vector Machine (SVM) for ECG signal classification. Shaker et al. 
[13] developed a data augmentation method named generative adversarial network 
for restoring the dataset balance. Dias et al. [14] has used three combinations of 
features such as higher order statistics, RR intervals, and signal morphology for 
data classification on the MIT-BIH dataset. Fatimah et al. [15] initially divides ECG 
signal into one minute segments and then a Fourier decomposition method was used 
for separating the frequency bands. Then, feature extraction was accomplished by 
entropy, and mean absolute deviation for classifying the ECG segments. 

3 Proposed Method 

The proposed method consists of Adaptive - Median filtering which is used to 
preprocess the input image. The Watershed segmentation algorithm is used in the 
segmentation process. The GLCM algorithm is used in the feature extraction process. 
Probabilistic Neural Network classifier is used to classify ECG signals.
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3.1 Medical Techniques for DETECTING MI 

Pathological methods and imaging methods are the two medical methods to detect 
MI. Some imaging techniques to detect MI include Echocardiography, Angiography 
and ECG. 

3.2 ECG 

Electrocardiography is a commonly used technique of image processing [5]. This 
technique helps to identify the causes of chest pain which is caused other than MI, 
such as unrestricted flow of blood and valvular heart disease, thereby we can avoid 
misdiagnosis. In this process, the electrodes are placed on the patient’s chest and 
limbs. From which the electrical impulse of the heart is calculated and then on the 
screen or a paper, a wavy line is represented which indicates the heart’s rhythm and 
the weaknesses on the different parts. An ECG wave has 3 important components. 
Those include P wave, QRS complex and T wave. The atria contraction is represented 
by P wave, the depolarization of ventricles is measured by QRS complex and the 
repolarization of ventricles is measured by T wave. The period between polarization 
and depolarization of ventricles is represented by the ST segment. The total duration 
of ventrial recovery is specified by the combination of T wave and U wave. The time 
period between the QRS complex is the R-R interval. By using the time period of 
two QRS complex, instantaneous heart rate can be calculated. Block diagram of the 
proposed system is given in Fig. 1. 

Fig. 1 Block diagram of proposed system
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3.3 Pre-processing 

The preprocessing prepares the data for data analysis. To eliminate the effects of the 
detector, the data has to be pre-processed before starting the actual process. The most 
important aspect of data processing is pre-processing. As the result of an experiment, 
the particular data is acquired from which we will extract the useful information. Data 
processing classifies the data into three types and processes it accordingly. There-
fore, data filtering, data ordering, data editing, and noise modeling plays an important 
role in this process. Additionally, it helps to convert data format from real to integer 
representation and retain the sensitivity and then the output is processed. In the 
compression system of system development, few important compression techniques 
for ECG classification rely on regions of interest. These signals are generally of 
reduced contrast and noisy nature. So denoising of signal is needed to uphold the 
quality of signal by noise suppression. Quality of signal and feature extraction algo-
rithm becomes unreliable due to noise. The denoising and feature extraction method 
implemented in this research will enhance the signal processing reliability. 

3.4 Segmentation 

When processing digital signals and the view of the computer, the segmentation of 
the signal is the method of subdividing a digital signal in several segments (pixel 
arrangements, also known as signal objects). The character segmentation is normally 
used to locate objects and limits (lines, curves, etc.) The signal will therefore analyze, 
becoming easier. We use different signal segmentation algorithms to divide and group 
a particular set of pixels together from the signal. Actually, we point to pixels to pixels, 
and pixels with the same label fall under a category where it has any or the other 
thing in them. The concept of partition, separation, collected and then the labeling 
and then the use of this information to train several ML models, in fact, numerous 
business problems have been undergone. From the topographic analogy, the idea of 
watershed is derived. For calculating the watersheds, the first algorithm is in the field 
of surveying. In grayscale segmentation problems, watershed segmentation is used. 
Feature outlines cannot be produced by the basin transform applied signal. Rather, 
the signal is divided into the associated areas by using intensity gradient and treats 
that signal, where the altitude is denoted by intensity of pixel. After completion, the 
signal basin is defined by the resulting dam network. 

3.5 GLCM Feature Extraction 

There are many methods for feature extraction. GLCM is one of those methods. Here 
for feature extraction, GLCM technique is used. Based on the signal histogram, the
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texture filter function provides the statistical view of texture. The useful information 
about the texture of a signal is provided by the functions but it cannot provide any 
information about its shape. Some of the features; mean, standard deviation, variance, 
contrast, and correlation are mathematically depicted in the Eqs. (1–5). 

Mean(μi ) =
∑N−1 

i, j=0 
i
(
Pi, j

)
, μ  j =

∑N−1 

i, j=0 
j (Pi, j ) (1)

(2)

(3)

(4)

(5)

Standard deviation(σi ) =
√

σ 2 i , σ  j = 
√

σ 2 j 

V araince(σ 2 i ) =
∑N−1 

i, j=0 
Pi, j (i − μi )

2 , σ  2 j =
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Pi, j ( j − μ j )2 

Contrast  =
∑N−1 

i, j=0 
Pi, j (i − j )2 

Correlation  =
∑N−1 

i, j=0 
Pi, j

[
(i − μi )( j − μ j )√

(σ 2 i )(σ 2 j )

]

3.6 Classification 

The intention of the classification process is to categorize all pixels in a digital signal 
in one of the different types of terrestrial coverage or “topics”. These categorized 
data can be used to make thematic cards of the ground cover available in a signal. 
Character Classification is a complex method based on different components. Here 
are some of the strategies presented, additional questions and possibilities of signal 
orders. The main focus is in avant-garde classification methods used to improve the 
accuracy of characterization. The Probabilistic Neural Network (PNN) is a neuronal 
neural network. For the classification and pattern recognition problems, PNN is 
most commonly used. The higher level probability distribution function (PDF) of 
each class approaches a packet window and a non-parametric function in the PNN 
algorithm. The assistance of new input data is estimated using a PDF of each class 
and the rule is used to assign the class with the highest backup probability for the 
new input data. This method minimizes the probability of errors in the classification. 

4 Result and Discussion 

The discussed ECG classification method in this paper is implemented in MATLAB 
to analyze ECG signals. The experiments for the proposed methodology are carried 
out and validated using the MIT-BIH dataset. The expected performance for the
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sample ECG signals at each subsequent stages of the proposed methodology is exhib-
ited for detailed analysis. To eliminate all these noises, orientation- specific encoding 
schemes like adaptive median filter is used for analyzing the texture features of ECG 
signal. Analogous to input signal, the output of filter is more precise and accurate. 
The input and pre-processed signals are represented in Figs. 2 and 3. 

For further processing with minimum data redundancy and to constraint the dataset 
integration, the filtered output is normalized. The signal ECG is considered as projec-
tion of the heart’s electrical vector on the corresponding lead vector as a time function 
(amplified by the absolute magnitude of the lead vectors). It is depicted in Fig. 4. 

Generally, the coefficients are dispersed based on the bandwidth. The energies 
in the ECG signal is gathered together using watershed so as to represent the most

Fig. 2 Input ECG signals 

Fig. 3 Adaptive median filter output 

Fig. 4 ECG absolute value results
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Fig. 5 Output of watershed approach 

Fig. 6 Segmented Output 

important coefficient at the low frequency. The features that are extracted using the 
watershed approach indicates the time-recurrence attributes of the ECG signal and 
are unsymmetrical in nature. Also the peak values in QRS polarity and the unexpected 
variations in QRS amplitude are detected. It is depicted in Figs. 5 and 6.

The advantage of fixing the length of each heart occasion is to find the R-top 
precisely compared with the P and T waves since they have low magnitude and 
are sensitive to the commotion. These unbalanced time–recurrence coefficients are 
needed to be processed for the ECG signal so as to represent their morphological 
qualities, which are used for further examination. The moving average filter is dedi-
cated to removing high frequency noises from the ECG signal by computing the 
running mean on the predetermined window length. This is a moderately straightfor-
ward estimation which will smoothen both the signal and its anomalies. The R-top 
in the ECG sign is smoothed to around 33% of its unique height. The low frequency 
contents of the ECG signal are represented in the Fig. 7. 

The R top in the QRS interim is the most significant component for examining the 
ECG signal. R top discovery in ECG is a strategy that is generally used to analyze 
heart anomalies and gauge pulse fluctuation. It is natural that the magnitudes of 
genuine R tops are more than those for bogus pinnacles. The QRS detection ensures 
the efficient extraction of beat intervals and the abnormalities in the heart function.
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Fig. 7 Feature extraction output 

The improvements in the QRS sections are executed by the proposed technique to 
eliminate the pattern meandering, which is depicted in Figs. 8 and 9. 

The RR-interim is resolved to extract the dynamic qualities of the ECG signal. The 
4 RR attributes that are discussed in this paper are pre-RR, post-RR, neighborhood 
RR, and mean RR interim. The interim between a past R-top and the present R-top 
is processed to find the pre-RR attribute, while the interim between a specific R-top 
and the successive R-top is estimated to find the post-RR highlight. By using the

Fig. 8 R peak detection using the proposed system 

Fig. 9 Detection of QRS using the proposed system
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Fig. 10 Identification of R-R interval 

Table 1 Comparative analysis 

Methods Accuracy (%) Sensitivity (%) 

SVM [12] 92 86 

CNN [13] 90 92 

PNN 98.5 98.3 

results of all the processes and the final image obtained from the PNN classifier, the 
output indicating the results of ECG is obtained. The RR interval is stated in Fig. 10.

The performance of the PNN is compared with the existing classifiers such as 
CNN [13] and SVM [12]. After completing a number of test samples, this method 
shows greater performance with a highest accuracy of 98.5%. The reliability of 
this method is consistently high. The true positive value of the ECG classification 
is indicated by the sensitivity of this method. The sensitivity performance of this 
method is more than the existing method with a highest value of 98.3% whereas 
the maximum sensitivity of CNN and SVM lies at 92% and 86%. The comparative 
analysis is given in Table 1. 

5 Conclusion 

The diagnosis of myocardial infarction at the earlier stage is important to reduce 
mortality rate in our country. For diagnosing the several types of heart attacks, many 
researchers have focused on 12 lead ECG. As always, multiple lead ECG devices 
are available, it will be incorporated only in hospitals and clinics. In recent years, 
for prevention and monitoring of myocardial infarction the prevalence of portable 
ECG test equipment plays an important role. This document suggested a model for 
the classification of myocardial infarction ECG, based on PNN. The structure of 
the network had deep structural features that could acquire the spatial and temporal 
properties of ECG signals. Therefore, it is an effective method for the automatic 
classification of myocardial infarction ECG.
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Novel Single CDDITA Based Resistively 
Tunable All-Pass Filter Configuration 
with Grounded Passive Elements 

Priyanka Joshi, Kapil Bhardwaj, and Mayank Srivastava 

Abstract The design and analysis of a new voltage-mode all pass filter developed 
using CDDITA (Current Differencing Differential Input Trans conductance Ampli-
fier) along with two grounded resistances and one grounded capacitor has been 
depicted in this paper. As the detailed literature survey has revealed, proposed all 
pass filter (APF) configuration is the most compact filter design as compared to any 
CDDITA based APF presented so far. The proposed configuration has the advan-
tages as; employment of all passive grounded elements, availability of gain control 
through grounded resistance, low input impedance and high output impedance. For 
the evaluation of simulation results of the developed configuration the passive compo-
nent is taken as: R1 = R2 = 1K�, C1 = 0.1 nF  with supply voltages ±3 V DC  
and bias current values Ibias = 20 μA. The operability of the circuit has been vali-
dated through simulation performed using PSPICE OrCAD 9.1 Version using TSMC 
technology parameters. 

Keywords All pass filter · CDDITA · Resistance control · Voltage-mode all-pass 
filter 

1 Introduction 

The APFs are the prime circuits in analog signal processing field, and generally find 
its application in phase equalization as well as for introducing a frequency dependent 
delay with input signal amplitude kept constant over desired range of frequencies. In 
many other filters the applied input signal’s magnitude changes for some frequency 
value but in APF the magnitude remains the same throughout the range of frequencies. 
The conventional passive APF has the disadvantages such as source loading occurs; 
circuit is large in size due to the large value of resistor and capacitor used in the 
filtering circuit; due to the use of inductor the circuit becomes bulky; the circuit
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is even tuned for a fixed frequency, etc. To overcome all these drawbacks active 
realization of the filtering circuit is performed. 

First order Voltage Mode-APFs (VM-APFs) using Active building block has been 
proposed earlier in many works. However, most of the circuits suffer from several 
disadvantages among which use of floating capacitance is found to be inevitable. 
The encouragement behind this paper is to configure CDDITA based first-order VM
-APF having minimum active and passive components with the feature of tunability. 
The CDDITA has been used in several analog signal generation/processing circuits 
as a building block for circuit realization [1–8]. 

2 Related Work 

Previously different ABBs have been used in the design of Voltage mode and current 
mode APFs such as given in [9–37]. In these filters, the configurations reported in 
[9, 26–37] realize CM-APFs and others are voltage mode APFs [10–25]. On closely 
investigating these previously proposed VM-APF circuit configurations [10–25], it 
is found the circuits suffered with several disadvantages as follows: (1). In many 
work there was more than one active element used in the circuit realization. (2). 
More than one passive elements used in the circuit. (3). Floating capacitors are used 
in the circuits. (4). Many circuits are not resistor tunable. 

The proposed configuration uses minimal number of components: one ABB, one 
grounded capacitor and two grounded resistors. The modified CDDITA called as 
the Z-copy CDDITA (ZC-CDDITA) is used in the proposed work. The current 
obtained from zc (Z-copy) terminal is of the same magnitude as z terminal with 
current output in reverse direction. Following advantages are obtained from the new 
proposed VM-APF configuration: (1). Grounded capacitor used in the circuit makes 
it apt for monolithic integration because the use of grounded capacitor configuration 
can recompense the stray capacitance at the nodes it’s connected. (2). Cascading of 
the circuit with low input and high output impedance becomes convenient for higher 
order filter synthesis. (3). At pole frequency good active and passive sensitivity can 
be found. 

3 Proposed Work 

3.1 CDDITA Circuit Idea 

The CDDITA first reported in [38], is a popular active building block used in 
numerous circuits. In Fig. 1 CDDITA block diagram depicted and Fig. 2 depicts the 
behavioral model of CDDITA depicts it consist of current differencing unit (CDU) 
following this is a trans conductance amplifier. Ideally, the CDDITA offers single
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Fig. 1 Behavioral model of an ideal CDDITA 

Fig. 2 a Symbolic depiction of ZC-CDDITA b Transistor implementation of ZC-CDDITA

positive z output obtained from the first trans conductance stage. In this work, we 
have also extracted the Z—port of the CDDITA to achieve the negative Z current 
output. Figure 3 depicts the CMOS implementation of the ZC-CDDITA. It has input 
ports P and N , X+ and X—are output ports, Z and Zc are the auxiliary ports and V 
is buffered port. In CDDITA except P and N all the other ports are high impedance
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Fig. 3 All pass filter configuration 

port. The voltage-current relationship between all the ports of CDDITA is given 
Eq. (1) to (4):

Vp = Vn = 0 (1)  

Iz =
(
Ip − In

)
(2)

(3)

(4)

Ix+ = gm(Vz − Vv) 

Ix− = −gm(Vz − Vv) 

3.2 Proposed CDDITA All-Pass Filter 

The designed first order VM-APF configuration is depicted in Fig. 3. 

V Out  (s) 
V in(S) 

= 1 
2

(
sC1 − gm 

sC1 + gm

)
(5)

Where, 

1 

R1 
= 1 

R2 
= gm (6)

It can be clearly depicted from Eqs. (5) and (6) that the voltage gain of circuit 
implemented in Fig. 3 is unity. 

The phase response and the pole frequency obtained from Eqs. (7) and (8) are as  
follows,
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∠ 
VOut  (s) 
Vin(S) 

= �
(
ωp

) = π − 2tan−1

(
ωC1 

gm

)
(7)

(8)ωo =
(
gm 
C1

)

Here, ωo is the angular frequency. The angular pole frequency can be electronically 
tuned through trans conductance gm . 

3.3 Non-Ideal Analysis of Proposed Configuration 

In non-ideal condition the voltage-current relationship of CDDITA is defined by the 
following Eqs. (9) to (13): 

Iz =
(
αp I p − αn In

)
(9)

(10)

(11)

Ix+ = β+gm(Vz − Vv) 

Ix− = β−gm(Vz − Vv) 

Here αp, αn are the current transfer error to z terminal from p and n terminals 
respectively and β+, β− are the trans conductance error gain in z and zc terminals 
respectively. On considering the above non-ideal condition, the transfer function of 
VM-APF depicted in Fig. 4 is shown below; 

Fig. 4 Magnitude (Gain) vs. frequency plot of proposed APF configuration along with the 
comparison shown with conventional RLC APF filter response
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VOut  (s) 
Vin(S) 

=
(
sR1 + gm − gm

(
αpβ+ + αnβ−

)

(sR1C1 + gm)
(
αpβ+ + αnβ−

)

)

(12)

(13)∠ 
VOut  (s) 
Vin(S) 

= π − tan−1

(
ωC1 

gm
(
αpβ+ + αnβ−

)

)

− tan−1

(
ωC1 

gm

)

It’s obvious from Eqs. (12) and (13), the gain and even the phase of the VM-APF 
is affected by the current transfer error as well as by the trans conductance error 
gain and thus a good CDDITA design should be contemplated to reduce the effect 
of non-ideal parameters. The sensitivity of angular zero frequency (obtained using 
Eq. 13) to the non-ideality factors and externally connected elements are shown in 
Eq. (14): 

Sωz 
αn,αp,β+,β− = 0, Sωz 

gm = 0, Sωz 

C1 
= 0 (14)  

Similarly, the sensitivity of angular pole frequency to the non-ideality factors 
along with externally connected elements are shown in Eq. (15): 

S 
ωp 
gm = 1, S ωp 

C1 
= −1, S ωp 

αp,β+ =
αpβ+ 

2(αpβ+ + αnβ− − 1) , 

S 
ωp 
αp,β+ =

αnβ− 
2
(
αpβ+ + αnβ− − 1) (15)

4 Results and Discussion 

The reported circuit has been verified by simulating CMOS implementation of 
CDDITA using PSPICE OrCAD 9.1 Version (180 μm Technology) (Fig. 3). And 
the transistor model parameters have been taken as PR100 N(PNP (IS = 73.5E−18, 
BF = 110, VAF = 51.8, IKF = 2.359E−3, ISE = 25.1E−16, NE = 1.650, BR = 
0.4745, VAR = 9.96, IKR = 6.478E−3, RE = 3, RB = 327, RBM = 24.55, RC 
= 50, CJE = 0.18E−12, VJE = 0.5, MJE = 0.28, CJC = 0.164E−12, VJC = 0.8, 
MJC = 0.4, XCJC = 0.037, CJS = 1.03E−12, VJS = 0.55, MJS = 0.35, FC = 0.5, 
TF = 0.610E−9, TR = 0.610E−8, EG = 1.206, XTB = 1.866, XT1 = 1.7)) and 
NR100 N(NPN (IS = 121E−18, BF = 137.5, VAF = 159.4, IKF = 6.974E−3, ISE 
= 36E−16, NE = 1.713, BR = 0.7258, VAR = 10.73, IKR = 2.198E−3, RE = 1, 
RB = 524.6, RBM = 25, RC = 50, CJE = 0.214E−12, VJE = 0.5, MJE = 0.28, 
CJC = 0.983E13, VJC = 0.5, MJC = 0.3, XCJC = 0.034, CJS = 0.913E−12, VJS
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= 0.64, MJS = 0.4, FC = 0.5, TF = 0.425E−8, TR = 0.5E−8, EG = 1.206, XTB 
= 1.538, XT1 = 2)). 

Comparison of Configured VM-APF with Previously Reported Works 
The Table 1 depicts a detailed comparison of some popular all pass filters reported 
previously considering different design aspects. 

For the evaluation of simulation results of the developed configuration reported 
in Fig. 3 the passive component is taken as: R1 = R2 = 1K�, C1 = 0.1 nF  with 
supply voltages ±3 V DC and bias current values Ibias = 20 μA. 

The simulation result of magnitude of the gain has been depicted in Fig. 4, showing 
the comparative analysis of the conventional passive APF with the proposed one. The 
parameter R = 2.5 k� and C = 0.85 nF has been chosen to get the desired result of 
the passive APF configuration. Also, the Bandwidth of the proposed configuration is 
approx. 107 Hz which is greater than the circuit reported in previous literature [10, 21– 
23] and the configuration is linear throughout the range. The proposed configuration 
is Resistor tunable which is not available in the configuration reported in [10, 21–24]. 
And coming to performance comparison, it is important to discuss that for different

Table 1 Comparative analysis of VM-APFs given in [10–25] using different active building blocks 

Ref. no Active elements used Passive elements used Demonstration of electronic 
tunabilityCapacitor Resistor 

[10] 1-LTI228 2-F* 1-F No 

[11] 1-DOCCTA 2-G** 1C-F No 

[12] 1-DDCC 3(2-G,1-F) 1-G Yes 

[13] CDBA 2-G 1-F Yes 

[14] CDBA 2-F 2(1-F,1-G) Yes 

[15] 1-UVC 2-G 1-F Yes 

[16] 1-CCII 1-G 1-F Yes 

[17] 1-CCII 2-G 1-F Yes 

[18] 1-CCII 4(3-F, 1-G) 1-G Yes 

[19] 2-CCII 2-G 2-G Yes 

[20] 1-CCII 2-F 1-F No 

[21] 1-FTFN 4(1-G, 3-F) 4(1-G,3-F) No 

[22] 1-FOC – 1-G No 

[23] 2-CDBA 4(3-G, 1-F) 2(1-G,1-F) No 

[24] 1-MO-ICCII 
1 MO-CCII 

1-G 1-G No 

[10] 2-LT1228 2-F 2(1-G, 1-F) No 

[25] 1-CDDITA 2-F 1-F Yes 

Proposed 1-CDDITA 2-G 1-G Yes 

* F—Floating, ** G—Grounded
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parameter values, the gain, bandwidth and other quantities of the active filter vary 
and therefore, two active filter performance cannot be compared directly.

The phase response of gain vs. frequency is depicted in Fig. 5, confirming that 
the proposed configuration is a VM-APF. 

The variation in the realized value of gain on selecting different values of capac-
itance C1 (keeping R1 = R2 = 1K� and bias current Ibias = 20 μA) are shown 
in Fig. 6. On increasing the value of capacitor C1 the all pass filter magnitude vs. 
frequency curve shifts downwards. 

Additionally, the resistor tuning of realized all pass filter through grounded resis-
tance R1 (keeping R2 = 1K�, C1 = 0.1 nF  and Ibias = 20 μA) is depicted in Fig. 7. 
On increasing the resistance R1 value, the magnitude of the VM-APF flatten for the 
relatively lower frequency range as well showing APF characteristics for a wider 
range of frequency. Thus the plot depicts the resistor tuning of the circuit can be 
obtained through grounded resistor R1. 

Fig. 5 Phase vs. Frequency plot of proposed APF configuration 

Fig. 6 Effect of capacitance (C1) variation on the Magnitude versus frequency plot
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Fig. 7 Tunable Magnitude response through resistance R1 

5 Conclusion 

The first order active VM-APF configuration is reported, having only single CDDITA 
accompanying three grounded passive components (two-resistor and one-capacitor). 
The advantages of this proposed circuit are; all the passive elements employed in 
the circuit are grounded, low input impedance and high output impedance and also 
the configuration is electronically/resistor tunable. For the verification task, PSPICE 
simulations have been used and generated results validate the working of the proposed 
APF. 
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Optimization Control Techniques 
for the Aircraft Yaw Control Lateral 
Dynamics 

A. C. Pavithra and N. V. Archana 

Abstract Presently, advanced control theory plays a major role in the aircraft system 
for the control of Yaw, Roll and Pitch angles, which was very much necessary for 
the stabilization of aircraft system. Following the works of control system commu-
nity for aircraft applications this paper concentrates on the control of Yaw angle 
by designing various optimal Linear Quadratic Regulator (LQR) controllers using 
standard existing tools. The optimal controllers are designed for the aircraft lateral 
Yaw dynamics and the performance of each optimal LQR feedback controllers are 
tested and validated using MATLAB/SIMULINK environment and the results are 
compared with different system conditions to select the best optimal LQR feedback 
controllers in future aircraft control system. 

Keywords LQR · Optimal · Yaw control · Multi stage · Genetic algorithm 

1 Introduction 

The modern aircraft system requires advanced automatic control to monitor the 
aircraft subsystems, particularly for the application of military and civil aviation. The 
architecture, operations and capacity etc. of aircraft systems are rapidly changing day 
to day in the present scenario. Advanced aircraft has various control structures, among 
them primary and mandatory flight controls are pitch, roll and yaw control which 
are basically exist in deflection of elevators, ailerons and rudder or combinations 
of them. The present paper concentrates on the control system design and stability
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analysis of yaw control (rotation around the vertical axis) with rudder control input 
by implementing the four different optimization techniques for the lateral dynamics 
of aircraft system and the results are compared with respect to peak overshoots and 
settling time. 

1.1 Related Works 

A brief literature survey on the control of aircraft system, which will give strong 
foundation on the existing control techniques for the control and stability analysis is 
as follows: 

The authors in [1] proposed an optimal control algorithm which reduces the error 
compared to reference value for the yaw angle control in subway systems consid-
ering curved road driving. The novel control allocation method was developed in [2] 
with two optimization objectives, where the results obtained are negligible differ-
ences with respect to aerodynamic efficiency. Generalized Dynamic Inversion (GDI) 
control technique [3] for the linear state dynamic equations of yaw and roll axes 
control and its effectiveness is verified through numerical simulations. The authors 
in [4] scrutinized the aerodynamic change of adding a yaw-wise rotational degree 
of freedom to a single slotted flap of airplane via computational fluid dynamic anal-
yses and the outcome reveals that a suitable gap has to be matched for ameliorate 
the lift further. The concurrent approach for the state variables associated in lateral 
dynamics such as yaw rate and slide slip angle were proposed by the authors in [5] 
and the simulation results show that the proposed controller yields tire-road friction 
adaptation with all the considered feedback controllers. 

The authors in [6] designed an optimal control model for the reduction in noise 
and successfully applied for the two aircraft system and the results show the reduc-
tion of noise at reception points. In [7], analyzed the control navigation strategy of 
small Unmanned Aerial Vehicle (UAV) flight control system using time domain time 
constant specifications ζ & Wn. The simulation results of the proposed method rela-
tively low cost and easy operation which was suitable for static stability. The authors 
in [8] proposed pole placement technique control based on LQR for the linearized 
aircraft model. The simulation results of the proposed control techniques show that 
it will be suitable for small aircraft system. 

Addresses the Elevators and Ailerons of two control surfaces in [9] namely Eleva-
tors and Ailerons for controlling longitudinal and roll control movement. The control 
surfaces were modeled and implemented with different intelligent controllers such 
as optimization techniques Genetic Algorithm & Particle Swarm Optimization. The 
simulation results performance of the proposed control techniques was evaluated 
based on time response specification of controllers. In [10] developed the model 
of an aircraft roll control system which will be useful for control strategy to an 
actual aircraft system was designed for Matlab/Simulink environment. The state and 
output equations with time domain methods for the automatic flight control system
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was proposed by authors in [11] with flight control system considering reference 
aircraft CHARLIE under different flight conditions. 

2 Modelling of Yaw Control System 

Presently, aircraft system has two types of dynamical equations; one is lateral and 
other is longitudinal where both represents the dynamics of aircraft with respect 
to lateral and longitudinal axis respectively. The state variables yaw, roll and slide 
slip motions comes under the first category of lateral dynamics [12]. Where, the 
longitudinal dynamics includes the pitch motions. The current section explains the 
modeling of Yaw control system. Figure 1, represents the control surfaces of aircraft 
and the forces, moments and velocity components respectively. 

The Lateral equations of the aircraft system in state space form is as follows: 

ẋ = Ax + Bu x = 

⎡ 

⎢⎢⎣ 

Δβ 
ΔP 
Δr 
Δθ 

⎤ 

⎥⎥⎦ u =
[

Δδa 

Δδa

]

where, δa, δr: aileron & rudder deflection; β, Θ : sideslip & roll angle; P, r: roll & 
yaw rate. 

For, the current research, rudder deflection δr is considered as control input. The 
numerical values [12] for the state space matrices is as follows: 

A = 

⎡ 

⎢⎢⎣ 

−0.254 0 −1 0.183 
−15.969 −8.395 2.19 0 
4.549 −0.349 −0.76 0 
0 1 0 0  

⎤ 

⎥⎥⎦[Bδr] = 

⎡ 

⎢⎢⎣ 

0 
23.09 

−4.613 
0 

⎤ 

⎥⎥⎦ 

Fig. 1 Aircraft motions: yaw, roll, pitch and definitions of force, moments and velocity components 
in a body fixed frame
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3 Optimization Control Techniques 

In this work the optimal Linear Quadratic Regulator (LQR) controller is implemented 
for the aircraft Yaw control. Since, LQR will guarantee stability and also compromise 
between output performance and control cost. The proposed LQR is tuned for the 
weighting matrices Q & R by applying four optimization algorithms such as (i) 
Multistage (ii) Genetic Algorithm (GA) (iii) Particle Swarm Optimization (PSO) 
and (iv) Artificial Bee Colony (ABC). 

The proposed four optimal LQR tuning algorithms are applied for the aircraft 
Yaw control system with three flight conditions as shown in Figs. 2 and 3. Figure 2, 
indicates the flight Yaw control system with initial conditions and the step input as 
reference input and Fig. 3, shows the flight condition with considering both initial 
conditions as well as reference input. For the sake of completeness, the proposed 
LQR tuning algorithms are explained in detail: 

3.1 Multistage LQR Algorithm (MS-LQR) 

This algorithm was proposed by (R.K. Pandey in 2010) and successfully implemented 
it for the UPFC based FACTS controllers. The design procedure of this algorithm 
(currently four stages are considered) is as follows [14]: 

1. 1st stage: The weighting matrices Q & R for the initial stage to be considered 
as Bryson rule

Fig. 2 Aircraft system with initial conditions and reference inputs
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Fig. 3 Aircraft system with initial conditions and reference input

Q = 

⎡ 

⎢⎢⎣ 

1 0 0 0  
0 1  0 0  
0 0 1 0  
0 0 0 1  

⎤ 

⎥⎥⎦R = [1][K1, S, E] = lqr(A, B, Q, R) 

K1 = [0.2096 0.6711 −0.6348 1.1047]. 
2. 2nd stage: Choose Q1 & R matrices as 

Q1 = 

⎡ 

⎢⎢⎣ 

10  0 0 0  
0 1  0  0  
0 0  1  0  
0 0  0  1  

⎤ 

⎥⎥⎦R = [1] Select, A1 = A − (B ∗ K1) 

[K2, S, E] = lqr (A1, B, Q1,  R)  K2  = [1.6287 0.3023 − 0.6765 0.4759]. 
3. 3rd stage: Choose Q2 & R matrices as 

Q2 = 

⎡ 

⎢⎢⎣ 

100 0 0 0 
0 1  0  0  
0 0  1  0  
0 0  0  1  

⎤ 

⎥⎥⎦R = [1] Select, A2 = A1 − (B ∗ K2)
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[K3, S, E] = lqr(A2, B, Q1, R) K3 = [6.4593 0.1077 − 1.4258 0.3498]. 
4. 4th stage: Choose Q3 & R matrices as 

Q3 = 

⎡ 

⎢⎢⎣ 

1000 0 0 0 
0 1  0  0  
0 0  1  0  
0 0  0  1  

⎤ 

⎥⎥⎦R = [1] Select, A3 = A2 − (B ∗ K3) 

[K4, S, E] = lqr(A3,B,Q1,  R1)K4= [
22.0275 −0.1000 −2.6207 0.1862

]
.

3.2 Genetic Algorithm (GA-LQR) 

Genetic Algorithm (GA) is one of the optimization techniques which will be useful 
to find optimal or near-optimal solutions for the optimization problems using the 
principles of Genetics and Natural Selection. Five phases are considered in a Genetic 
Algorithm. 

(i) Initial Population; (ii) Fitness Function; (iii) Selection; (iv) Crossover and (v) 
Mutation. 

The Fitness function for the current paper is defined as follows [15]: 

F = S.tt. trmax + S.ts.tsmax + S.O.Mo 

where, 
F = Fitness Function; tr = Rise Time; trmax = Maximum Rise Time; ts = Settling 

Time; tsmax = Maximum Settling Time; O = Overshoot; Mo = Maximum Overshoot. 
Table 1, shows the control criterions of the GA optimization algorithm chosen for 

the current research [15]. 
The weighting matrices Q and R obtained for the GA-LQR controller are: 

Q = 

⎡ 

⎢⎢⎣ 

2.766661 0 0 0 
0 0.010324 0 0 
0 0 2.5977 0 
0 0 0 157.767 

⎤ 

⎥⎥⎦R = [ 0.00195375] 

The optimal feedback gain matrix KGA is 

Table 1 Criterion numerical 
values of the GA method 

GA criterion Numerical value/approach 

Population size 20 

Max no. of generations 100 

Selection method Normalized geometric
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K4 = [
18.9878 8.0624 −3.5734 282.2613

]

3.3 Particle Swarm Optimization (PSO-LQR) 

This optimization rule was proposed by Eberhart and Kennedy in 1995. The fitness 
function proposed for the current paper is as follows [15]: 

F = ωmax(1 − e−1(M0+ess) + ωmine−(ts−tr) ) 

where, ω = weighting function and ess = steady state error. 
The tuning criterion values for the PSO algorithm in MATLAB environment is as 

in [15]. The weighting matrices Q and R obtained for the PSO-LQR controller are: 

Q = 

⎡ 

⎢⎢⎣ 

4.31164 0 0 0 
0 0.0117533 0 0 
0 0 1.62006 0 
0 0 0 187.453 

⎤ 

⎥⎥⎦R = [ 0.0011896] 

The optimal feedback gain matrix KPSO is 

KPSO =
[
23.6153 9.1774 −2.0721 396.3961

]

3.4 Artificial Bee Colony (ABC-LQR) 

The Artificial Bee Colony (ABC) algorithm was introduced by Karaboga in 2005 for 
optimizing numerical problems. The weighting matrices vector Q and R obtained 
for the ABC-LQR controller are [15]: 

Q = 

⎡ 

⎢⎢⎣ 

3.64177 0 0 0 
0 0.000800173 0 0 
0 0 1.63733 0 
0 0 0 135.344 

⎤ 

⎥⎥⎦R = [ 0.000149047]
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4 Simulation Results 

The aircraft yaw control system is simulated using the proposed optimal LQR 
controllers under three cases in MATLAB/SIMULINK environment as shown in 
Table 3 and the results are compared. The deviation in Yaw rate (Δr) responses for 
the case (i), cas (ii) & case (iii) with the legends MS-LQR, GA-LQR, PSO-LQR & 
ABC-LQR are shown in Figs. 4 and 5 followed by comparison of settling time and 
peak overshoots from Tables 3 and 4 (Table 2). 

Fig. 4 Yaw rate deviation for case (i) and case (ii) 

Fig. 5 Yaw rate deviation for case (iii) 

Table 2 Aircraft yaw control MATLAB simulations 

Case System operating LQR controllers applied 

(i) Initial conditions Multi-stage, GA, PSO & ABC 

(ii) Step input Multi-stage, GA, PSO & ABC 

(iii) Initial conditions and step input Multi-stage, GA, PSO & ABC
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Table 3 Comparison of peak overshoots (MP) and settling time (TS) for proposed control methods 

Case (i) (ii) (iii) 
MS-LQR 1s Above 5s Above 20s 
GA-LQR Above 10s 3.5s 15s 
PSO-LQR Above 10s 3.55s 15s 
ABC-LQR Above 10s 3s 15s 

Case (i) (ii) (iii) 
MS-LQR -0.25 -0.24 -0.25 
GA-LQR -0.38 -0.018 -038 
PSO-LQR -0.4 -0.017 -0.4 
ABC-LQR -0.35 -0.008 -0.35 

Table 4 Comparison of peak overshoots (MP) and settling time (TS) for best proposed control 
method with other control techniques 

Case (i) (ii) 
Proposed MS-LQR 1s -
Proposed GA-LQR - 3.5s 

GDI by [3] Above 5s -
Bryson-LQR by [12] - 4s 

Case (i) (ii) 
Proposed MS-LQR -0.25 -0.25 

GDI by [3] -0.3 -
Bryson-LQR by [12] - 1.1 

5 Discussion 

The depicted Figs. 4 and 5 and Tables 3 and 4 indicates the comparison of all the four 
proposed optimal LQR Controllers (MS-LQR, GA-LQR, PSO-LQR & ABC-LQR) 
for three operating cases of the system. Case (i) results, reveals that the Multistage-
LQR provides better performance with respect to peak overshoots & settling time 
compared to other LQR tuning controllers and Case (ii) represents for the system 
operating with reference input the ABC-LQR controller has good effectiveness both 
in peak overshoots as well as settling time in damping compared to other optimal 
LQR controllers. Finally, Case (iii) the system operating with initial conditions as 
well as reference input represents again the proposed MS-LQR optimal controller 
provides better peak overshoots but settling time is quite higher compared to other 
optimal LQR Controllers. Finally, the overall results reveal that for different operating 
cases of aircraft, if the multi-stage LQR is tuned with further stages by selecting 
appropriate weighting matrices Q & R results in improved performance compared 
to other optimization techniques shown in the current research.
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6 Conclusion 

In the present paper, an aircraft Yaw control system was developed using optimal 
LQR control technique. The designed controller is validated by simulating using 
MATLAB/SIMULINK platform under three cases (i) Initial Conditions, (ii) Refer-
ence (Step) Input and (iii) Both Initial Conditions and Reference Input to validate 
and compare the behavior of the proposed control system. In the current paper, the 
LQR controller was tuned using MS-LQR, GA-LQR, PSO-LQR & ABC-LQR Algo-
rithms. The simulation results conclude that for the case (i) & case (iii) MA-LQR 
provides better performance with respect to peak overshoots and settling time and 
for the case (ii) ABC-LQR has more effectiveness in damping compared to other 
optimization controls. 

In the future, further the current research is carried out by implementing Linear 
Switched Control System to switch between two optimized feedback controllers to 
utilize the good properties of both sub systems and to obtain a new property which 
is not present in any of the sub system. 
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Based on Taylor Hybrid BAT Algorithm 
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Abstract The aim of image compression is to minimize the redundancy of the image 
data in order to process or transfer the images quickly. It also decreases the file size 
and allows small space for additional files to be stored. In lossy wavelet based image 
compression, it is not possible to fully recover the input image, since the quantization 
error effect is greater. But it can be minimized by using an optimized filter bank. The 
regular wavelet filter coefficients and its inverse filter were optimized in this proposed 
novel Taylor hybrid bat Algorithm. The optimized wavelet filters are utilized by 
SPIHT encoder/decoder for picture compression. Performance metrics such as Peak 
Signal-to-Noise Ratio (PSNR) and Structural Similarity Index Measures (SSIM) are 
utilized in image restoration during the decompression process for performance of 
optimized filters. The obtained results show that by restricting the errors between the 
input and the decompressed image, the proposed filters beat the traditional wavelet 
filters. 
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1 Introduction 

Several applications that need large data collection, upload and retrieval, such as 
record creations, multi-media, video conferencing and image processing in medical 
field, image compression is very important. For storage and transmission uncom-
pressed images need substantial storage space and bandwidth. Lossless or lossy 
may be the compression of image. The compressed image can be used for lossless 
compression algorithm to restore to the accurate duplicate of the original i/p image 
and nothing of the detail is missing while the process of compression [1]. The real 
i/p image from the squeezed data cannot be perfectly reproduced by lossy compres-
sion. The truth is that much of the detail in the photo has been deleted without 
altering the images look significantly. Although lossless compression is efficient for 
precise recovery, adequate compression rates are typically not given to allow image 
compression advantageous. 

Due to its potential to reduce redundant data, the research has been focused on 
discrete wavelet transform, a conventional technique for lossy image compression 
in real time implementations and applications [2–4]. A transform utilizing any bulk 
of filter using wavelet, quantization and based on encoding with normal encoders 
requires DWT based image compression. As with decompression, based on decoder, 
de-quantization and converse transform, the compressed data is decoded. For some 
fair kind of wavelet filter bank, the transformation/inverse transform should be 
feasible. The method for quantization is nothing more than a procedure for thresh-
olding [5, 6]. Inaccuracies will arise in picture data due to this quantization process 
and it is impossible to restore the explicit picture after decompression. In this article, 
a novel and heavily trained image compression approach based on the Taylor hybrid 
Bat algorithm is proposed for optimized discrete two dimensional wavelet transfor-
mation, leads to improve the quality than traditional image compression techniques 
based wavelet. In order to conclude how correctly the image will be reproduced with 
respect to the mentioned input image, formal performance parameters such as PSNR 
and SSIM, have been calculated. 

2 Related Works 

Moore et al. [7] and Peterson [8] concluded that it would reduce this calculation error 
by optimizing the filter bank with Meta heuristic algorithms Ravi et al. [9]. In order 
to mitigate the consequences of the quantization inaccuracy, further investigation 
work will be carried out in this field in some articles. On the other hand, the effects 
of a vast range of research input and calculations of image worth in each of these 
works have not been completely tested. Problems with moving salespeople, planning 
and preparation problems, benefit optimization, etc. are Optimization algorithms [11] 
which are extremely effective algorithms aimed at seeking solutions to very complex 
optimization problems. Environment-stimulated heuristic algorithms are a series of
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novel methods and techniques derived from natural phenomena to solve problems. 
Wavelets [10], Genetic Algorithm [13], PSO [14], Ant colony [15], bat algorithm 
[12], etc. are frequent examples of Environment-stimulated optimization algorithms. 

3 Proposed Methodology 

3.1 Transform Domain Flow in Image Compression 

First, an input image is applied with discrete Fourier transformation, then source 
file is quantized and decoded, then apply with entropy compressing technique. 
Subsequently, encoding processes is performed and inverse quantization technique 
is applied and also inverse discrete Fourier transformed will be performed in order to 
decompress the image. Here also entropy encoding is applied for obtaining qualita-
tive coefficients. Several linear processes of transformation method were developed 
during last decade of years, which consists of discrete Fourier transform (DFT), 
discrete cosine transform (DCT) and discrete wavelet transform (DWT) etc., each 
with its own advantages and hassles. Generally, many to one mapping in quantiza-
tion leads to errors. The key source of failure in compression is quantization error. 
Although quantization is a system of loss of pixels, in the process of compression of 
images, it is highly essential. And the meaningless data of is deleted from the picture 
only because of this degradation function. An encoder based on entropy that may be 
quantized using encoding with minimum loss is the next step. It usually uses a tech-
nique to measure the probability of each value and depending on these probabilities, 
which symbolizes the information in coded type. 

3.2 Image Compression Based on Wavelet Transform 

At advanced compression, coding dependent on wavelets allows significant changes 
to the images accuracy. A variety of powerful and sophisticated wavelet systems 
for image compression have been developed and introduced in recent years. The 
new JPEG 2000 format is having wavelet based compression algorithm, which one 
is the best advantages available. A wavelet-based coder operates by transforming 
input, quantizing the transformation coefficient values and next coding of entropy is 
applied to the quantizer output to remove redundancy. Lack of data is triggered by 
the quantization process; whereby less important parts of the data are deliberately 
rejected. 

Errors Obtained During Quantization. A main stage in image compression is the 
quantization process. It is a process of approximating a continuous set of values 
with a set of values with finite levels in the image data. The input of a quan-
tizer is the transformed coefficients in a wavelet-based lossy image compression,
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also a bunch of discrete finite-level values are output. This method trims down the 
required amount of bits for an image to be processed and reverse process certainly 
not fully possible, i.e. Information missing during the period of quantization will 
not be perfectly restored. Or else during the quantization process, any unnecessary 
information would be discarded. 

BAT Algorithm 

a) To spot distance of an item, Bat used his “echolocation ability”. It also utilizes 
this capacity to distinguish even in the darkness between food, predators, and 
background obstacles. 

b) Bats, spontaneously flies at specific characteristics like height, fixed frequency, 
prey position loudness. 

c) Bats also display level of loudness from wide to low loudness. Using differing 
wavelengths and loudness, bats identify the prey while preserving height, 
location and speed. They will change the wave, frequency and pulse rate emitted. 

Taylor Series. Taylor series in standard Taylor equation is shown as per given below, 

H (t + 1) =−  9.92 e−5 H (t − 8) + 1.38 e−3 H (t − 7) − 0.010 H (t − 6) 
+ 0.055 H (t − 5) − 0.2259 H (t − 4) + 0.6795 H (t − 3) 
− 1.3590 H (t − 2) + 1.3591 H (t − 1) + 0.5 H (t) (1) 

The benefits of Taylor series are in the way in which, the technique is humble 
and effortless to calculate, under the occurrence of the complex functions. Also it 
guarantees the exact inference of the filter coefficients and it reaches union easily. 
The modified Eq. (1) is given  in  Eq. (2). 

H (t) =−  9.92 e−5 H(t − 9) + 1.38 e−3 H (t − 8) − 0.010 H (t − 7) 
+ 0.055 H (t − 6) − 0.2259 H (t − 5) + 0.6795 H (t − 4) 
− 1.3590 H (t − 3) + 1.3591 H(t − 2) + 0.5 H (t − 1) (2) 

Reorganize Eq. (2), which provides Eq. (3). 

H (t − 1) = 2
[
H (t) − 1.3591 H (t − 2) + 1.3590 H (t − 3) − 0.6795 H (t − 4) + 0.2259 H (t − 5) 
−0.055 H (t − 6) + 0.010 H (t − 7) − 1.38 e−3 H (t − 8) + 9.92 e−5 H (t − 9)

]
(3) 

H (t − 1) =
[
2H (t) − 2.7182 H (t − 2) + 2.718 H (t − 3) − 1.359 H (t − 4) + 0.4518 H (t − 5) 
−0.111 H (t − 6) + 0.0208 H (t − 7) − 0.00276 e−3 H (t − 8) + 0.00019 H (t − 9)

]
(4) 

The narrative Taylor coefficients are dig out by substituting the Eq. (4) in projected 
algorithm that is given in Eq. (5). 

H (t, f ) = �HT (t, f ) +
[
2H (t) − 2.7182 H (t − 2) + 2.718 H (t − 3) − 1.359 H (t − 4) + 0.4518 H (t − 5) 
−0.111 H (t − 6) + 0.0208 H (t − 7) − 0.00276 e−3 H(t − 8) + 0.00019 H (t − 9)

]

(5)
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The algorithm commences with the initialization of the Taylor hybrid bats popu-
lation. For each Taylor hybrid bat, a starting position with the first solution is given. 
The pulse rate and loudness are randomly perceived. In all iteration, the Taylor hybrid 
bat moves from restricted to global solutions. When, after leaping, a bat finds a safer 
alternative, the loudness and pulse values are modified. The process continues until 
the final conditions are satisfied. At the end, solution meets the right solution. 

3.3 Training Process 

Taylor hybrid bat algorithm training method estimates the filter coefficients as 
follows. The Bior 5.5 coefficients are known to be Taylor hybrid bats initial solu-
tion with position. The input picture will be converted using these coefficients. To 
achieve lossy image compression, the coefficients obtained from discrete wavelet 
transform will be stated with quantization process and encoded using traditional 
method. In order to execute the decompression process, using decoding process, 
steam of bits is decompressed and reverse discrete wavelet transformed process. An 
error is measured among decompressed and input original image utilizing the PSNR 
function for exact fitness. In addition, during each Taylor-bat algorithm iteration 
process, the coefficients will be updated and performance of assessment of exact 
fitness based on compression, decompression happens. The method proceeds until 
the full number of iteration processes is reached. The filter coefficients will be chosen 
and considered as the optimized filter coefficient, which gives the exact fitness of 
PSNR value. The parameters used in Taylor hybrid bat algorithm for control are 
size of population (ѱi) = 10, loudness (Łj) = 0.9, Pulse Rate (ƿ ) = 0.1, Minimum 
Frequency (γmin) = 0 Hz, Maximum Frequency (γmax) = 2 Hz, Maximum Iterations 
are 1000 iterations. 

4 Discussion on Results 

4.1 Discussion on Training Method 

The investigators used the test image of “camera man” of scale 256 × 256 in this work 
as the image to train the algorithm of the Taylor hybrid bat. The fitness value (PSNR) 
has also been altered after each iteration during the training phase. The iterate curve 
representing the number of iterations of PSNR Vs is seen below. There is no shift in 
PSNR up to the 20th iteration. The PSNR value is retained at 38.40. But, after the 
20th iterations, the Taylor hybrid bat algorithm has given slight increases towards 
an abrupt change and maintain a constant value. During the 50th iteration the PSNR 
value enters into 38.43 and during 100th iterations the PSNR value is 38.442 and 
it maintains the same for 1000th iteration. So, we practically examined that Taylor
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Fig. 1 PSNR vs number of iterations 

hybrid bat algorithm, certainly not providing adequate changes in PSNR after 100th 

iteration, which is depicted in Fig. 1. 

4.2 Image Compression and Decompression Results 

The basic images for the experimentally examination are shown in Fig. 2. All  
displayed, experimental images were compressed and decompressed after compres-
sion using the Taylor hybrid BAT optimized wavelet filter. The validation metrics, 
PSNR, and SSIM were taken among the original input image and the processed

a) Camera man b) Mixed Fruit c) Lena lady 

d) Baby e)Woman dark hair f) Barbara 

Fig. 2 256 × 256 size examination images
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decompressed image to check reconstruction ability of the proposed optimized 
wavelet filter.

The decompression findings of PSNR are depicted in Table 1, when bpp = 0.5, the 
proposed Taylor hybrid bat optimized results as 35.4983, 34.1035, 32.6802, 39.3870, 
39.50566 and 32.5523 respectively for above test images. In same manor, validation 
based on SSIM while bpp = 0.5, we obtained 0.7372, 0.7683, 0.7231, 0.6524, 0.7655 
and 0.7294 in proposed method respectively is depicted in Table 2. The other wavelet 
filters of db4 [12], rbio 4.4 [13], bior 5.5 [14] shown in Tables 1 and 2, when bpp = 
0.5. 

Similarly, when bpp = 1, the PSNR provides the following output for the test 
images in proposed Taylor hybrid bat optimization. They are 36.5606, 36.6479, 
39.4422, 45.7051, 41.8007, and 38.1801. When we perform the validation using 
SSIM, we obtained 0.7271, 0.8842, 0.8574, 0.7143, 0.8223 and 0.8526 in proposed 
method using test images, which are depicted in the Tables 3 and 4. 

For the given 6 test images, Taylor-Bat optimized Wavelet Filter is compared with 
db4 [12], rbio4.4 [13], and bior5.5 [14] wavelet filter for PSNR, SSIM at the rate of 
bpp = 0.5 and bpp = 1 are stipulated in the above tabular column. The coefficient of 
the proposed Taylor-Bat optimized Filter show a better result, when compared with 
other three wavelet filters of type db4, ribo4.4, bior5.5. The Peak Signal to Noise 
Ratio (PSNR) coefficient are obtained in float values which are greater than 30, but 
the structural similarity index measurement (SSIM) values are always less than one.

Table 1 PSNR @ bpp = 0.5 
Images Wavelet filter 

Taylor-BAT optimized db4 [12] rbio 4.4 [13] bior 5.5 [14] 

Cameraman 35.4983 32.0224 31.1519 32.0074 

Mixed fruit 34.1035 32.7265 32.0117 32.3676 

Lena lady 32.6802 32.4519 30.5803 34.2983 

Baby 39.3870 38.4817 37.2601 38.5805 

Woman dark hair 39.5066 38.4908 37.5557 38.4508 

Barbara 32.5523 31.2302 30.628 30.9749 

Table 2 SSIM @ bpp = 0.5 
Images Wavelet filter 

Taylor-BAT optimized db4 [12] rbio 4.4 [13] bior 5.5 [14] 

Cameraman 0.7372 0.4261 0.4119 0.4011 

Mixed fruit 0.7683 0.7123 0.7325 0.7369 

Lena lady 0.7231 0.6865 0.6510 0.6791 

Baby 0.6524 0.628 0.5868 0.6275 

Woman—dark hair 0.7655 0.7235 0.7226 0.7684 

Barbara 0.7294 0.7179 0.6875 0.7024
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Table 3 PSNR@ bpp = 1 
Images Wavelet filter 

Taylor-BAT optimized db4 [12] rbio 4.4 [13] bior 5.5 [14] 

Cameraman 36.5606 36.1369 35.6056 35.1889 

Mixed fruit 36.6479 36.1292 35.4609 36.8015 

Lena lady 39.4422 38.7125 36.4418 36.9258 

Baby 45.7051 42.6677 41.5913 43.1339 

Woman—dark hair 41.8007 41.2169 42.1259 42.1039 

Barbara 38.1801 37.6133 35.0011 36.5184 

Table 4 SSIM@ bpp = 1 
Images Wavelet filter 

Taylor-BAT optimized db4 [12] rbio 4.4 [13] bior 5.5 [14] 

Camera man 0.7271 0.7828 0.7332 0.7198 

Mixed fruit 0.8842 0.8723 0.8578 0.8559 

Lena lady 0.8574 0.7431 0.7911 0.8997 

Baby 0.7143 0.7003 0.6905 0.6977 

Woman—dark hair 0.8223 0.8558 0.8269 0.8324 

Barbara 0.8526 0.8939 0.8185 0.8349 

As far as human eye view recognition is concern the coefficient value what we have 
obtained is showing an efficient best output result. It is adequate to show the plot of 
Camera Man Image having PSNR and SSIM Vs bpp values, which are displayed in 
Fig. 3 and Fig. 4. In these graphical figure, the bpp values are varying from 0.1, 0.2, 
0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 and 1and its obtained PSNR and SSIM for one image 
named as camera man image is depicted as follows.

Fig. 3 PSNR vs Bpp
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Fig. 4 SSIM vs Bpp 

5 Conclusion 

The proposed method deals with optimization of Bior5.5 using its coefficients based 
on Taylor hybrid bat algorithm. It is seen from the experimental findings that the 
optimized filter performs well in compression image reconstructions using the PSNR 
and SSIM Vs bpp, relative to conventional wavelet filters. It is also noticed that the 
Taylor hybrid bat algorithm is failing to increase the PSNR fitness value after a 
specific number of iterations. In the future, it is proposed that either changing the 
parameters used for control or hybridizing Taylor-bat algorithm with some other 
existing algorithm can rectify this limitation. 
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Optimization of Linguistic Techniques 
by Extracting Opinion in Text 
Summarization Using Transferable 
Neural Network 

S. B. Rajeshwari and Jagadish S. Kallimani 

Abstract In dense opinion mining, calculating opinion targets and expressions 
based on user defined texts is the core task towards constructing organized opinion 
review. To extract the aspect and opinion pairs, the phrase structure relations between 
both the terms plays an important role. The conditional adversarial domain network 
helps to understand the domain adaptation model’s selective information, which is 
influenced by the anticipating classifiers. At last, integrate the RNN with an identifier 
on its top for term labeling which will help in textual understanding of the final clas-
sified terms. The existing researches used manual entries by adding more number 
of features to have better opinion extraction but the process consumed more time. 
Therefore, in order to reduce time complexity for feature learning, deep learning 
models are proposed for extraction of sentimental across various aspects. 

Keywords Conditional random field · Cross domain neural network · Deep 
learning · Feature learning · Opinion mining · Recurrent neural network ·
Recursive neural network · Sentiment analysis · Single domain neural network ·
Syntactic structure · Transferable neural network 

1 Introduction 

The dense opinion mining aims to evoke crucial knowledge from the opinion terms. 
This consists of some sub-functions, including extraction of opinion and aspect terms. 
The extraction of opinion and aspect terms serves as a basic goal which involves the
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understanding of accurate features from user input along with opinion terms. For 
instance, in a cafeteria review: The coffee here has a bright flavor, here the flavor is 
the aspect term, and bright is the opinion term. 

Most of the existing works regarding obtaining the opinion-aspect words were 
dependent on pre-established order relation mining rules with characteristic learning. 
However, most of the existing works focused on extraction of features in single 
domain which lead to adaption failure of other domains where unsupervised data are 
available. The syntactic association among opinion and aspect words to be obtained is 
crucial for both overcoming the limitation in different domains and for the individual 
domain. 

To overcome the problem with extraction of cross domain aspects and opinions, 
RNN is constructed. Since there is huge bridge gap between initial domain and final 
domain, the available supervised approaches cannot be directly to it and only some 
of the unsupervised learning techniques are applicable for transferability of labeled 
domain to unlabeled domain. However, both the techniques work only if there are 
existing mined patterns of syntactic structures and existing knowledge of aspect 
and opinion vocabularies. Though the importance of syntactic relation between the 
opinion and aspect terms is realized, nonetheless, they fall short in terms of adapt-
ability and error detection. RNN based dependency tree is formulated for framing the 
syntactic flows through data distribution. Considering this prior knowledge, construct 
a TRNN to propagate features across different domains. 

2 Literature Review 

This division will explain the basic information in the field of analyzing the extrac-
tion of aspect and opinion tokens. Firstly, describe the primary definition then the 
approaches in the extraction and lastly the different categories of extraction anal-
ysis that is required to understand the aspects and opinions. Figure 1 shows sample 
sentences to extract aspect and opinion pairs. Opinion mining examines the point 
of view of the people, evaluates them across various services, domains, problems, 
events, fields and their attributes [1]. It is used as a classifier to categorize the opin-
ions into three classes namely positive, negative and neutral. Recently there has been

User Review of Hotel System 
The food of this hotel is delicious but the hotel area is overcrowded. 

Aspect and Opinion Terms 
Aspect Terms: Food, Area 

Opinion Terms: Delicious, Overcrowded 
Pairing the Aspect-Opinion Terms 

Food - Delicious 
Area - Overcrowded 

Fig. 1 An example of extraction of aspect and opinion term
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huge research studies conducted in this field and various experiments are carried out 
to bring accuracy in the mining process.

The fundamental approach in which this problem can be considered is by clas-
sifying the user input in two ways and addressing this input is either by personal 
opinion of the user or it can be based on facts. If the user input is based on personal 
opinion then classifying it as positive, negative or neutral [2]. The identification of 
this difference between user inputs has to be considered as the basic task. Analyzing 
this task is complex as few of the user input can be of combination of both cases. 
Even after having such complexity, this process is still considered to be prominent in 
initializing the opinion mining process [3]. The opinion of the aspects which are to 
be classified into positive, negative and neutral can be defined over an interval period 
of positive and negative classes whereas the neutral can be taken as center of these 
classes. 

Phrase level classification of opinion term involves analyzing each phrase of the 
record in terms of positive, negative or neutral opinion [4, 5]. The key role of this 
classification is the isolation of the factual opinions from that of the user’s personal 
opinions [6]. The words in the phrases are semantically relied to each other [7]. 
More effective methods need to be formulated to solve the complications involved 
in extracting sarcastic phrases [8]. Aspect level extraction is the core exploration of 
the attributes of the terms involved in the phrases [9]. Hence to solve the complexity 
of the opinion mining, advanced machine learning algorithms are required [10, 11]. 

3 Problem Definition 

3.1 Description 

Tagging is a challenge when it comes to collecting opinion and aspect words. The 
input is collection of terms denoted as i = {t1, t2, t3, ………… tn} with inserted words 
denoted as w = {w1, w2, w3 ………… wn}, where each wi belongs to dependency of 
relation. The goal is to provide labels for each terms resulting in linear output o = 
{o1, o2, o3, …….. on} with oi belonging to certain classes. 

For better understanding, consider an instance of statements where each statement 
has a syntactic structure which is retrieved using dependency tree as shown in the 
above figure. A dedicated path is established between the root and child of the 
dependency tree relation named psubj. 

3.2 Motivation 

The syntactic relationship between aspect and opinion words determines how they are 
extracted. For instance, consider the phrase: The service in this cafeteria was so poor
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to us. The dependent link psubj exists amidst the term service which is aspect and the 
term poor which is an opinion. If the term poor has been extracted, and the dependent 
relation psubj is most often noted as opinion and aspect terms, the aspect term service 
should be calculated. The existing research demonstrated the relational encoding 
to the certain predefined rules which resulted into inflexibility. This limitation is 
formulated by applying syntactic structures into feature learning process. This model 
was named as neural network for single domain which is developed by traversing 
each phrase of a dependency tree. The left region of Fig. 3 demonstrates the recursive 
process of single domain and the right region of the Fig. 3 illustrates the cross domain 
extraction between different word pairs of opinion mining. 

Unlike the phrase or record level information transfer, extraction of opinion and 
aspect words across different domains requires well-dense word-level alterations 
which are most difficult task. The existing researches stated some predefined rules 
and sentimental constant fields that were used as core elements. For instance, in Fig. 2, 
observe that the given user input review: Their hardware with upgraded version is 
excellent is initial domain whereas: The service in this restaurant was very poor to 
us is destination domain. If poor was obtained as a general opinion and opinion– 
psubj–aspect would be taken as a general relation as the initial domain, service can 
be reduced as a term of aspect with help of this relational structure. 

Using the same thought some of the existing works formulated some relational 
structures between aspect and opinion terms as predefined rules embedded in these 
relational structures that were combined as co-functions into a neural network which 
is recurrent in its nature [8]. These researches stated the fundamental role of syntactic 
relation between the terms as a gateway between different fields [12]. However, the 
pitfall which is observed using this fundamental knowledge is the inflexibility of the 
rules that were designed manually. 

Fig. 2 An example review of two different domains
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Fig. 3 An example of two recursive structures 

To address this, RNN is proposed which is transferable with the properties which 
are, rather than relying on manually embedded vital knowledge the model can learn 
the syntactic relations by itself using dependent recursive neural network using the 
tree structural patterns. Across different domains, syntactic relational structures are 
regarded as uniform [13]. When two pairs of words in the initial and final domains 
have the same dependence relational structures then they are said to be co-related 
and their functionalities are identical to each other. 

To facilitate knowledge transfer, two reusable components that use dependency 
tree structures are formulated. The first component is a support function that predicts 
dependent relations between linked aspect and opinion pairs [14]. A domain adver-
sarial network which is conditioned is the second component, which is used to 
highlight the output into a shared space denotes of syntactically related terms [15]. 

The TRNN which is deployed on the top of the recursive neural network is shown 
in the right region of the Fig. 3. Unlike the single domain neural network; the dispersed 
directions are encoded in the dispersed directional space. The system links each 
dispersed direction rpsubj, which is related as a relational direction mapping. The 
relational direction acts as an input to the parent word representation from the hidden 
model. Depending on this kind of deployment, the system applies an identifier on the 
rpsubj to analyze the syntactic relation to which the system belongs to. The identifier 
acts as a classifier which is trained using supervised learning. 

4 Structure of the Proposed Model 

In this section, SRNN is used for single-domain extraction of opinion and aspect terms 
and TRNN for cross-domain extraction. These components were obtained using 
dependency tree patterns using each phrase with their paired terms and computed in 
a looping manner in which the nodes present in higher levels of the tree structure
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are obtained when the child nodes have been retrieved before them. TRNN encodes 
each dependent route into a dispersed direction that provides a gateway to transfer 
knowledge across different fields, while SRNN provides the terms with different 
structural relational patterns as a dependency matrix which invokes the calculation 
of top-down route of the nodes [16]. To compute final matrix, both these techniques 
make use of gated recurrent unit. The combined model utilizes the result of either 
SRNN or TRNN to classify the final opinion aspect paired terms. The following 
segments outline the various constructions. 

4.1 Single Domain RNN 

A tree structure for neural networks that is recursive in nature is developed for opinion 
extraction and aspect term analysis for individual fields based on previous experi-
ments. Unlike the existing researches work, this approach organizes the semantic 
patterns of phrases and converts them into a spontaneous depiction of the model 
architecture, allowing structural information to be extracted. Figure 4 gives an outline 
of the system layout. The module takes term tn for each term as input and outputs 
hidden variant hn. A parser produces a relational tree for each phrase, and is utilized 
to calculate the hidden values in a repeated way. The primary curved arrows in the 
below figure depicts the relational dependency of the opinion and aspect terms, and 
their connection flow displayed underneath the arrows. Each connection links a child

Fig. 4 The dependency structure for the recursive tree neural network
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node to a parent node, where each node has a single parent node. Build a relational 
tree based patterns depending upon its hierarchy based on which the structural model 
where each term represents an aspect or opinion in the phrase. The parent node term 
is derived before its children in the tree structure. The neural network computes the 
leaf terms to the root iteratively.

For the nth term, the hidden representation hn is calculated and obtain hidden 
representation for h4 expressed as Eq. (1): 

h4 = f (W v x4 + b + Wamod h3) (1) 

Note that the final term for snacks is influenced by the feature for good, as well as 
the dependency matrix relation as per Eq. (1). When this relationship between feature 
and opinion terms happens regularly in the training module, the system may learn to 
understand it and use it to assist the results in the testing domain. The system design 
is however not applicable in a cross domain research. A basic goal is to distribute 
the arguments of the initial domain to the target results when provided with a labeled 
initial domain and given with unlabeled destination domain. The system still cannot 
guarantee the complete learning of the extraction terms. The resulting output vectors 
are not similar because the opinion and aspect word pairs from two domains have 
disjoint characteristics and distinct leaf nodes in the dependency tree. This triggers 
the creation of a novel system to assist information transfer, which is explored in the 
following segment. 

4.2 Recursive Neural Network Model 

Provided an input phrase with well learned term encoding of x, the system repeatedly 
determines the hidden terms h for each term provides a result of Transferable neural 
networks that are recursive in their nature. The work of a domain adversarial networks 
that are conditioned is to understand the representations of the opinion aspect pairs. 
Transferable Recursive Neural Network produces a link route from a destination 
path by connecting its edges. The dependency tree is shown in Fig. 4. After that, an 
additional task uses a route path as feedback to define the relied relationship classes. 
An auto embedding cipher is used to create connected clusters as an embedding level 
to remove the unfavorable effects of distorted labeled terms provided by imperfect 
interpreter. 

Additional Tasks in Recursive Neural Networks. Transferable Recursive Neural 
Networks are developed repeatedly from each phrases pre-produced tree. Each rela-
tion in the tree is dependent and is provided with a variable directed space that can 
be utilized as initialization to the additional function to make the domain model to 
be transferable. The calculation of the hidden representation of each term in the tree 
is done as a bottom up traversal which is from leaf to higher level nodes. Instead of
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utilizing the characteristics of bottom leaves of a tree, utilize a directed route which is 
dependent syntactically to produce the hidden label values of the higher level nodes. 

4.3 Predicting Temporal Sequences Using Cross Training 

The neural networks that are recursive predominantly reflects the syntactic associa-
tions present in the order, but they disregard temporal similarities. To overcome this 
constraint, two-part joint model is suggested: To investigate syntactic relationships 
between aspect and opinion terms, to investigate syntactic relationships amidst the 
opinion and aspect terms, the TRNN or SRNN is the prime part for single domain 
or cross domain environments, respectively. In the second part, the GRU is a recur-
rent neural network variant that is used to model contextual interactions among 
sentences. In contrast to traditional neural networks, GRU is capable of learning the 
dependencies by gating modules which is thus less vulnerable to over-fitting than 
LSTM structures. To build a joint model that integrates the information in particular 
order, a layered GRU which is a type of recurrent neural network is formed. The 
final attribute representation for each word is obtained by the equations using the 
parameters of gradient layer. They are jointly updated in a way that the additional 
task can be transferred to complete the task with improved performance. 

5 Experimental Results and Analysis 

The final output values for the reviews from three different domains are taken which 
are hotel, computer, and digital gadgets. The input data is collected from available 
datasets of these domains which are taken in the Table 1 as shown below. 

The outcomes from SemEval 2014 task 4 subtask 1 (Pontiki et al. 2014) and 
SemEval 2015 task 12 subtask 1 were merged for the restaurant area. (Pontiki friends 
2015). In the computer area, extract feedback for SemEval 2014 task 4 subtask 1. 
Huand Liu’s consumer reviews can be found in the digital design domain (2004) 
which constitutes phrases from five digital systems. 

Table 2 shows the composition for each domain, as well as the total number of 
sentences. To ensure the precision of the comparisons, replicate each experiment 
three times and aggregate the results. Three random splits are used to separate each

Table 1 Distribution of data for specified domains 

Data set Domain Phrases Train Test 

H Hotel 5,841 4,381 1,460 

C Computer 3,845 2,884 961 

G Gadget 3,836 2,877 959
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Table 2 Comparisons of aspect and opinion terms using baseline components [1] 

Models Hotel AS Hotel OP Computer AS Computer OS Gadget AS Gadget OS 

Proposed 
model (TRNN) 

72.11 75.26 69.76 71.35 44.48 58.34 

CRF-embedding 72.10 75.94 70.22 73.56 46.78 53.44 

SRNN 68.15 68.08 64.10 62.37 38.53 50.83 

RNCRF 76.78 79.20 72.28 73.74 49.40 63.77 

Wang et al. 
(2021) 
SRNN-GRU 

75.70 79.34 73.62 73.31 50.28 64.15 

domain’s data into a training set and a testing set, with a 3:1 training to testing ratio. 
Each domain’s data is divided into a training set and a testing set using three random 
splits, with a 3:1 training to testing ratio. The training data is used to train the model 
on each split, and the model is then checked on the test range. Table 2 also displays 
the number of sentences in each preparation and study split.

The labeled data for training from the specified domain is used to train the compo-
nent for the single domain query. Despite the fact that the sets of testing data is for 
unlabeled domain adaptation contain both initial and final training outcomes, in each 
transition experiment. The model is compared in the below table where the values 
are expressed in terms of baseline components. 

The baselines used in the above tables are:

• CRF 1: Standard linear sequenced CRF
• CRF 2 is a syntactic extension of CRF-1 that adds dependency relations
• LSTM: A RNN
• CRF- embedding: As the input functions, use a standard linear-chain CRF.
• SRNN: Single domain RNN.
• RNCRF: The combined module of RNN and a CRF on it.
• SRNN GRU: The combined component for opinion mining of single domain 

Table 2 shows the comparison values of proposed model with SRNN-GRU. 
To make the study compatible to compare with the previously proposed models, 
common domain contents are considered. Now, the obtained results are compared 
with similar work presented in [1], which also discusses about the significance of 
aspect-opinion pairing during text summarization. Comparisons with different base-
lines, comparison on each component of TRNN-GRU, comparisons with and without 
auto encoders on noisy dependency relations are presented in [1]. Domain distances, 
sensitivity and analysis on it and also number of relation groups are presented. On the 
contrary, in this paper, the baseline components are different. The proposed model 
yields similar aspect-opinion pair ratio for these different baseline components.
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6 Conclusion 

In this article, the performances of various types of dependent tree structures of 
neural networks that are recursive in nature were interrogated in single domain and 
cross domain mining of opinion and aspect pairs. The dependency-tree knowledge 
combined with a deep recursive framework, automated function learning can be 
related to syntactic constructs, which have been shown to be important for both single 
domain and cross domain learning aspects of opinion mining. The syntactic relation-
ships between the aspect and opinion terms within each sentence are encoded by the 
proposed information distribution models. A dependency relation prediction auxil-
iary function is introduced to create structural relations for every word in between 
the source and target domains in order to transfer information through domains. A 
conditional domain adversarial network is used to gain invariant word features of the 
domain that are based on the syntactic structure of the terms at the same time. The 
proposed model will easily deal with noisy relation knowledge due to the use of an 
auto cipher. Experiments and research studies have been performed to measure and 
illustrate the effect of each component. 
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Performance Analysis of a High Gain 
Quasi Z-Source Network Based 
Cascaded H-Bridge Multi-level Inverter 

Swathy Nair , K. T. Prajwal  , S. Nagaraja Rao , 
and B. M. Kiran Kumar 

Abstract This paper presents a High Gain quasi-Z-Source Network (HG-qZSN) 
integrated with Cascaded H-Bridge Multi-level Inverter (CHB-MLI) used for renew-
able energy source applications. The proposed system consists of two quasi Z-source 
switched capacitor networks and five-level CHB-MLI with eight power switches. The 
proposed five-level CHB-MLI uses a two HG-qZSN for DC-DC conversion which 
gives a very high voltage gain or boost factor when compared to conventional boost 
converters. A five-level CHB-MLI can have the superior performance using sine 
Pulse Width Modulation (PWM) which is used for DC–AC conversion to provide an 
efficient conversion and hence suitable for renewable energy applications. In addi-
tion, the proposed HG-qZSN based CHB-MLI has modular circuit layout and can be 
easily extended to higher levels. Simulations are carried out for five-level HG-qZSN 
based CHB-MLI using MATLAB/Simulink for different duty cycles i.e., 0.2, 0.3 and 
0.4. The presented results support the theoretical analysis with a high gain or boost 
factor of 3, 4.25 and 8 for the 0.2, 0.3 and 0.4 duty cycles respectively. 

Keywords CHB-MLI · HG-qZSN · PWM · Renewable energy sources 

1 Introduction 

Multi-level Inverters (MLI) are inevitable in most of the high voltage and current 
applications like non-conventional energy sources, industrial applications, electric 
vehicles and so on. Also, the MLI are key component to integrate the generated
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energy from non-conventional energy sources with grid [1]. The MLI have been 
classified as Diode Clamped, Flying Capacitor and Cascaded H-bridge MLIs. These 
inverters are better in harmonics, voltage stress, switching losses and fault tolerance 
when compared with the conventional two level converters [2–4]. Among the said 
inverters, Cascaded H-bridge inverters are given priority over other as it can be used 
for high power application with less number of switches and low switching losses. 
Therefore, it has modular circuit layout and can be easily extended to higher levels. 
In this type of inverters, the power is stepped up gradually by series of capacitor 
cells. The advantage of this type of inverter is that it can give three voltage ranging 
starting from zero, positive DC voltage and negative DC voltage [5]. But, all these 
conventional MLI requires an additional DC-DC converter to obtain the desired 
output voltage [6] as most of the times the input to the MLI is connected from 
Renewable Energy Sources (RES) like solar or wind energy systems whose output 
is always lesser than the required voltage. The conventional DC-DC converter is 
required to get the desired DC link voltage as shown in Fig. 1. This results in limited 
boost factor, lower efficiency and makes the converter bulky and high cost [7, 8]. 
Also, these sort of converters suffers from EMI that leads to decrease in the life of 
capacitors used. 

To overcome the drawbacks associated with conventional two stage MLI, an 
impedance source inverter has been proposed [7]. It is also named as Z-Source 
Inverter (ZSI) as the impedance is denoted by Z [9]. The ZSI is two port network 
made up of impedance that is connected between input and inverter bridge as shown 
in Fig. 2. In ZSI the conventional DC-link is substituted with the impedance source 
network [10]. 

Fig. 1 RES integrated with conventional DC-DC converter with CHB-MLI 

Fig. 2 RES integrated with Z-source network based CHB-MLI
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The main advantage of Z-source network based MLI over conventional boost 
converter based MLI is high voltage gain or boost factor, high reliability and buck 
or boost capability [11]. Also, it has its less voltage stress when compared with 
existing step-up DC-DC converters. Apart from all these advantages, the ZSI poses 
few disadvantages such as, high inrush current, discontinuous input current, missing 
of common ground between the input and main bridge [5, 6, 12–14]. To overcome 
the drawbacks associated with ZSI based MLI, this paper presents a HG-qZSN based 
CHB-MLI for RES like solar or wind energy systems. 

2 Related Works 

Impedance based converters or ZSI are gaining much importance after its invention 
as it has many advantages compared to the traditional inverter [17, 18]. The main 
advantage of Z-Source inverter is its high boost capability with Shoot—Through 
(ST) protection abilities. Another major advantage for the ZSI is it has the ability to 
convert the power in single stage, thereby reducing the number of components and 
thus reducing the cost of the system [19, 20]. The qZSN which is used in this paper 
has the ability to provide high conversion ratio with the limited number of switches. 
The components used in the qZSN also has low power ratings compared to the other 
inverters. The structure of HG-qZSN is shown in Fig. 3. 

Quasi Z-source based MLIs are more efficient to overpower current and voltage 
ripples since the impedance network does the function of a second order filter. It has 
smaller inductance and capacitance requirement when compared to an inverter inter-
faced with a conventional boost converter [21]. The circuit also provides buck-boost 
action. These types of inverters are a better choice for renewable energy integration. 

The classical MLIs requires more power switches i.e., ‘2(m – 1)’, therefore, 
the classical MLIs increases the hardware complexity, bulky and additional space 
is required for installation [5]. Comparatively diode clamped and flying capacitor 
MLIs have certain limitations [1, 2], the diode clamped MLI requires excess diodes
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Fig. 3 Structure of HG-qZSN
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whereas, the flying capacitor MLI requires excess capacitors in addition to power 
switches with increase in levels, in addition, the flying capacitor MLI creates voltage-
balancing issues [3]. The main advantage of having HG-qZSN based CHB-MLI 
over conventional ZSI is more output voltage gain, truncated passive components 
ratings, continuous input current, low voltage stress on the capacitors and presence 
of a common ground between source and the main bridge [15, 16]. Another major 
advantage for the HG-qZSN based CHB-MLII is requires less number of components 
and thus reducing the cost of the system and space requirement.

3 Proposed System 

The proposed HG-qZS based CHB-MLI is shown in Fig. 4. Like any general DC-
DC converter, the HG-qZSN also has two stages, when MOSFET ‘M1’ is ON and 
OFF [19, 20]. The topology gives higher voltage gain and reduced capacitor stress in 
comparison with the conventional topology discussed in previous section. The config-
uration also provides low Total Harmonic Distortion (THD) and a lesser amount of 
Electro Magnetic Interference (EMI) which makes it a better configuration for PV 
integration. 

Fig. 4 Configuration of five-level HG-qZSN based CHB-MLI
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3.1 Steady State Analysis 

The proposed topology of CHB-MLI uses HG-qZS Network for DC-to-DC conver-
sion. A HG-qZSN is shown in Fig. 3. The steady state analysis of the network gives 
the boost factor or gain of the network. The network consists of four capacitors, two 
inductors and three diodes. Assuming continuous conduction, the network has two 
modes of operation as follows: 

When switch, M1 is ON, diodes D1 and D2 are reverse biased due to the charge in 
capacitor plates and diode, D0 is forward biased as shown in Fig. 5(a). The inductor, 
L1 charges from Vdc and C2, so that VL1 = Vdc + VC2. At the same time, inductor 
L2 charges from Vdc and C1. Hence VL2 = Vdc + VC1 and the output voltage across 
the load resistor, V0 = Vdc + VC1 + VC3. 

When switch M1 is OFF, diodes D1 and D2 are forward biased and D0 is reverse 
biased as illustrated in Fig. 5(b). Capacitor, C1 gets charged from L1, C2 gets charged 
from L2, C3 gets charged from the series combination of Vdc, L1 and L2. The load 
resistance is supplied by Cout1. Hence, VL1 + VC1 = 0, VL2 + VC2 = 0 and Vdc = 
VL1 − VC2 + VC3. 

At steady state, average voltage across an inductor is zero. Hence, the following 
equations are arrived as a function of duty ratio, D = TON  

T . 
At steady state, average voltage across an inductor is zero. Hence the voltage 

across the capacitors by considering the duty ratio, D = TON  
T are given in Eqs. (1) 

and (2) respectively: 

VC1 = VC2 = D 

1 − 2D Vdc (1) 

VC3 = Vi + VC1 + VC2 = 1 

1 − 2D Vdc (2) 

Therefore, the output voltage is given by the Eq. (3): 

V0 = Vdc + VC1 + VC3 = 2 − D 
1 − 2D Vdc (3) 

(a) (b) 
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Fig. 5 Different modes of operation of HG-qZSN
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Fig. 6 Sine PWM generation 

Table 1 Switching sequence for single phase five-level CHB-MLI 

Sl. No Switches in conduction Voltage 

1 S1, S4, S5, S8 +2Vdc 

2 S1, S4, S7, S8 +Vdc 

3 S3, S4, S7, S8 0 

4 S2, S3, S7, S8 −Vdc 

5 S2, S3, S6, S7 −2Vdc 

Hence, the boost factor of the network, k is given by the Eq. (4): 

k = V0 

Vdc 
= 2 − D 

1 − 2D (4) 

For a duty ratio of 0.3, the boost factor of a HG-qZSN is 4.25, whereas a conven-
tional boost converter has a boost factor of 1.43 [21]. This network provides very high 
boost factor when compared to a conventional boost converter. The boosted output 
is given to a five-level CHB-MLI. Sine PWM technique is used as to provide signals 
for switches in the MLI circuit [22]. The sine PWM technique is typical conven-
tional technique which is used in all MLI for switching pulses. In this research, 
four carrier waves of triangular shape are compared with the sine reference wave to 
generate switching pulses as shown in Fig. 6. The switching sequence of the inverter 
for single phase CHB-MLI is shown in Table 1 to generate five-levels. Full shoot 
through in a single-phase CHB inverter leads to short circuit of the phase which is not 
preferable. So, during the preferred non-ST, the switching of single-phase switches 
along with other phase switches are shown in the Table 1 [22]. 

4 Simulation Results and Discussion 

The proposed HG-qZSN based five-level CHB-MLI topology is simulated using 
MATLAB/Simulink using the simulation parameters are given in Table 2.



Performance Analysis of a High Gain Quasi Z-Source Network … 697

Table 2 Simulation parameters 

Parameters Value/Range 

Input voltage of each HG-qZSN 20 V 

Switching frequency 5 kHz  

L1 and L2, of HGQ-ZSI 
C1,C2 and C3 of HGQ-ZSI 

220 µH 

330 µF 

Modulation index 0.85 

D (duty-ratio) 0 to 0.4  

Single-phase ‘R’ load 10 �

The output voltages of the HG-qZSN for various duty ratios i.e., 0.2, 0.3 and 0.4 
are shown in Fig. 7, Fig.  8 and Fig. 9 respectively along with voltage across capacitors 
Vc1, Vc2 and VC3. It is proved that, boost factor of HG-qZSN for the output voltage 
is 3, 4.25 and 8 times for 0.2, 0.3 and 0.4 the duty cycles respectively. Therefore, the
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Fig. 7 Output voltages of HG-qZSN for D = 0.2 
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Fig. 8 Output voltages of HG-qZSN for D = 0.3
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Fig. 9 Output voltages of HG-qZSN for D = 0.4 

Table 3 Boost factor comparison of HG-qZSN with traditional converters 

Converter Voltage gain expression Optimum boost factor 

Conventional boost [21] G = 1 
1−D 2 

CLC boost converter [8] G = 3 
1−D 3 

Three-level boost converter [16] G = 3 
1−D 3 

Proposed HG-qZSN G = 2−D 
1−2D 8 

output of HG-qZSN is increased to 60 V for 0.2 duty ratio, 85 V for 0.3 duty ratio 
and 160 V for 0.4 duty ratios.

Analysis of HG-qZSN with the comparison of existing conventional and Z-Source 
based DC-DC converters are listed in Table 3 to highlight the enhanced gain of 
proposed HG-qZSN. It can be noticed that the boost factor of HG-qZSN is very high 
when compared boost converters. 

The output of five-level CHB inverter for an input voltage of 20 V is shown in 
Fig. 10. The peak output voltage is up to 310.8 V in combination with a HG-qZSN for 
D = 0.4. The FFT analysis is shown in Fig. 11. THD of HG-qZSN based CHB-MLI 
is obtained as 27.08%.
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Fig. 10 Output waveform of proposed HG-qZSN based CHB-MLI 

Fig. 11 FFT analysis of proposed HG-qZSN based CHB-MLI 

5 Conclusion and Future Scope 

A five-level high gain quasi- Z-source based cascaded H-bridge multi-level inverter 
is presented in the paper for renewable energy applications. The proposed system 
uses a HG-qZSN for DC-DC conversion which provides a boost factor of 3, 4.25 and 
8 for the 0.2, 0.3 and 0.4 duty cycles respectively. Whereas, the conventional boost 
converter gain is only two due to optimum duty ratio of 0.5. Therefore, the obtained 
high gain DC output is applied to a five-level CHB-MLI for conversion to AC output. 
Steady state analysis is done for the network and expression for boost factor is derived. 
Simulations are done for different duty ratios of qZS network and observed the output 
voltages. The simulation results support the theoretical calculation. The AC output
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of HG-qZSN based CHB-MLI has shown a THD of 27.08%. The proposed system 
provides high gain and hence it is very efficient for renewable energy applications. 
Sine PWM is considered in the presented work to analyze the performance of five-
level HG-qZS based CHB-MLI. The proposed work can also be extended to space 
vector pulse width modulation to reduce THD and to improve the voltage gain. 

Acknowledgements Authors would like to express their sincere thanks to the VC and Management 
of RUAS, for providing all the facilities needed to carry out this research work. 
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Performance Analysis of Classification 
Models for Liver Disease Diagnosis 

Anusha Marouthu, V. Srikanth, Hari Krishna Deevi, 
and Siva Krishna Kalluri 

Abstract Liver disease prediction system is developed for early diagnosis of human 
liver disease. For humans, liver is a main organ, which lies inside the abdomen’s right 
upper quadrant. Preliminary diagnosis of liver disease is critical for successful care. 
It is a difficult job as medical science, which requires a great deal of expertise and 
experience to diagnose the disease in the early stages using conventional methods. 
Machine learning algorithm is used to solve this problem. Machine learning algo-
rithms also be used to find hidden diagnostic information and to make effective deci-
sions. This paper also targets to compare different algorithms of machine learning. 
The system interface is designed using python that will be ready for use in the medical 
center. After collecting the data, missing data values are filled by estimating median 
or mean of the attributes and then the feature selection is performed by using prin-
cipal component analysis. Finally, data classification is accomplished using random 
forest classifier. 

Keywords Data pre-processing · Liver disease diagnosis · Machine learning 
approaches · Principal component analysis · Random forest classifier 

1 Introduction 

Liver disease is one of the main causes of death that exists in both the worldwide 
and India. Many of the major causes that cause damage to the liver are infections, 
smoking, drinking etc. In some cases, the condition can also be attributed to inher-
itance. Diarrhea, loss of appetite, fatigue and many more are basic signs of liver
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failure. Now a day, medical data is generated more and more, so content extraction 
from the biological datasets is a challenging task in the today’s world [10, 16]. Infor-
mation on the web is also of different types like structured and unstructured kind 
of records, homogeneous, heterogeneous and mixed varieties of data and current 
websites present a larger wide variety of difficulties and complexities than tradi-
tional ones [14]. A lot of data is produced everyday through health care systems 
regarding the liver diseases. But most of the data are not used in a proper way. Effi-
cient use of the medical data might return in a better output of determining the cause 
and prediction of all type of diseases like liver, Heart disease and cancers etc. [11]. 
Data Mining plays a vital role to classify this data and use the available data in a 
successful manner [3]. 

In recent studies, many machine learning models have been established to help 
the physicians to identify liver diseases in the medical field [2]. The proposed method 
performs prediction on the available data using classification model [7]. There are 
several algorithms are used for data classification. In this paper, six algorithms are 
compared, which are random forest, naïve-Bayes, decision tree, logistic regression, 
Support Vector Classification (SVC), and K-nearest neighbors [8, 13]. Among these 
algorithms, random forest achieved better classification performance. 

2 Related Works 

Dhamodharn [1] checked the algorithm for the classification method of liver disease 
condition using data mining techniques. Author says from his analysis that Naïve 
Bayes is stronger than FT growth using machine learning by using WEKA Software, 
Naïve Bayes i.e., 75.54% provides more precision than the FT growth 72.66%. The 
comparison had taken place across 29 datasets, with 12 specific attributes. Saritha 
et al. [4] developed an innovative method for the early diagnosis of patient’s liver 
diseases. Isolation of points using plane algorithm was implemented to separate stable 
patients from poor patients and helped in liver disease diagnosis. The Separation 
algorithm had been implemented for the classification of liver functional results 
[12]. The data had been obtained from a Hyderabad hospital. As a consequence, 
separation algorithm is able to diagnose the liver condition with great precision and 
the overall time required to complete the training and testing is just a second. 

Rajeswari et al. [5], suggested a BUPA dataset for early detection of the condi-
tion of liver disorder. Classification algorithms such as FT tree, Naïve Bayes and 
K-star are used for assessment using tenfold cross validation to forecast the liver 
disease condition. Then they equate the findings obtained by using these algorithms. 
Ramana et al. [6], suggested different datasets for liver disease like AP liver dataset 
and UCLA dataset and then tested the efficiency of classification techniques from 
precision, consistency, specificity and responsiveness. Throughout his research, Sug 
[9], usefully compensated for the insufficiency of data on liver disease condition, 
he said a system focused on oversampling throughout lesser groups. Both CART 
and C4.5 algorithms produce reasonable results with data set oversampling for liver



Performance Analysis of Classification Models … 705

disease condition, however in future research, the modest class increase may be 
decreased to a smaller range [19, 20]. Singh et al. [22] performed experiment on 
Indian liver patient data that includes the attributes like total bilirubin, globulin ratio, 
age, sgot, direct bilirubin gender, Alkphos, albumin, and sgpt. In this literature, the 
experiment was carried out using several classification algorithms with and without 
feature selection models. 

3 Proposed Model 

3.1 Dataset Description 

The dataset used in this research is obtained from the UCI repository. This dataset 
contains of 7 attributes. They are MCV (Mean corpuscular volume), ALKPHOS, 
SGPT, SGOT, Gamma-GT, drinks, selector. A clear explanation of attributes is shown 
in Table 1. 

Table 1 Dataset description 

Sl. no. Attribute Medical name Description 

1 MCV Mean corpuscular volume Refers to the red blood cells count 
or rate in body 

2 ALKPHOS Alkaline phosphate It denotes the amount of alkaline 
phosphate enzyme present in 
bloodstream 

3 SGPT Serum glutamic pyruvic 
transaminase 

It measures an enzyme called 
alanine transaminase (ALT) in the 
blood 

4 SGOT Serum glutamic oxaloacetic 
transaminase 

It determines the functionality of 
liver by measuring levelsof 
aspartate aminotransferase 

5 Gamma GT Gamma glutamic transferase It measures the amount of enzyme 
GGT in the blood stream 

6 Drinks Alcohol It denotes the amount of alcoholic 
beverages consumed by patient per 
day 

7 Selector – It denotes the presence or absence 
of disease in patient liver
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Fig. 1 Number of missing values in collected data 

3.2 Data Pre-processing 

The dataset available to process in today’s world contain mostly raw data. Prepro-
cessing techniques are used to transform this raw data into efficient and useful 
format. 

Handling Missing Data. The data set may sometimes contain null data that refers to 
missing of data [17]. Handling of such missing and noisy data can be processed and 
managed. The missing data can be filled manually by calculating mean or median of 
the attributes or by dropping the missed values. Dropping the missing values might 
sometime lead to data loss. So it would be better not to choose the dropping process. 

As the dataset does not contain any missing values, there is no need of performing 
any techniques to handle the data. Having no missing values in data is an advantage 
for the system developed because any change in data is not requires which would 
result in good accuracy to predict the disease [18, 21]. Figure 1 represents the output 
generated while finding out the presence of missing values in our data. 

Correlation. Correlation is a preliminary analysis, which is used to find the asso-
ciation of relationship between two variables or more. In this paper the correlation 
matrix is used to construct the heat map. The highly correlated attributes are identi-
fied and removed using the heat map. In Fig. 2, it is find that the two attributes have 
highly correlated values. Hence, one of those two are removed and made the dataset 
more efficient for further algorithm processing. 

3.3 Feature Selection 

After data pre-processing, feature selection is carried out by using principal compo-
nent analysis. The i th  sample principal component of a vector x = x1, x2, ..xp is 
denoted in Eq. (1). 

ei Z = ei1 Z1 + ei2 Z2 + . . .  eip  Z p, i = 1, 2, 3, ..  p (1)
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Fig. 2 Correlation heat map 

where, ei Z =
(
ei1, ei2, ....eip

)
states i th  Eigen value and Z = Z1, . . . .Z p states 

standardized vector observation. Mathematically, it is represented in Eq. (2). 

Zk = 
xk−ẋk √
vkk 

, k = 1, 2, 3, . . .  p (2) 

where, xk indicates sample mean and vkk denotes sample variance of xk . 

3.4 Classification 

The classifiers used in this research are given below; 

Decision Tree. It is one of the supervised machine learning algorithms that 
constructs a decision tree through which analysis of data is done and output is 
predicted. 

SVC. It works better in low-dimensional data, but a preprocessing phase is needed if 
the data is high-dimensional. It makes no claim about the number or form of classes 
in the results. 

Random Forest. It is an analysis of data through a collection of decision trees. 
The output will be produced from each tree and the most repeated output will be 
considered as final output of classification. 

Naïve Bayes. It is one of the classification techniques which depends on Bayes 
theorem. The Naive Bayes claims that the presence of a certain function in a class is 
irrelevant to some other feature. 

KNN. It is used for both regression and classification problems. It is a basic algorithm 
that stores all existing cases and through a plurality vote of its neighbors, classifies 
new cases.
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Logistic Regression. It is used to measure a discrete range of independent set of 
variable values. In plain terms, it forecasts the probability of an input by fitting data to 
a logit function. Out of these classifiers used in this project, Random forest resulted 
in best accuracy. So, the random forest is implemented for the development and thus 
presence or absence of disease is predicted. 

4 Result Analysis 

4.1 Experimental Setup 

In this study, the proposed model is evaluated on a computer with Intel(R) Core™2 
i7-5500U CPU @ 2.40 GHz, 4 MB (Megabyte) Cache memory, 8 gigabyte (GB) 
RAM (Random Access Memory). In addition, process base frequency is 2.40 GHz, 
Bus Speed is 5 GT/s DBI2. Windows 10 Home with 64 bit Operating System and × 
64-based processor is used to study the performance and comparing the accuracy of 
classification algorithms. Algorithms were implemented. 

4.2 Splitting of Dataset 

The dataset need to be split into two parts namely training set and testing set. The 
division should be done as 80 percentage of the data into training set and the remaining 
into testing set, which is graphically given in Fig. 3. 

From Fig. 3, it is clear that chance for predicting the presence or absence of liver 
disease is more accurate with our study. Because the accuracy using Random Forest 
84% is highest among all compared base papers. Figure 4 and Table 2 represents the 
graphical comparison of accuracy of all the algorithms implemented in this system. 
Random Forest stands high among all with accuracy of 84.05%. 

Fig. 3 Graphical representation of training and testing set



Performance Analysis of Classification Models … 709

Fig. 4 Graphical representation of comparison results 

Table 2 Comparison between proposed and existing models 

Method Accuracy (%) 

SVM [15] 70 

Back propagation [5] 71.5 

KNN [5] 62.8 

Radial basis function [12] 70 

Naïve Bayes [22] 55.90 

J48 [22] 70.67 

SMO [22] 71.36 

PCA-random forest 84.05 

5 Conclusion 

In this research study, among six algorithms like decision tree, random forests, naive 
Bayes, KNN, SVC and logistic Regression in-order to predict presence or absence 
of liver disease using machine learning. The accuracy varies for different algorithms. 
The accuracy for decision tree algorithm is 71.01%. The accuracy for SVC algorithm 
is 73.91% and the accuracy for logistic regression is 66.6%. The accuracy for naive 
Bayes algorithm is 59.42%m, and the accuracy for KNN algorithm is 78.20%. The 
highest accuracy is given when we have used random forest algorithm, which is 
nearly 84.05% in liver disease detection. 

References 

1. Dhamodharan S (2014) Liver disease prediction using bayesian classification. In: 4th national 
conference on advanced computing, applications & technologies 

2. Jacob J, Mathew JC, Mathew J, Issac E (2018) Diagnosis of liver disease using machine learning 
techniques. Int Res J Eng Technol 5:4011–4014



710 A. Marouthu et al.

3. Sireesha M, Vemuru S, TirumalaRao SN (2018) Coalesce based binary table: an enhanced 
algorithm for mining frequent patterns. Int J Eng Technol 7(15):51–55 

4. Saritha B, Ramana SV, Manaswini N, Priyanka R, Hiranmayi D, Eswaran K (2017) Classifi-
cation of liver data using a new algorithm‖. In: 4th international conference on new frontiers 
of engineering, science, management and humanities 

5. Rajeswari P, Reena GS (2010) Analysis of liver disorder using data mining algorithms. Glob 
J Comput Sci Technol 10:48–52 

6. Ramana BV, Babu MSP, Venkateswarlu NB (2011) A critical study of selected classification 
algorithms for liver disease diagnosis. Int J Database Manag Syst 3(2):101–114 

7. Sireesha M, Tirumala Rao SN, Vemuru S (2018) Frequent itemset mining algorithms: a survey. 
J Theor Appl Inf Technol 96(3):744–755 

8. Sireesha M, Vemuru S, Tirumala Rao SN (2020) Classification model for prediction of heart 
disease using correlation coefficient technique. Int J Adv Trends Comput Sci Eng 9(2):2116– 
2123 

9. Sug H (2012) Improving the prediction accuracy of liver disorder disease with oversampling. 
In: Applied mathematics in electrical and computer 

10. Prakash KB, Rangaswamy D (2016) Content extraction of biological datasets using soft 
computing techniques. J Med Imaging Health Inf 6(4):932–936 

11. Sireesha M, Tirumala Rao SN, Vemuru S (2019) Optimized feature extraction and hybrid 
classification model for heart disease and breast cancer prediction. Int J Recent Technol Eng 
7(6):1754–1772 

12. Olaniyi EO, Adnan K (2013) Liver disease diagnosis based on neural networks. In: Advances 
in computational intelligence 

13. Shinde SA, Rajeswari PR (2018) Intelligent health risk prediction systems using machine 
learning: a review. Int J Eng Technol 7(3):1019–1023 

14. Prakash KB (2018) Information extraction in current Indian web documents. Int J Eng Technol 
7:68–71 

15. Hashem EM, Mabrouk MS (2014) A Study of support vector machine algorithm for liver 
disease diagnosis. Am J Intell 4:9–14 

16. Prakash KB, Rangaswamy MAD, Raman AR (2010) Text studies towards multi-lingual content 
mining for web communication. In: 2nd international conference on trendz in information 
sciences and computing, pp 28–31 

17. Ahammad SH, Rajesh V, Venkatesh KN, Nagaraju P, Rao PR, Inthiyaz S (2019) Liver segmen-
tation using abdominal CT scanning to detect liver disease area. Int J Emerg Trends Eng Res 
7(11):664–669 

18. Gandey S, Aparna V, Kandarapu R (2020) Preparation and optimization of silybin sustained 
release microspheres for the treatment of liver disorders. Res J Pharm Technol 13:2742–2748 

19. Bommadevara HSA, Sowmya Y et al (2019) Heart disease prediction using machine learning 
algorithms. Int J Innov Technol Explor Eng 8:270–272 

20. Jonnavithula SK, Jha AK, Kavitha M, Srinivasulu S (2020) Role of machine learning algorithms 
over heart diseases prediction. In: AIP conference proceedings, vol 2292 

21. Kavitha M, Gnaneswar G, Dinesh R, Sai YR, Suraj RS (2021) Heart disease prediction 
using hybrid machine learning model. In: International conference on inventive computation 
technologies, pp 1329–1333 

22. Singh J, Bagga S, Kaur R (2020) Software-based prediction of liver disease with feature 
selection and classification techniques. Procedia Comput Sci 167:1970–1980



Performance Estimation of ML 
Techniques for Pancreatic Tumor 
Classification in PET/CT Images 

A. Sindhu and V. Radha 

Abstract Pancreatic cancer is one of the deadliest diseases and detecting the cancer 
at an early stage is the difficult task and the reason that ‘cancer’ symptoms happen 
only at a problematical period. The reliable screening tool to spot high-risk patients 
is lacking. Machine Learning (ML) algorithms were utilized in Positron Emission 
Tomography (PET)/Computed Tomography (CT) pancreatic images. Combination 
of PET/CT is a current mechanism, which combines both the functional informa-
tion of ‘PET’ with the anatomic features of ‘CT’. Incorporated ‘PET/CT’ devices 
show ‘PET’ with contrast medium enhanced ‘CT’ images of the complete body in 
single condition. Classification techniques have a significant function in ‘Computer 
Aided Diagnostic (CAD)’ systems in identifying the malicious (cancerous) area 
from any kind of medical images. Supervised ML techniques, for example K-Nearest 
Neighbor (KNN), Decision Tree (DT) and Support Vector Machine (SVM) have been 
accepted as strong ideal in classifying features for medical images. Classification 
using SVM achieved 80.7% accuracy; KNN achieved 90.8% accuracy and decision 
tree achieved 89.9% accuracy in detecting pancreatic cancer. From the above delib-
erations, this paper attempts to evaluate the latest ‘ML’ techniques for ‘Pancreatic 
Cancer’ classification using second order statistical features from ‘PET/CT’ images. 
The results indicate that KNN can be achieved the maximum accuracy than SVM 
and DT algorithms. 
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1 Introduction 

Pancreatic cancer is a common malignant cells form in the muscles of pancreas. 
Its ‘frightful’ also ‘mortality’ has expanded recently. Pancreatic threat is a hetero-
geneous group of ‘neoplasms’. 85% of malignant tumors are of exocrine inception 
including ‘ductal adenocarcinoma’ and the uncommon ‘acinar’ cell carcinoma (1%– 
2%) [1]. Most customary strategies for automated classification of pancreatic tumors 
cannot work in a start to finish way. Regularly, the measure of fluorine-18 ‘FDG: 
fluorodeoxyglucose’ take-up in typical pancreatic parenchyma is inconsequential 
contrasted in the liver. In any case, both ‘malignant & benign’ pancreatic states 
can exhibit extreme ‘FDG’ take-up. The Medical Image Data is obtained from the 
Biomedical Devices such as CT MRI, Ultrasound Imaging, PET, PET/CT. Medical 
image Modeling methods have been developed for decades but many other techniques 
have been developed for imaging modalities such as X-ray, CT, CAD, MRI, and Ultra 
sound. PET/CT imaging only increased the research focus for cancer diagnosis for 
5 years [2]. CAD system can assist physicians with enhancing analytic efficiency and 
exactness that does not rely on the specialist’s summary judgment and awareness. 
Existing pancreatic tumors classification techniques experience the ill effects of the 
matter of fractional mechanization and disregard spatial and fleeting qualities. ML 
techniques give methods to improve the expectation of clinical execution. Classifi-
cation algorithm assumes a significant job in CAD frameworks in distinguishing the 
malicious areas from PET/CT scans. Medical image classification is a big challenge 
and it is related to the use of methods, identifying the patterns, exploiting the image 
processing results and validating the classification results [14]. The main objective 
of the image classification is to not only reach the high accuracy but also identify the 
part of the body, which is affected by the disease. In the field of medical research, 
digital imaging data consist of specific characteristics, which are formed by pixels 
that correspond to a physical object because of imaging modalities [15]. Eventually, 
three notable Supervised ML systems were chosen for pancreatic tumor classifica-
tion, specifically KNN, decision tree and SVM. The arrangement of the research 
paper is as per the following. 

2 Related Works 

Sindhu and Radha [16] performed pancreatic tumor segmentation on the basis of 
optimized K-means clustering [13] and saliency map model. Obaid and Mohammed 
[17] proposed a method on classifying the Wisconsin breast cancer from ultrasound 
scan images. They evaluated three types of classifiers (KNN, DT and SVM) with 
32 features and two classes and the performance of these classifiers and the three 
parameters are evaluated and compared. Based on their research work by applying the 
machine-learning algorithm, SVM shows better accuracy of 98.1% when compared 
with other algorithms. Punithavathy and Poobal [18] developed CAD system based
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on texture features and fractal analysis and found that it was useful for detecting 
and classifying in dual modality images. They used 3 texture features and 10 fractal 
features to detect lung cancer from PET/CT images. SVM classifier is used for 
lung cancer diagnosis and shows 98.1% of accuracy when compared with KNN and 
DT. Nandpuru et al. [3] employed on ‘MRI’ brain cancer classification with SVM 
(Support Vector Machine). In this research work texture, grey scale and symmetrical 
features are extracted from MRI brain Images for classification and achieved good 
result. Padma [4] utilized SVM Classification technique with sentimental Tissues 
in ‘CT’ Brain Images. The author used ‘Wavelet Based Dominant Grey Level Run 
Length Texture’ for feature extraction. It required highlighted method of medical 
‘CT’ imaging is used and applied techniques, which is reliable for detecting the 
cancer using SVM and reached 98% accuracy. Ubaidillah et al. [5] utilized Artifi-
cial Neural Network (ANN) and SVM classification system for cancer detection. 
A Comparative analysis was conducted in that research. Using ‘SVM’ and ‘ANN’ 
classifiers, the author evaluated the performance on four different cancer functions. 
Finally, the ANN classification algorithm achieved best classification results on the 
extracted features, which have greater input characteristics (prostate & ovarian cancer 
characteristics). SVM also showed fine performance on features by means of lower 
input features (breast & liver cancer), and finally SVM classification is approached to 
improve the result for classifying the cancer Sonawane and Prakash [6] employed the 
classical KNN. Initially, a ‘Dual Tree M-Band Wavelet Transform’ is utilized to select 
the discriminative features. The performance is authorized with ‘tenfold’ cross justi-
fication. The classification exactness has achieved nearly 90%. Minimum numbers 
of features are misclassified. Grossmann [7] utilized new decision tree ensemble 
classifier named as Adatree algorithm which uses the characteristics of decision tree. 
It has new kind of ensemble learning framework, which integrated the advantages of 
‘ensemble learning algorithm’ and ‘decision tree’. Also, in that classification system, 
a replacement splitting criteria has been developed. Couple of feature datasets are 
utilized to found the performance of the proposed classification algorithm Estruch 
[8] utilized a formation called ‘decision multi-tree’ and the experimental assessment 
has showed the efficiency of ‘decision multi-tree’. 

3 Methodology 

Feature extraction may be a general phase utilized in ML system and the set of the 
features are extracted from the segmented images for subsequent process of learning 
algorithm [9]. The grey level distribution in a picture is evaluated from the first-order 
statistic features. Second order statistics features are that they considered pixels in 
pairs [10].
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3.1 GLRM 

The ‘second order statistical’ features are computed by utilizing GLRM system. At 
this point, two approaches are utilized for calculating the grey level pixel-run length. 
At first phase, a vector-examining pixel runs that made by the function q (L, D, and 
T). In this function, ‘L’ means length of the pixel run, ‘D’ means direction of the pixel 
run and ‘T’ means the threshold. D value is calculated almost same in the ‘GLCM’ 
method. T value for pixels to be integrated into the pixel-run that is indicated by 
the user. The process of constructing the pixel-runs is as pursues: every pixel row of 
segmented image at ‘D’ is scanned. therefore, the 1st pixel of the row is around to be 
the initial pixel-run with length 1 and similar grey value ‘I’ due to the initial pixel; 
then subsequent pixel within the row is searched; if | I - In | ≤ T (‘In’ means ‘grey’ 
value of consequent pixel), consequent pixel is combined into the ‘pixel-run’, else, 
a replacement pixel-run is done then the pointer is navigated to consequent pixel”. 
This procedure is carried out until the searching of the whole row is completed then 
an alternate row is initiated [11]. 

The grey level runs are categorized with the grey value of the run in the GLRM 
process and it reforms the length along with path of the run [12]. Here, ‘P (i, j)’ means 
the run length matrix array. It contains the aspects with the grey value features “i” 
a run length “j”. Textural features are identified from the constituents of the array, 
which does not know the natures of the textures of the input image. Several numeric 
texture determinations are often calculated since the first run length matrix is p (i, j). 
The seven authentic features of grey level ‘run lengths statistics’ feature are described 
in the Eqs. (1–7). 
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∑
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High  Gray  Level Run Emphasis (HG  R  E) =
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where ‘Pi’j means the number of runs with intensity ‘I’ also length ‘j’. The GLRM 
features which obtained are used for the machine learning algorithms for better 
accuracy in terms of classification and detection. 

4 Results and Discussion 

MATLAB 2018B is used and three notable supervised ML systems have been applied 
in this study such as KNN, SVM and DT for pancreatic tumor classification. These 
three classifiers have been applied on the datasets of pancreatic cancer with seven 
features and two classes (benign, malignant). The below figure shows the proposed 
method of pancreatic cancer diagnosis. The Pancreatic PET/CT datasets are utilized 
for assessing the machine learning algorithms, which is acquired on a PET/CT 
scanner. 119 PET/CT images of 50 to 71-year-old patients confined from 2016 to 
2018 were used to evaluate the ML methods. During this research, two equally 
exclusive labels were considered (i) normal, i.e. images that do not present any radi-
ological abnormalities; (ii) abnormal, i.e. images reported as malicious constituents. 
‘PET/CT’ images are of dimension 512 × 512 × 178. The PET/CT images are in 
‘Digital Imaging and Communications in Medicine (DICOM)’ format that images 
were transformed into ‘JPEG’ images of dimension 256 × 256 by appropriate tool 
and after that it is utilized for this research. Therein dataset, ML algorithms has 
been tested on MATLAB 2018B runs on Intel i7 CPU with the 2 TB hard disc, 
8 GB RAM with Windows 10 Operating Systems. GLRM technique is employed in 
feature extraction process to extract optimal feature from the segmented images. This 
process is engaged to enhance the classification process of machine leaning model. 
These extracted features are often used for training machine-learning algorithms. 
Some sample imaging features extracted in this paper are listed in Table 1. 

From the tables, GLRM features were extracted from the pancreatic PET/CT 
datasets, which are used as an input files for SVM, KNN and DT machine learning 
techniques, as stated in Fig. 1. 

4.1 Performance Evaluation 

The ML algorithms are compared by measuring the subsequent evaluation parameters 
[15]. Accuracy’ value is the proportion of the accurate number of predictions. Can be 
determined using Eq. (8). Precision’ is the ratio of predicted positive examples which 
really are positive, as shown in Eq. (9). Recall’ also called hit rate or sensitivity; 
it measures how much a classifier can recognize positive examples, as shown in 
Eq. (10).
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Table 1 Sample features form pancreatic PET/CT images 

IMAGE SRE LRE GLN RLN RP LGRE HGRE 

Image1 1.1804 1.8802 18.91 8.9203 19.701 0.0142 0.20236 

Image2 9.0903 1.7302 24.803 9.2903 22.3879 0.01432 0.23063 

Image3 1.0804 1.6902 43.9292 6.2603 54.2042 0.01868 0.34041 

Image4 1.2004 1.4302 45.6037 4.7803 1.1002 0.02376 0.45658 

Image5 1.0004 1.4502 70.6459 2.0903 3.2702 0.0471 0.55732 

Image6 1.2604 1.7502 49.0583 5.9103 1.2202 0.02095 0.459 

Image7 1.2704 1.5702 68.4265 4.5303 1.3802 0.02699 0.46452 

Image8 1.2704 1.6802 65.7542 5.3703 81.9681 0.02116 0.40188 

Image9 1.2204 8.803 1.1002 8.9303 2.8202 0.06626 0.08727 

Image10 1.3904 8.0903 1.0902 9.9403 2.1102 0.06027 0.07795 

Fig. 1 Parallel coordinators plot of KNN with GLRM features 

Accuracy = (T P  + T N  ) 

(T P  + T N  + FP  + FN  ) 
(8) 

Precision = TP 

(TP + FP) 
(9) 

Recall = T P  

(T P  + FN  ) 
(10) 

F1_Score is the ‘Harmonic Mean’ of recall with precision, which is represented 
in Eq. (11). PPV (positive predictive value)’ is the percentage of cases with a posi-
tive diagnosis, determined using Eq. (12). ‘NPV (negative predictive value)’ is the
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Table 2 Performance 
evaluation 

DT [16] SVM [18] KNN 

Precision 0.9 0.92 0.96 

Recall 0.7 0.85 0.9 

F1-Score 0.78 0.86 0.92 

PPV 0.71 0.75 0.79 

NPV 0.69 0.79 0.82 

G_Mean 0.79 0.88 0.92 

percentage of cases with a negative diagnosis, determined using Eq. (13). G-mean is 
the arithmetical mean of recall with precision, as shown in Eq. (14). 

F1Score = 
(2 × Precision  × Recall) 
(Precision  + Recall) 

(11) 

PPV  = T P  

(T P  + FP) 
(12) 

N PV  = T N  

(T N  + FN  ) 
(13) 

G-mean = √
Precision × Recall (14) 

From the above equations, ‘TP’ and ‘TN’ stands for True Positive & True Negative 
values moreover ‘FN’ and ‘FP’ stands for False Negative & False Positive. The 
performance evaluation of DT, SVM, and KNN is represented in Table 2. 

Figure 2 shows the KNN algorithm has better value of Precision, Recall and F1-
Score in comparison to other ML algorithms. The ML algorithm provided by the 
MATLAB machine learning toolbox is employed for assessing the trouble of the ML 
methodologies. 

4.2 Confusion Matrix 

To describe the performance of the classification algorithms, confusion matrix has 
been used in this research. It allows visualization of the performance of an algorithm. 
It also allows easy identification of confusion between classes. For example, one class 
is commonly mislabeled as the other. 

Out of 119 cases, 48 cases were benign and predicted correctly. The remaining 
8 cases were benign but could not be predicted accurately as malignant. 48 cases 
were malignant and predicted correctly. The remaining 15 cases were malignant, but 
could not be predicted accurately as benign. Overall, 80.7% of the predictions are 
correct, remaining 19.3% could not be predicted accurately, as shown in Fig. 3.
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Fig. 2 Performance evaluation 

Fig. 3 Confusion matrix 
with 80% data for SVM 

Out of 119 cases, 54 cases were benign and predicted correctly. The remaining 2 
cases were benign but could not be predicted accurately as malignant. 54 cases were 
malignant and predicted correctly. The remaining 9 cases were malignant, but could
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Fig. 4 Confusion matrix 
with 80% data for KNN 

not be predicted accurately as benign. Overall, 90.8% of the predictions are correct, 
remaining 9.2% could not be predicted accurately, which is depicted in Fig. 4. 

Out of 119 cases, 55 cases were benign and predicted correctly. The remaining 4 
cases were benign but could not be predicted accurately as malignant. 52 cases were 
malignant and predicted correctly. The remaining 8 cases were malignant, but could 
not be predicted accurately as benign. Overall, 89.9% of the predictions are correct, 
remaining 10.1% could not be predicted accurately, which is depicted in Fig. 5. 

4.3 Evaluation of Accuracy 

The accuracy of classification techniques has been evaluated from the pancreatic 
image features which is extracted by GLRM feature extraction algorithm in the 
proposed system. From the validation of classification process, KNN predicts less 
number of false negative cases (misclassification) when compared with SVM [18] 
and DT [16] from the following Table 3 and Fig. 6, the KNN algorithm has showed 
highest accuracy rate.
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Fig. 5 Confusion matrix 
with 80% data for DT 

Table 3 Comparison of ML 
algorithms using accuracy 
value 

Sl. No Algorithms Accuracy obtained 

1 KNN 90.8% 

2 DT [16] 89.9% 

3 SVM [18] 80.7% 

Fig. 6 Performance 
evaluation with accuracy 
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5 Conclusion 

Detecting and classifying the ‘Pancreatic cancer’ is a vital role in medical field 
for saving the human’s life. Despite using common diagnosis tools, most of the 
researchers nowadays have an interest in using ML classification algorithms to clas-
sify cancer tumor. This research is conducted to match the performance of three ML
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classification techniques, which are DT, SVM and KNN in classifying carcinoma 
in PET/CT images. All techniques are often effective tools to classify cancer but 
compare to other classification techniques, KNN shows the higher accuracy because 
the number of false predictions are low when compared with SVM and DT. In 
the future scope, novel machine learning algorithm can be implemented to mini-
mize the false predictions (misclassification) and enhance the performance of the 
classification. 
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P. Kannan, P. Bhuvaneswari, K. Prabhu Chandran, P. Ebby Darney, 
K. Lakshmi Narayanan, and R. Santhana Krishnan 

Abstract The regular Switched L and Z-source inverters are tested which accom-
plishes greater-voltage gain and great in version of power operation at reduced values 
of shoot-through values when contrasted with the unadventurous ZSI. Since the 
SL-ZSIs have increased number of inactive components, mass, volume and misfor-
tunes of the framework builds that prompts the drop of efficiency. To conquer the 
problems of traditional switched inductor Z-source inverter a double single phase 
switched inductance capacitance later on acquainted to accomplish high-voltage 
gains at lower estimations of duty ratio using lesser count of inactive components 
while contrasted to SL-ZSIs. While these single-phase inverters have low estima-
tions of duty ratio, modulation index M gives way to deal with greater qualities that 
occurs in enhanced current yield at lessened distortion of harmonics. The single-
stage inverters are supplanted with three-stage inverters in this anticipated project 
which accomplishes higher efficiency. The power quality analysis of LC Z-source 
inverters which is three phase switched whose voltage gain is high are executed and 
the execution of the proposed inverters are analyzed. 
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1 Introduction 

The superior VSI and CSI are generally essential in numerous mechanical appli-
cations such as, UPS systems, dispersed power frameworks, servomotor drives and 
hybrid electric vehicles [1]. ZSIs are novel electronic converters of power with both 
capacities to buck and boost voltage that are anticipated for usage in propellant 
energy transformation systems as well as engine drives with a fore front rectifier 
[2]. A DC voltage source which is upheld using a moderately expansive capacitor 
supports the primary inverter circuit [3]. The DC voltage source that must be utilized 
can be a battery, energy component count, diode rectifier, as well as capacitor. The 
exemplary ZSIs can create the coveted yield voltage by simply changing the shoot-
through period in two power switches in a leg [4]. In any case, an unbounded gain 
can’t be gotten inferable from the dependent impacts of components. Along these 
lines, higher lifts in the exemplary ZSIs prompt expanding power misfortunes and 
inconsistency [5]. 

An effective composition of the Z-source inverter and SL structure, known as 
a switched inductor ZSI (SL-ZSI) gives a solid step-up inversion that beats the 
enhancement restrictions of the great ZSI [6]. The prohibited shoot-through period 
in the regular VSI choose the mandatory to improve the gain of the ZSI. The 
values of D in the shoot-through and a 3-stage ZSI systems which is associated 
with modulation index under the imperative of (M + D ≤ 1) [7]. Z-source inverter 
overcomes the theoretical/conceptual barriers and restrictions of the conventional 
voltage-source current-source converter. Also generates a novel power conversion 
concept to describe the operating principle and control [8–10]. 

This paper is systematized as described below. Section 2 gives a brief summary 
of the existing related works. Section 3 elaborates about the proposed work which 
is the design of Type 1 and Type 2 three-phase switched LC Z-source inverters. 
Section 4 comprises about the results of the proposed inverters. The proposed 
inverters are implemented and analyzed using MATLAB/SIMULINK and the results 
are validated. 

2 Related Works 

Ding et al. [11] has presented a Cockcroft-Walton Multiplier Voltage (CWMV) qZSI 
has obvious advantages in terms of the voltage and current stresses on power elec-
tronic components. Even though, if k is large, the slope is too steep at less shoot-
through duty cycle which brings difficulty in circuit controlling. Hou et al. [12] 
has demonstrated a fuzzy Proportional Complex Integral (PCI) method to further 
optimize the control effect of the quasi-Z source grid-connected solar inverter. 
This method can eliminate the steady-state error and has the characteristic of zero 
steady-state error adjustment. However, the capacitor voltage of the ZSI is too high, 
resulting in strong voltage resistance and large capacitance volume that increases
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the price. Belila et al. [13] has proposed the control and implementation of a Z-
source inverter for hybrid solar-diesel generator energy storage system. This method 
is used more advantageously without any harmful effects on the Z source inverter 
operation. In critical situations, when a peak load occurs, at that time the peak DC-
link voltage becomes uncontrollable. Faruqui, and Anwer [14] has demonstrated 
Z-source inverter and voltage source inverter for renewable energy applications to 
achieve shoot through pulses. But at the same time, it destroying the nature and 
creating problems in the environment. Palanikumar et al. [15] has presented Modern 
control scheme for Z-Source inverter based PV power generation systems to improve 
the power quality features. Then the capacitor voltage is compared with the reference 
voltage which has to be maintained across the DC link of the inverter bridge. But 
this method is suitable for specific applications only. 

3 Proposed Methodology 

To propose this research, a harmonic analysis of two three phase switched LC Z-
source Inverters are designed and analyzed. With the end goal to acquire increased 
voltage gain with limited count of inactive components when contrasted with the 
prevailing SL-ZSIs, that anticipated and is gotten from L-ZSI which includes capaci-
tors, some diodes and 2-switches. The proposed inverters possess lower voltage stress 
and current stress compared to SL-ZSIs which is similar to i/o voltages. Figures 1 
and 2 illustrates the circuit diagram for Type-1, Type-2 SLC ZSI respectively. 

Fig. 1 Type 1 SLC-ZSI
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Fig. 2 Type 2 SLC-ZSI 

3.1 SLC-ZSI Operation-Type 1 

With the help of detailed investigation, the single switch s is changed with the help 
of H-bridge inverter circuit. The operation of the Type 1 SLC-ZSI and shoot-through 
and non-shoot through periods are explained. 

Shoot-Through Period. Diodes D1 and D2 which are forward biased and D2 and 
Din are made reverse biased by turning on the switches S and Sa and turning off 
the switch S. The capacitor C discharges and the DC source and capacitor provides 
energy to inductors with help of source S and Sa. Figure 3 shows the Shoot-through 
interval of Type 1 SLC-ZSI. 

Fig. 3 Shoot-through interval of Type 1 SLC-ZSI
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Fig. 4 Non-shoot-through interval of Type 1 SLC-ZSI 

Non-shoot-through Period. The diodes D1 and D3 are made to inverse biased and 
D2 and Din are made to forward biased which makes S and Sa to turn OFF and Sb is 
turned ON. 

Figure 4 illustrates the Non-shoot-through interval of Type 1 SLC-ZSI. With these 
conditions, where L1 and L2 are held in series and the energy of DC power source 
and the stored magnetic energy is provided to the circuit which is connected to the 
inverter along with capacitor to be charged. 

3.2 Process of Type 2 SLC-ZSI 

With the simple investigation, a single mode switch S is substituted for the H-bridge 
inverter circuit. The shoot-through and non-shoot through periodic operations are 
described. 

Shoot-Through Interval 
Figure 5 shows the Shoot-through interval of Type 2 SLC-ZSI, While the switches S 
and Sa are kept in the ON an Sb is kept in OFF position, diodes D2 which is forward 
biased and D2 and Din which are made to backward bias. The capacitors in the circuit 
(C1 and C2) runs down of its charge and the inductors helps to store energy from DC 
and S and Sa are charged through capacitors. 

Non-shoot-through Interval 
Figure 6 shows the non-shoot-through interval of Type 2 SLC-ZSI. At the same time, 
if S and Sa are kept in OFF position and Sb is kept in ON position, D3 is made to 
backward bias and D2 along with Din are made to forward bias. The energy along 
with DC source is sued to store up magnetic energy from the inductors and the 
inverter receives it. The capacitors are charged equally.
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Fig. 5 Shoot-through interval of Type 2 SLC-ZSI 

Fig. 6 Non-shoot-through interval which is of Type 2 SLC-ZSI 

4 Results and Discussions 

The Simulation model for the 3 phase high voltage gain switched Inductance (L), 
Capacitance (C) Z-source inverter. 

4.1 Output Analysis 

The voltage analysis and current analysis of the proposed 3ϕ high gained voltage 
switched LC Z-source inverter are given below. Steady state investigational results 
of SLC-ZSIs are given for alternate values of duty ratio D which helps to manage 
AC voltage levels. The proposed inverters use the Modulation index (M) and Duty 
ratio (D) which are dependent in shoot-through unipolar PWM technique.
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Fig. 7 Voltage analysis of 3-phase switched LC Z-source inverters 

Figures 7 and 8 describes the voltage and current analysis of the 3ϕ switched LC 
Z-source inverter. The input voltage that is provided as the input is boosted with the 
help of the proposed 3-phase Z-source inverter. The input current which is given as 
the input is boosted through this proposed three-phase Z-source inverter. 

4.2 Output for Type 1 3-Phase Switched LC Z-Source 
Inverter 

Figure 9 illustrates the Simulink model for Type 1 switched LC Z-source inverters. 
Switch S replaces the H-bridge inverter circuit. It describes the overall model for 
which the type 1 switched LC inverters are designed. This Simulink model is designed 
in such a way to easily identify the shoot-through and the non-shoot-through interval. 

This Fig. 10 shows the input that is given for the Type 1 three-phase switched LC 
Z-source inverter. The input is given in the form of DC voltage. 

This Fig. 11 illustrates about boosted DC voltage of the Type 1 switched LC 
Z-source inverter and DC voltage is given as input is boosted. 

This Fig. 12 demonstrates the o/p waveform of the 3-phase switched LC Z-source 
inverter in the form of load voltage and load current.
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Fig. 8. 3-phase switched LC Z-source inverters-current analysis 

Fig. 9 Simulink model for Type 1 switched LC Z-source inverters
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Fig. 10 Input voltage for Type 1 3-phase switched LC Z-source inverter 

Fig. 11 Boost DC voltage of Type 1 three-phase switched LC Z-source inverter
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Fig. 12 Output waveform of 3-phase Z-source inverter load voltage and load current 

This Fig. 13 explains the Gate Pulse waveforms of the proposed inverters.
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Fig. 13 Gate Pulse Output Waveform 

4.3 Output Parameters 

Table 1 tabulates Parameters derived from SLC-ZSI and SLC-ZSI of type 1 and type 
2. From the Table 1, it clearly indicates that SLC-ZSI-TYPE 2 achieves the high 
voltage gain of 1.83 (G) which is much better than SLC-ZSI-TYPE 1. 

Table 2 tabulates the comparative analysis of THD. From the Table 2, it indicates 
that proposed SLC-ZSI-TYPE 2 achieves less THD in both voltage and current 
analysis. The proposed SLC-ZSI-TYPE 2 attained 3.69 and 2.52% of THD while 
the existing Z-source inverter [14] has reached 4.09 and 2.93% only. 

Table 1 Parameters derived from SLC-ZSI and SLC-ZSI of type 1 and type 2 

Parameters SLC-ZSI-TYPE 1 SLC-ZSI-TYPE 2 

DC input voltage (V) 120 120 

DC boost voltage (V) 200 mean 220 mean 

AC output voltage (V) 200 avg 220 avg 

Voltage gain factor (G) 1.66 1.83
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Table 2 Comparative analysis of THD 

Performance THD analysis 

Z-source inverter [14] (%) Proposed SLC-ZSI-TYPE 2 (%) 

THD at output voltage 4.09 3.69 

THD at output current 2.93 2.52 

5 Conclusion 

In this research, the two 3-phase SLC-ZSIs are proposed. These are capable of 
providing optimum gains of voltage at low shoot-through values that has reduced 
number of inactive components while comparing with the Z-source inverters. At 
allowable THD, modulation index can be made optimum by the presence of low 
values of D, which provides high AC o/p voltages. Moreover, the proposed inverters 
are more efficient because of its utilization of minimal number of components and 
its size and heaviness when compared with the present system SL-ZSIs. From the 
simulation results, it demonstrates that proposed SLC-ZSI-TYPE 2 accomplished 
THD of 3.69% and 2.52% which is better than existing methods. A complete study 
and steady-state observation that anticipated both the types of SLC-ZSIs is performed 
and the expected results of the invertors which are already proposed are verified via 
investigation and outcomes at different values of D. 
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Prediction Scheme Using Fuzzy Logic 
System to Control the Congestion 
in Wireless Sensor Network 

Zainab G. Faisal, Maysam Sameer Hussein, and Amany Mohammad Abood 

Abstract A key challenge of Wireless Sensor Networks (WSNs) is congestion, this 
is because of the resource-constrained of WSN. The nodes that have one hop to the 
sink (node near the sink) have a chance of congestion because of the heavy data 
traffic through it to reach the sink when an event is detected. So the soft computing 
based on fuzzy logic is proposed. The proposed approach is called Fuzzy Logic 
Congestion Controller (FLCC) divided into 4 stages, (1) detecting and estimating 
the congestion as congestion level indications, (2) control the traffic rate using a 
fuzzy logic system, (3) adjust the rate of active nodes and (4) notify it by its new rate. 
With several qualities of service factors, such as packet loss ratio, remaining energy, 
buffer utilization, and throughput, FLCC was applied to determine proper weights 
among those factors. According to the simulation results, the proposed controller 
can avoid and estimate the congestion in WSN and show superior performance in 
terms of increased throughput, reduced packet loss, and balancing the overall energy 
consumption. 

Keywords Congestion control · Energy consumption · Fuzzy logic · Soft 
computing · Wireless sensor network 

1 Introduction 

Although the resource-constrained of the sensor nodes it involved other functions, 
including sensors, computing, storage and transmission, but internal battery supply 
shortens the overall network life [1, 2]. Wireless sensor networks comprise of a large 
number of sensor nodes when an event is detected, many sensor nodes will be active
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and begin to send its data through intermediate nodes to reached sink [3]. Because the 
data is not fairly distributed over the all node, the sensor nodes that have one hop away 
from the sink node (node near sink) may be bottleneck and lead to lose the data packet 
[4]. The impact of congestion is more regrettable as congestion in wireless sensor 
network led to packet drop and energy utilization due to a more sensor is active 
to send or resend the packet. Indeed, even the general throughput of the network 
conveyance proportion debases because of congestion [5]. The utilization of fuzzy 
logic is suitable to enhance the performance of WSN [6]. Thus the approach (FLCC) 
has been proposed to estimate and control congestion at the network by adjusting 
the transition rate of the active sensor, and then the non-linearity in the traffic load 
can be reduced. The FLCC approach needs to be simple enough to run unhindered 
on individual sensor nodes without overly taxing the system resources. 

2 Related Work 

Many researchers have study congestion control in WSNs and try to reduce packet 
loss in different ways. So a fuzzy based congestion detection and alleviation is 
proposed by taking some metrics like Buffer occupancy, traffic rate, contenders, 
number of packets sent by sender sensor node, number of packets received by 
the receiver sensor node and level of congestion. All these metrics help to esti-
mate congestion level in the sensor network and also minimizes the congestion by 
adjusting rest of the other metrics. The performance of the proposed is compared 
with existing schemes with respect to various qualities of service parameters [7]. The 
network life time is improved by control the rate process of the active nodes based on 
cluster routing. As a result, congestion is reducing throughout the network [8]. Also 
in [9], proposed transmission rate control to avoid the congestion by adjusted the 
transmission rate at active node based on its packet loading information, congestion 
degree and queue length. In [10], a method based on fuzzy is proposed to manage 
the sleeping time of the sensor node in smart home. On the other hand, in [4], the 
Proportional Integral Derivative controller is proposed to control the congestion by 
using queue length of messages in the nodes. In addition, a fuzzy logic control is 
proposed to solve the problems of slow parameter optimization of traditional PID 
controller so the proposed mechanism is combined the fuzzy with Proportional Inte-
gral Derivative (PID) to adjust queue length of messages in node. In [11], a fuzzy 
sliding mode controller is proposed, that combine between fuzzy logic control and 
sliding mode control, which regulates the queue length in the congested nodes and 
significantly reduces the uncertain disturbance of the traffic. Also in [12], congestion 
controller based on neural network was proposed at sink node to reduce congestion, 
buffer occupancy used as input to the neural network and according to the decision 
of controller, the transmission rate of active sensor node is adjustable.
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3 Methods 

This section is divided in two sections. The first section explains the network model, 
the second section describes the proposed control for congestion estimation and 
avoidance. 

3.1 The Model of the Network 

The model of network consists of a set of N sensor nodes, randomly distributed over 
coverage area and one sink node in center of the area. Two activities have been in the 
sensor network node, nodes can generate data traffic and route it to other nodes [1– 
3]. In general, the event-driven sensor networks is acceptable load condition [10] if  
events detected, the sense’s node has been become active and encode the information 
into packets and forwarded it via multiple hops to a sink using shortest path routing. 
Bit Rate BR(Si) is the transmit rate used at each sensor Si to forward data to the sink. 
It must be acceptable to the available capacity of the channel in the network. The 
Eq. (1) explained it [9].

∑N 

i=1 
BR(Si ) ≤ Channel capacity (1) 

3.2 The Proposed Fuzzy Logic Congestion Control 

The components of FLCC are four units. Fuzzy Congestion Detection Unit (FCDU) 
which is used to detect and estimate if the congestion has occurred, Fuzzy Logic 
Control Unit (FLCU) used to control the congestion using fuzzy logic member ship, 
Fuzzy Rate Adjustment Unit (FRAU) calculates the new rate for all active nodes 
and the new rate is sent to the Fuzzy Rate Notification Unit (FRNU) which is notify 
all active nodes of the new rate [13]. Figure (1) illustrates the block diagram of the 
proposed FLCC approach that designs each node near the sink. 

Fuzzy Congestion 
Detection Unit 

Fuzzy Rate Notification Unit Fuzzy Rate 
Adjustment unit 

B 
C 

New rate to 
active sensor 

node 

Fuzzy Congestion 
Control Unit (FCCU) Input traffic 

CF 

Fig. 1 The block diagram of the FLCC
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Fuzzy Congestion Detection Unit (FCDU). Accurate and efficient detection unit is 
played an important role to control the congestion in the sensor networks. To detect 
the congestion, the level of it should be quantified to obtain a fine-grained congestion 
control. When the detection unit detects congestion, it refers to identification of 
possible events that may build-up congestion in the network. 

Congestion detection is done by calculating the Buffer occupancy BO at time t 
and Congestion indication CI of the traffic that follow through the node. The latter 
metric CI reflects the packet loss ratio [9]. 

The packet loss ratio value is the ratio between numbers of the losses packet at 
considered node to the numbers of packets generated by sensing nodes which is 
sends their data through the considered node to reach the sink. BO is calculated using 
accumulation packets in the buffer of that considered node. The function BON  in 
Eq. (2) denoted the amount of buffer occupancy at node N [9]. 

BON  = 
BOI  

BOT  
(2) 

where, BOI  represents the number of packets that reached to queue buffer at node 
N, and BOT  represents the buffer size at the same node. Clearly, that the value of 
BON  is always in the range of [0, 1]. In the worst case scenario, BON  is 1. Hence, it 
means BOI  = BOT  . 

For more explanation, Fig. 2 show nodes 1, 2 and 3 that are the active nodes to 
forward their data packet to the sink through node 4. Fuzzy Congestion Detection 
Unit in node 4 calculates CI4 (t) and BO4 (t) where the value of CI4 is defined in Eq. 3. 

CI 4(t) = number o f packets loss at node 4 in  network (PL4(t)) 

number o f packets generated by sensing nodes (1, 2, 3) at t ime t  
(3) 

and BO4 (t) is occupancy of buffer at node 4 at time t. 

Intermediate nodeSink Node near sink Source node

Sensing field

1

Buffer at node 4

4

2

3

Fig. 2 Structure of WSN show traffic flow through node 4
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Fuzzy Congestion Control Unit (FCCU). The BO and CI of each node near the 
sink are taken as input parameters to FCCU. The Membership Function (MF) of 
BO is chosen to explain the selection of the Membership Function (MF) in this unit. 
The [0,1] is the range of BO. The greater BO refers to the node becomes congested. 
When the value of BO exceeds 0.9, the congestion probability in that node is 1. 
The linguistic values for inputs MFs are [L, M, and H] representing Low, Medium, 
High values, respectively. Similarly, the membership function of CI can be obtained. 
Figure 3 shows the input and output value membership functions. 

The linguistic values of output MFs are [L, M, H] representing Low, Medium, 
High, respectively. Those linguistic values of the Fuzzy Congestion Level (FLC) 
increase from left to right [6]. Table 1 is show a typical set of FCL evaluation rules. 

The table is therefore the fuzzy table to determine the level of congestion which 
takes the values of BO and CI as input and Fuzzy Congestion Level (FCL) as a single 
output, the defuzzified value of which determines the level of congestion in sensor 
nodes. 

Buffer occupancy 

Congestion indication 

Fuzzy Congestion Level 

Fig. 3 The input and output membership functions
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Table 1 Fuzzy rules 

Fuzzy congestion level FCL 1. Buffer occupancy BO 

L M H 

Congestion indication CI L M M 

M H H 

M H H 

The process of Center of Gravity (CoG) defuzzifier is applied to get the crisp FCL 
in the proposed FLC. Finally, obtaining the value of FCL is in the range of [0–1], 
higher values representing more congestion in wireless sensor networks. 

Three levels that Congestion state is divided where two threshold boundaries B 
min and B max (0 < B min < Bmax < 1) are involved. The following regulation explains 
it where CL is congestion level. 

CF  = 

⎧ 
⎨ 

⎩ 

−1 0  < CL  < Bmin(nocongestion) 
0 Bmin < CL  < Bmax 

1 Bmax < CL  < 1(congestion) 

⎫ 
⎬ 

⎭ 

where CF is the Congestion Flag used in Fuzzy Rate Adjustment Unit (FRAU). The 
CF value helps making forwarding decisions at the nodes, especially at times of 
incipient congestion. Matlab is suitable to implement the proposed controller and 
clarity its effect on quality of service of network [14, 15]. 

Fuzzy Rate Adjustment Unit (FRAU). When CF is 1, FRAU understands the level 
of congestion is very large so it attempts to decrease sending rate BR of each active 
node Si and when the value is −1, there is no congestion occur but FRAU is tried to 
make the incoming traffic almost equal to effective buffer utilization thr.BS so it tries 
to make the sending rate of each active node increased. Moreover, no congestion has 
occurred in case the value of CF is 0 but the rate of active nodes remains the same 
because the current buffer occupancy is critical so it leaves relatively enough space 
available in the buffer if the node suddenly becomes active. 

The sending rate of active nodes should be adjusted immediately to obviate 
congestion problem at current node and this is done by Fuzzy Rate Adjustment 
Control. The FRAC fairly apportions rate between active nodes by Eq. (4). 

R(Si (t + 1)) = thr.BS. 
R(Si (t))∑n 

i=1 Ri 
(4) 

where the number of active nodes is n that is send their data through nodes near to the 
sink. This value allows the node to take an informed choice of forwarding a packet 
to the sink node keeping in mind both the aspects of fairness and load balancing. 

Fuzzy Rate Notification Unit (FRNU). In FRNU, each active node obtained its new 
rate from FRAU that is piggybacked with the ACK massage. The active node adjusts
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its rate according to the received value taking into consideration the maximized and 
minimized sending rate. 

4 Results 

In order to solve the problem of packet loss due to congestion in WSN, this manuscript 
introduced FLCC to mitigate and estimate the amount of packet that passing through 
the node near the sink. 

The proposed controller FLCC is compared with [12] Modified Neural Network 
Wavelet Congestion Control MNNWCC based on neural network that have wavelet 
as activation function and Neural Network Congestion Control NNCC based on 
neural network that have sigmoid as activation function. The MNNWCC and NNCC 
were implemented at a sink node to avoid and estimate the congestion. 

In the comparison experiment, the simulation parameter was mentioned in Table 
2 to implement the controllers for accurate and fair simulation comparison. The 
simulation has been conducted in MATLAB program. 

The model of the network comprises of 100 sensor nodes randomly deployed in the 
coverage area and the sink in the center of it. Different situation is used to examine 
the performance of the FLCC and compare it with network Without Congestion 
Controller WCC, MNNWCC and NNCC. 

Figure 4 Show the number of packets that was reached to the sink along the 
simulation time. It is clear; the amount of traffic is change, sometime low and anther 
high, according to the Event occurrence at the coverage area. 

Table 2 Simulation parameters 

Total area 100 × 100 m 

Nodes 100 node 

Sinks 1 

Active sensor node 10–40 node 

Buffer size of sink 250 packet 

Maximum Threshold of sink buffer 225 packet 

Buffer size of node 50 packet 

Maximum Threshold of node buffer 45 packet 

Data packet size 512 byte 

Simulation time 120 ms 

Channel Bandwidth 2(Mega bit per msec.) 

Traffic type No priority 

Routing Shortest path algorithm 

Data packet generation rate 10–30 (packet / msec.)
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Fig. 4 The traffic reached to the sink node at specific time 

Also notice from Fig. 4, the proposed controller was sensed this existence of this 
hustle better than MNNCC and NNCC and has modified the sending rate of the active 
node to acceptable value to avoid congestion. 

Figure 5 clearly shows the performance of the FLCC in term of packet loss ratio 
is better than network without controller because the intelligent methodologies of 
the FLCC. Also the proposed controller attempt to avoid packet loss faster the other 
controller previously applied. 

Figure 6 clarifies the buffer utilization ratio for the network with FLCC and 
compare the performance with WCC, MNNCC and NNCC. Figure 7 and Fig. 8 
shows the Network Throughput Ratio and Network Energy Consumption Ratio 
of the network respectively. All the results obtained from the figures shows that 
the network with FLCC tries to improve the performance by reduced packet loss,

Fig. 5 Packet loss ratio of the network
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Fig. 6 The buffer utilization of network 

Fig. 7 The network throughput ration of network 

Fig. 8 The network energy consumption ration of the network
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improved buffer utilization, efficiently network throughput and energy consumption 
at sensor is reduced.

5 Discussion 

From the result, the proposed controller FLCC tries to avoid losing data with the least 
possible means and as quickly as possible to conserve the energy of the sensor. The 
MNNCC and NNCC tried to prevent congestion in WSNs by controlling the traffic 
flow in the sink node and adjusting the sending rate of the active nodes fairly but 
without taking into account possible congestion in other sensors. The proposed FLCC 
approach provides better quality of service than the other approaches, by controlling 
the sending rate of active sensor nodes and estimated the network traffic efficiently 
so the actual traffic faster modified to reaches the desired buffer occupancy; as a 
result, it will improve the buffer utilization. 

6 Conclusion 

In this paper, the proposed approach was introduced based on intelligent algorithm 
that tried to prevent and estimate congestion in WSNs. Buffer occupancy and conges-
tion indication was tacked in account to control the traffic flow through the node near 
the sink and fairly adjusting the sending rate of active nodes. This leads to making 
the network traffic at an acceptable level to fit the available space of the sink buffer. 
Finally, the FLCC is used to optimize the packet loss ratio globally. 

In the future, designing a cluster network and implementing the proposed 
controller on each cluster head and also more energy efficient congestion control 
based on intelligent algorithm can be applied and compare the results. 
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Real-Time Heel Strike Parameter 
Estimation for FES Triggering 

Haaris Rahman, Ashwij Kumbla, V. N. Megharjun, and Viswanath Talasila 

Abstract For patients with certain types of movement disorders, electrical stimula-
tion is used to facilitate the rehabilitation process. Typically, rehabilitation specialists 
manually control the triggering of the electrical pulse at desired points in the gait 
cycle, and this manual intervention can be erroneous. In this paper, we develop a 
real time gait parameter estimation model using artificial neural networks to acti-
vate electrical stimulation at a desired point in the gait cycle. The weights obtained 
from the neural network model are trained across a sample of similar aged popula-
tion. The predicted output obtained from the real-time model were compared with 
the output of the offline analysis. We further compare results from a specific model 
trained with data of a single individual with that of a general model trained with 
data of eight individuals. A part of this work was funded by a BIRAC project 
BT/AIR0945/PACE-19/19. 

Keywords Assistive devices · Gait analysis · Heel strike · Inertial measurement 
unit · Neural networks · Real-Time gait detection · Wearable sensors 

1 Introduction 

Human gait analysis involves the understanding of various patterns of body move-
ment. These patterns vary among individuals depending on their age, gender, weight, 
and height. The understanding of these patterns helps in clinical rehabilitation of 
patients with locomotor disabilities [1] as well as those with stroke and spinal cord
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injuries [2]. Additionally, gait analysis is used in fall risk estimation [3] in the elderly 
and used in sports training [4] to identify shortcomings in athletes’ movement that 
may hinder their performance. 

In the medical field, gait analysis is generally performed by trained clinicians 
through observation, or in gait laboratories with specialized cameras and equipment 
[5]. However, these tests are expensive and access to such equipment is limited [6]. 
Further, for cerebral palsy patients with foot drop, functional electrical stimulation 
(FES) is used to facilitate the rehabilitation process [7]. Typically, this requires precise 
hand–eye coordination to trigger the electrical pulse at the accurate time of the gait 
cycle. An incorrect trigger instance resulting from a lack of concentration could risk 
the fall of these patients. 

In this paper, we develop a real-time gait parameter estimation device as a portable 
and cost-efficient alternative to activate electrical stimulation at the optimal point in 
the gait cycle. An Inertial Measurement Unit (IMU) is used to collect spatiotemporal 
data and a Force Sensitive Resistor (FSR) is utilized to determine when a subject’s 
foot encounters the ground, determining his/her full gait cycle. The data obtained 
from a sample similar-aged population is used to train an artificial neural network to 
predict one of the phases of the gait cycle, i.e., heel strike, which is then implemented 
on a microcontroller for real-time estimation. 

2 Related Works 

A human walk consists of gait cycles; a gait cycle is completed when there is a 
successive contact of the same foot with the ground [8, 9]. Several studies have 
proposed using inertial measurement units (IMU) as a reliable method for gait anal-
ysis [10, 11]. In [12], the use of long-short term memory networks (LSTM) is used 
to identify foot contact from motion capture systems, and in [13], the use of IMUs 
and thresholding algorithms is used to identify gait parameters for triggering the 
functional electrical stimulus. Due to the time-critical nature of triggering a FES 
at the appropriate time in the gait cycle, the use of deep neural networks, such as 
pre-trained models or LSTMs, particularly on embedded systems for real-time gait 
parameter estimation is impractical due to large computational times of the network. 
Further, thresholding algorithms are not as versatile as machine learning algorithms 
in capturing unique patterns of the gait cycle. 

As described above and to the knowledge of the authors, there is no work on using 
a standalone embedded system for gait parameter estimation in real-time. Further, 
the low computational times of traditional neural networks ensure the time-critical 
operation of triggering a FES.
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3 Experimental Setup 

3.1 Sensors Used and Placement 

The wearable device consists of an ESP8266 microcontroller, with a full TCP/IP stack 
and IEEE 802.11 b/g/n WLAN, interfaced with a BNO-055 inertial measurement unit 
(IMU), shown in Fig. 1(a). The microcontroller and BNO-055 communicate via bi-
directional I2C and UART interfaces. The IMU provides a 9-axis absolute orientation 
consisting of a triaxial 14-bit accelerometer, a triaxial 16-bit gyroscope with a range 
of ±2000◦ per second, and a tri-axial geomagnetic sensor. This setup is placed on 
the metatarsal portion of the subject’s shoe as shown in Fig. 1(b). The IMU is used to 
collect acceleration and gyroscope values in the three axes and quaternions. A force 
resistive sensor (FSR) of dimension 2 × 3 × 0.2 in., shown in Fig. 1(c), is placed 
under the heel of the foot. The output of the FSR reaches a maximum value of 1024 
when a large force is applied. The FSR is used to give the ground truth for the heel 
strike event [10]. The data obtained from the FSR and IMU are sampled at 100 Hz 
[14] which is transferred via a UDP packet as shown in Fig. 2. This data is stored

Fig. 1 Hardware Implementation a Microcontroller interfaced with IMU b FSR placed at heel of 
the shoe c Setup placed at metatarsal position of shoe 

Fig. 2 UDP frame format
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in a tabular form that serves as input to the training algorithms. The data is then 
used to train a neural network model that is loaded onto the microcontroller giving 
a real-time portable model for the prediction of heel strike.

3.2 Experimental Protocol 

In this study, for the collection of data to train the neural network, 8 healthy partici-
pants (6 males and 2 females, age 21 ± 1 years, height 1.71 ± 0.51 m, weight 78.67 
± 10.8 kg) were considered with no impairment to their gait. Informed consent has 
been obtained from all subjects before the day of data collection. 

The subjects were made to walk on a treadmill with the setup mentioned in the 
hardware, for a total period of 8 min and 20 s, giving approximately 350 strides [15], 
which forms a dataset of 50,000 samples. The data was collected and transmitted 
over a Wi-Fi hotspot connection to the PC where it was stored. Before each trial, 
proper placement of the FSR, under the heel, was ensured. The sensor could be 
placed in any orientation on the foot as any offset angles were corrected by global 
transformations; described in Sect. 4.1. 

The data collection process would be stopped, after the specified period, after 
which the participant would stop the treadmill, ending the experiment. 

4 Methods 

4.1 Global Transformations 

IMU is sensitive to minute changes in the mounting position of the setup on the 
subject and therefore it is necessary to eliminate these errors before performing 
further computations. Global transformations convert the angles received by the 
sensor from a local frame to a global frame. This results in a constant frame of 
reference for the data collected [16] and compensates for any orientation errors in 
the placement of the sensor on the foot. 

To achieve this, 100 samples are taken to be stationary so that a frame can be 
defined. Then it is converted as follows: 

1. Let each sample be represented by a quaternion Q defined in Eq. 1. 

Q = [
Qw Qx Qy Qz

]
(1) 

where Qw is the magnitude of rotation about a certain axis and Qx , Qy and 
Qz are the vector components of rotation about the respective axes. 

2. The average of the first 100 quaternion values to get Qavg is explained in Eq. 2.
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Qavg = 

⎡ 

⎢⎢ 
⎣ 

Qwavg 

Qxavg 

Qyavg 

Qzavg 

⎤ 

⎥⎥ 
⎦ = 

⎡ 

⎢⎢ 
⎣

∑100 
i=1 Qwi /100∑100 
i=1 Qxi /100∑100 
i=1 Qyi /100∑100 
i=1 Qzi /100 

⎤ 

⎥⎥ 
⎦ (2) 

3. Calculate the inverse of Qavg to get Qworld 
body using the formula is expressed in 

Eq. 3. 

Qworld 
body = 

⎡ 

⎢⎢⎢⎢ 
⎣ 

Qwworld 
body 

Qxworld 
body 

Qyworld 
body 

Qzworld 
body 

⎤ 

⎥⎥⎥⎥ 
⎦ 

= Qavg 

Q2 
w avg + Q2 

x avg + Q2 
y avg + Q2 

z avg 

(3) 

4. Then for the subsequent quaternion values Qbody , multiply the quaternions with 
Qworld 

body to get Q
world expressed in Eq. 4. 

Qworld = 

⎡ 

⎢⎢ 
⎣ 

Qwworld 

Qxworld 

Qyworld 

Qzworld 

⎤ 

⎥⎥ 
⎦ = 

⎡ 

⎢⎢ 
⎣ 

Qwbody −Qxbody −Qybody −Qzbody 

Qxbody Qwbody Qzbody −Qybody 

Qybody −Qzbody Qwbody Qxbody 

Qzbody Qybody −Qxbody Qwbody 

⎤ 

⎥⎥ 
⎦ ∗ 

⎡ 

⎢⎢⎢ 
⎢ 
⎣ 

Qwworld 
body 

Qxworld 
body 

Qyworld 
body 

Qzworld 
body 

⎤ 

⎥⎥⎥ 
⎥ 
⎦ 

(4) 

4.2 Neural Network Architecture 

For gait parameter prediction, a supervised learning approach was employed. The 
neural network model shown in Fig. 3 utilizes a feedforward backpropagation algo-
rithm. It consists of 3 layers, i.e., the input layer, hidden layer, and output layer. A

Fig. 3 Neural network architecture
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preliminary analysis was conducted to determine the appropriate number of nodes 
for the hidden layer. The input and hidden layer consist of four nodes each while the 
output layer is a single node.

The quaternion values are normalized is expressed in Eq. 5: 

Qnormali ze = 
Q − Wavg 

Wsd 
(5) 

where Wavg and Wsd are 1 × 4 vectors of the average and standard deviation of all 
quaternion values in the dataset, respectively. Qnormali ze is the input to the neural 
network and the model is trained. The output of the model is a prediction of the 
probability of the heel strike between 0 and 1. 

Let xt be the input quaternion vector of size 4 to the input layer, W1 be the 4 × 
4 weight matrix between input and hidden layer and b1 be 1 × 4 bias vector. The 
Rectified Linear Unit (ReLu) activation function is used for the hidden layer. This is 
shown in Eq. (6), (7) and (8). 

a1 = xt (6) 

z2 = W1 ∗ a1 + b1 (7) 

a2 = max(0, z2) (8) 

where a1 is the input layer consisting of four nodes, z2 is the hidden layer nodes 
before the data passes through the activation function and a2 is the hidden layer 
nodes after the activation function is applied. 

Let W2 be the 4 × 1 weight matrix between the hidden and output layer and b2 
be its respective 1 × 1 bias. The sigmoid activation function is used for the output 
layer. This is given in Eq. (9) and Eq. (10). 

z3 = W2 ∗ a2 + b2 (9) 

a3 = σ (z3) (10) 

where z3 is the output layer nodes before the data passes through the activation 
function and a3 is the output layer nodes after the activation function is applied. 

The binary cross-entropy loss function is used to minimize the error where Y is 
the truth of heel strike and Ypred is the prediction of the model which is expressed in 
Eq. 11. 

Loss  = Y ∗ −(logYpred ) + (1 − Y ) ∗ −(log(1 − Ypred )) (11) 

The network is optimized using the Adam version of stochastic gradient descent.
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4.3 Real-Time Neural Network 

The neural network model, mentioned above, was loaded onto the microcontroller. 
The trained weights of the neural network were sent from the PC to the micro-
controller wirelessly before the start of each experiment. This provided a real-time 
portable gait analysis/heel strike analysis model that could predict the gait cycle/heel 
strike of an individual. 

In the real-time implementation, the following steps were performed in the micro-
controller. First, the weight matrices of the trained neural network W1, b1, W2 and b2, 
shown in (7–10), and the normalization matrices Wavg and Wsd , shown  in  (5), were 
transferred over Wi-Fi from the computer script to the microcontroller. Then, 100 
samples were collected when the body is in a static position and global transforma-
tion was carried out, described in Sect. 4.1, where only role and pitch Euler angles 
were used to represent the quaternions as shown in Eq. (12) below. 

(Rolli , Pitchi , Yawi = 0) = (Qwi , Qx i , Qyi , Qzi ) (12) 

Next, each input quaternion Qi is converted to the global frame as described 
in Sect. 4.1 to obtain Qworld 

i . This is then normalized to obtain Qi 
world 
normali ze before 

passing it to the neural network which separate equations are expressed in Eq. 13, 
14, 15, 16, 17, and 18. 

Qi 
world 
normali ze = 

Qworld 
i − Wavg 

Wsd 
(13) 

In the neural network, the following computations were performed. 

a1 = Qi 
world 
normali ze (14) 

z2 = W1 ∗ a1 + b1 (15) 

a2 = max(0, z2) (16) 

z3 = W2 ∗ a2 + b2 (17) 

a3 = σ (z3) (18) 

where a3 is the probability of the heel strike event for the particular input sample.
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4.4 Event Detection Algorithm 

The threshold value for a heel-strike event (HSE) was set at the average of the 
highest and lowest value given by the FSR. The heel-strike event was considered if 
the given sample was above the threshold provided the previous sample was below 
the threshold value is expressed as Eq. 19. 

HSE(t) =
{
1, samplet−1〈threshold  and  samplet 〉 threshold  
0, other wise  

(19) 

5 Results 

5.1 Importance of the Various Neural Network Models 

To enable the activation of FES for the self-rehabilitation of a patient, a specific 
neural network (SNN) model was developed which is trained with data of a single 
subject, who would ideally be the patient. 

To test the hypothesis of whether a neural network model could generalize the 
gait cycle of a large population, so that repeated data collection of every patient is 
avoided, a generalized neural network model (GNN) was developed. The GNN-X 
model is trained with X number of subjects. 

5.2 Specific Neural Network Model 

A specific neural network (SNN) model was trained on 5 datasets of an individual, 
who will be addressed as the main subject henceforth. The weights of the SNN were 
transferred to the microcontroller for real-time implementation, after which the main 
subject was made to walk for a final trial. The SNN was then retrained with the dataset 
obtained from the final trial as part of the offline analysis. The probability of the heel 
strike event obtained from the offline analysis is compared with the predicted output 
of the real-time model or online analysis as shown in Fig. 4(a) and the time difference 
between the predicted output and the true heel strike for both the analysis is shown in 
Fig. 4(b). The negative time difference indicates that the prediction was made before 
the true heel strike which can be used to compensate for time latencies in activating 
electrical stimulation.
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Fig. 4 a Probability of heel strike event from offline analysis (Top) and real time implementation 
(Bottom) for SNN, b Time difference between predicted output and heel strike event for SNN 

5.3 General Neural Network Model 

For GNN-2 model, the SNN was retrained with 5 datasets collected from a second 
subject and for GNN-8 model, the SNN was retrained with 5 datasets each of 7 
subjects. After the models were retrained, the GNN-X weights were transferred to 
the microcontroller for real-time implementation after which the main subject was 
made to walk for a final trial. The GNN-X was then retrained with the dataset obtained 
from the final trial as part of the offline analysis. The probability of the heel strike 
event obtained from the offline analysis is compared with the predicted output of the 
real-time model for GNN-8 as shown in Fig. 5(a) and the time difference between 
the predicted output and the true heel strike for GNN-8 is shown in Fig. 5(b). 

Fig. 5 a Probability of heel strike event from offline analysis (Top) and real time implementation 
(Bottom) for GNN-8, b Time difference between predicted output and heel strike event for GNN-8
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6 Discussion 

A comparative analysis of the offline analysis and real-time implementation of all 
the models is shown in Table 1. For SNN, it is observed that the probability of HSE 
in real-time implementation is greater but almost equal to the offline analysis. This 
can be attributed to precision errors in the data from the real-time implementation 
when compared to the offline analysis and randomness in convergent states of the 
SNN. 

For GNN-2, the real-time implementation has a significantly low probability of 
heel strike event when compared to the offline analysis and the real-time implemen-
tation of SNN and has failed to predict the HSE in certain instances. The average 
and standard deviation in time difference between prediction and true heel strike are 
also higher when compared to SNN as shown in Table 1. This presents the initial 
evidence that it is not possible to create a neural network model that can generalize 
the gait cycle of several individuals. 

In GNN-8, the real-time implementation has failed to predict most heel strike 
events, and even if there was a prediction, the average probability of occurrence 
was close to zero. The probability of a heel strike event from the offline analysis was 
significantly higher. The results obtained from the GNN-8 model provides substantial 
evidence to disregard the hypothesis that an artificial neural network model cannot 
generalize the gait cycle of a large population. 

Table 2 compares the accuracies of all the three models. It is seen that the accu-
racy of the SNN is the highest in the real time implementation and decreases with

Table 1 Comparison between offline analysis and real time implementation for all models 

Statistical 
parameters 

Offline analysis Real-time implementation 

SNN GNN-2 GNN-8 SNN GNN-2 GNN-8 

Average 
probability 
of HSE 

0.1924 ± 0.1085 0.1220 ± 0.0923 0.0789 ± 0.0430 0.2164 ± 0.0818 0.0268 ± 0.0283 0.0111 ± 0.0042 

Average 
time 
difference 
between 
prediction 
and true 
heel strike 
(in 
seconds) 

–0.0027 ± 0.0153 0.0038 ± 0.0348 –0.0289 ± 0.0357 –0.0150 ± 0.0086 –0.0462 ± 0.0282 –0.0115 ± 0.0474 

Table 2 Comparison of 
accuracies between models 

Model Total number of heel 
strike events 

Offline analysis Real-time 
implementation 

SNN 361 361 361 

GNN-2 343 343 325 

GNN-8 367 367 94
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increasing number of subjects. This again provides more evidence that the gait cycle 
of a large population cannot be generalized using artificial neural networks.

7 Conclusion 

From the statistical analysis of the prediction models carried out in the paper, we 
realize that the SNN had better accuracy and lower time differences between predic-
tions and true heel strikes when compared to GNNs. Therefore, the highly accurate 
prediction of heel strike event made by the specific neural network model on the 
embedded system can be used to trigger electrical stimulation for real-time interven-
tional gait control which will help in the automation of rehabilitation of patients with 
movement disorders. We also conclude that each person has a unique gait pattern, 
and the prediction model generalization is not practical. 
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Role of Routing Techniques in Wireless 
Sensor Networks – A Survey 

Md. Shahid Thekiya and Mangesh D. Nikose 

Abstract Wireless sensor network (WSN) plays a significant role in various 
commercial, industrial and agriculture sector in wide ranges of applications. Routing 
is necessary to maintain the reliable communication between different nodes, cluster 
heads, and base station; however, performance of routing mechanism is challenging 
due to network lifetime, dynamic nodes, higher packet drop, scalability issue, limited 
adaptability and environmental conditions. This paper presents various routing tech-
niques used in WSN that covers the brief overview of flat routing, hierarchical 
routing, location-based routing and bio-inspired routing techniques such as Ant 
Colony Optimization (ACO) and Artificial Bee Colony Optimization (ABC) algo-
rithms. It focuses on the routing mechanism, routing scenario, mobility, scalability, 
energy consumption, data aggregation, performance evaluation metrics, challenges 
and constraints of the routing in WSN. This comprehensive survey provides the 
future direction for the improvement in routing mechanisms in WSN. 

Keywords Bio-inspired routing · Clustering · Flat routing · Hierarchical routing ·
Routing ·Wireless sensor network 

1 Introduction 

WSN is a collection of sensor nodes dispersed over the plane to monitor the physical 
and environmental parameters. WSNs are generally used for data processing, anal-
ysis, mining, and storage of data [1]. Due to the vast industrial revolution, WSNs 
plays vital role in industrial automation, Internet of Things (IoT), environmental 
monitoring, weather forecasting, landslide detection, flood detection, tsunami alert 
system, earthquake detection, transportation, military applications, wildlife moni-
toring, logistics etc. [2]. WSNs are categorized in to structured and unstructured
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WSN based on placement of sensors over the plane. In the structured WSNs, the 
sensor nodes are installed in the structured way over the plane. Whereas, the sensors 
are randomly placed in the unstructured WSNs. Depending upon the applications the 
WSNs are categorized in to terrestrial, underground, underwater and mobile WSN 
[3]. Sensor node of WSN consists of sensor or transducer that senses the physical 
or environmental action and converts it to electrical signal, processor to process the 
signal, communication model that encompasses transmitter and receiver, and battery 
as the power source. Routing is the process of the establishment of the path from the 
sensor node to other sensor node or cluster head (CH) or base station (BS) for the 
transmission and reception of the information. Because of the short life of the battery, 
energy efficient routing techniques are essential. Routing in WSN is an important 
aspect of data transmission. Routing techniques are broadly grouped into the network 
structure and protocol operation based routing. Flat, hierarchical, and location based 
routing protocol are subtypes of structure based routing techniques whereas protocol 
operation based routing techniques are categorized into negotiation, multipath, QoS, 
query, and coherent based routing protocol [4, 5]. 

This paper presents the detailed survey of the various routing techniques in WSNs. 
It provides brief about the major routing techniques covering flat routing, hierarchical 
routing, location-based routing and bio-inspired routing techniques. It focuses on 
the various issues of the routing techniques such as throughput, energy efficiency, 
scalability, mobility, data aggregation, etc. 

The remaining paper is structured as follow: Sect. 2 provides the detailed survey 
of traditional flat, hierarchical, location-based, and operation-based techniques. 
Section 3 gives details survey of two popular bio-inspired routing techniques such 
as ant colony optimization and artificial bee colony optimization. Section 4 gives the 
discussion on various routing mechanisms. Finally, Sect. 5 concludes the paper and 
provides the challenges and constraints of the current routing mechanisms which 
open the paths for future work in the same domain. 

2 Review on WSN Routing 

Extensive work has been carried in the past on the different WSN issues like routing, 
clustering, data aggregation, security, etc. Different sorts of algorithms ranging from 
statistical, machine learning based algorithms to bio-inspired algorithms have been 
presented by researchers. The categorization of the WSN routing protocol is shown 
in Fig. 1. 

2.1 Structure Based Routing 

Flat routing is also called a data centric routing approach in which each node plays a 
vital role to sense the data and send it to another node. Because of the large number
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WSN Routing 
Protocols 

Structure based Routing 
Protocols 

Flat Routing 

Hieracrchical Routing 

Location based Routing 

Protocol  Operation based 
Routing protocol 

Negotiation based Routing 

Multipath based Routing 

Query based Routing 

QoS based Routing 

Coherent based Routing 

Bio-inspired Routing 
Protocol 

Ant Colony Optimization 

Partical Swarm 
Optimization 

Artificial Bee Colony 

Fig. 1 Classification of WSN routing techniques 

of sensor nodules, it is impossible to assign a universal identifier to every node. 
Hussein [6] have presented Sensor Protocols for Information via Negotiation (SPIN) 
routing protocol in which each sensor node is considered as the BS for the data 
transmission. It is a multipath routing technique and can be used for mobility and 
data aggregation. It has limited scalability and more power consumption. Further, 
Yu et al. [7] anticipated directed diffusion (DD) that combines the data coming from 
all the sensor nodes and removes the data redundancy and minimizes transmissions 
overheads to save the energy for prolonged network lifespan. 

Subsequently, Rumor routing [8] is a variety of direct diffusion and is princi-
pally planned for applications where geographic steering isn’t doable. Further, the 
Minimum Cost Forwarding Algorithm (MCFA) [9] is used to maintain the routing 
table for storage of sensor ID to decide the direction of routing towards the BS. In 
MCFA data is transmitted to the nearest sensor node till the BS is reached. Further, in 
[10] have presented another kind of directed diffusion as the Gradient based routing 
(GBR) based on total hops and height of node. It forwards the packets to the node 
having a larger gradient. Later on Constrained anisotropic diffusion routing (CADR) 
been analyzed in [11]. In CADR, each node estimates cost objective and routes 
data using the local cost gradient and user requirement. In IDSQ, the query node 
can estimate that which node can transmit the needful data by balancing the energy 
cost function. Another flat routing algorithm such as COUGAR [12], Energy aware 
routing [13] [14] and Routing Protocols with Random Walks [15] have been applied 
to different routing problems in WSN. Flat algorithms are simple to implements 
and energy consumption is moderate which depends upon the traffic pattern. Flat
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routing has several limitations like larger contentions, more collision overheads, less 
synchronization and more latency. 

To get the better scalability and spatial information of network hierarchical routing 
techniques which are also known as cluster based routing techniques are used. The 
review of previous work presents on hierarchical techniques used for WSN routing. 
Salem et al. [16] has proposed the popular cluster based routing technique named as 
Low Energy Adaptive Clustering Hierarchy (LEACH). LEACH randomly selects the 
sensor node as the CHs and rotates it till the even distribution of energy in all the nodes. 
It uses TDMA/CDMA to get the inter and intra-cluster collision. It results in better 
network lifetime, lower energy consumption and optimized path. Power-Efficient 
Gathering in Sensor Information Systems (PEGASIS) is an improved version of 
LEACH [17]. It is an optimal chain based protocol. This sensor communicates with 
the nearest node only and forms the routing path towards the BS. It has local coor-
dination between the sensor nodes for power optimization and longer network life. 
LEACH forms the clusters whereas PEGASIS avoids forming the clusters and uses 
a single node from the routing chain to transmit the information. Further, Threshold-
sensitive Energy Efficient Sensor Network protocol (TEEN) [18] and Adaptive Peri-
odic Threshold-sensitive Energy Efficient Sensor Network protocol (APTEEN) [19] 
protocols have been used for timing constraint applications. In TEEN sensor nodules 
continuously senses the channel, when the sensor is triggered by threshold it starts 
the communication. The major cons of TEEN technique are that if the threshold is 
not received then the node remains in idle mode. APTEEN is a modified version of 
TEEN which uses both proactive and reactive types of routing. APTEEN deals with 
attributes to be sensed, the threshold to be sensed, count time of transmission and 
schedule to assign the slot for communication to each sensor node. Subsequently, 
Small Minimum Energy Communication Network (MECN) [20] protocol which uses 
small and low power GPS for the sub-clustering network has been proposed. It finds 
the sub-network consists of limited sensor nodes and then transmits the data so that 
the energy required for the transmission will be lesser. It results in more overheads in 
the sensor network. Afterward, in [21] have presented the self-organizing tree based 
protocol (SOP) to support the heterogeneous mobile or stationary wireless sensor 
network. It consists of designed router nodes to which sensor nodes transmit the 
data. Router nodes then communicate the data with the BS. Energy efficient Virtual 
Grid Architecture routing protocol (VGA) [22] has been presented to maximize the 
network lifetime. It is GPS free approach that forms the smaller equal, adjacent and 
non-overlapping clusters. A hierarchical power-aware routing (HPAR) was presented 
in [23], which divides the sensor network in a small group of the sensor based on 
geographical proximity. It then transmits the data to the other nearest small zone to 
optimize the power by considering the path which has maximum remaining power 
which is also called as maximum power minimum distance path. Thus, cluster based 
or hierarchical routing techniques shown robust performance because of the absence 
of the collision reduced duty cycle and lower latency. It consists of a uniform but 
uncontrolled energy distribution. Routing is cluster based, simple but not optimal. 
Data aggregation is done by CHs in cluster based routing techniques.
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In location based routing techniques, the location of the sensor node is considered 
for the routing of information obtained from a global positioning system (GPS). 
It considers the location of the node module for path optimization and energy 
management. The different location based routing techniques used in various types 
of WSN architectures are discussed below. An energy aware location based algo-
rithm Geographic Adaptive Fidelity (GAF) [24] is proposed for the mobile ad-hoc 
sensor network. The network is divided into fixed sensor zones to form the grid. The 
sensor network uses GPS for its location. Later on, Geographic and Energy Aware 
Routing (GEAR) [25] have been proposed by Yu et al. which uses geographic data 
to respond to the queries. The data is transmitted to the destination node based on 
the nearest neighbor information obtained from GPS. Location based algorithms 
have been proved more efficient for the large mobile, heterogeneous and distributed 
network because of the ability to handle the location of sensor nodes. Received signal 
strength indicator (RSSI) algorithms are radio frequency based algorithm which finds 
the distance between the transmitter sensor node and receiver sensor node. RSSI algo-
rithms are better suitable in WSN because of inexpensive, energy effective and simple 
hardware structure. In a large network, it needs larger collections of data samples 
[26]. RSSI has given better performance in the outdoor environment than the indoor 
environment. This increase in the anchor node reduces the localization error [27]. 

2.2 Protocol Operation Based Routing 

These types of routing protocols are based on the protocol operation that is being 
used for the routing. In a multipath routing protocol, multiple paths are used for data 
transmission rather than the single path for improvement in the network performance. 
It gives the alternate path when any path fails in data transmission. The switching cost 
is more in multipath routing algorithms [28]. Query based routing protocol is another 
protocol operation based routing protocol. Rumor routing protocol [8] is a query 
based routing protocol in which data is transmitted to the neighboring node present 
in the routing table depending upon the query by another node. SPIN algorithms 
[6] are the negotiation based routing protocol which eliminates the data redundancy 
based on negotiation. QoS based Sequential Assignment Routing (SAR) [29] has 
been used for improving the quality of network such as energy, delay, bandwidth, 
etc. In a single winner algorithm (SWE) and multiple winner algorithm (MWE) 
which are non-coherent and coherent routing protocols such as routing protocols 
generally used for the energy efficient routing but has more processing cost. All 
the above algorithms can be fused to develop the hybrid protocols to combine the 
advantages of different algorithms to tradeoff between various network parameters. 
The different routing techniques are summarized in the following Table 1 according 
to the different metrics.
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Table 1 Comparative analysis of different WSN routing techniques 

Method Type Mobility Scalability Energy usage Data 
aggregation 

Multi-path Localization Query based 

SPIN [6] Flat Possible Low Limited Yes Yes No Yes 

DD [7] Flat Limited Low Limited Yes Yes Yes Yes 

Rumor [8] Flat Limited Good Limited Yes No No Yes 

GBR [10] Flat Limited Low Limited Yes No No Yes 

MCFA [9] Flat No Low Limited No No No No 

CADR [11] Flat No Low Limited Yes No No No 

COUGAR 
[12] 

Flat No Low Limited Yes No No Yes 

EAR [14] Flat Limited Low Limited Yes No No Yes 

LEACH 
[16] 

Hierarchical Yes Good Maximum Yes No Yes No 

TEEN & 
APTEEN 
[18][18] 

Hierarchical Yes Good Maximum Yes No Yes No 

PEGASIS 
[17] 

Hierarchical Yes Good Maximum No No Yes No 

MECN [20] Hierarchical No Low Maximum No No No No 

SOP [21] Hierarchical No Low Limited Yes No No No 

HPAR [23] Hierarchical No Low Limited Yes No No No 

VGA [22] Hierarchical No Low Limited Yes Yes Yes No 

GAF[24] Location Limited Low Limited No No No No 

GEAR [25] Location Limited Low Limited No No No No 

RSSI [27] Location Yes Yes Moderate Yes No Yes No 

3 Bio-inspired Routing 

Bio-inspired algorithms are based on the biological phenomenon which is imple-
mented in the form of computational algorithms. These algorithms can deal with 
multi objective function problem solving, the capability to model and solve a complex 
problem [30]. This section focuses on work carried out on two popular bio-inspired 
swarm based algorithms such as ABC and ACO for the different wireless sensor 
network clustering and routing problems. 

3.1 Ant Colony Optimization Algorithm 

ACO algorithm is a multi-objective optimization algorithm that is used for WSN 
routing, clustering and data aggregation. It is the biological population based algo-
rithm based on the pheromone trail laying behavior of real ant colonies. Commu-
nication between various ants is based on a chemical called pheromone. Ants find 
the shortest path to the food source based on pheromone secreted by the ants. They 
follow the pheromone secreted path towards food. If any ant gets lost during the food 
searching, then it senses the pheromone and follows the path. Pheromone may get
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evaporated due to environmental conditions; therefore, ants update the path period-
ically to increase the concentration of the pheromone level [31]. This algorithm is a 
popular algorithm for WSN routing problem. This section provides detailed infor-
mation about previous work carried out on the ACO algorithm in the area of WSN. 
Supreet Kaur et al. [32] have used clustered based ACO to find the shortest path in the 
sensor node and sink node. It provided better network lifetime, stability period and 
throughput. Compressive sensing provided better compression of data to be trans-
mitted. Jamal et al. [33] covered the generalized evolution criteria and performance 
analysis of ACO concerning to WSN. It considered time synchronization, data secu-
rity and aggregation, sensor node localization, data packet routing in the network 
and load balancing. Along with numerous advantages of ACO algorithms described 
previously it has some major limitations also. The value of pheromone depends on 
the scale of the problem or area and type of network used. Due to a random deci-
sion in problem solving, the theoretical analysis of the algorithm is quite difficult. 
Source nodes spent most larger time for route searching and maintenance because 
of dynamic topology. The population of ants is an important factor of the algorithm. 
Larger population may result early convergence to poor solution. The pheromone 
decay rate needs to be carefully controlled as lower number of ants may result in 
cooperative behavior [34]. 

3.2 Artificial Bee Colony Algorithm 

ABC is a bio-inspired algorithm which is based upon the food searching phenomenon 
of honey bees. Bee colony has three types of bees such as employee bees, onlooker 
bees and scout bees. Employee bees searches food sources within the vicinity of the 
food source in their memory and they share about food information with onlooker 
bees and then the onlooker bees choose the best food sources. Onlooker bees chooses 
a food source within the vicinity of the food sources by themselves. Scout bees hunt 
a new food source arbitrarily when an employed bee has been deserted a food source. 
It is based on the divide and conquers strategy. It can handle complex function and 
multiple objective functions. ABC algorithm has been widely used for WSN clus-
tering and routing problem solving. This section focuses on several previous works 
that have been carried out on ABC algorithms for solving WSN routing and clustering 
problems [35]. In recent year, ABC has been successfully presented for the various 
routing scenarios. Besides the number of advantages of ABC algorithms, it has several 
challenges like it does not consider the location in the routing process in WSN [36, 
37]. If the structure of the network is not fixed, excessive energy consumption and 
convergence time for optimization are more.
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4 Discussions 

The performance of some of the routing techniques degrades in the heterogeneous 
and mobile WSNs. A major problem associated with the mobile WSN is power 
management as sensor nodes require extra power for mobility. Current routing algo-
rithms are mainly developed for application specific nature of the network and limited 
capabilities of sensor nodes. Very less concentration has been given on the security 
of the data. Various methods have been studied on WSN clustering which majorly 
focused on energy optimization and cluster optimization. Clustering is performed 
based on the location of the sensor node and the power of sensor nodes. The perfor-
mance of the clustering algorithm has been studied based on mobility, scalability, 
self-organization, distribution, resource awareness, data aggregation, homogeneity 
and randomized rotation nature. The tradeoff between different parameters is diffi-
cult while optimizing the network parameters. Some of the clustering techniques 
are facing challenges in scalability, energy consumption, mobility and network over-
heads. To handle the multiple objective functions and complex problem solving, 
bio-inspired algorithms are used extensively. Various swarm based algorithms such 
as ACO, ABC, etc. have been studied for the WSN routing problem solving. These 
techniques can solve the complex problem, the ability to optimize multiple functions 
at a time and enhance self-performance iteratively. These techniques resulted in 
better power and routing optimization. Swarm based algorithms are time consuming 
when the structure of the network is extremely larger because of its iterative nature. 
Swarm based routing algorithms focus on the one to one data transmission in the 
sensor network. These algorithms are dependent on the random decisions which are 
quite difficult to express theoretically or mathematically. 

5 Conclusion 

This paper summarizes the analysis of the various WSN routing techniques in 
detail. The performance of these routing techniques is measured based on mobility, 
power optimization, route optimization, location awareness, localization, scalability, 
network lifetime, multipath structure, network complexity, network overheads and 
security, etc. Forcing to optimize one parameter may disturb the optimization of 
other parameters. These algorithms are dependent upon the network structure, size 
of the network, type of sensor nodes, platform and environment of sensor deploy-
ment, mobility of network, homogeneous and heterogeneous structure of the network. 
These routing algorithms may fail to optimize more than one parameter at a time effi-
ciently. In future, more focus can be given on the tradeoff between various network 
parameters to improve the network quality of service.
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Sign Language Interpreter Using 
Inception V2 and Faster R-CNN 

Ch. V. N. Koushik, Ch. Tarun, R. V. Neel Kamal, and T. Anuradha 

Abstract Sign language is used for communication by many people who have 
speech or hearing impairment. People with knowledge in particular sign language 
can easily understand this language but it is difficult for people who don’t know that 
language. So, there is a need for sign language interpreter to make the communi-
cation easier between a person using sign language and a normal person who can’t 
understand sign language. Most of existing research were able to identify only the 
static symbols of American Sign Language with considerable accuracy but failed to 
identify the motion symbols ‘J’ and ‘Z’. The proposed system tries to do an accurate 
translation of American Sign Language alphabet symbols using deep learning tech-
niques called inception V2 and Faster RCNN. The novelty of the proposed system is 
identification of all alphabet symbols including motion symbols with overall model 
accuracy of 98% by employing inception V2 combined with Faster RCNN technique. 
The model was tested by displaying signs continuously on webcam. 

Keywords CNN · Faster RCNN · Inception V2 · ROI · RPN · Sign language 

1 Introduction 

Deaf and Dumb people have their own language known as sign language. There 
are different sign languages which are analogous to our speaking languages such as 
English, German, and Hindi etc. which show signs using single hand or both hands. 
To make the communication between a signer and non-signer, researchers have tried 
to develop automatic sign language translator for different languages using machine 
learning and deep learning techniques. But they faced problems like identification of 
only some of the symbols or identification of symbols with less accuracy. American 
Sign Language (ASL) [1] contains single hand gestures for showing all 26 alphabets 
of American English. These signs are called American manual language. It consists
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of 24 static symbols and 2 motion symbols to represent the alphabets ‘J’ and ‘Z’ 
which require movement of the hand. 

Most of existing research on American Sign Language translation failed to identify 
the two motion symbols ‘J’ and ‘Z’. And some research papers identified with less 
accuracy. By combining faster region based convolution neural network (Faster rcnn) 
with inception V2 as base network, the proposed research was able to identify motion 
based gestures with overall accuracy of 98% which is high compared to existing 
research. The proposed system tries to do a real time translation of hand gestures 
into equivalent English text, by taking hand gestures as input through video and 
translating it to text which could be easily understood by a non-signer. 

2 Related Work 

Research was done to convert alphabets of English sign language into text using 
machine leaning and deep learning techniques. In [2], authors experimented with 
Self-made American sign language dataset with 26 signs using HSV color space 
for segmentation and multiclass SVM for classification and obtained an accuracy of 
nearly 93%. PCA is used to extract the features and KNN model is used for clas-
sification in [3] with self-made American sign language data set having 24 signs 
excluding Z and J, obtained an accuracy of 0% for A, M, N, S and Accuracy of E 
is 70% for rest accuracy is 100%. In [4], authors used self-generated data set with 
alphabet excluding J and Z. each letter has 500 images and entire dataset consists of 
60,000 images. They Used Deep Convolutional Neural Network with single Convo-
lutional layer, Max pooling layer and obtained Precision of 82%, recall of 80%. In [5] 
also authors classified only static gestures using a self-made dataset with 26 English 
language dataset and convolutional neural network model using Inception v3. They 
obtained accuracies >90%. In [6] authors classified 24 alphabets and 0–9 numbers 
using 33,000 images dataset and obtained 94.67% accuracy. Authors experimented 
with self-made dataset with 24 letters excluding Z and J in [7] using CNN algorithm 
with orientation like center of mass, status of fingers, achieved an accuracy of 92%. 
In [8] authors used Convolutional Neural network with stochastic gradient descent 
as optimizer with image size of 200 × 200 for classifying alphabets. They experi-
mented with NZASL dataset and their own dataset and obtained 82.5% validation 
set accuracy on NZ ASL dataset and 67% accuracy on letters of the alphabet on their 
own data set. In [9] authors used a self-made data set of American Sign Language 
alphabet and CNN algorithm for classification and obtained an accuracy of 90%. 

3 Proposed Method 

The experimental work is done using American Sign Language alphabet data set 
available in ROBO flow website for training the classifiers. The dataset contains
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letters A to Z except J, Z in image format and J, Z in video format. Dataset is divided 
into 1512 images for training, 144 for validation and 72 for testing. The application 
detects the symbols continuously shown on the webcam. The implementation is done 
first with Convolution neural network (CNN) algorithm. Most of the researchers used 
CNN to classify the letters. The architecture for classification model building with 
CNN was shown in Fig. 1. Initially the images in the dataset are converted into HSV 
color space. Then binary thresholding is applied on the image using Otsu thresholding 
using the opencv library. After dataset pre-processing, training of the CNN model is 
done using stochastic gradient descent as optimizer, categorical cross entropy as loss 
function. At the time of real time deployment of the model when the user displays the 
sign in front of application then image gets converted to HSV color space and binary 
thresholding is applied and then sign present in the image is detected. Table 1 shows 
the CNN model summary used in the experimentation. In [15] and [16], authors 
experimented with Faster-RCNN to identify Arabic sign language and Bangladeshi 
sign language. Authors in [13] and [14] have discussed about various deep learning 
based object detection techniques including Faster-RCNN. 

In the second phase, experimentation is done with Faster Region based Convo-
lution Neural Network (Faster R-CNN) [10]. Faster Region Based Convolutional

Fig. 1 Architectural diagram of CNN classifier building 

Table 1 Summary of CNN 

Layer (type) Output shape #Param 

conv2d_1 (Conv2D) (None, 62, 62, 32 896 

max_pooling2d_1 (MaxPooling2 (None, 31, 31, 32) 0 

conv2d_2 (Conv2D) (None, 29, 29, 32) 9248 

max_pooling2d_2 (MaxPooling2) (None, 14, 14, 32) 0 

conv2d_3 (Conv2D) (None, 12, 12, 64) 18,496 

max_pooling2d_3 (MaxPooling2) (None, 6, 6, 64) 0 

flatten_1 (Flatten) (None, 2304) 0 

dense_1 (Dense) (None, 256) 590,080 

dropout_1 (Dropout) (None, 256) 0 

dense_2 (Dense) (None, 26) 6682
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Neural Network (Faster R-CNN) algorithm is robust to outliers and noisy data. Faster 
R-CNN is embedded with Regional Proposal Network to detect objects in the image. 
A bounding box around the trained object is returned as output. It returns bounding 
box coordinates in the form of [ymin, xmin, ymax, xmax].

A dataset with letters A to Z are considered except j, z which are taken as videos. 
Dataset is downloaded in tf record format from ROBO flow website. Dataset is passed 
as input to Faster RCNN algorithm with inception V2 as base network. Inception V2 
returns feature map and it acts as input for Region Proposal Network (RPN) algo-
rithm. RPN algorithm working with anchor boxes is used to find regional proposals in 
the feature map generated through base network. The feature map derived from base 
network is passed through a rectangular sliding window of size nxn, where for each 
window K region proposals are generated. Each proposal is parameterized according 
to a reference box which is called an anchor box. Scales, Aspect Ratio are parameters 
for anchor boxes. Generally, there are 3 scales and 3 aspect ratios and thus there is a 
total of K= 9 anchor boxes. In this project we considered different scales like 0.2, 0.5, 
1.0 and 2.0 and aspect ratios like 0.5, 1.0 and 2.0. In order to classify object proposal 
a metric named Intersection over union (IOU) with a threshold of 0.699999988079 is 
used. Anchor box is considered as background if the corresponding IOU is negative 
that is lesser than threshold and as foreground if the IOU is positive. Once the RPN is 
completed, the next step of Faster RCNN is ROI Pooling layer. ROI pooling layer is 
used to extract a fixed-length feature vector from each region proposal. Each Feature 
Vector is sent as input to fully connected layer using which we can detect the letter 
from the image. Softmax is used to return classification score whereas bounding box 
regression is used to set width and height of the bounding box. 

Feature Network 
Feature Network is usually a well-known pre-trained neural network such as Incep-
tion v2. This network is used to derive a feature map which is sent to RPN for object 
proposals. Figure 2 RPN is a network with 3 convolutional layers. There is one layer 
which inputs data to 2 layers i.e. classification and for bounding box regression. 

ROI Pooling 
In R-CNN [11] object detection is done by generating region proposals i.e., the 
bounding boxes through selective search. In Fast R-CNN [12], associated bounding

Fig. 2. Architecture of faster R-CNN
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box position and object class is calculated based on multi task loss given in Eqs. 1–4.

L
(
p, u, tu , v

) = Lcls(p, u) + λ[u ≥ 1]L loc
(
tu , v

)
(1) 

Lcls(p, u) = −  log pu (2) 

L loc(t
u , v)  =

∑

i∈{x,y,w,h} 
smoothL1 (t

u 
i − vi ) (3) 

smoothL1 (x) =
{

0.5x2 if |x | < 1 
|x | − 0.5 otherwise 

(4) 

where L_cls and L_los is the log loss for true class u and bounding box. RPN returns 
object proposals on the feature map after classification and bounding box Regression. 
Equation 5 describes the formula of RPN. The returned Feature map is sent for ROI 
pooling. Classifier is used to determine probability of the proposal having the object 
and Regression is used to calculate regression coefficients to modify height and width 
of the object. Region of Interests (ROIs) are regions that have a high probability of 
containing any object. Faster RCNN Architecture diagram is shown in Fig. 2. ROI  
pooling takes each ROI from the input and takes the object proposal of input feature 
map that corresponds to ROI and converts that feature-map section into a fixed 
dimension map. 

L
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}
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4 Experimental Results 

Figure 3 shows the result obtained through CNN algorithm. It was observed that 
CNN gave better accuracy when the background of the image was plain but if the

Fig. 3 CNN results
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background was not plain, sometimes, the resultant output was wrong. And it was 
also observed that the sign need to be shown only in the fixed square box to get the 
correct result otherwise the sign cannot be recognized.

Figure 4 shows the change of accuracy Vs. epochs with epochs on x-axis and 
accuracy on y-axis for CNN algorithm. It was observed that training and testing 
accuracy was greater than 90% after 25 epochs. Figure 5 shows the change in loss 
with change in epochs for CNN. It was observed that loss became less than 0.2 for 
test data after 15 epochs and it was almost constant after that. 

Figure 6 shows the result obtained through the Faster-RCNN algorithm. It was 
observed that even though the background of the image has mixed colors, the correct 
sign was recognized and also got the bounding box around the recognized sign to 
make it understandable to the users. When symbols were shown continuously, the 
output displayed the sequence text. Figure 7 shows output of faster R-CNN, when 
motion gestures ‘J and Z’ are given as inputs. It can be observed that the algorithm 
identified the symbol J with 96% and Z with 92% confidence. Figure 8 depicts the

Fig. 4 Epochs vs. accuracy in CNN 

Fig. 5 Epochs vs. loss in CNN
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Fig. 6 Result of faster R-CNN showing B, O, Y in sequence 

Fig. 7 Output of faster R-CNN for signs J and Z 

Fig. 8 Loss of RPN and softmax layers of faster R-CNN

loss of Region Proposal Network and loss of softmax classifier in Faster R-CNN 
architecture. Here x-axis shows number of epochs and Y-axis shows the loss. Final 
loss after softmax layer reduced to 0.1 after 70 k steps. Loss value is constant almost 
from 40,000 steps in the classifier.
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5 Analysis and Discussion 

Among the two classifiers used in the proposed work, faster R-CNN model gave 
higher accuracy than the CNN model. And also, CNN model requires pre-processing 
techniques likely changing image into HSV color space and binary thresholding while 
Faster RCNN does not have this overhead. For CNN model background needs to be 
clear, a small disturbance in background caused decline in the accuracy. Figure 9 
shows the outputs of Faster R-CNN and CNN models when the sign ‘A’ is shown 
with noisy background on webcam. Faster R-CNN gave correct output with 94% 
confidence, whereas CNN failed to show the correct output as the background was 
noisy. The confidence of Faster R-CNN model in recognizing the symbol can be seen 
above the bounding box. 

Figure 10 describes performance of the model. It shows precision, recall and 
f1-score of the model for different letters and overall accuracy of the model when 
model is applied on testing data. Table 2 shows the comparison of accuracies for the 
literature surveyed and the proposed work using CNN and faster R-CNN. It can be 
observed that the proposed work using CNN algorithm with preprocessing techniques 
employed worked almost equal to or better than existing works which identified all 
26 alphabets with >90% train and test accuracies after 25 epochs (Fig. 4). Proposed 
Faster R-CNN with inception V2 as base network outperformed all existing works 
with overall model accuracy of 98% (Fig. 10). 

Fig. 9 Output of sign ‘A’ with noisy background (1) Faster R-CNN and (2) CNN
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Fig. 10 Describes accuracies of corresponding letters 

Table 2 Comparison with previous works 

Reference number Classification technique Alphabets identified Accuracy 

[2] SVM All 26 (A–Z) 93% for static 
symbols 

[3] KNN Only 24 static alphabets 
(excluding J and Z) 

0%  for A, M, N, S,  
70% for E and 100% 
for remaining 

[4] CNN Only 24 static alphabets 
(excluding J and Z) 

Precision 82% recall 
80% 

[5] CNN Only 24 static alphabets 
(excluding J and Z) 

>90% 

[6] CNN Only 24 static alphabets 
(excluding J and Z) 

94.6% 

[7] CNN Only 24 static alphabets 
(excluding J and Z) 

92% 

[8] CNN All 26 (A–Z) 82.5% validation set 
accuracy on NZ ASL 
dataset and 67% on 
their own dataset 

[9] CNN All 26 (A–Z) 90% 

Proposed work CNN All 26 (A–Z) >90% for train test 
data 

Proposed work Faster RCNN All 26 (A–Z) 98% for all symbols
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6 Conclusion 

Conversion of American Sign Language to text was implemented using two deep 
learning models namely CNN and Faster R-CNN with inception V2 as base model. 
Accuracies of CNN model varied in noisy backgrounds whereas Faster RCNN model 
worked well even with a noisy background as Faster RCNN was robust to outliers. 
The proposed Faster RCNN worked well even with motion symbols of sign language 
with overall accuracy of 98% so the model can be used for all symbols equally well 
which were a drawback of previous researches. The future work corresponds to 
conversion of generated text to speech to give non signers a real speech to speech 
communication feel. 
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Simultaneous Sparse Representations 
with Partially Varying Support 

Lakshmi Madhuri Sathi, Varsha Juluri, Santhoshini Tangudu, 
Swathy Sreeram, Kavya Kuzhithara Sajan, and Sandeep Palakkattillam 

Abstract The idea of sparse representations approximates a signal as a linear 
combination of a few atoms from a redundant over complete dictionary. Orthog-
onal Matching Pursuit (OMP) is a greedy algorithm used for the computation of 
sparse representations. The idea of simultaneous sparse representations is to jointly 
compute the sparse representations of a group of signals with a common support for 
their corresponding sparse representations. The OMP algorithm was later extended to 
Simultaneous-OMP (SOMP) for computing simultaneous sparse representations of 
a group of signals. The strict constraint on the support of non-zero coefficients makes 
SOMP unusable in many situations. In this work, an extension of the SOMP algorithm 
for computing simultaneous sparse representations with a partially varying support is 
proposed. The experiments demonstrate that the proposed algorithm achieves supe-
rior performance over SOMP, when the support of the non-zero sparse representation 
coefficients is not exactly same for all the sparse representations. 

Keywords Dictionary · OMP · S-OMP · Sparse representation · Support 

1 Introduction 

The rapid advancement of technology in our day-to-day life, provides us access to 
various sources of information like videos, medical data etc. Each of these signals 
have some internal structure which is the fundamental characteristic of that signal. It is 
crucial to identify these structures for achieving a good performance in various signal 
processing techniques used for processing such signals. In order to characterize and 
to mathematically describe these structures, there is a dependence on various models 
[1]. The performance of various signal processing techniques relies on how good 
these models characterize the signals of interest. One among them is the sparse-land 
model [2], which is a recently popularized and widely studied model. It assumes that 
a given signal y ∈ Rn can be represented as a linear combination of a few prototype

L. M. Sathi · V. Juluri · S. Tangudu · S. Sreeram · K. Kuzhithara Sajan · S. Palakkattillam (B) 
Department of Electronics and Communication Engineering, Amrita Vishwa Vidyapeetham, 
Amritapuri, Kollam, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 
S.  Majhi et al.  (eds.),  Distributed Computing and Optimization Techniques, Lecture Notes 
in Electrical Engineering 903, https://doi.org/10.1007/978-981-19-2281-7_72 

783

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2281-7_72&domain=pdf
https://doi.org/10.1007/978-981-19-2281-7_72


784 L.M. Sathi et al.

signals called atoms, selected from a collection of such atoms called the dictionary, 
which can be represented as Eq. (1), 

y = Dα (1) 

where, α ∈ Rm is the sparse representation vector with only a few non-zero coeffi-
cients, and D ∈ Rn×m is the dictionary matrix (m � n) [3, 4]. The dictionary D is 
selected in such a way that the columns of D are highly correlated to the signal [5, 
6], which makes the sparse representation α more sparse. The previous works have 
shown that the sparse-land model produces promising results in different signal and 
image processing problems, such as, image denoising [7], single image resolution 
[8], and various machine learning problems [9, 10]. In the literature this problem is 
commonly known as the ‘sparse coding’ problem [2]. In the case of practical signals, 
the sparse coding problem can be relaxed as the approximation y ≈ Dα. To compute 
sparse representation, two different approaches can be used [2], namely, convex relax-
ation and greedy methods. In this project, the focus is on the computationally simpler 
greedy algorithms. Examples of greedy algorithms include Matching Pursuit (MP) 
and Orthogonal Matching Pursuit (OMP) [11]. In several situations, computation 
of sparse representations of a group of P signals with a common support maybe 
required. For example, sparse representations of multiple observations of a signal 
corrupted with random noise [12]. It has been proven [13, 14] that the simultaneous 
computation of sparse representations of a group of signals is advantageous over 
the independent computations using one of the above methods for finding the sparse 
representation of a single signal. 

The simultaneous sparse coding problem is based on a strict assumption that the 
sparse representations represented in a matrix form Γ = [α1, α2, ..., αp], where 
α1, α2, ..., αp are the columns of the matrix Γ , and sparse representations of a group 
of P signals where all of them have same support for their non-zero coefficients. 
In many practical situations, this condition may not be exactly satisfied. In several 
situations, a partially common support may be needed. An example situation where 
simultaneous sparse representation with a relaxed constraint needed is the sparse 
representation of color image patches. If there was a tight constraint that the sparse 
representation of all the patches should have the same support, then such a repre-
sentation restricts the variability in colors. The SOMP algorithm cannot be used in 
this case because of the strict assumption of common support. In this paper, an algo-
rithm is proposed for computing simultaneous sparse representations of a group of 
signals with a partially varying (relaxed) support for their non-zero values. Let, y1, 
y2, …,  yp, be  P signal vectors and α1, α2, …,  αp are their corresponding sparse 
representations. The assumption is that there are at most T non-zero values in each 
of α1, α2, …,  αp. Let  T1 coefficients out of T have the same support among α1, α2, 
…, αp, and T2 coefficients have varying support, where T1 + T2 = T . This work 
focuses on a greedy method for computing the simultaneous sparse representations 
under this condition. This paper shows that the proposed algorithm achieves better 
performance over SOMP using simulations on synthetic data.
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2 Related Works 

A wide variety of algorithms for computing the sparse representations have been 
previously proposed in the literature by utilizing the convex relaxation approach 
and the greedy approach. In the work presented in [7], the authors have proposed 
an algorithm for denoising natural images. Sparse Representation algorithms show 
favorable results while dealing with image fusion techniques used in the medical field 
[15]. In [16], the authors have proposed a model using a dictionary learning algorithm, 
and chosen the dictionary columns that are similar to the input signal. In [17], the 
authors review the OMP algorithm which is closely related to the proposed work. 
In the research paper [18], the authors modeled the image denoising technique by 
predicting on the correlated sparse model. Orthogonal Matching Pursuit (OMP) [11] 
is a greedy algorithm that computes an approximate solution to the sparse coding 
problem. The OMP assumes that a signal vector y ∈ Rn , dictionary D, and the 
stopping criteria are given. This signal vector y is assumed to be containing additive 
white Gaussian noise of variance σ 2 as, y = yt + n where, yt is the original signal 
and n is the noise vector. The OMP algorithm iteratively selects the support of non-
zero coefficients by selecting the best column of the matrix D that is matched to the 
residual left over from the previous iterations. The algorithm then computes the non-
zero coefficients by solving least square minimization problems. In every iteration, 
the algorithm partially updates the sparse representation vector by adding one non-
zero coefficient, and the recovered signal obtained in that iteration can be computed 
by multiplying the dictionary with the presently estimated sparse representation 
vector. The iterations can be stopped when the number of non-zero values reach 
some fixed threshold or when the residual energy is approximately equal to the 
noise variance σ 2. Similar to the algorithms proposed for computing the sparse 
representation of a single signal vector, various algorithms have been also proposed 
for computing sparse representations of a group of signals Y = [y1, y2, . . . ,  yp] 
by utilizing convex relaxation [13] and greedy approaches [14]. In this paper, the 
authors have proposed Simultaneous Orthogonal Matching Pursuit (SOMP), which 
can be seen as an extension of the OMP algorithm into the case of simultaneous 
sparse representations. Each of the signals is assumed to be corrupted by Additive 
White Gaussian noise of variance σ 2 as Y = Yt + N where, Yt is the original signal 
whereas, the available signal is Yt + N where N is the noise. The SOMP algorithm 
also selects the supports of non-zero values by choosing the best column of the matrix 
D that is matched to all the residuals that is left over from the previous iterations. 
The algorithm can be terminated in a similar fashion to that of the OMP algorithm.
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3 Methods 

In this section, the proposed algorithm is described for computing simultaneous 
sparse representations of a group of signals with a relaxed constraint on the support 
of non-zero sparse representation coefficients. Let us consider a set of P true signals, 
y01, y02, …,  y0P such that y0 j ≈ D α0 j with ||α0 j ||0 ≤ T f  or  j  = 1, 2..., P . As the  
true signals cannot be measured exactly in many cases, the noisy versions corrupted 
by AWGN of variance σ 2 were considered, i.e., y j = y0 j + n j where, n j ∈ Rn 

is the noise vector. The proposed algorithm computes the sparse representations of 
this group of input signals y1, y2, …,  yp by operating in two modes, i.e., SOMP 
followed by OMP mode. The residual and dictionary columns selected by the SOMP 
iterations are saved and carried to the OMP mode. Depending on the method for 
switching from the SOMP mode to OMP mode 3 different cases of the proposed 
algorithm are discussed. 

3.1 Case 1 

Case 1 assumes a noiseless scenario, where T1 and T2 are known. The SOMP mode 
undergoes exactly T1 iterations and saves the selected dictionary columns and the 
residual signals obtained in the last iteration i.e., T1 th iteration. The algorithm then 
proceeds with the OMP mode, which it starts with the residuals and the dictionary 
columns as obtained from the SOMP mode. The proposed algorithm continues in 
the OMP mode for T2 iterations and the sparse representation vectors obtained from 
OMP mode are chosen as the final estimates of the sparse representations- α01, α02, 
… α0 p.
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Case 1 assumes that the number of non-zero values of the common and varying 
supports are known exactly. However, in most of the practical situations, the values 
of T1 and T2 may not be known. 

3.2 Case 2 

The sparse representations with partially varying support can be written as, α = 
αT 1 + αT 2 where, αT 1,T 2 ∈ Rm are the sparse representation vectors with non-zero 
values at common and varying supports respectively. Then we can write, 

y0 j = D(αT 1 + αT 2) = y0 j T 1 + y0 j T 2 (2) 

where y0 j T 1 and y0 j T 2 in Eq. (2) denote the signal component produced by the 
non-zero coefficients with common and varying supports respectively. In case 2, the 
assumption is that the average energy of the signal y0 j T 1 i.e., ‖y0 j T 1‖2 2 is assumed 
to be known and is denoted as β. Here, the observed signals y1, y2, …,  yP are 
noisy. In case 1 the proposed algorithm continues to be in the SOMP mode until the 
average energy of the restored signal becomes β i.e., whenever the signal components 
produced by the non-zero coefficients of common supports are retrieved. The SOMP
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iterations will be stopped when the average energy of the recovered signal is greater 
than β and the residual and the selected dictionary columns are saved. The proposed 
algorithm then runs in OMP mode till the stopping criteria is reached, with the initial 
residual and selected dictionary columns obtained from SOMP mode. 

In case 2, it has been assumed that the average energy of the common component 
of the signal is known. However, in many of the practical situations this average 
energy may not be known exactly. 

3.3 Case 3 

In case 3, the SOMP mode of the proposed algorithm continues for a fixed number 
of iterations regardless of the values of T1 and T2. The exact values of T1 and T2 
are assumed to be unknown. The proposed algorithm begins in the SOMP mode 
and continues for a fixed l1 iterations and then switches over to the OMP mode. 
The iterations of the OMP mode are continued till the residual energy becomes less
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than or equal to σ 2. The residual and the selected dictionary columns obtained from 
the last iteration of the SOMP mode are saved and are carried to OMP. In practice, 
an appropriate value of T1 has to be calculated experimentally for a given class of 
signals. An example database of signals can be taken from the given class of signals 
and the value of l1 for which the sparse representation error is minimum can be 
computed by running the proposed algorithm for different values of l1. 

4 Experimental Results 

In contrast with the conventional sparse coding, the algorithms for computing simul-
taneous sparse representations are really limited. SOMP has been consistently used 
for simultaneous sparse representations over several years. Hence, the proposed algo-
rithm is evaluated by comparing its performance with SOMP, which is probably the 
best closest candidate for a comparison. This section describes the experimental 
setup that is used for testing the proposed algorithm and comparing its performance 
with SOMP. The performance comparison of OMP and SOMP is also carried out 
to verify the effectiveness of SOMP over OMP in the case of simultaneous sparse
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representation of a group of signals with common support. All the tests are carried out 
on synthetic data generated using MATLAB. An over-complete dictionary, of size 
20×50, filled with random Gaussian elements of zero mean and unit variance is gener-
ated. Each of the columns in the dictionary is normalized, so that the normalized to 
have unit l2 norm. The performance evaluation is carried out by computing the Mean 
Square Error between the signal computed by the proposed algorithm/SOMP/OMP 
and the original signals y0 = [y01, y02, . . . ,  y0P ]. 

In Fig. 1(a), the simulation takes different SNR values by adding noise of different 
variance and uses OMP and SOMP for recovering the signal. For large SNR values, 
the performance of OMP and SOMP have comparable performance. In Fig. 1(b), 
snr = 2 and T = 10. MSE  increases as T increases, since it is deviating further 
from the sparsity assumption. The Fig. 2 shows the comparison between case 1 of 
the proposed algorithm and SOMP. Here, SNR is varied from 1 to 10 and T1 is taken 
as 1 and 3, the results of each are shown in Fig. 2(a) and 2(b) respectively. The Fig. 3 
correspondingly shows the comparison between the proposed algorithm of case 2 
and SOMP. The SNR is varied from 1 to 10 and T1 is taken as 1 and 3 with constant β 
and the results of each are shown in Fig. 3(a) and 3(b) respectively. In this experiment 
it is shown that SOMP is advantageous over OMP in simultaneous computation of

Fig. 1 Graphs of OMP and SOMP 

Fig. 2 Graphs of SNR vs MSE for proposed algorithm and SOMP
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Fig. 3 Graphs of SNR vs MSE for proposed algorithm and SOMP 

Fig. 4 Graphs of SNR vs MSE for proposed algorithm and SOMP 

sparse representations of groups of signals with a common support in a noise-less 
scenario.

In Fig. 4 the performance of case 3 of the proposed algorithm is compared against 
SOMP. The actual value of l1 in case 3 of the proposed algorithm is identified exper-
imentally for a set of signals. The MSE increases with the increase in the probability 
of getting actual l1 which is shown in Fig. 4(a) and 4(b) respectively. 

5 Discussion 

In Fig. 1(a), Fig. 1(b) SOMP shows a superior performance when compared to OMP. 
In Fig. 2 the proposed algorithm performs better than SOMP significantly with higher 
SNR values. Similarly, in Fig. 3 and Fig. 4, the proposed algorithm achieves better 
performance when compared to SOMP in the respective cases. MSE decreases with 
increase in SNR, since signal strength increases with SNR. With increase in common 
supports i.e., T1, MSE decreases in each case. The proposed algorithm gives better
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results in case 3 when compared with case 1, case 2 and SOMP. The performance 
comparison between SOMP and the proposed algorithm has been evaluated and 
differentiated in the experiments. 

6 Conclusions 

The proposed algorithm achieves better performance over SOMP as SNR increases, 
whereas the performance is comparable for smaller SNR values. In many practical 
scenarios, the correct values of the parameters assumed in case 1 and case 2 may 
not be known. In order to alleviate this issue, the algorithm proposed as in case 3 
is implemented where the SOMP iterations are fixed to a constant value which can 
be tuned to different cases by using example signals. The focus of the future work 
is to make the proposed algorithm parameter free, so that switching from SOMP 
to OMP mode can be done automatically. As such, the future research also targets 
to utilize the proposed algorithm for color image restoration problems, in which, 
simultaneous sparse representation of color image patches with partially varying 
support is expected to be beneficial. 
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Solar Power Based Agriculture Robot 
for Pesticide Spraying, Grass Cutting 
and Seed Sowing 

Bysani Sai Yaswanth, N. Pruthvi Raj, B. P. Rahul, Venktesh M. Moger, 
and B. T. Venkatesh Murthy 

Abstract In India, most people are dependent on agriculture for their livelihood. 
Seed sowing, grass cutting and pesticide spraying are the various works that are 
carried out in the agriculture fields. Though there are many types of equipment 
available in the market, all are not used for multiple purposes. By developing a 
multipurpose agriculture robot input costs can be reduced. The proposed agricultural 
robot is an Internet of Things (IoT) based system. Through which users can monitor 
the condition of the crop and also perform some specific operation using an android 
app. For a non-technical farmer, it also helps to find a suitable crop based on some 
parameters related to crop using Machine learning. This paper intends to configure, 
create and manufacture the robot which carries out the sowing of seeds, cutting 
the grass and spraying of pesticides. This ensures the carrying out of agriculture 
operations in an efficient way. 

Keywords Automation · Internet of Things · Machine learning · Microcontroller ·
Sensors · Solar panel 

1 Introduction 

Agriculture is the foundation of Indian culture and civilization. India positions second 
in the world in terms of farm output. A portion of the serious issues in the Indian
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farming are rising input costs, accessibility of skilled workers, availability of water. 
To avoid these issues, automation technologies are used. It helps farmers to reduce the 
human efforts and investments [1]. Developing a unique vehicle which can perform 
all these operations are more helpful to the farmers. In this paper a robot is developed 
to carryout operations automatically. The major idea of this paper is to propose an 
agriculture robot which performs sowing of seeds, cutting the grass, sprinkling of 
water, spraying of pesticides and prediction of the suitable crop based on climatic 
conditions. 

Nowadays, farmers are spending more amount on machinery to reduce the labour. 
There is various equipment available in the market for carrying out agricultural 
operations. But they have to be operated manually to complete the task. The final 
product after using these equipments are less when compared to the invested money. 
This is good opportunity to address these issues by using the recent technologies. 

There are so many Agribots that are manufactured. But all of them can not be used 
in a multipurpose way. In this paper, Agribot is developed using new technologies 
such as IoT and Machine Learning. These features make this robot unique and novel. 

2 Related Works 

In [1], the authors explained the process of recharging the battery, utilization of 
solar panel and controlling of robot using android app and Bluetooth module. It 
helps to overcome the problems encountered in conventional methods and carries 
out agriculture processes in an efficient way. Long range communication between the 
robot and user is not possible in this scenario. In [2], the authors discussed about the 
monitoring and control of field with the help of IoT. With this, condition of the field 
can be monitored from any part of world using Internet. They have developed two 
control systems. One is field control and the other is robot control. In field control, 
sensor data is shared to the farmer through android app. In robot control, robot sprays 
the pesticides to control the attack of pests. In this scenario, sensors are placed in 
fixed location. So, that data is inaccurate to estimate the condition of the field. In [3], 
the authors demonstrated the design of the seed sowing robot. Robot is able to sow 
the seeds of different sizes with high precision. It also ensures the precise spacing 
between the seeds. Wi-Fi acts as receiver to establish communication between the 
user and robot. Robot turns off automatically when there is obstacle in-front of it. 

In [4], the authors clarify the distinctive complex strategies like planting of seeds, 
splashing pesticides alongside grass cutting. This arrangement of robot is fueled by 
solar energy where the solar panel gives the energy to the robot. By utilizing Bluetooth 
and android user gives the instructions to the robot to play out the necessary functions 
and the deployment of the robot. In this scenario ploughing operation is not done 
and robot works for short range. 

In [5], the authors examined on planning an application that will permit farmers to 
foresee the local crops of explicit yields relying upon actual boundaries like precipita-
tion and temperature. Utilizing crop data set of different harvests from different areas
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of India, precipitation and temperature data set for same region, they have proposed 
a model which is utilized to foresee crop yield and gives farmers the suggestion 
set to upgrade their harvest determination dependent on factors like area, field size, 
temperature, precipitation, and different harvest data set [6]. The principle limitation 
of this model is that it is restricted to three crops. 

After the thorough literature survey, the main objectives of the paper are: 

1. To perform agricultural operations like seed planting, pesticide spraying and 
grass cutting. 

2. To develop a system for Environment Monitoring using IoT. 
3. To predict the suitable crop for cultivation, based on weather conditions using 

Machine Learning. 
4. To develop an android application for robot control and mechanism using the 

Internet. 
5. To share live video of the robot to monitor the field. 

3 Methods 

The block diagram of the proposed system is shown in the Fig. 1. It consists of 
Arduino mega, Solar Panel, Wi-Fi module, rain sensor, Soil moisture sensor, temper-
ature sensor and pH sensor. The system is powered by using the battery, which is 
charged from the solar panel by using the solar power. 

Fig. 1 Block diagram of the proposed system
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3.1 Power Supply 

The Robot is powered by a 6 A h Lithium battery, which indeed is charged using the 
Solar Panel. A solar panel rated 20 W of 36 cells, can charge the 12 V battery in 4 to 
5 h. Solar Panel provides a renewable and Ecofriendly source of energy. It is made up 
of Photovoltaic (PV) cells and works using the Photoelectric effect. The solar panel 
absorbs sunlight and converts this solar energy into electrical energy. This Electrical 
energy is used to charge the Lithium battery through a charging circuit [7–9]. 

3.2 Robot Structure 

The agriculture robot is designed using Chlorinated Polyvinyl Chloride (CPVC) 
pipes of diameter 1.5 in. and a play-board to build a strong and lightweight body 
frame. The width of the frame is 30 cm and the length is 65 cm approximately. The 
funnels, solar panels, battery and other modules are deployed on that frame [10, 11]. 

3.3 Seed Sowing 

Seed sowing is performed with the help of the two funnels. One funnel is used for 
the large size seeds and another funnel is used for small size seeds. These funnels 
are connected to a frame. The whole frame is controlled by the servo motor. When 
servo motor is turned on, the frames moves in the to and fro motion and seed gets 
dispensed [12]. 

3.4 Pesticide Spraying 

Pesticide Spraying is used to protect the crop from harmful pests. It is performed with 
a 750 mL container and submersible pump. When the pump is turned on, another 
servo motor is activated and pesticide is sprayed in the field at an angle of 60◦ to 
180◦ [13]. 

3.5 Grass Cutting 

Grass Cutting is used to remove the unwanted grass in the field. This operation is 
performed with the help of two 5 V DC motors and blades. Time required is more
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when the grass is thick. From above three sections agriculture operations can be 
performed in an efficient way. 

3.6 Sensors 

Sensors records the physical properties of the field. So that user can monitor the field 
and take the immediate actions whenever it is required. Sensors involved in this paper 
are Temperature sensor, Soil Moisture Sensor, pH sensor and Rain sensor. When the 
robot is turned on sensor data is continuously shared to the cloud. To share the data 
to the cloud ESP32 WiFi module is module is used [14, 15]. 

3.7 ESP32-CAM Module 

ESP32-CAM is a low-cost development board with a WiFi camera. It allows creating 
an Internet Protocol (IP) camera for video streaming with different resolutions. It 
has a built-in PCB antenna. With the help of this module, the live broadcasting of the 
video is done. The users can monitor the fields and crop using an Android application. 

3.8 Crop Prediction Using Machine Learning Algorithm 

The majority of the farmers think about which crops to be planted in a particular 
region dependent on climatic conditions. But for a non-specialized farmer, it is hard to 
recognize the appropriate yields for the particular region dependent on natural condi-
tions. In this way, crop prediction assists the client with thinking about the harvests 
which can be planted in the specific area [16–19]. Crop prediction is performed 
utilizing the continuous sensor information in real-time and machine learning tech-
niques. The decision tree algorithm is implemented in the classifier approach. In 
this application, available data need to be classified based on the parameters such 
as humidity, moisture, pH and rainfall to predict the output. Android Application is 
designed in such a way, whenever the user enters the parameters machine algorithm 
executes in the server and returns the predicted crop to the android application. 

3.9 Android Application 

The Android application is developed using an MIT App Inventor, which is a 
web application development environment. The App is user friendly and developed 
mainly for the following applications:
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Fig. 2 Flow chart of the proposed system 

1. Controlling robot movements and operations. 
2. Live video display. 
3. To display the output of the sensors. 
4. To view the predicted crop. 

3.9.1 Working Principle 

The following steps describe the work flow of the robot. 

1. Making the setup as required. 
2. Switching on the robot with the help of power supply. 
3. Connect the robot and mobile application to the internet to establish the 

communication between mobile app and robot. 
4. The sensor’s values are continuously sent to the cloud database. 
5. The robot should stand by until it gets a message from the application. 
6. Robot will move left, right, forward and backward according to the signal 

received for movements thereby turning on the camera module. 
7. If the message is received for any of the operations, then the respective operations 

part will be activated. 
8. If the message is not received go back to step 4.
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9. If user is required to stop the robot, then STOP signal is used to inactivate the 
movements. 

The first step is to connect the app to the robot. The real time sensor values are 
sent continuously to the database in cloud. The robot waits for the message from the 
user through the app. When the message is received, the robot will check for the type 
of the signal. If the message is for the movements like left, right, front and back, then 
the robot will move accordingly and if the message is for activation of seed sowing, 
the robot will start sowing the seeds on the path. If the signal is for grass cutting, 
the robot will start to cut the grass, similarly for pesticide spraying and seed sowing. 
Proposed flowchart is shown in the Fig. 2. 

4 Results 

The Agribot is assembled as shown in the Fig. 3 and the various operations are 
performed in the field and results are tabulated as shown in Table 1. 

Fig. 3 Agriculture robot 

Table 1 Case study on various operations w.r.t time 

Operation Time taken for covering 10 m 

Low grass cutting 1 min  20  s  

Medium grass cutting 1 min  30  s  

High grass cutting 1 min  40  s  

Loose soil ploughing 1 min  40  s  

Medium soil ploughing 1 min  50  s  

Hard soil ploughing 2 min  00  s  

Pesticide spraying 1 min  20  s
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Table 2 Power consumption of various operations 

Operation Power Consumption for 1 h (in Watts) 

Grass cutting 6 

Ploughing 1 

Pesticide spraying 1.6 

Seed dispensing 1.25 

Robot movement 45–60 

The grass cutting operation is performed on various type of grass. The approximate 
time required for performing grass cutting is around 1 min 30 s for 10 m using two 
blades. The Pesticide Spraying operation is performed at various angles such as 90, 
60 and 180◦. The approximate time required for performing pesticide spraying is 
around 1 min 20 s for 10 m using a submersible pump. The ploughing operation is 
performed on various type of soils. The approximate time required for performing the 
ploughing operation is around 1 min 20 s for 10 m using a ploughing rod. Designed 
robot is shown in the Fig. 3. 

Grass cutting operation consumes around 6 W of power. 2.5 W from 5 V DC motor 
and there are 2 such motors adds up to 5 W. 1 W from stepper motor just to move 
up and down. Ploughing uses 1 W for the stepper motor to move the ploughing rods 
down. 1.6 W is consumed for pesticide sprayer which uses 5 V submerging pump. 
Seed dispensing consumes 1.25 W using SG90 servo motor. For the movements of 
robot it consumes 45–60 W depending on the friction of the surface. If obstacles is 
more (more friction of uneven road) the motor consumes more current simultaneously 
hence power consumption varies. The results are tabulated in Table 2. 

The sowing mechanism is tested on the field using test seeds with different size 
of seeds. Approximate size of the seed is 1 cm in diameter. Seeds are dropped at a 
distance of 30 cm and with the help of the thick sheet soil is covered on the seed and 
robot move further. When all operations are activated a maximum of 10 A current is 
drawn. The batteries once charged powers the Agribot for about 1 h approximately 
depending on the soil conditions. ESP32-CAM which is mounted on the robot used 
to stream the video of the agriculture field using inbuilt WiFi. The output of the 
camera module is displayed in the android app as shown in Fig. 4. Sensors data is 
shown in the Fig. 5. If user wants to predict the suitable crop based on the different 
parameters, they can use the input textbox to provide the input to the algorithm, then 
algorithm predicts the suitable crop based on the Machine Learning model.
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Fig. 4 Camera module output 

Fig. 5 Crop prediction
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5 Discussion and Conclusion 

An autonomous multi-purpose agricultural robot is designed to play out the intri-
cate cultivating undertakings like seed planting, grass cutting and pesticide spraying. 
The benefits of robot are reduced human intervention and efficient resources utiliza-
tion such as the solar energy and also decreased human mediation and proficient 
assets use. Directions are passed to the system utilizing WiFi module, which guaran-
tees remote controlling of robot with less intercession of human. The activities are 
performed utilizing android application. Creative seed planting, pesticide sprayer and 
grass cutting hardware has huge impact in agribusiness. For a non-technical farmer, 
Machine learning model helps to find the suitable crop for their fields. Camera module 
helps to monitor the field remotely. With the help of sensor data and IoT, farmer can 
monitor the environmental conditions of the field. By using the advanced technolo-
gies and automation in agriculture farmers can save more time and human efforts. 
The computational cost of the robot is around INR 12,000 and the working cost is 
INR 15,000. 
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Super Compact FR-4 Compatible 28 GHz 
Antenna for 5G Handheld Devices 

K. Jayanthi, D. Kumutha, and M. Jeyabharathi 

Abstract 5G is a very fast-growing technology with no limitation in real-time appli-
cation. Millimeter-wave (mm-wave) band is a perfect choice to accomplish the band-
width requirements and throughput for future 5G mobile applications. The frequency 
band deliberated are 28, 38, 60, and 73 GHz in 5G bands. A Super compact planar 
antenna for future 5G mobile communication is proposed which operates at 28 GHz. 
The prototype uses FR-4 substrate which has a dielectric constant of 4.4 and a loss 
tangent of 0.02. The antenna has a compact size of 10.87 × 12.364 mm2 with a 
dielectric height of 1. 6 mm. The dimensions have been calculated using design 
equations and it is designed in HFSS 15.0 software. The patch is loaded with a U-
shaped slot attached with the stub while the Ground of the antenna is not disturbed. 
Implementation of full ground is the perk of this project. The antenna resonates at 
28 GHz, ranging between 26.32 to 30.26 GHz. The impedance bandwidth is obtained 
to be 3.94 GHz. The antenna parameters such as Return loss, Gain, Efficiency, and 
VSWR are measured and observed to be good. The antenna exhibits a very good 
return loss for 28 GHz at –32 dB and VSWR less than 2. The design complexity of 
proposed antenna is low since it consists of single layer. Generally defective ground 
structures are used to enhance the bandwidth and gain but without affecting ground 
structure the same can be achieved in the proposed design. 

Keywords 5G communications · FR-4 · Millimeter wave (mmW) · MIMO ·
VSWR 

1 Introduction 

Nowadays, the Millimeter wave (MMWs) is predicted significantly for developing 
in the Fifth Generation (5G). Mostly, 5G is carried out with the many features that
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are adopted with better network capacity, higher throughput and the speed of the 
data rates is efficient. On the other side, Millimeter Wave (mmW) is incorporating 
very efficiently in the real-time 5G application. During mobile communication, the 
MIMO antenna is inbuilt to increases the channel capacity for the Millimeter waves 
of 28 GHz for better performance. It is more suitable for the mm waves to analyze 
the antenna system design with 28 GHz for any application. 

2 Related Work 

A MIMO Antenna array with 4 number of 2-element arrays located at the center 
of the substrate, which is excited using power divider/combiner concept, radiates 
from 25.5 to 29.6 GHz. The DGS structure carved with rectangular, circular, zig-
zag shaped slots produce better impedance bandwidth and increases peak gain and 
efficiency which is observed to be as 8.45 dB and 82% respectively [1–3]. Two 
circles with opposite directions having radius and length as 6.8, 8.9 (inner circle), 
and 3.6, 11.1 mm (outer circle) respectively are constituting to 32.5 and 26 GHz. 
The ground structure being in circular shape reduces the inductive and capacitive 
effect causes the antenna to operate from 24 to 39 GHz for mm-wave [4]. A single 
bowtie-shaped radiator converted into a 2-element antenna connected to the patch 
with ground having a slit introduced between the two bowties-shaped slot helps in 
achieving maximum isolation and causes resonance from 27 to 29.02 GHz with gain 
as 12 dB [5]. The radiation patch and a ground plane are integrated using AgHT-8 
achieve the frequency range of 23.92 to 43.8 GHz at 58.71% of impedance bandwidth 
in optically transparent antenna [6].A rectangular-shaped slotted patch antenna is a 
2-element array and it is based on the feed network for the T-junction power combiner 
and divider for the required array element, the ground plane structure of rectangular, 
circular, and Zigzag-shaped slot. The prototype operates between 25.5 to 29.6 GHz 
with an 8.3 dB gain [7]. A compact tree-shaped quad element MIMO is proposed 
with 4 different arcs to achieve a wide band from 23 to 40 GHz with resonance at 28, 
33, and 38 GHz. The isolation is greater than 20db with the total gain being 8.87 dB 
and efficiency is above 70% [8]. A Dual-band antenna operating at 28 and 38 GHz is 
presented which yields 7.7 and 7.73 dB gain for 28 and 38 GHz respectively. Further 
2 × 2 and 1 × 4 antenna arrays are designed for which the gain is observed to be 
12.5 and 12.1 dB for the dual-band [9]. The design of the Multibaryonic H-Shaped 
coupled microstrip antenna is illustrated and proposed for 5G applications [10]. A 
shape of the Dual-band patch is in an elliptical slot resonating at 28 and 45 GHz 
having a good return loss at –40 and 7.6db gain for 28 GHz. Then the maximum gain 
occurs at 7.21 dB for the return loss of −14 dB at 45 GHz. The center series fed with 
quarter-wave feed techniques are achieved for the array configuration with a 12 dB 
gain criterion. Following, 28 GHz is designed for the array antenna for yielding 
13.5 dB gain and efficiency of 98.75% is 1.19 W/kg, whereas the array antenna 
for 34 GHz is 1.16 W/kg and same for 45 GHz is 1.2 W/kg [11, 12]. For secure 
and high-speed transmission an ultra-wideband antenna covering 2.3 to 13.5 GHz is
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proposed which meets the 10 db criterion for return loss and exhibits a maximum 
gain of 11 db [13]. Various Mutual coupling techniques, and MIMO parameters have 
been incurred in [11–16]. 

Compared with all the above-mentioned prototypes the proposed system differs 
from the material used, implementation of full ground and the less complexity of the 
design. In this paper, a design of super compact radiating system which adapts to FR-
4 substrate even under higher frequencies is proposed for 5G mobile application. The 
proposed prototype is a simple rectangular patch antenna having a stub and U-Shaped 
slot in it. The radiator has enhanced gain with unidirectional radiation pattern since 
the ground plane is un-defected. The antenna exhibits good voltage standing wave 
ratio (VSWR), high gain, uniform radiation pattern and almost constant radiation 
efficiency over a wide range of frequencies. Section 3 of this paper presents the 
system design of the antenna which has the design and its evolution in stages. The 
simulated results are reported in Sect. 4 followed by the conclusion in Sect. 5. 

3 System Design 

A Compact rectangular planar antenna is presented, whose substrate size is 10.87 
× 12.364 mm2 and the patch size is 1.270 × 2.764 mm2. HFSS software deployed 
for designing the antenna. FR-4 Substrate is used whose height is 0.8 mm, dielectric 
constant and loss tangent of εr= 4.4 & tanδ = 0.02. The proposed radiator is designed 
and implemented using Ansoft HFSS15.0. The feed length is obtained as 1.81 mm. 
The dimension of the ground and substrate is same because the ground is not disturbed 
which is the perk of this prototype. The size of the antenna is much smaller than all 
other radiators stated in the previous literature. These dimensions have been incurred 
from the design equation which is as follows, 

The wavelength (λ) is designed for resonant frequency (f) = 28 GHz and velocity 
of light C = (3 × 10 8 m/s) to obtain 10.7 mm, formula is given in the Eq. (1). 

λ = 
c 

f 
= 

3 × 108 

28 × 109 
= 10.7mm (1) 

Width of the Patch is designed using Eq. (2) for  εr = 4.4, 

W = 
c 

2 f 

√
2 

εr + 1 
= 3 × 108 

2 × 28 × 109 
×

√
2 

4.4 + 1 
= 2.764 mm (2) 

where C = Speed of Light = =  (3 × 1011) mm, f = 28 GHz, εr = Dielectric constant 
of the substrate = 4.4. 

Now, length of the patch (L) is calculated using Eq. (3) and the effective length 
(Lef  f  ) is calculated using Eq. (4) which is given below
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L = Lef  f  − 2�L = 1.270 mm . (3) 

Lef  f  = c 

2 f
√

εreff 
= 3 × 108 

2 × 28 × 108 
√
1.565 

(4) 

εre  f  f  = 
εr + 1 

2
+ 

εr − 1 
2

[
1 + 12 

h 

w

] −1 
2 

= 1.54 

where, εre  f  f  = Effective dielectric constant of substrate, 
Then the Substrate length (L) and substrate Width (W) are calculated using the 

below formulas in the Eq. (5) and (6), 

Lg = L + 6 h  = 1.270 × 10−3 + 6 × 1.6 × 10−3 = 10.87 mm (5) 

Wg = W + 6h = 12.36 mm (6) 

where Lg and Wg are length and width of substrate, and ‘h’ value is given 1.6 mm. 
Feed line length is calculated using the below Eq. (7). 

Feed length (Fl) = λg/4 = 7.2672/4 = 1.81 mm (7) 

where λg is guided wavelength and it is given by, λg = λ/
√

εre  f  f  = 7.2672 mm 
(Table 1). 

The front view and rear view of the antenna dimension are shown in Figs. (1) 
and (2). Table [1] give the designed value of the Compact rectangular planar antenna 
to manipulate at the 28 GHz. Initially, a simple microstrip antenna was designed

Table 1 Dimension of the 
antenna 

Key word Size [mm] Key word Size [mm] 

Ws 12.36 Pw 2.764 

Ls 10.87 Pl 1.27 

Fl 1.81 Lg 10.87 

Fw 0.5 Wg 12.36 

Fig. 1 Front view of the 
antenna
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Fig. 2 Rear view of the 
antenna 

using the above-mentioned dimensions with feed at the center of the patch. The 
antenna exhibited very poor return loss. As an initial change, the feed was moved 
to the left at the distance of ň/6 from the center for which the antenna resonated 
at 26.8 GHz covering a frequency band of 25.6 to 28.73 GHz thus showing an 
impedance bandwidth of 2.33 GHz. In order to obtain the resonance at 28 GHz, 
further changes have been made. A U- shaped slot has been etched from the patch 
which caused a change in return loss which increased the bandwidth. The operating 
frequency was observed to be between 25.1 to 29.5 GHz below –10db. The resonance 
occurred at 26.5 GHz at –15db. In order to improve the return loss and to achieve 
resonance at 28 GHz, a stub was included at the left side of the patch. This inclusion 
caused a change causing the radiator to operate between 26.3 to 30.27 GHz and 
resonance at 28 GHz at –31 dB. The inclusion of stub finally achieved the resonance 
at 28 GHz with a good return loss which is the ultimate aim of the project. VSWR is 
observed to be less than 2 in the entire operating band and other antenna parameters 
like gain, efficiency is observed to be good. In all the reference papers the result is 
obtained only after disturbing the ground which causes backward radiation which 
ultimately produce undesirable radiation on mobile phones. Thus, this prototype 
exhibits a better result with full ground which makes this prototype ideal among all 
the proposed systems in the reference.

Some of the salient features of the proposed single element and modified corporate 
feed array structures are enumerated below: (i) Generally, defected ground plane and 
multilayered configurations are being used to enhance the bandwidth and gain but in 
the proposed configuration, a simple single layered with un-defected ground structure 
is employed to achieve the same. (ii) The proposed antenna has low design complexity 
since it consists of single layer and with a minimum number of slots. (iii) Generally, 
a substrate which has low dielectric constant is used for higher frequencies. But, the 
protype is designed using FR-4 substrate whose dielectric constant is 4.4 which is 
higher than the dielectric constant of the substrates used in the literature [1–16]. (iv). 
The presented antenna offers good gain over an entire frequency spectrum 5.77 and 
15.5 dB are the single and array configurations average gain compared with all other 
radiators operating in mm-wave spectrum. (v). Moreover, the enhanced frequency 
response is achieved using a stub unlike DGS [1–5], power divider/combiner [7], 
quarter-wave feed [11, 12], Complicated structures [16] are discussed in literature.
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4 Results and Discussion 

The return loss, VSWR, realized gain, frequency vs efficiency results of proposed 
antenna are discussed as follows. 

4.1 Return Loss 

The ratio of incident power of an antenna to its reflected power is nothing but return 
loss. It is measured in terms of dB and represented by S11. The return loss below 
–10 dB is taken as the operating band of the antenna. The return loss (S11) of the 
proposed antenna is as shown in Fig. 3. This antenna covers the band from 26.32 to 
30.26 GHz with the impedance bandwidth of 3.94 GHz. The proposed antenna has 
a return loss of –31.6 dB at 28 GHz. 

4.2 Voltage Standing Wave Ratio 

Voltage standing wave ratio is defined as the ratio between maximum amplitude of 
standing wave to its minimum amplitude. It is the measure of how much power is 
coupled to the load from source travels through transmission line. For better perfor-
mance the VSWR should be less than or equals to two. From Fig. 4 it is noted that

Fig. 3 Simulated result of the return loss 

Fig. 4 Simulated results of VSWR
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Fig. 5 Radiation pattern of the antenna 

the VSWR is less than two for the entire operating band from 26.32 to 30.26 GHz 
and it takes the value of 1.05 at 28 GHz.

4.3 Radiation Pattern 

The radiation pattern at 28 GHz is shown in Fig. 5. The red color line represents 
E-plane (XZ, phi = 0) and blue line represents H plane (YZ, phi = 90). 

4.4 Radiation Efficiency 

The ratio between radiated power of the antenna to the incident power is defined as 
antenna radiation efficiency. In mathematical form, 

Efficiency(η) =Radiated Power (Prad)/Input power(P in /out) (8) 

In the designed prototype the efficiency is observed to be more than 75% at 28 GHz 
which presented in Fig. 6.
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4.5 Realized Gain 

The total efficiency of the antenna, along with its directivity is used to calculate the 
realized gain of an antenna. The realized gain for the designed prototype is observed 
to be 5 db at 28 GHz as given in Fig. 7. 

Fig. 6 Radiation efficiency 

Fig. 7 Realized gain 

Fig. 8 Gain



Super Compact FR-4 Compatible 28 GHz Antenna for 5G … 815

4.6 Gain-2D and 3D Pattern 

The ratio between radiation intensity of the designed antenna in desired direction 
to the isotropic antenna radiation intensity is called antenna gain. By definition the 
directivity and gain of the antenna are closely related but there may be a simple 
difference. In mathematical form it is given by Eq. (8). 

Gain(G) = (Efficiency(η)) ∗ (Directivity(D)) (9) 

Gain-2D and Gain-3D of the proposed super compact planar antenna is shown 
in Fig. (8) and (9). The 3D gain pattern of the proposed antenna system obtained at 
28 GHz as in Fig. 9. The antenna achieves a maximum gain of 4.99 dB at the operating 
band. Thus, the prototype is designed in such a way that it stands out uniquely as 
it is implemented with full ground. Also, the antenna uses FR-4 substrate which 
is cost effective and has a dielectric constant 4.4. The works that are given in the 
literature have used substrate materials that have high dielectric constant which helps 
in obtaining good performance of the antenna at higher frequencies. But this paper 
has presented an antenna which exhibits a good return loss less than –30 db, VSWR 
less than 2 over the entire band and gain of 4.99 dB (Table 2). 

Fig. 9. 3D gain pattern 

Table 2 Comparison table 

Ref. no Substrate Operating 
frequency 
(GHZ) 

Band-width 
(GHZ) 

No of 
elements 

Gain 
[dBi] 

Efficiency 
(%) 

Double 
sided 
radiation 

[13] AgHT-8 23.92–43.8 19.8 2 1.4 58.71 Yes 

[16] Rogers-
5880 

23 to 40 17 4 8.87 70 No 

[7] RT/Duroid 
5880 

25.5 to 
29.6 GHz 

4.1 2 8.3 71 Yes 

[Proposed] FR-4 28.32 to 
30.26 

3.94 1 5 75 No
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The comparison table exhibits the novelty of the design comparing with papers 
that has been explained in literature. With only single element being implemented 
the prototype exhibits good results. 

5 Conclusion 

Thus, a Super compact planar antenna for future 5G mobile communication is 
designed which operates at 28 GHz. The prototype uses FR-4 substrate which has 
a dielectric constant of 4.4 and loss tangent of 0.02 with size of 10.87 × 12.364 
mm2 and dielectric height as 1.6 mm. The patch is loaded with a U-shaped slot 
attached with the stub while the Ground of the antenna is not disturbed. The antenna 
resonates at 28 GHz, ranging between 26.32 to 30.26 GHz. The impedance band-
width is obtained to be 3.94 GHz. The antenna exhibits very good return loss for 
28 GHz at –32 dB and VSWR is 1.05. The proposed antenna achieves a maximum 
gain and efficiency of 4.99 dB, 75% respectively. The proposed antenna is suitable as 
Array/MIMO configuration for base station and as well as for 5G enabled handheld 
devices. 
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Survey on Software Solution for High 
Performance Packet Processing 

Nanda Kishore, S. Rajarajeswari, Pramod Sunagar, and Anita Kanavalli 

Abstract With the evolution of the internet, we see a huge spike in the number of 
network users. The range of generated internet traffic in most of the various loca-
tions is increasing rapidly. The latest networking environment should deliver high 
throughput, high speed, high bandwidth, and fewer delay properties. Else it leads to 
data loss which is costly in packet processing. This survey contributes to finding a 
faster software solution to packet processing framework to overcome the challenges 
faced by traditional networks. This paper aims at packet acquisition and distribu-
tion methods based on packet processing models such as Data Plane Development 
Kit (DPDK), Netmap, Netslice, and PF-RING. And come up with a model which 
can productively decrease packet loss, successively enhance the performance rate 
and reduce resource waste. Comparison between the packet processing frameworks 
depicts that DPDK based data processing has dominance over Netmap, Netslice, and 
PF-RING in packet processing. 

Keywords Packet processing · DPDK · Netslice · Netmap · Pf_ring 

1 Introduction 

Packet processing is a collection of steps and algorithms which are performed on an 
incoming or outgoing packet of information or data. Traditional network traffic packet 
processing is facing acute efficiency and performance fall due to platform hardware
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limitations. One more cause of performance bottleneck is the kernel network protocol 
stack performance. 

Network communication methods have increased their performance. However, it 
does not guarantee high packet processing at a high packet arrival rate [1]. There 
are restrictions on the construction of network stacks that must be used with stan-
dard hard- ware. Package performance can work well by switching network stacks 
and without the need for very high-performance hardware. This led to research on 
how to integrate hardware and high-paced communication systems towards package 
performance. The rest of the paper is displayed as, Sect. 2 related work. Section 3 
explains overview. Section 4 surveys about software solutions to packet processing. 
Section 5 future work. Section 6 compares techniques surveyed and ends with the 
conclusion and future work. 

2 Related Work 

This study put forward an I/O stack that has both the plus points of zero-copy and the 
use of the standard SSD page cache. In the I/O stack, the page archive applies a pre-
program read. When you miss, the device will send the data directly to the user [2]. 
This paper unveils an examination of performance on network interface cards and 
package processing techniques. The assessment targets to assist network managers 
and experts determine which network card and technique must be adapted based on 
the network needs [3]. This paper suggests how to receive data based on zero-copy. 
When zero-copy pool resources are depleted during packet arrival at NIC, a standing 
resource is utilized to ensure normal data acceptance and to lessen the rate of packet 
loss [4]. 

This work put forward a design in which everything is decentralized, and opera-
tions are distributed accordingly. The packet processing functionality is taken care 
of with micro service control. This framework has a user-space network driver called 
ixy [5]. Kim has implemented a technique in which it is used in one-way commu-
nication using a modified commercial-off-the-shelf network card driver. It observed 
reliability and performance using PF-RING with zero-copy [6]. This paper offers 
two operations to make good use of the bus between the FPGA and the CPU. They 
evaluated the range of real-world CPU + FPGA-based development platforms and 
the network function virtualization software. The results showed that the system, 
which can open up to 2 × 40 GbE traffic [7]. 

3 Overview and Drawbacks in Linux Packet Processing 
Network Stack 

In Fig. 1, it depicts the smart packet processing. Instead of completely depending on 
tradition way of processing the packets using Linux kernel stack. With the help of
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Fig. 1 Packet processing with smart programming 

smart programming and techniques, when an application running in user space, wants 
to receive the packets, it is first received by the network interface card, later process 
the packets using libraries and APIs to make best use of hardware and improve rate 
of packet processing capabilities. 

3.1 Packet Processing in Linux Network Stack: Main Stages 

When a network interface card (NIC) first receives a data packet, it transmits it to 
a circular receiving queue (RX), which are also called rings. The data structure, 
the receiver descriptor, helps in holding those data packets, till the data packets are 
copied from NIC to the main memory. The data transfer from NIC to main memory 
is accomplished through the Direct Memory Access (DMA) operations, without 
involving the CPU. Thereafter, there needs a mechanism that can help in notifying 
the system about the new data packet received and pass every data packet onto a 
specially allocated buffer called the sk_buff struct. This data structure is assigned 
for each data packet and set off free when a packet enters from kernel space to 
user space. The disadvantage of this procedure is it consumes a lot of bus cycles. 
Another problem with the sk_buff structs is, it creates overhead as it is designed 
to contain metadata for all the protocols so that it can be compatible with as many 
protocols as possible. But that’s simply not a requisite for processing specific data 
packets. Because of this additional struct, processing performance is brought down. 
Context switching is one more factor that negatively affects performance because it 
significantly consumes system resources [8].
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4 A Brief Discussion of Techniques for Faster Packet 
Processing 

4.1 Netmap 

Netmap is one such technology, based on zero-copy, which provides packet 
processing at higher speeds by reducing processing slow down costs. Netmap is 
built on existing OS features and characteristics, which are independent of hardware 
and few devices. In Fig. 2 depicts the Netmap framework. The data structures present 
in Netmap are Netmap ring and Netmap packet buffers. 

Netmap Packet Buffers. The Netmap packet buffers are pre-allocated and with 
predefined size. This helps in reducing the cost per packet acquisition and distribution. 
These data structures are present in shared memory regions to reduce the zero-copy 
between kernel to user-space. 

Netmap Ring. The Netmap rings are circular queues that possess buffer-related 
metadata, which is alike to Network card Rings or NIC rings. The metadata carries 
information related to available buffers, count of slots, that a ring can hold. 

Netmap_if. It is a data structure that possesses all the interface-related info, like the 
number of rings present. 

When a network card runs in this Netmap specified approach, the network card 
will uncouple from the protocol stack provided by the host. A Netmap ring also 
known as the NIC ring is created by the Netmap, which helps in copying. Netmap 
will create two pairs of NIC rings or Netmap rings to communicate between the 
host protocol stack. The network card directly moves the data packets onto rings 
referred to cache use, in the shared space. The application running in user space

Fig. 2 Netmap data structure and its components include Netmap_if, Netmap_ring and NIC
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will call a Netmap API, to access the contents of data present in the NIC ring or 
Netmap ring can straightaway read the cache and start writing the data packet, in 
turn, helps in less copy between kernel space to user space and provides zero-copy 
functionality. Key memory regions of the network card register and the kernel to 
applications are not shared, hence there is no kernel crash caused by the application 
running in user space. Remarkable packet rate can be achieved based on the Netmap 
applications, which incorporate huge pages. With modifications to global variables 
netmap.nr_huge_page, huge__page, the Netmap application gets pool of memory 
with memory of huge pages. With 64B packet size, the throughput increases by 37%, 
from 15.714 to 21.557 Mpps on two ports which support up to 10 Gbits/s. Whereas 
with on four ports, throughput increases from 17.672 Mpps to 20.571, making it to 
16.3% [9].

4.2 NetSlice 

Contrary to the fast packet solutions introduced in this survey, this method, NetSlice 
is not taking advantage of zero-copy methods. It is an OS abstraction, which provides 
faster package performance and works in the user-land. It attempts to synchronize 
the advantages of package processing systems operating in the user-land, e.g. the 
separation of error and configuration. NetSlice deploys on the advanced integra-
tion of components of hardware and software associated with packet processing. It 
is based on local architecture, rather than the temporary fragmentation of compo-
nents of computer soft- ware and hardware suitable for package processing, namely 
memory, CPU cores, and NICs. By making such a distinction, NetSlice reduces 
the conflict of resources shared. The working idea of NetSlice is its state of action, 
called NetSlice. NetSlice uses several multi-line NICs. To support the same practice 
for many believers, multi-line NICs maintain more than one transmission and receipt 
queue. 

The context of making NetSlice consists of completely separated resources. Even 
the NICs and the CPU cores are treated as separate resources. At least two CPU 
cores contribute to one NetSlice. The kernel and user mode operations are done 
by dividing CPU cores into u-peer and k-peer, which are NetSlice output states. 
The u-peer CPU helps perform the user mode functionality. Whereas k-peer CPU 
is used for the in- kernel network stack. The k-peer helps detect contextual cables 
and also summaries the required NetSlices. The NetSlice helps decide which data 
packets to flow from NICs to user-land and from user-land to NICs. The packets 
received from NICs are lightly processed on k-peer cores and forwarded to user-
land for application use and later using pipe, packets are processed. NetSlice uses 
socket’s standard APIs to read, write and vote different streams of data for other 
NetSlices. Using ioctl format NetSlice expands the API. NetSlice uses encryption 
and hence reduced delays in system calls and the number of system calls. Extended 
APIs can be used for setting up the system calls. Batch processing helps reduce
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the overhead caused by each packet. NetSlice is not taking the privilege of zero-
copy operations. It copies from kernel-space to user-space. Establishing zero-copy 
also improves NetSlice performance. However, it is not included in the frame, as it 
will limit the load. On Dell PowerEdge R900, scaling the number of CPU cores and 
with application Ipsec, NetSlice can reduce shared resources and effectively improve 
the 10 Gbps network link speeds. Kernel throughput reaches 7.591 Gbps, whereas 
NetSlice attains 76% more than Kernel throughput [10]. 

4.3 PF_RING 

PF_RING is one more such framework that implements a zero-copy method 
between the user-space and the kernel-space. It was invented by Luca. It provides 
a fast network packet acquisition and distribution framework. It attains fast packet 
processing with the help of PF_RING buffers, which are present in the shared memory 
region which is common to user space and kernel space. These PF_RING buffers 
are pre-allocated, which helps in reducing the cost per network packet memory 
assignment and un-assignment. 

The main elements present in PF_Ring’s framework are: 

1. PF_Ring user-space library. This helps in accessing the PF_RING module 
present in the kernel from applications running in user-space. 

2. kernel module. This helps in copying data from the network card to PF_Ring 
circular queue. 

3. PF_Ring aware drivers. This helps in increasing the performance by using 
exclusive drivers to access the network cards. 

The PF_RING uses exclusive device drivers, called Direct NIC access or DNA, 
for gaining fast network data packet processing without the involvement of a central 
processing unit or CPU, by using system calls. PF_RING uses mapping from NIC 
memory to user-space memory and helps transmission between network card and 
applications running in user space. The network data packets are sent from the 
network card to the userland, without the operations of the PF_RING module or 
Linux kernel. Then zero-copy happens by doing Direct memory access from the NIC 
Network process unit and kernel data packet buffer is copied. With using PF_Ring a 
high-performance VPN based SSL shows up to 30% improvement in throughput up 
to 500 Mbps with 1500 b packet size, network latency to 9 ms and download rate to 
1.5 Mb/s for a file size of 6 Gb [11]. 

4.4 DPDK 

This framework in Fig. 3, provides a set of libraries, developed by Intel under the 
open source to accelerate packet processing workloads. The DPDK framework is
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Fig. 3 DPDK architecture which help bypass kernel stack with the help of IGB_UIO module and 
DPDK libraries 

different from the Linux kernel network stack. The DPDK framework works excel-
lently in user space with the help of IGB_UIO by not entering into the Linux kernel 
network protocol stack to decrease information copying and make full dominance 
over provided hardware. The applications run at user space and they use DPDK set 
of libraries and poll mode drivers at user space to acquire and distribute data packets, 
when new data packets enter network card in the system, the new data packets are 
transferred directly from the network card to the applications running in user space 
without using Linux network stack. 

DPDK implements either in the run to completion model or pipeline model. With 
the system with many processing cores. The idea in the run to completion model is to 
poll the network card and process packets and transmit from and to the same network 
ports, attached to the cores. In the run to completion model, all the cores work to 
complete a common application code. Whereas in the pipeline model, only one core 
is used for receiving and transmitting the data packets from the network card. It makes 
use of the ring queue from Librte_ring to pass this data to other cores to process the 
packets and in the pipeline model, cores can work on different application codes. 
With 2 CPU cores to application running on host and unsupported 1 Gb/s network 
card, the line rate can be achieved with packet size of 128 B [12]. 

DPDK Strategies for High Performance Packet Processing 

1. It uses pre-supplied memory buffers called mbuf. It stores both meta-data as 
well as the actual data. And it requires only one allocation per packet. 

2. Provides cores with their cache memory and helps reduce the access to the 
shared pool ring-memory, which adds more efficiency with the CPU. 

3. It uses circular rings, used as a queue. It has more advantages than the linked 
list. Besides, it reduces the time required to do more time-consuming tasks. 

4. Reduces further disruption by using Poll Mode Drivers [13].
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5 RSS Algorithm on DPDK Based Packet Processing 

RSS (Receive Side Scaling) is a driver-based strategy that can productively pass on 
data across multi-core platforms after acquiring messages under a multi-processor 
environment. In Fig. 4, the NIC examines the data to find five tuples of IP add, 
protocol, and associate port. Then the line is regulated using the combined estimate 
from these 5 instances utilizing the RSS Hashing functions. Thereafter the output 
will be put in mbuf data structures to eliminate duplicate computation in performance 
such as queue line computation. The RSS algorithm utilizes the Toeplitz-hash based 
algorithm, where the 5 fields are Sender IP, Destination IP, Sender port, Destination 
port, and key to calculate the hash effect. The algorithm inputs the 5 Tuples with a 
random k value. It traverses each bit and XOR the result if the found bit is 1 else result 
is unchanged. Then the key is moved to the left. Then the algorithm will separate the 
incoming traffic into specific lines. The pseudo-code of the algorithm is as follows. 

Algorithm 1. RSS pseudo-code 

5.1 Flow Distribution Module 

1. Call rte_eal_init() to initialize ports, huge-pages and build environmental-
specific libraries. 

2. Using rte-en-rx-burst() function, NIC acquires the packets, hash operations are 
ap- plied based on the 5 tuple values and cached in MBUF structure.

Fig. 4 Depicts the RSS-based hash calculation
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3. Using hash valued cached in MBUF structure. Distributer process is assigned 
to Workers using rte-distributor-create(name,s-id,n,w,algorithm type) function. 

4. Then Distributer and worker periodically checks for new distributer elements 
and new packets

6 Comparative Analysis of the Frameworks 

This section compares the frameworks based on throughputs, latency, CPU cycles and 
loss rate. The comparison of frameworks is based on their performances concerning 
packet length. Test was run on Ubuntu Linux, with DPDK version 17.05.2. The 
incoming traffic is 1–10 Gb/s with the same number of packets. It depicts DPDK 
packet loss with a packet length of 64, 128, 256, 512, 1024 B is relatively stable 
and high performance. While in Linux and PF_RING the packet loss rate is high 
and decreases with an increase in packet rate. 64 B packet size had a Loss rate of 7, 
70, 84% with respect to DPDK, PF_ring and Linux. Whereas, with 1500 B loss rate 
were 0.8, 42, 58% similarly [14]. 

Based on the packet forwarding of the frameworks. i.e. DPDK (1.6.0), Netmap, 
PF_Ring(6.0.0.2). The latency and throughput were studied with 10 Gb line rate. 
The platform was equipped with 2 port of Intel X520SR2 NIC and generator with 
Intel Xeon E3-1230 V2 CPU. The latency was captured using IEEE 1588 hardware 
time stamping. DPDK and PF_Ring had a latency of 9 and 10 µs, whereas Netmap 
reached more than 1000 µs for 16 batched size. Per packet, Netmap adds more 50 
cycles to CPU, Pfring used 150 cycles and DPDK used 100 cycles [15]. 

The insights processing capability of PF_Ring and DPDK were made based on 
type of distribution threads on a NUMA based on load balancing technique with 
respect to Pipeline Model. DPDK version 1.8.0, PF_Ring version 6.2.0, Centos based 
Linux platform with Intel® Xeon® CPU and Intel 10 Gbps SFI/SFP+ NIC was used. 
With a packet rate of 64 and 1500 B, the line rate achieved by DPDK were 8, 10 Gb/s. 
Whereas PF_ring achieved 0.3 and 9 Gb/s [16]. The resources usage and packet rate 
are addressed with frameworks libpcap, DPDK, snort and PF_Ring. The experiment 
was conducted on an Ubuntu 18.04 with an incoming traffic rate of 1000Mbps using 
hping3. The CPU usage with PF_Ring was 4 and 3 with respect to packet size of 64 
and 1500 B. Whereas DPDK achieved 5 and 4 with respect to 64 and 1500 B packet 
size. The packet loss rate with DPDK and PF_Ring with respect to 64 and 1500 B 
were 14, 1 and 15, 70 [17]. 

Figure 5 depicts the comparison based on their packet size, loss rate, throughput, 
and CPU cycles. If the only requirement is latency, then PF_Ring with zero copy 
takes less latency but with more CPU cycles than DPDK for processing the packets. 
If the requirement is throughput and less loss rate, then DPDK outperforms others. 
Netmap has good performance but lacks API’s and libraries.
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Fig. 5 Represents the effect of packet length on packet loss, throughput and CPU cycles between 
Linux, PF_Ring, DPDK 

7 Conclusion and Future Work 

In this paper, a thorough walk-over on the internal structure and principles of soft-
ware solutions for high-performance packet processing was done. The main stages of 
the Linux network protocol stack in-network packet processing were discussed. The 
bottlenecks of data packet processing under traditional network packet processing 
were discussed. Considering the inherent bottlenecks, DPDK, a software solution 
to a high- speed and high-performance framework is studied, and significant data 
processing capabilities were improved with the RSS algorithm. This study and 
comparison between network data packet processing between Netmap, NetSlice, and 
PF_RING techniques demonstrate that the Data plane development kit is magnif-
icent, which can be used in network packet processing. In coming time, we plan 
to work on improvised DPDK based packet processing on NUMA and which can 
enhance more capabilities and optimizations. 
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Telemedicine IoT Prototype “Doctor Pi” 
for Measuring Elders Vital Signs 
in Rural Areas of Ecuador 

Carlos Bosquez and Wilson Valencia 

Abstract This document is focused on the designing of a prototype to be used in 
telemedicine called “Doctor PI” capable of receiving, transmitting, viewing, alerting, 
and storing data acquired by nine biomedical sensors, such as glucometer, pulse and 
oxygen sensor, blood pressure sensor, EMG, ECG, patient position sensor, galvanic 
response sensor, body temperature sensor and breathing airflow sensor, for elder 
people around rural areas of Ecuador. The prototype consists of an electronic health 
system, which in conjunction with Arduino, GSM, and Raspberry Pi will process and 
store the data for the medical sheet and patient analysis. The physiological parameters 
obtained are stored in a Raspberry Pi database and displayed via web or mobile APP. 
SMS alerts will be obtained in case the measured parameters exceed or decrease the 
values parameterized by the doctor. This prototype aims to help expand telemedicine 
in rural areas of Ecuador through IoT technologies with low-cost hardware and 
internet connectivity. 

Keywords APP · ECG · EMG · GSM · IoT · Raspberry Pi · Telemedicine 

1 Introduction 

Telemedicine is essentially a remote doctor-patient interaction. That is why many 
believe telemedicine can help small hospitals that are struggling to provide quality 
healthcare to patients, even more, if it is done directly from home. Telemedicine 
can solve many problems giving access to clinical medicine by focusing on rural 
areas away from main medical facilities or individuals, especially for adults with 
low economic resources and reduced mobility, which allows access and improve the 
quality of medical care [1].

C. Bosquez (B) · W. Valencia 
GISTEL (Telecommunications Systems Research Group), Salesian Polytechnic University, 
Robles 107 and Chambers, Guayaquil, Ecuador 
e-mail: cbosquez@ups.edu.ec 

W. Valencia 
e-mail: wvalenciaz@est.ups.edu.ec 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 
S.  Majhi et al.  (eds.),  Distributed Computing and Optimization Techniques, Lecture Notes 
in Electrical Engineering 903, https://doi.org/10.1007/978-981-19-2281-7_76 

831

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2281-7_76&domain=pdf
http://orcid.org/0000-0002-8245-9610
http://orcid.org/0000-0001-7255-596X
mailto:cbosquez@ups.edu.ec
mailto:wvalenciaz@est.ups.edu.ec
https://doi.org/10.1007/978-981-19-2281-7_76


832 C. Bosquez and W. Valencia

Currently, in Ecuador there is no such implementation in the use of telemedicine, 
specifically in rural areas [2], this due to the little healthcare coverage that the author-
ities have for these areas, however in the context of a worldwide pandemic, has 
increased the use of the internet in rural areas of Ecuador in the last year [3], opening 
up the use of internet technologies for applications such as rural telemedicine. 

This document emphasizes the description of the prototype “Doctor Pi”, then goes 
through the experimentation and results of the telemedicine prototype and ends with 
the conclusions of the tests carried out and the technical feasibility of the prototype 
for commercial application in telemedicine for rural areas in Ecuador. 

2 Related Works 

Previous research in the field of telemedicine using IoT devices such as Raspberry 
Pi and sensors to obtain physiological patient data has used low-cost web program-
ming and hardware for monitoring patient data [4], however, no complete prototypes 
are observed for monitoring with more than five sensors [5]. With the integration 
of GSM modules for SMS alerts and local monitoring in the prototype [6], the 
prototype can work with more emphasis on the development of telemedicine proto-
types only with EGC sensors [7], and web monitoring [8]. Other developments in 
telemedicine prototypes with an emphasis on pulsometers propose the integration of 
a Raspberry Pi with an oximeter sensor [9]. The most approximate research to the 
proposal in this document is telemedicine prototypes such as web monitoring system 
for patient healthcare [10], where five sensors are integrated [11], Raspberry Pi and 
GSM module, however, do not propose the creation of an APP as a monitoring tool 
[12]. 

In this context, the research focuses on the design of a prototype IoT telemedicine 
with nine sensors that integrates local monitoring, via web, via GSM, and via mobile 
APP, to be used in telemedicine around all rural areas of Ecuador. The telemedicine 
prototype has been called “Doctor Pi” and consists in the integration of an e-health 
PCB of cooking-hacks [13], Raspberry Pi, Arduino, GSM module, nine biomedical 
sensors that together with web programming and a mobile App can visualize, store 
and treat information from biomedical sensors (glucometer, pulse and oxygen sensor, 
blood pressure sensor, EMG, ECG, patient position sensor, galvanic response sensor, 
body temperature sensor, and airflow sensor inbreathing) which are processed and 
stored on a Raspberry Pi web server. 

With this friendly and easy-to-use prototype, you can keep basic control of the 
health status of elder people thanks to its storage on a web server. This will help 
doctors to monitor the patient’s condition through an APP and web access, thus 
carrying a clinical history of easy use and access that would be reviewed by the 
doctor for future treatments.



Telemedicine IoT Prototype “Doctor Pi” … 833

3 Methods 

3.1 Description of the Prototype “Doctor Pi” 

Figure 1 shows the block diagram of the prototype “Doctor Pi”, where you can 
visualize the different processes from the taking of the information made by the e-
health board using the sensors obtaining the analog data, that is sent to the Arduino 
board so that the information is digitized and attached to the Raspberry Pi. In this way, 
the measurements obtained from the patient can be reflected in the web application 
or an APP through the cloud thanks to the internet. With the data obtained from the 
prototype, you can view information from the nine biomedical sensors and anywhere 
in the world [14]. 

Figure 2 shows the e-health sensor platform is a complete measurement system 
that allows monitoring the human body through nine sensors connected to a central 
board, the e-health shield, generating signals that can be interpreted through an 
Arduino board or a Raspberry Pi microcomputer [15]. 

The Arduino UNO is a board based on the ATmega328P microcontroller [16]. It 
has 14 digital input/output pins (of which 6 can be used with PWM), 6 analog inputs, 
a 16 MHz glass, USB connection, power jack connector, ICSP connection terminals, 
and a reset button, which will be a bridge between analog and digital signals that 
will be transmitted to the local server. It also has a low power consumption which is 
equal to 3.3 W at rest [15]. 

Fig. 1 Block diagram of the “Doctor Pi” prototype
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Fig. 2 Sensor connectivity [13] 

The Raspberry Pi is a low-cost, small-sized computer. It works with low power, 
consumes fewer resources compared to a desktop PC or laptop. Also, it has a low 
power consumption that is equal to 4 W [7]. The card is capable of supporting 
three video cards, facilitating the user interface. When using Arduino one for the 
implementation of the prototype, the consumption around energy is minimal, this 
being 7 to 12 V for the system to work [15]. Its coding will be carried in Ide Arduino 
being this a free software. 

Table 1 shows the components that make up the prototype and the instruments used 
by a doctor, along with their price respectively, making a comparison of the monetary 
value. Doctor Pi reduces the cost of implementation, execution, and development to 
monitor vital signs. 

Table 1 Comparative table of components between doctor pi and medical instruments 

Doctor PI Medical equipment 

Components Cost ($) Components Cost ($) 

E-Health and sensors v1 350 3-Channel Electrocardiogram 700 

Raspberry Pi 4/Touch screen 
7”/Mouse/Keyboard/Speakers/Speech 

120 Vital sign monitor 750 

Shield GPRS/GSM 40 Digital arterial tensiometer 95 

Pulse controller 21 Glucometer 45 

Arduino Uno 20 SpO2 35 

Glucometer 19 Body temperature 30 

Case 60 Oxímetro 20 

Web and APP design 100 CPU/Monitor 
19”/Mouse/Keyboard/Speakers 

500 

Total 730 Total 2175
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Table 2 Applicability of sensors in the selection of 4 common categories of diseases [13] 

Sensor Cardiovascular 
disease 

Chronic pulmonary 
obstructive disease 

Parkinson’s and 
Huntington’s 
diseases 

Diabetes 

Electrocardiogram XX XX X X 

Airflow in breathing XX XX X -

Body temperature X X X X 

Electromyography X X X – 

Galvanic response – – X – 

Blood pressure XX X X X 

Glucose – – – XX 

Oxygen XX XX – – 

Movements 
(position) 

XX XX XX – 

XX Indicates high applicability 
X Indicates average applicability 
– Indicates indeterminate applicability 

When using all these implements the efficiency of having an accurate diagnosis 
is effective, without complications taking into account that the results will be sent to 
the doctor [16]. 

Table 2 shows the application of sensors in the arrest of various diseases. The data 
obtained by the sensors used have applicability for the diagnosis of four common 
diseases. The sensors used are light, small and try not to impede the free mobility of 
patients. 

Figure 3 shows the block diagram of the Doctor Pi prototype and the tools to be 
used, also has a web interface made in HTML and CSS, from which the doctor can 
click to perform a measurement using the sensors [11]. When performing this action, 
an HTTP request is made to the webserver which has a program written in PHP using 
the Laravel framework which runs a program in Python [12]. The Python program 
asks the Arduino to send the data of a certain sensor through the serial port, then the 
sensor data is displayed in the web interface (HTML and CSS) [16]. 

The Arduino has a program written in its language, which has the function of 
waiting for some instruction through the serial port, when this instruction arrives, 
the sensor data is read, and it’s returned through the serial port [16]. 

In the web interface, the deployed data is sent to the remote server using JavaScript 
as these must be uploaded asynchronously [11]. The data on the server is received 
by a script program in PHP and gets stored in a MySQL database so that later the 
Android application written in Java consults the data and displays it in the mobile 
interface [12]. 

After the Arduino collects measurements of the sensors obtained by the e-Health 
board, they move to the Raspberry Pi board to store all the information on the 
webserver [14].



836 C. Bosquez and W. Valencia

Fig. 3 Schematic of the prototype “Doctor Pi” 

Figure 4 shows the main screen of the APP on a mobile, specifically the sections 
to take measurements and view statistics. 

Figure 5 shows the final prototype “Doctor Pi” consisting of a telemedicine device 
equipped with a 7 inches screen, keyboard, mouse, speakers as peripherals, and a 
built-in development, with low-cost hardware such as an e-health card, GSM shield, 
Raspberry Pi 3, and Arduino. 

Data visualization plays an extremely important role because medical equipment 
needs to have an easy way to view and analyze the hundreds and even thousands 
of data collected and transmitted. Electromyography and electrocardiogram should 
be visualized using a rendering graph, of all the values obtained from the measure-
ments. Visualization methods enable an accessible way to manage and analyze data 
avoiding traditional methods, such as medical records or a large number of archived 
documents. Since the patient’s personal information is fully private, only authorized
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Fig. 4 Android APP interface 

Fig. 5 Final prototype Doctor PI

persons will be able to access this database, who will have to authenticate their user 
and password when logging in from the built-in means for data visualization. 
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Fig. 6 Results of electrocardiogram sensor (APP interface) 

4 Results 

Several tests using the prototype were carried out in older adult patients in rural areas 
of the coast of Ecuador, obtaining results helps to technically validate the prototype. 
Samples were taken in elder people with different problems and elder people who 
are in good health. 100 samples were taken from 50 people between 65 to 75 years 
and 50 people between 76 and 80 years. 

During experimental samples, the prototype is set up to back up each sample on 
the server, which stores the clinical history of each measurement and each patient 
also. When a sample is out of range an alarm occurs, a missed call is made, and a 
text message is sent to the previously programmed number. Figure 6 shows the APP 
interfaces of sensor ECG, from the interface of a smartphone. 

Tests were performed using the prototype with an out-of-range measurement of 
the glucose sensor to show the missed call and a text message, alerting the family 
doctor or caretaker of the eldest adult. 

5 Discussion and Conclusions 

The Doctor PI prototype consists of different low-cost hardware components and 
free software that granted the possibility to potentialize the device for future work 
in an improved version, as well as making it useful for different types of patients 
with different needs. This telemedicine prototype covers the clinical need for low-
income and rural adult patients and opens the gap in the use of telemedicine in 
vulnerable sectors, especially in Ecuador. For its widespread use, it is recommended 
that government authorities agreed to globalize the use of telemedicine, especially 
in the most vulnerable areas. 

Data obtained during patient samples ensure an approximation of data compared 
to higher-cost medical equipment. Thanks to its easy interpretation of clinical history 
data and consultations through an APP, the medical professional can evaluate and
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track online the samples acquired in patients. Access to the mobile network must be 
available to use the GPRS/GSM module of the prototype without problems because 
this will be responsible for sending the text messages and making the missed call 
to the scheduled number and alert that some measurement is outside its allowed 
range. This would help quickly and effectively to keep informed the family about the 
patient’s situation in case the prototype detects any anomalies in the measurement. 

Another advantage of “Doctor Pi” is the communication with the user, since an 
audio system was implemented that allows to reproduce of the measurement made 
during the sample taking or data in an audible way. Audio will also be heard if the 
ranges are out of range. The obtained results show the prototype technical test. It 
also indicates that in most cases with disabled patient measurement. The complexity 
to make the prototype is not so high because anyone with knowledge of electronics 
and basic programming along with the indications and instructions indicated on web 
pages or in this paper can be used to apply or replicate the prototype. Therefore, the 
complexity of use is very reduced because a responsive web-type design was made in 
which only data is selected, similar to a mobile application to take the measurements, 
however, it is recommended to previously reviewing the instructions for the use of 
the equipment and have basic knowledge of computing and medicine. 

Finally, it is concluded that the prototype is technically feasible due to the obtained 
results and thanks to the acceptance of the clinical staff that has used the prototype. 
Doctor Pi was evaluated at the Hospital of the Guayaquil Institute of Social Security 
by doctors and professional nurses who determined that it is a device that approxi-
mates values compared to professional measuring instruments and is recommended 
Install in rural health centers where resources are limited. In Ecuador there are no 
implementations of these prototypes for telemedicine in rural areas therefore it would 
be the first attempt in the country with the prototype “Doctor Pi”. 
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Virtual Machine Consolidation Using 
Enhanced Crow Search Optimization 
Algorithm in Cloud Computing 
Environment 

Kethavath Prem Kumar, Thirumalaisamy Ragunathan, 
and Devara Vasumathi 

Abstract The widespread usage of cloud computing technologies benefits the 
services, providers and investors in constructing the large scale data centers. However, 
an increase in energy consumption from Physical machines showed significant 
impact on environment due to emissions of carbon dioxide. The Virtual Machines 
(VMs) used the minimal number of Physical Machines (PMs) for performing 
Dynamic Consolidation obtained magic solutions for managing the power consump-
tion. The present research uses Enhanced Crow Search Optimization Algorithm 
(ECSOA) technique for reducing the usage of energy by mapping the VMs migrating 
to hypothesis showed an aggressive consolidation. The ECSOA consolidates the VMs 
by migrating the number of PMs which decreases the number of hosts as they were 
overloaded in an environment. The number of migrations are drastically reduced 
as it considered VMs as a main source of migration which overloaded and under 
loaded the hosts. The results obtained from the research showed that the proposed 
ECSOA obtained SLA violation of 0.000267 better when compared to the existing 
Osmotic Hybrid Artificial Bee-Ant Colony Optimization (OH-BAC) and Particle 
Swarm Optimization (PSO)-Decimal Encoding techniques that obtained 0.5 and 
0.0002 SLA violation. 

Keywords Energy consumption · Enhanced crow search algorithm · Service level 
agreement · Virtual machines · VM migrations
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1 Introduction 

The cloud computing system is created and allows an appropriate required network 
for accessing the common store for customizing the resources such as storage, appli-
cations and networks [1]. The cloud computing allows people all over the globe for 
their respective clients working in companies such as Salesforce, Microsoft, Amazon, 
IBM office for storing and computing data tries to build the latest data center [2]. 
The VM live migration will be a major advantage for virtualization as it is helpful in 
managing the cloud environment resources [3]. The VMs are migrated seamlessly 
and shows transparency from physical server of one to another [4]. However, there 
occurs challenges when VM consolidation shows optimization problems for time 
based approaches utilized resource consuming [5]. The major challenge on system 
performance is that it performs consolidation with other VMs which increased work-
load dynamically [6]. The huge amount of electricity is consumed and greenhouse 
gas like CO2 are emitted on the environment due to the data centers which contains 
plenty of physical machines such as hosts or servers [7]. The problem will lead to hold 
the Quality of Service (QoS) of applications which in turn results in high reaction 
time, non-success or down time [8]. In order to overcome such an issue, Enhanced 
Crow Search Optimization algorithm is proposed and it reduces the consumption 
of power by mapping the VMs, which shows an aggressive consolidation approach 
in VM [9]. The present approach will minimize the number of servers that reduces 
the migration thrashing and will not minimize the sever numbers as it reduced the 
thrashing migration [10]. 

The structure of the paper is followed as: Sect. 2 describes the surveys related 
work on VM consolidation for the cloud data centers. Section 3 describes about the 
proposed ECSO algorithm and Sect. 4 describes about the results and discussion 
of the proposed ECSO algorithm. The conclusion and future work for the present 
research work is presented in Sect. 5. 

2 Literature Review 

The review on the existing researches have undergone for the VM consolidation with 
respect to cloud data centers are as explained as follows: 

Ibrahim et al. [10] developed a power aware technique that was used for deter-
mining an optimal placement of the migrated VMs. The Particle Swarm Optimization 
(PSO) algorithm was used for decimal encoding that mapped the migrated VMs based 
on the best appropriate PMs. However, the number of overloaded servers necessitated 
for migrating VMs overloaded hosts which violated SLA. Mosa et al. [11] presented 
an approach that used utility functions for self-management of VM placement that 
created a solution in cloud data centers. The utility based approaches were used 
for applications that created VM placement problem estimated the profit from the 
adaptive functions. However, the developed model consumed more CPU time of the
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server’s power as every network resources and hosts were involved in an adaptive 
VM-PM assignment. 

Malekloo et al. [12] developed energy-aware and QoS-aware Multi-Objective 
Ant Colony Optimization (MACO) approach that performed consolidation and VM 
placement. The developed MACO VMs used the consolidation algorithm that build 
the results based on the VM migration and algorithm placements. However, the 
objective functions used resulted time complexity and degraded the performance. 
Malekloo et al. [13] developed Multi-Objective Ant Colony Optimization (MACO) 
that minimized the SLA violations and energy consumption, which improved the 
QoS for the VM allocation. The developed model showed degradation in perfor-
mance as it was difficult for determining best solutions that simultaneously satisfied 
the requirements. Gamal et al. [14] combined the Artificial Bee Colony and Ant 
Colony Optimization (ABC + CO) formed an algorithm based on the behavior of 
osmotic metaheuristics hybridized Osmotic Hybrid Artificial Bee and Ant Colony 
Optimization (OH-BAC) for effective load balancing. Though, the OH-BAC method 
achieved better performance and its SLA Violations Time per Active Host (SLATAH) 
was higher than existing algorithms. 

3 Proposed Methodology 

The block diagram of the proposed method is shown in the Fig. 1 that includes the 
process of placing VMs for detecting the overloaded and under loaded hosts. The 
proposed approach involves 3 process such as initialization, mapping and fitness 
function. 

3.1 Initialization 

The present research work used CSO algorithm that started to initialize the param-
eters. The factors such as population size, number of iterations, number of particles 
are utilized for mapping the solutions. The CPU utilization is the main factor used 
with respect to power consumption, migrates VMs for obtaining the solution. 

3.2 Mapping 

The particle movements are controlled for each particle and each of them are updated 
with the speed. The initial value is set with a dimension that represents the particle 
speed and their positions which will lead to new position of available host list based 
on the representation of index.
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Fig. 1 Flow diagram of proposed ECSOA 

3.3 Fitness Function 

The present research goal is achieved with the benefits of fitness function as it is 
capable of weighing the total cost function for finding the composite objective func-
tion. The developed model uses fitness function for finding the best global function 
that is having optimal mapping finds the minimal VMs with PMs the consumption 
of power without increase in the overloaded servers. 

3.4 Steps Involved in the Enhanced Crow Search 
Optimization Algorithm 

The present research paper is based on the meta heuristic CSA algorithm includes the 
intelligent population behaviors. The flock size is also referred to as flock size having 
crows size N with the position i at the time i ter  is identified with the vector xi,i ter  (i = 
1, 2, . . . ,  N ; i ter  = 1, 2, . . . ,  i termax ) where xi,i ter  = [xi,i ter  1 , xi,i ter  2 , .., xi,i ter  d ] and 
i termax defines the maximum number of iteration. The i ter  has the hiding place for 
the crow i and the positions are updated as shown mi,i ter  in Eq. (1).
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The best crow position is updated as i and thus the memory for each row position 
will be based on crow j position in the hiding place. The two states of the algorithm 
happen based on the following. 

State 1: The crow i will be not having an idea of crow j , that crow j is following 
crowi . The crow i has an approach for crow j position hiding and the new position 
i is obtained as shown below: 

Step 1: The CSA mimics the crow birds’ behavior as shown in the following and 
the group of crows represents the search agent that obtains the solution for population 
initializing based on representing the environment. 

Step 2: The population of m crows are initialized with the dimension t and the 
Memory M for all crows are initialized using the Eq. (1). 

xi,i ter+1 = xi,i ter  + ri × f li,i ter  × (m j,i ter  − xi,i ter  ) (1) 

where, ri is known as the random number obtained based on the uniform distribution 
of 0 and 1. 

f li,i ter  is the flight length for the i th  crow at the iteration i ter . 
State 2: Crow j knows that i number of crows are following and as a result the 

cache is protected from crow j. It fools the crow i reaches another crow search space 
position. 

Step 1: The crow j knows that the crow i has another position and that position 
will be watched by crow j . The crow discovers the food’s hiding place and the 
crow j will randomly fool the crow i . There are two states based on the awareness 
probability APi as each of the crows follows in population. 

Totally 1 and 2 states are expressed by using the Eq. (2) 

xiter+1 = {
xi, i ter  + ri × f li, i ter  × (

m j, i ter  − xi, i i ter
)
r 

≥ AP  j, i ter  a  random  posi tion  other  wise
} (2) 

From the Eq. (2) r j is known as the random number uniformly distributed lies 
between 0 and 1 and the awareness probability AP  j,i ter  at the iteration i ter  for crow 
j 

Step 2: The crow has a solution that updates the memory based on the fitness value 
and the new crow’s position is based on the current memory value using f (x) = ax . 
Where “x” is a variable and “a” is a constant for base function that should be greater 
than 0. The proposed ECSOA technique reduces the consumed power thereby maps 
the migrated VMs up to a number of minimum PMs and also avoids for producing 
the overloaded servers kept the SLA. Figure 2 shows the ECSOA flow chart and 
implementation that is required to optimize the parameters using ECSOA. 

Pseudo-code for ECSO 
Step 1: Initialize problem and the parameters such as flock size, maximum 

iterations (i termax), Awareness probability as (AP) and flight length ( f l). 
Step 2: The position of the crows and memory are expressed using the Eq. (3) &  

(4).
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Fig. 2 The flowchart of ECSOA implementation
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Crows =
[
x1 1 x
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1 x
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... 
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...x N 1 x 
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Memor  y(M) =
[
m1 

1m
1 
2 · · ·  m1 

dm
2 
1m

2 
2 · · ·  m2 

d 

... 
... 
... 
...mN 

1 m
N 
2 · · ·  mN 

d

]
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Step 3: The fitness function for each crow is evaluated for position d. 
Step 4: The new positions of the crows are generated in the search space. The 

crow’s new position is updated based on the Eq. (2). The position of the food hidden 
and are discovered based on the m crow and repeat for all those crows. 

Step 5: The feasibility for the new positions of the crows are checked. If crow 
position is suitable then the crow position is updated or else the crow current position 
will be stayed and will not move for other new position. 

Step 6: The fitness function is evaluated for the new positions and fitness value 
for each of the updated crow positions are computed. 

Step 7: The memory of the of crow’s position is updated using Eq. (5). 

mi,i ter+1 = {
xi,i ter+1 f

(
xi,i ter+1

)
is  better  than  f  (mi,i ter  )mi,i ter

}
(5) 

where f (·) represents an objective function and crow’s new position is updated and 
memorized with the position. 

Step 8: The termination process includes the steps from 4 to 7 that will be repeated 
until the max i ter  is satisfied. Once the criteria for the termination is followed, then 
the best position for the objective function is reported overcomes the problem of 
optimization. 

4 Results and Discussion 

The proposed ECSOA method is evaluated in the system that possess Intel i7 
processor with 8 GB of RAM, 500 GB hard disk and total number of user requests 
(i.e. 250 tasks) are used to evaluate the performance of the proposed method. The 
cloud setup configuration of the CloudSim environment will be given in the Table 1. 

Table 1 Cloud setup configuration of the CloudSim environment 

Configuration C1 C2 C3 

Number of hosts 50 75 100 

Number of VMs 50 75 100 

Bandwidth 100 100 100 

MIPS 2500 2000 1500 

No. of cores 2 2 2
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4.1 Service Level Agreement Violation 

SLA is defined as the level of service quality agreed between the cloud service 
providers and the users. ESV is mathematically defined in Eq. (6). 

ESV  = Energy
(
kw 

h

)
× SL  A (6) 

Energy Consumption. Energy Consumption is the usage of data from the shared 
pool of computing resources. Then, the mathematical Eq. (7) is used to compute the 
total energy consumption of a cloud datacenter with n nodes as follows. 

EC =
∑n 

i=1 
xi ECi (7) 

where, xi = {0 i f  the  Hi i s  shutdown 1 other 

Number of VM Migration. VM migration is the movement of virtual machines 
from particular environment to other environment which is evaluated by using Eq. (8). 

T1 = 
Nm 

Nc 
(8) 

Nm is the number of the VMs migrations occurred. 
Nc is the number of consolidation steps during the whole execution. 

4.2 Quantitative Analysis 

Table 2 shows the results obtained by the proposed ECSOA in terms of SLA viola-
tion, ESLV, Number of Host shutdowns, energy consumption and number of VM 
migrations is shown in Table 2. 

The amount of reduction is averagely estimated up to 50% that considered the 
consumed energy in data centers as an addition for SLA violation. Similarly, ECSOA 
will decrease as the number of active hosts migrates and consolidates the VMs

Table 2 The proposed ECSOA in terms of SLA violation, ESLV, Number of Host shutdowns, 
energy consumption and number of VM migrations 

Workload SLA violation ESLV Energy 
consumption 

Number of host 
shutdowns 

Number of VM 
migrations 

C1 0.000119 0.00595 33.4 204 1635 

C2 0.000238 0.0119 42.2 413 3274 

C3 0.000267 0.01335 52.75 687 6845
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position into minimal hosts number. Thus, as the CPU utilization is covering the 
servers of running mode, the other hosts will be switched to the sleep mode. The 
CPU utilization in a server is having a specific limit and the VMs are migrated from 
one server to the other.

Thus, the under loaded server will be switched off as they put into low power 
mode. The proposed ECSOA technique reduces the number of VM migrations from 
1635 to 6845 that considered categories C1, C2, and C3. ECSOA achieves a remark-
able reduction as the number of VM migrations are increased in terms of energy 
consumption as shown in Fig. 3. 

4.3 Comparative Analysis 

Table 3 is the comparative analysis done for the proposed ECSOA method with 
other existing techniques MACO [13], OH-BAC [14], PSO [9] techniques in terms 
of energy consumption and SLA violations. The existing PAPSO was not applicable 
with respect to real environment for improving the efficiency. The developed model 
failed to considered memory for optimization and the network factors. Similarly, 
the OH_BAC has more SLA that affect the performance of the considered cloud 
system. Lastly, MACO increased the number of objective functions in the devel-
oped model showed system complexity and degraded the performance and therefore

Table 3 Comparative analysis for the proposed ECSOA with the existing methods 

Methodology SLA violation Energy consumption (J) 

PSO based on the decimal encoding [9] 0.0002 64 

MACO [13] 1.5 78 

OH-BAC [14] 0.5 82 

Proposed ECSOA 0.000267 52.75
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finding solution to meet these requirements simultaneously was difficult. Whereas 
the proposed ECSOA considered Memory for the optimization process that reduced 
the complexity during VM migrations which lowered the SLA violation and also 
Energy consumption when compared to the existing PAPSO, OH-BAC, and MACO. 
From the Table 3, the proposed ECSOA has less SLA violation when compared to 
other existing techniques. For instance, ECSOA has only 0.000267 SLA violation, 
where OH-BAC has 0.5 SLA Violation and MACO has 1.5 SLA Violation.

5 Conclusion 

The present research work discussed the dynamic consolidation of VMs as the 
number of servers solves the significant issues with respect to the power consump-
tion. The present research uses ECSOA power aware VM placement technique using 
Exponential function, which reduces the power consumption with no violation of 
SLA. The exponential function has an effective objective function and fitness func-
tion is used reduce the consumption of power. Also, finding an appropriate host will 
help the hosts to receive the migrated VMs for vital mission. The exponential func-
tion is an effective fitness function that was employed for reducing the number of 
overloaded ones in the active servers. In the future work, ECSOA efficiency can be 
applied for real time environment through implementation. 
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Web Vulnerability Detection: The Case 
of Cross-Site Request Forgery Using 
Classification and Regression Trees 
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Chattu Sai Ganesh, and Karlaputi Narendra 

Abstract In the world of hacking, one of the simple and human-understandable 
web attacks is Cross-Site request forgery, but this is the most top priority attack 
that needed to handle with keen observation because of the very small difference 
in their appearance. A hacker develops a cross-site application that looks similar to 
the original site and embeds this URL in either back transactions or E-commerce 
applications, it misleads the user to deviate from the original website without his 
notice by disabling all the authentication mechanisms. The hackers develop this type 
of cross website by embedding the SQL injection queries either in HTML navigation 
pages or while executing the external Java Scripts. To develop a solution for this type 
of attack, the system needs a tool that balances both scalability and usability because 
of millions of users working with the internet to performs various tasks on social 
media platforms. This tool can also isolate web attacks by designing robust web 
applications which include advanced encryption algorithms, which require a lot of 
effort to decrypt the source code. The developers of the website have to work a lot 
to take care of the security functionalities, negligence of which may cost the website 
source code to be hacked. Accidentally, Cross-Site request forgery (CSRF) attacks 
can be left behind, which motivated recent research on asynchronous Cross-Site 
request forgery detection. The proposed paper uses the Classification and Regression 
Trees (CART) Algorithm to detect phishing websites based on the URL posted. 
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1 Introduction 

The proposed model is designed to detect the website phishing attacks using the 
Hyper-parameterized classification and regression tree algorithm by computing the 
number of cross fold validations using the Cross Validated Search (CVsearch) algo-
rithm to identify the best iterations count to divide the data into training and testing 
data set, which plays an important role in improving the accuracy of the model. All 
the previous models have implemented the traditional algorithms by passing normal 
estimator values due to which the accuracy of the models is not up-to the mark. 
In this cross validated search, basing on the number of attributes and records the 
algorithm automatically finds the number of folds to be passed as input to the CART 
algorithm. XSS [1] is one type of attack that generates because of integrating the API 
within the website. Demon is the security tool to identify Cross-Site request forgery 
(CSRF) [2] security problems automatically i.e., a PHP-based framework to test the 
models safely during their runtime. It is one of the efficient open-source web applica-
tions for performing functionality testing among all the GUI-based testing tools [3]. 
The users need to first manually identify the sensitive Hypertext Transfer Protocol 
requests through the process of manual testing or SSL certificate understanding and 
then they should depend on automation techniques[4] that deals with security, and 
testing simultaneously like Open Web Application Security Project Testing Guid-
ance[5], which reliably notifies them that this attack by is generated by using CSRF 
concept proof and the designed web browser supports them to visually check their 
results. 

2 Related Works 

In [7] Sundeep et al. proposed a web application in which they implemented a BTB 
prototype using the Integrated Development Environment (IDE) of visual studio 2015 
using c#, whose object-oriented concepts help in handling the security issues and the 
backend is developed using the database that can handle the relations and network 
issues effectively. The proposed model implements a linear model SVM algorithm 
to determine the algorithm that can efficiently identify the features iteratively in their 
central server. The SVM algorithm has achieved an accuracy of “88.2%”. 

In [8] Alves et al. introduced CSRF detection approaches, i.e., CSRF text 
processing instruments, to handle the serious issues related to the text in the GUI 
forms. It also discusses issues related to CSRF advocacy and the measurements to 
be considered for providing safety to the designed forms. It also mentions a recent 
review of other major web security threats. The model has implemented Random 
Forest Algorithm which has resulted in accuracy of 88.7%.



Web Vulnerability Detection … 855

In [10] Barreno et al. mentioned that the security risk in the software is suscepti-
bility before releasing the software, they identify functionality using different tech-
niques. Few loopholes neither can be fully deleted nor can it can avoid. Since these 
vulnerabilities are known as zero-day vulnerabilities, they are not correctly docu-
mented. Not only did competition and demand raise today’s technology standards 
exponentially, but the number of threats and failures has moved. It somewhat tested 
the security of the software to fulfill both the deadline and customer’s requirements. 
There are several tools [11] available to know the characteristics of threats within 
the code. 

In [12] Ndichu et al. identified Cyber-attacks using manipulative JS codes always 
which involve increasing numbers of attacks and traditional security techniques like 
signal lentils, matching models, and intelligent search approaches that result in many 
false negatives and slow detection in terms of zero-day attacks. It is well known 
that the prevention and detection of attacks using alone SQL injections is quite 
inappropriate to handle in efficient manner. The drawbacks with the machine learning 
algorithms lie in training the module with accurate records. All these models have 
split the training and testing data using the traditional approaches like 70–30 and 
80–20 ratios without inducing any randomness in the data. 

3 Methods 

The proposed paper works with the phishing dataset that contains 31 attributes and 
11, 055 instances of phishing records. The system accepts the URL given by the 
user and passes it as input to the prediction system to check whether it is a phishing 
website or not. The proposed algorithm handles the missing values using the mean 
replacement technique and transforms the data into min–max standard normalization 
to scale all the values to the same range. Then Gini index is computed to identify the 
impurity nodes using below algorithm.
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3.1 Algorithm for CART 

Input: Phishing Dataset, PD 
Output: Tree-based on Gini Index 
Begin: 
1. Compute the Gini Index for all the attributes and select the attribute with the least 
value 
2. Split the tree based on the best attribute 

a. if the class label can be determined then print the result 
b. else continue the computation of the Gini Index based on the best attribute 
c. K-folded_value CV_Search(train,test,n) 
d. for i 1 to K-folded_value: 

compute the tree generation based on entropy 
3. Continue step 2 until all the leaf nodes are marked as terminal nodes 
End 

The overall procedure is represented in Fig. 1. 
Among all the machine learning algorithms decision trees are simple and easy 

to understand. A flavor of a decision tree is “Classification and Regression Trees” 
(CART), which are constructed based on the Gini Index. The Gini Index measures 
the impurity of the node, which means if the node belongs to a single class, then it 
is known as “Pure Node” otherwise it is known as “Impure Node”. The Gini Index 
is computed as shown in Eq. 1. 

Fig. 1 Block diagram for web site phishing response to the user
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G.I (C) = 1 −
∑n 

i=1 
P(Ci )

2 (1) 

where P(Ci ) represents the probability of each class label, which calculates the 
distribution of attacks over the different possibilities available among the given data. 

Let us compute the Gini Index for the SSLfinal_State by considering the instances 
from the given dataset as shown in Fig. 2. 

Therefore, the Gini Index of SSLfinal_State is computed using the weighted 
average of each feature value Gini Index and it can be computed as shown in Eqs. (2), 
(3) and (4) for the class labels –1, 0 and 1 respectively. 

G.I(−1) = 1 −
(
18362 

3557

)
−

(
1721 

3557 

2
)

= 1 − (0.51)2 − (0.48)2 = 1 − 0.26 − 0.23 = 0.51 (2) 

The above equations describe about the distribution of SSLfinal_state with 
possible values –1 and 1. So that the Gini index for the class is computed as “0.51” 

G.I(1) = 1 −
(

810 

6331 

2)
−

(
5521 

6331 

2
)

= 1 − (0.12)2 − (0.87)2 = 1 − .0.01 − 0.75 = 0.24 (3) 

The Gini index value for the feature SSLFinal_state with value “0” is computed 
as “0”, which means that the node is most purified node which can be considered for 
taking the decisions about the tree split process. 

G.I(SSLfinal_State) = 3557 
11055 ∗ 0.51 + 6331 11055 ∗ 0.24 + 1167 11055 ∗ 0 => 0.32 ∗ 0.51 + 0.57 ∗ 0.24 + 0 

=> 0.163 + 0.136 => 0.29 
(4)
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Fig. 3 Tree Construction of 
CART 

From the above equations, the model generates the decision rules as follows. 

a. If (SSLfina_state = 0) then it is –1, which represents it is a phishing website 
b. else tree should be further expanded for decision making. 

Among the 31 attributes, the SSLfinal_State has obtained the Gini Index as 0.29, 
which is the least value. So, it is considered as the pure node and made as to the 
root node for the CART. The given dataset is a multi-classification problem hence 
it uses the heuristic search procedure for performing the binary split at each step of 
the tree construction. One of the hyper parameters that have to be taken care of in 
this algorithm is “Number of Objects to be Pruned”, which represents the reduction 
of tree size by computing the cross-validation accuracy. 

If the K-Folded accuracy is not improved, then it stops expanding the tree further. 
In this paper, the K value is considered as 5. The novelty of this CART algorithm is, the 
model identifies the K value by performing the CVSEARCH, hyper-parameterization 
approach and this K-folded cross validation is applied for the traditional CART 
algorithm. Based on the Gini Index information a sample screenshot of the tree is 
constructed as shown in Fig. 3. 

The resultant tree generates 244 leaf nodes and the size of the tree is 487. In the 
above Fig. 3, the leaf nodes are represented with the rectangle symbol, and internal 
nodes are represented using the ellipse. To evaluate the performance, the system has 
performed 5-cross fold validation i.e., cross-validation is the measurement to assess 
the quality of the model so that it holds out some data at every iteration and uses the 
remaining data for assessing the model.
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4 Results and Discussion 

The model is executed in the popular data mining tool known “WEKA Tool”. WEKA 
tool is GUI based tool which is simple in terms of performing the machine learning 
algorithms by using the drag and drop options. The WEKA tool is installed from 
the website: http://www.cs.waikato.ac.nz/ml/weka. The proposed algorithm splits 
the dataset into 80% of training data and 20% testing data. The test dataset contains 
2211 instances, out of which the algorithm has classified 2114 instances correctly 
and has achieved an accuracy of 95.62%. Confusion Matrix, sometimes it is also 
known as Error Matrix which computes the statistical measurement over the test 
data to measure the worthiness of the predicted class labels. The Classification and 
Regression Trees algorithms detect whether a website is phishing or not. The detailed 
accuracy results are reported in Table 1. 

The comparison between the positive class labels and negative class labels data 
are represented in Fig. 4 and it is found that dataset contains the balanced data. 
So, with individual traditional algorithms, only the model can obtain good accuracy 
rather than using the ensemble algorithm. The X-axis represents the metrics values 
required for computation of performance of the model and Y-axis represents the class 
labels possible values. 

Table 1 Accuracy results of CART algorithm 

Precision Recall F-Measure ROC area TP rate FP rate 

−1 0.977 0.925 0.95 0.987 0.925 0.018 

1 0.941 0.982 0.961 0.987 0.982 0.075 

Weighted avg 0.957 0.956 0.956 0.987 0.956 0.049 
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Fig. 4 Performance metrics for positive and negative class labels

http://www.cs.waikato.ac.nz/ml/weka
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(a) 

(b) 

Fig. 5 a Naïve Bayesian (Traditional Algorithm). b Random Forest (Ensemble Algorithm) 

To evaluate the performance of the model it has compared the proposed model 
with both traditional and ensemble algorithms as shown in Fig. 5a and 5b. 

The comparison between these methods namely Naïve Bayesian, Random Forest 
and, the proposed hyper-parameterized CART algorithm on various parameters is 
illustrated in Table 2.
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Table 2 Comparative study on evaluation metrics 

Accuracy (%) Recall (%) Precision (%) F-Measure (%) Kappa (%) 

Naïve Bayesian 
[11] 

89.01 89 89 89 77.4 

Decision Trees 
[6] 

85.33 82.1 84 83.1 73.8 

Logistic 
Regression [5] 

91.1 89.54 89.54 89.54 80.22 

SVM [7] 88.2 80.1 80.1 80.1 73.2 

Random Forest 
[8] 

88.7 88.7 88.7 88.7 76.8 

Proposed 
Algorithm 

95.62 95.6 95.7 95.6 88.78 

5 Conclusion 

Website Phishing is a very simple attack but manipulates the person with very 
small manipulations in the original URL. The CART algorithm is good at handling 
the multi-classification problem and it can also handle the non-linear relationship 
with less time complexity notations. The major goal of this paper is to identify 
the URL passed by the user is a fake website or not. If the website is fake, then 
it sends a response as a security alerts otherwise it opens the corresponding URL. 
The same problem can be handled by many machine learning algorithms but the 
proposed algorithm can handle both numerical and categorical data. At the same 
time, when the system has compared the accuracy performed by the ensemble algo-
rithms, the proposed algorithm has achieved 95.62% accuracy whereas the Random 
Forest, ensemble algorithm has achieved 88.7% accuracy. So, the proposed algorithm 
helps the users who want to protect their data from cyberattacks while browsing the 
information on the internet or performing e-commerce transactions regularly. 
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