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Abstract In cooperative vehicle infrastructure systems (CVIS), common vehicles
can offload their computing tasks that are difficult to complete in time for them to
the roadside multi-access edge computing (MEC) servers for execution. However,
resources of roadside MEC servers are still limited in the large-scale deployment of
vehicles. To address this problem, this paper introduces the task offloading from user
vehicles to surrounding resource-rich service vehicles, and constructs communica-
tion and computation models for computation offloading. Subsequently, we propose
the utility function for computation offloading in which the benefits and costs of
task offloading are fully considered, and then derive the optimal strategy for task
offloading. The experimental results show that the latency and utility values of
computation offloading with the proposed strategy are significantly better than those
of other computation offloading strategies, which improves the efficiency of task
execution in CVIS.

1 Introduction

In recent years, various vehicle road collaborative applications emerge in endlessly.
These advanced auxiliary applications covering different aspects put forward higher
requirements for vehicle computing and storage capacity [1]. However, the resources
that each vehicle can use for computing and storage services are always limited,
so it is not enough to support the operation of various on-board high-performance
applications.. Therefore, researchers have proposed a new computing architecture
of multi access edge computing (MEC) [2] to make up for the lack of resource
[3]. In order to reduce the pressure on computing and storage resources of vehicles
or intelligent roadside infrastructure and shorten the data end-to-end transmission
delay, MEC migrates network cloud computing resources to the network edge close
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to various terminal devices. To make use of these computing and storage resources
at the network edge, vehicles need to migrate their difficult computing tasks to the
edge nodes. This process of task migration is generally called computing offload.
The purpose of designing an efficient and stable edge computing task migration and
offloading strategy is to make full and effective use of edge computing resources.

Although some studies have designed the communication architecture and
computing offload scheme in MEC network under the vehicle road collaboration
environment, most of the researchmethods of traditional cloud computing are simply
applied to edge computing, without considering that theMEC server deployed on the
roadside is also subject to many restrictions and cannot deploy too many resources,
which reduces the application efficiency of the whole vehicle road collaboration
system. Considering that some high-performance autonomous vehicles running on
the road are also regarded as an external service resource, and the spare unused
computing and storage resources on these vehicles are used to share the pressure of
roadside servers, this paper proposes a computing migration and offloading destina-
tion selection strategy for ordinary vehicles in the environment where roadside MEC
and on-road service vehicles can provide computing services.

2 Situation Analysis

At present, some communication architectures and computing offload schemes in
MEC network under vehicle road cooperation environment have been proposed by
relevant studies at home and abroad. Reference [4] studies the dynamic sharing
of 5th-Generation (5G)spectrum, and designs a sharing architecture of Dedicated
Short-Range Communication (DSRC) and 5G spectrum for immersive experience
driven vehicle communication. Reference [5] proposes a two-level edge computing
architecture for automated driving services in order to make full use of the intelli-
gence at the wireless edge, and investigates the research challenges of wireless edge
caching and vehicular content sharing and develops possible solutions. In reference
[6], a big data analysis system based on MEC is proposed for the charging scenario
of electric vehicles. The MEC server with mobile sensing ability interacts with the
electric vehicles within its scope, so as to disseminate the predicted charging avail-
ability information of charging station, collect the big data of electric vehicle driving,
and realize decentralized calculation on the basis of data mining and aggregation.
In reference [7], the problem of task offloading is studied from the perspective of
matching, and a price based matching algorithm is proposed to optimize the total
network delay. In reference [8], deep reinforcement learning is used to design a
resource allocation strategy for the joint design problem of communication, caching
and computing, and the challenges of vehicle mobility and strict service deadline
constraints are considered.

However, most of the studies in the above literatures simply apply the traditional
research methods of cloud computing to edge computing, and seldom consider that
the computing and storage resources of MEC server are not as infinite as cloud
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computing [1]. The MEC server deployed on the roadside is also limited by the
roadside space and the deployment cost of operators, so it can not deploy too many
resources. As a result, in the large-scale application environment of vehicle road
collaboration, the MEC server can not serve all vehicles, which reduces the appli-
cation efficiency of the whole vehicle road collaboration system. In this case, we
can consider some high-performance self driving vehicles running on the road as an
external service resource, and use the unused computing and storage resources on
these vehicles to share the pressure of roadside servers. In this way, ordinary vehicles
on the road can not only transfer their own complex computing tasks to the MEC
server on the roadside, but also transfer their tasks to the high-performance service
vehicles with similar trajectories around, so as to further balance the load of the
whole system. Therefore, in this environment where both the roadside MEC and the
surrounding service vehicles can realize the computing migration and offloading, it
is necessary to further study the vehicle task migration and offloading strategy, that
is, how to choose the destination of the task migration under different conditions, so
as to obtain greater benefits and reduce the cost, and finally achieve the optimal state
of the system.

This paper focuses on the choice strategy of the destination for the calculation
migration and offloading of ordinary vehicles in the environment that both MEC and
road service vehicles can provide computing services. In the process of decision-
making, the vehicle will consider the benefits and costs. In terms of the benefits, the
most important thing for vehicles is the final execution time after the task has been
transferred and offloaded. If the task is performed faster than the vehicle locally, the
vehicle can get a positive benefit. If the execution time exceeds the maximum time
limit of the task, the vehicle will not benefit. The cost of vehicles is mainly measured
by the price of calculation services. Because MEC on the road can provide strong
computing resources, it can make the price of MEC service on the road higher than
that of the service vehicles on the road in order to promote the full utilization of
resources. Therefore, this paper first considers the application, communication and
calculationmodel of edge computing and offloadingwhich is oriented to vehicle road
coordination, and takes the influence of vehicle movement into account, and then
calculates the total execution time of task migration and offloading. Then, based
on the vehicle task migration and offloading model, we propose the calculation
migration and offloading utility function in the scenario of vehicle road collaborative
edge calculation. In order to obtain the task migration and offloading strategy of each
vehicle under the maximum utility of the system, we consider the task migration
behavior of all vehicles. Finally, the software is used to solve the problem and the
simulation results verify the advantages of the proposedmethod compared with other
task migration and offloading schemes.
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3 System Model

In the vehicle road collaborative scenario, ordinary vehicles on the road are connected
to the surrounding high-performance vehicles or roadside MEC server through V2V
(vehicle to vehicle) and V2R (vehicle to road) communication, and then the task
migration and offloading strategy is used to select whether the task migration and
offloading is to the roadside server or the surrounding vehicles that can provide
services, so as to ensure the maximum utility of the whole system.

In this paper, we consider the vehicle task migration problem under the coverage
of a single MEC server, and assume that the set of user vehicles in the coverage
of the MEC is n = {1, 2, …, n}. In the process of migration and offloading of
vehicle computing tasks, it is necessary to determine a computing offloading model
to estimate the benefits and costs. So wewill propose calculation and communication
models, evaluate the task execution delaywhen the task is transferred and offloaded to
roadside MEC and surrounding service vehicles, and finally give the utility function
of the system according to the revenue and cost of vehicles.

3.1 Communication Model

According to the method in reference [9], we can use three parameters to repre-
sent the application model of vehicle i which needs to calculate the migration and
offloading. Li is the size of the input data of the calculation task, αi is the compu-
tational complexity of the task, ti,max represents the maximum deadline required for
the task. If the task can be completed within the required maximum time limit, the
vehicle will get higher revenue, otherwise it will not get revenue, and it will also have
losses due to the cost. For the sake of simplification, we consider the application of
each vehicle as a whole task, that is, we only consider the whole task to a single
destination.

In the communication model, we consider that V2I (vehicle to infrastructure)
communication mode is adopted between vehicle and roadside MEC access point,
and V2V communication mode is adopted between user vehicle and service vehicle,
and assume that the communication channels of these two kinds of communication
are flat Rayleigh channels [9]. In this model, d−θ

i represents the path loss of commu-
nication, where di is the distance from vehicle i to MEC access point or surrounding
service vehicle, and θ is the path loss index of communication. In addition, hi and
N0 represent channel fading factor and Gaussian white noise power respectively.

In this way, the data transmission rate between vehicle i and roadside MEC
receiving point can be presented by the following formula:

Ri,E = Wi log2

(
1 + Pid

−θ
i,E |hi |2
N0

)
(1)
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Among them, Wi is the channel bandwidth, Pi is the transmission power of the
vehicle, di,E indicates the distance between the vehicle and the roadside edge node
when the vehicle task is transferred and offloaded.

Similarly, we can express the transfer rate of task migration and offloading
between user vehicle i and its surrounding service vehicle j as follows:

Ri, j = Wi log2

(
1 + Pid

−θ
i, j |hi |2
N0

)
(2)

In the formula,di, j represents the distance between user vehicle i and service
vehicle j when the task is transferred and offloaded.

3.2 Simulation Experiment

Compared with the traditional mobile terminal devices, vehicles have more suffi-
cient energy sources, so the vehicle road collaborative computing task migration and
offloading focuses less on the energy consumption of task migration and offloading,
and more on the processing delay of offloading task. In the vehicle road collaborative
computing scenario, the processing delay of the offloading task mainly includes the
communication transmission delay of the task and the calculation delay of the task
execution. In accordance with [9], βi,U represents the overhead of the uplink in the
task transmission to the roadside. Since the amount of the result data after the task
execution is generally small, themagnitude of the input data can be ignored. Here, we
do not consider the delay caused by the return of the task execution result. Further-
more, the uplink transmission delay of vehicle i for task migration and offloading to
the roadside MEC can be expressed as:

ti,U = βi,U Li

Ri,E
(3)

The execution time of the task on the roadside MEC server is:

τi,E = αi Li

fE
(4)

where fE is the computing power of MEC server. Therefore, the total processing
delay of task migration and offloading from the user’s vehicle i to the roadside MEC
server is as follows:

ti,E = αi Li

fE
+ βi,U Li

Wi log2
(
1 + Pi d

−θ
i,E |hi |2
N0

) (5)
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Similarly, the total processing delay of task migration and offloading from user
vehicle i to its surrounding service vehicle j is as follows:

ti,V = αi Li

f j
+ βi,req Li

Wi log2

(
1 + Pi d

−θ
i, j |hi |2
N0

) (6)

βi,req represents the cost of the task to offload the request to the service vehicle j .
In this way, we can get the time when the vehicle i’s computing task is transferred to
MEC server or peripheral service vehicle j based on the computing offload model.
Then, we take these data results to build the utility function of vehicle computing task
migration and offloading, in which we consider the time benefit of task execution
and the price cost of computing service:

ui (ai ) = ti,max − ti,V
ti,max

(1 − ai ) + ti,max − ti,E
ti,max

ai − (1 − ai )ρ j pE − ai pE (7)

Among them, ai is the final calculation migration behavior of the vehicle, if
ai = 1, the vehiclewillmove to the roadsideMEC. ai = 0 indicates that the vehicle is
migrating to the surrounding vehicles, pE is the price of taskmigration and offloading
to the roadside MEC for calculation, ρ j is the ratio of the price calculated by the task
in the surrounding vehicles and the price calculated by the MEC on the roadside.
Therefore, in order to ensure the load balance of the system, the optimal migration
and offloading strategy pursued by all ordinary vehicles can be expressed as follows:

a∗ = argmax
a

N∑
i=1

ui (ai ) (8)

In this way, vehicles can make decisions according to this optimal task migration
strategy, so as to balance the computing pressure of roadside MEC server in large-
scale vehicle environment and maximize the global utility.

4 Analysis of Experimental Results

In this section, we use series of simulation results to verify the performance of the
proposed strategy. Specifically, we use MATLAB to solve the optimal strategy in
formula (8), and compare the performance of the strategy with other schemes in
terms of average task delay and utility value. The relevant experimental parameters
are shown in Table 1.

Firstly, we compare the average utility values of different task migration and
offloading schemes through several experiments, and the results are shown in Fig. 1.
Using the optimal strategy proposed in this paper, the average utility value of vehicles
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Table 1 Experimental parameters

Parameters Implication Value

L The input data size of the task 1 Mbits

α Task calculation complexity 240 cycles/bit

f j Computing power of peripheral service vehicles 2 GHz

fE Roadside MEC computing capacity 5 GHz

θ Path fading factor 2

W Communication bandwidth 10 MHz

P Device transmit power 0.2 W

βi,U Overhead of uplink in vehicle and roadside transmission 1

βi,req The overhead of task offloading request to service vehicle j 1

ρ j The price ratio of vehicles transferring and offloading tasks to
peripheral service vehicles and roadside MEC servers

0.7

Fig. 1 Variation of average utility value with the number of user vehicle in different strategies

can be maintained at a high level. However, the average utility value of the random
strategy and the other two fixed migration and offloading strategies is obviously low,
and due to the influence of vehicle movement and channel fading, the utility value
is constantly fluctuating and extremely unstable.

Figure 2 shows the average time delay of taskmigration and offload under different
migration and offload schemes. In this experiment, the maximum migration and
offloading time required by the user’s vehicle ti,max is set to 0.6 s. Through compar-
ison, we can see that the average delay of the optimal strategy proposed in this paper
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Fig. 2 The change of expected delay with the number of users’ vehicles in different strategies

will not exceed the maximum time required by the task under different number of
users’ vehicles, and can continue to be stable at a lower value. At the same time, due
to the continuous changes of vehicle movement and channel state, the average delay
can not be maintained at a stable level by the random strategy and the other two fixed
migration and offloading strategies. Therefore, this experiment shows the advantage
of the task migration and offloading strategy in controlling the task execution delay.

5 Conclusions

In this paper, the task migration and offloading behavior of each vehicle to the road-
side MEC in the vehicle road collaborative scenario is regarded as the occupation
of server resources. In order to ensure that the roadside MEC server will not exceed
the load in the large-scale vehicle deployment environment, the vehicle workshop
computing task migration and offloading is introduced to share the pressure of the
roadside server. Furthermore, this paper presents the application, communication and
computing model of vehicle computing task migration and offloading in vehicle road
collaborative scenario, and proposes the utility function of vehicle taskmigration and
offloading decision, and deduces the optimal strategy. According to the revenue and
cost of task migration estimated by this function, vehicles can decide to migrate tasks
to roadside MEC or peripheral service vehicles. Through series of experiments, we
compare the average utility and time delay of this strategy with other task migra-
tion and offload schemes, and verify the performance improvement of the proposed
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strategy. In the future, the model will be extended to multi vehicle and multi MEC
collaboration environment to maximize its utility.
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