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Abstract It is not very safe to go to hospitals for regular check-ups as we are used
to. Patients can get medical advice from the comfort of their homes from specialized
medical professionals. Patient data can also be digitalized, so that it can be used at
any hospital. Symptoms are taken as input, and our deep learning model will give the
possible disease, which the person might be suffering from, and the doctor he/she
needs to consult for further medication.
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1 Introduction

1.1 Motivation and Contributions of the Research

COVID-19 has had an impact on all of us. The pandemic’s implications and conse-
quences, on the other hand, are felt differently in different sectors. This pandemic
has had the most significant impact on the health care industry. As the number of
cases of COVID increased, hospitals converted variouswards into COVIDunits. This
increase in COVIDwards, and the need to avoid overcrowding make it more difficult
for people with other diseases to see doctors and get to laboratories for consultation
and testing. As a result, we need an app that provides an essential diagnosis based on
the patient’s symptoms and recommendations for which doctor to visit. The patient
can even book an appointment in advance at a particular time so that he/she can avoid
waiting in the hospitals in case of emergencies.

This study focuses on the design features of the prediction system for medical
conditions to detect many typical diseases. Techniques like neural networks, deci-
sion making and logistic regression are used for the topic implementation. We have
acquired the required data set. The algorithm also proposes physicians that are
applicable for the pattern detected disease(s).

1.2 Introduction to the Easy Detect Application

We have developed a Web application that can detect diseases in patients based on
their symptoms. They are connectedwith a specialized doctor for further consultation
based on the application’s results. We can schedule appointments ahead of time to
avoid waiting in hospitals. Determine which specialized doctor to consult ahead of
time. We cannot risk the patient’s health during his regular check-ups in the given
circumstances, where social distancing is critical. As a result, this application will
keep track of its clients’ health regularly and with the help of doctors.

So, we would like to propose an intelligent system trained based on past medical
records (symptoms for specific diseases).

The proposed system is designed to support the decisions of doctors and is not
designed for a patient without supervision by a medical practitioner for individual
usage. The remaining part of this article has the following structure: The literature
review conducted in the medical field is described in Sect. 2.
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2 Literature Review

Intelligently analysed data becomes a corporate requirement to find effective and
trustworthy detections of disease as quickly as possible to ensure the best possible
treatment for patients. This detection has been conducted in recent decades by
finding remarkable patterns in databases. The technique of retrieving information
from the database is known as data mining. Finding these patterns, however, is a
challenging process. This has led to the development of various artificial intelli-
gence approaches, including machine learning as a tool for providing intelligent data
processing. Medical data sets are usually multidimensional, on the other hand. The
use of big data technology is necessary, in certain situations, when machine learning
techniques fail. Deep learning has, therefore, developed into a subset of machine
learning, which allows us to work with such data sets.

Caballé et al. [1] gave a comprehensive overview of smart data analysis tools
from the medical area. They also include examples of algorithms used in different
medical fields as well as an overview of probable trends depending on the objective,
process employed and the application field. The benefits and cons of each approach
were also overcome.

In all shown fields of application, the author states that the categorization is the
most usual action in the medical profession. In the realm of infectious diseases,
regression, on the other hand, is a regular task. In illnesses like Alzheimer’s or
Parkinson’s diseases, this duty is rare to be employed. In addition, the task of
clustering in liver and cardiovascular diseases is briefly studied, but is used exten-
sively in Alzheimer and Parkinson diseases. In the case of cancer, Alzheimer’s,
Parkinson’s and renal disease studies, neural networks and other supervised algo-
rithms are commonly employed in study into metabolism, hepatic, infectious and
heart illness.

The author chose the technique based on the advantages and disadvantages of each
tool in the specific application area and under his or her experimental conditions.

Traditional approaches can be used with large volumes of data and powerful
hardware architectures to represent more complex statistical phenomena, while ML
enables previously hidden patterns to be identified and trends extrapolated and the
result to be predicted in the absence of trace problems as well. Currently, machine
learning algorithms are employed in clinical practice inmedical records, for instance,
to forecast which patients would most likely be hospitalized or who are less suscep-
tible to a prescription of therapies. Diagnostic, research, drug development and clin-
ical trials have unlimited possibilities. Although there are large numbers of digital
data, predictive medical record models are typically based on basic linear models
and seldom take into account more than 20 or 30 parameters.

Dhomse Kanchan et al. [2] used SVM, Naive Bayes and decision tree with and
without PCA on the data set to predict heart disease. The principal component anal-
ysis (PCA) approach is used to reduce the number of characteristics in a data set.
When the data set size is decreased, SVMbeats, Naive Bayes and decision tree. SVM
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may potentially be used to forecast the start of cardiovascular illness. Their algo-
rithms were developed using the WEKA data mining approach, which was utilized
to evaluate algorithm accuracy after executing them in the output window.

These techniques evaluate classifier accuracy relying on properly identified exam-
ples, the time required to create a model, mean absolute error and ROC area. As a
consequence, they concluded that, when compared to other methods, the maximum
ROC area indicates outstanding prediction performance.

The methods are rated based on how long it takes to create a model, how many
cases are properly categorized, the error rate and the ROC area. The algorithm’s
accuracy is displayed in Naive Bayes 34.8958 per cent correctly instances accuracy
with a minimum Naive Bayes mean absolute error = 0.2841 and a maximum Naive
Bayes ROC = 0.819 times needed to construct the model = 0.02 s. Based on the
explorer interface data mining approach, we can infer that Naive Bayes has the
greatest accuracy, the lowest error, the shortest time to develop and the maximum
ROC.

Human illness diagnosis is a tough process that requires a high level of skill.
Any attempt to develop aWeb-based expert system for human illness diagnosis must
overcome a number of obstacles.

This project’s [3] objective is to develop a Web-based fuzzy expert system for
detecting human illnesses. Fuzzy systems, which portray systems utilizing linguistic
principles are currently being employed successfully in a growing variety of applica-
tion domains. Hasan et al. [3] are investigating and developing a Web-based clinical
tool to increase the quality of health information sharing between physicians and
patients. ThisWeb-based tool can also be used by practitioners to confirm diagnoses.
To assess its performance, the proposed system is tested in a variety of scenarios.
The proposed system achieves satisfactory results in all cases.

A control programme is created by gathering, encoding and storing knowledge.
To diagnose the fuzzy expert system, a uniform structure was developed, and math-
ematical equivalence will be employed. The likelihood of illnesses was calculated
using that equation, the value of which was determined via feedback during diag-
nosis. In this case, a catalytic factor is employed in the form of a question about prior
results, which is also taken into consideration during the probability calculation.

The addition of catalyst after evaluation increases the accuracy of the system
as past results play a significant role in illness prediction. The following system
increases the accuracy and it works with real-time diagnosis. It was even found that
the confidence level of this system after observing past pathological tests was far
better than otherwise.

Laxmi et al. [4] The usage of Bayesian networks is presented in the creation
of a system of clinical decision support. Infer network parameters, which offer the
idea of learning were used to the Bayes ML technique. The study is unique in that,
in addition to identifying diseases, it attempts to propose laboratory testing, infers
diseases from laboratory test data and offer age-based therapeutic prescriptions for
regularly occurring diseases in India. For simulating laboratory testing and medical
prescriptions, a rule-based technique is employed.
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Mohanty et al. [5] deal with the problem of the symptoms and seriousness of
the most likely sickness in the physician. ANFIS benefits from the classic fuzzy
models by being extremely flexible and easily learned. The patient and the diagnostic
informationwill be the learning and testing of the systemwhen the system is deployed
to a clinic.

Based on the above citations, we have used a filter to reduce the number of features
based on their importance in finding the result [6, 7]. The importance of each feature
is determined using a coefficient matrix. We inferred that SVM can be more effective
while dealing with cardiovascular illness but with an overall data set of large size,
we concluded that Naive Bayes is better.

3 Design and Implementation

In this section, we are going to discuss the design and implementation of the modules
used in the application. We have used different modules such as the data collection
module, logistic regression module, decision tree module, neural network module
and a disease prediction module.

3.1 Design

This diagram depicts the operation of our application. The data will be separated into
training, testing and model training once the deep learning model is pre-processed.
The model will then be loaded into the Web application to forecast the ailment that
the patient is suffering from (Fig. 1).

3.2 Implementation

a. Data Collection Module: The data collecting module is used to build a knowl-
edge base for a medical illness prediction system. The collection of disease-
related symptoms is the first step in the data collection process. 41 disorders and
132 symptoms were picked for the initial deployment. The symptoms consid-
ered were a wide range of common symptoms that a patient might experience.
Later this data set is processed for feature extraction using the coefficient matrix
as shown in the belowfigure.Among the coefficients, a 0.4 quantile of symptoms
is removed which brings down the data set to make the data set more feasible
for the model to be used. We use a pre-processing input function to pre-process
the data, i.e. labelling the data and splitting it into a 70:30 ratios [8, 9].

b. Logistic Regression Module: Training and testing are the two phases of the
logistic regression module. The first phase is designing the model and training it
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Fig. 1 Flow diagram of the application



Easy Detect—Web Application … 55

with data gathered from the data collecting module; whereas, the second phase
involves testing the model and finding accuracy [10].

• Logistic Regression Model Creation: The data set created in the above
module is used to create logistic regression. The multinomial class detec-
tion and solver as limited-memory Broyden–Fletcher–Goldfarb–Shanno
(LBFGS) [11–13].

• Logistic Regression Testing: Testing data is inputted into the trained
model, which involves creation of probability for diseases using Gaussian
algorithm [14, 15].

c. Decision Tree Module: It is constructed with a data set from the data collection
module. The module is separated into two phases: training and testing.

• Decision Tree Model Creation: The model is built using the data set from
the data collection model. It uses the information gain algorithm to build the
decision tree in which internal nodes represent the symptoms and leaf nodes
represent diseases.

• Decision Tree Testing: Testing data is inputted into the trained model, which
involves traversing the tree through the symptoms to find the disease.

d. Neural Network Module: The neural network model is a sequential model,
which is built using different layers containing a different number of nodes or
neurons. The model consists of three dense layers and three activation layers in
the following order:

1. Dense layer (32-nodes)
2. Activation layer (ReLU)
3. Dense layer (16-nodes)
4. Activation layer (ReLU)
5. Dense layer (41-nodes): Output layer
6. Activation layer (Softmax).

The training and testing phases of this model are divided into two parts:

• Neural Network Model Creation: The model is built using the data set from the
data collection module. Each neuron has a weight associated with it. Activation
functions are applied to a whole layer of neurons. These provide nonlinearity,
without which the neural network reduces to a mere logistic regression model.
After every epoch, the parameters and hyper-parameters of themodel aremodified
such that the cost function is reduced till it reaches the point of global minima. The
ReLU is the activation function employed here (rectified linear unit). The output
layer, also known as the last layer, is made up of 41 neurons whose outputs are
passed through the final activation layer containing Softmax activation function,
which returns the probability of occurrence of the corresponding diseases. This
model is compiled with categorical cross-entropy as loss (as we are performing a
classification), validation accuracy as a metric and Adam as optimizer. An early
stopping mechanism is also added with the patience of two epochs to prevent the
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overfitting of the model on training data, i.e. if the validation accuracy is either
decreasing or is constant, the training would end there …

• Neural Network Model Testing: Testing data is passed to the model along with
another data called validation data, which validates or verifies the performance of
the model on testing data.

• Disease Prediction Module: The disease prediction module is designed on the
trained model. The symptoms data is gathered from the UI provided for the user.
The symptoms thus gathered are made into a NumPy list where the symptoms,
which are marked by the user are given the value “1” and others have default value
of “0” and this list is passed using the trained model to forecast the likelihood of
each disease’s occurrence

4 Results and Analysis

A sample testing set of roughly 42 records was used to evaluate the decision tree
approach for the current paper’s implementation.

• Accuracy for the Decision Tree Model is: 97.62
• Accuracy for the Logistic Regression is: 94.93
• Accuracy for the Neural Network is: 94.3.

Figure 2 illustrates different values of (accuracy and validation accuracy) versus
(epochs), i.e. graph on left, the graph on the right illustrates the distribution of
(loss and validation loss) versus (epochs). After the twentieth epoch, accuracy and
validation accuracy remain almost constant.

Figure 3 shows the list of symptoms from which the patient can select particular
symptoms, which he is suffering from and submit to generate a report.

Fig. 2 Values of accuracy and loss for validation and training versus epochs
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Fig. 3 User interface for patients to enter data

Figure 4 depicts the output generated by the model. This output consists of
different values, which range from 0 to 1 multiplied by 100, that represent the prob-
ability of occurrence of the list of diseases, and the result of the record illustrated
by figure informs us that there is a high chance the patient or the details related to a
person is suffering from “urinary tract infection”.

Figure 5 shows the details of the doctors recommended for the respective diseases.
In this page, the user can decide on a doctor and move ahead as they will be

redirected to booking appointments.

5 Conclusion

A linear regression model to predict a most likely disease from a particular set of
symptoms is developed. As a result, the number of symptoms reduced from 133 to 79
symptoms using a coefficient matrix and took 0.4 quantile out of it, and trained the
model which gave the accuracy of 95.93%. A decision tree model to predict disease
using all the symptoms which gave us an accuracy of 97.6% is also developed. A
neural networks model is developed with two hidden layers and an output layer with
21 epochs, which gives the accuracy of 95.3%. From these results, it can conclude
that decision tree is the best model for the given data set. It is able to provide a user
interface for the disease prediction, mapped the respective diseases with a special-
ization, so that a doctor with the required specialization can be recommended to
the patient. Provided an option of rating the doctor after the respective appointment
based on which the doctors are recommended later on.

There is a possibility of advancement in the machine learning part, where we
can improve or add new models such as neural networks with different activation
functions. We can also try out different models such as SVM, and also, we can
include feature reduction methods like PCA. Regarding the Web application, we can
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Fig. 4 Probabilities of each disease as predicted by the model

include the exact time limit for the appointment booking. The location of the doctor
can be known to the patient using Google Maps API. We can also include payment
methods like UPI, credit card billing, etc. We can also provide an electronic health
record (EHR) facility for large type organizations.
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Fig. 5 Recommended doctors
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