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Preface

This volume contains the papers presented at 6th International Conference on
Advanced Computing and Intelligent Engineering (ICACIE) 2021: The 6th ICACIE
(www.icacie.com) is held during December 23-24, 2021, at Bhubaneswar Institute
of Technology in collaboration with Rama Devi Women’s University, Bhubaneswar,
India. There were a total of 247 submissions, and each qualified submission was
reviewed by a minimum of two Technical Program Committee (TPC) members
using the criteria of relevance, technical quality, originality, and presentation. The
TPC committee accepted 60 full papers for oral presentation at the conference, and
the overall acceptance rate is 24%.

ICACIE 2021 was an initiative taken by the organizers which focuses on research
and applications on topics of advanced computing and intelligent engineering.
The focus was also to present state-of-the-art scientific results, to disseminate
modern technologies, and to promote collaborative research in the field of advanced
computing and intelligent engineering. Researchers presented their work in the
conference through virtual as well as online mode due to COVID-19 pandemic
and had an excellent opportunity to interact with eminent professors, scientists, and
scholars in their area of research. All participants were benefitted from discussions
that facilitated the emergence of innovative ideas and approaches. Many distin-
guished professors, well-known scholars, young researchers, and industry leaders
were participated in making ICACIE 2021 an immense success. We had many invited
talks by professors, research scholars, and industry personnel in emerging topics of
advanced computing, sustainable computing, and machine learning.

We express our sincere gratitude to the Patron Prof. Amit Kumar Mishra,
Chairman, Bhubaneswar Institute of Technology, for allowing us to organize ICACIE
2021 and his unending timely support toward organization of this conference. We
would like to extend our sincere thanks to Prof. Binod Kumar Pattanayak and Mr.
Seeven Amic, Special Session General Chairs of ICACIE 2021, for managing the
special session and offering their valuable guidance during review of papers as well
as in other aspects of the conference. We thank all the Technical Program Committee
members and all reviewers/sub-reviewers for their timely and thorough participation
during the review process. We appreciate the time and efforts put in by the members
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of the local organizing team at Bhubaneswar Institute of Technology, Bhubaneswar,
India, and administrative staff, who dedicated their efforts to make ICACIE 2021
successful. We would like to extend our thanks to Er. Subhashis Das Mohapatra and
Mr. Sanjeev Cowlessur for designing and maintaining ICACIE 2021 Web site and
extending their support for managing the sessions in virtual as well as online mode.

Bhubaneswar, India Bibudhendu Pati
Bhubaneswar, India Chhabi Rani Panigrahi
Davis, USA Prasant Mohapatra

Taichung, Taiwan Kuan-Ching Li
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Abstract Mel frequency cepstral coefficients are one of the most prominent sets of
primary features of an audio signal which are used for speech detection and cough
analysis. This paper presents a new method that can overcome some of the common
problems faced by using MFCCs for cough detection. In the proposed method, the
most prominent part of the cough sample (HCP) is extracted and used to obtain
the MFCC vectors of that particular window. These HCP MFCC vectors work as a
standard comparison index for all cough samples to detect any respiratory disorders.
The evaluation of the proposed method is done using 40 samples of COVID-19
patients of which 20 are positive and 20 are negative. The accuracy of the proposed
method is compared with that of the standard MFCC method for the same set of
samples. The proposed HCP MFCC method produces results that are 7.84% more
accurate than the standard method. By bringing a standard set of comparing features
that can work for almost all use cases, this method can be used as a quick identifying
tool for various respiratory diseases.
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1 Introduction

Going to the hospital has always been a hesitant decision, especially now during the
COVID-19 pandemic. 1-1.2 billion people suffer from respiratory problems globally
[1]. The process of obtaining a COVID test during this period can be worrying as
it involves the risk of meeting other COVID-positive patients waiting to get tested.
Not only is the process painful and time taking, but it is also an additional load
on the already burdened healthcare sector. A cost-effective and easy way for the
early diagnosis will help people from places where lab diagnosis is impossible. The
proposed paper investigates a novel method for analyzing and diagnosing a patient
dealing with respiratory conditions using their cough sample.

The first symptom of respiratory diseases such as the common cold, lung infec-
tions, asthma, chronic obstructive pulmonary disease (COPD), pulmonary fibrosis,
and lung cancer can be a persistent cough [2]. Cough sound contained information
about the pathophysiological mechanisms of coughing, which indicates the structure
of the tissue [3]. We can extract this information using MFCC vectors and differen-
tiate them between disease and no disease using machine learning algorithms. The
proposed paper defines a new standard, set/segment of features of the cough signal,
which can extract the information while also tackling problems faced while applying
machine learning algorithms.

The organization of the rest of the paper is as follows. The background is
mentioned in Sect. 2 and has sub-sections such as mel spectrogram, MFCCs, and
feature vectors. HCP or highest common point is presented in Sect. 3. This section
defines the HCP concept in detail. Section 4 methodology is written, explaining
cough sample extraction using MFCCs, model building, and training and making a
decision tree for the model followed by results and discussion.

1.1 Motivation

As the number of infected individuals has increased, there is a lot of pressure in
offering medical and healthcare services. Due to this burden, there is a backlog and
deprivation of other medical procedures as well [4]. This research could help ease
this burden on the medical sector and simplify the diagnosis process for respiratory
diseases.

1.2 Contributions

Previous methods to determine diseases using cough samples have not developed a
standard set/segment of feature vectors to extract from the cough sample. Doing this
saves the time required to preprocess the extracted features from the cough signals.
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It also defines a standard set of features of cough samples that are needed to detect
diseases. Doing this could reduce wastage of data and give consistent results in
real-world use cases.

2 Background

For cough recognition, cough features are extracted and inputted into a model clas-
sifier [5]. The spectrogram is obtained to extract features from a sound signal,
and feature vectors from the spectrogram can be obtained by quantizing functions.
However, in the case of human beings, the perception of sound is different. There-
fore, to improve the performance of a machine learning classifier, the scale used
to measure cough signals is altered into the logarithmic scale. This will make the
extracted feature vectors more accurate inputs for the machine learning algorithm.

Feature vectors extracted to describe and differentiate the cough signal are mel
frequency cepstral coefficient vectors or MFCCs.

2.1 Mel Spectrogram

Sound signal can be represented visually as a spectrum of frequencies called a spec-
trogram. The x-axis of a spectrogram represents time, and the y-axis represents the
frequency. In a spectrogram graph, each point is represented by a different color.
These colors show how present a certain frequency is at a certain point in time.
However, the regular frequency spectrum is linear in nature, but the way human
beings perceive frequency is quite different. Human beings have better resolution
of sounds/notes in the lower frequencies when compared to the higher frequencies.
This means that it is easier to perceive the difference between sounds/notes of lower
frequencies in comparison to sounds/notes of higher frequencies. This is because
humans perceive frequency logarithmically. Therefore, a normal spectrogram will
not be able to represent sounds the way humans perceive them. Through the trial-
and-error method over the years, researchers came up with the mel scale. The mel
scale is used as an alternative to the hertz scale which is used to understand the
difference between sounds. The mel scale unlike the hertz scale perceives sounds in
a logarithmic scale that is very similar to human perception. Log frame improves
performance while doing audio classification [6].

m = 2595 x log(1 + f = 500) (1)

fzmqmﬁ—o )
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Equation (1) shows the conversion of a signal from Hertz scale (f) to mel scale.
Equation (2) shows the conversion of a signal from mel scale to hertz scale.

Using the mel scale frequencies, the mel spectrogram can be determined. The
mel spectrogram is a matrix containing the different mel bands and frames. Since the
mel scale frequencies are remarkably similar to the way humans perceive sound, the
mel spectrogram can show a visually more relevant graph which can help determine
different sounds and noises. In the mel spectrogram, the x-axis represents time, the
y-axis represents the different mel bands, and the different colors in the graph tell
us about how present a certain mel band is at a particular instance of time. The mel
spectrogram is a more accurate way to classify audio and is extensively used in audio
ai research.

2.2 MFCCs

Cepstrum is another version of spectrum which is used to identify speech and sound
signals. Cepstrum can differentiate between the signal produced by the vocal track
and vocal cords. This provides a better way to compute and analyze speech signals.

If F(x(¢)) represents discrete Fourier transform of x(¢) which is a spectrum of the
signal x(#), then the cepstrum C(¢) is given by:

C(t) = F~'[log(F (x(1))] 3)

where F~! is the inverse Fourier transform.

To obtain mel frequency cepstral coefficients (MFCCs), a set of functions are
applied to the waveform (Fig. 1).

Mel spectrogram is obtained by mel scaling. Mel spectrogram is then converted
into cepstral coefficients using a discrete cosine transform. This helps in identifying
the sounds using a set of constants. The discrete cosine transform will give a set of
coefficients known as MFCCs. These MFCCs are primary features of sound that are
used to uniquely identity sounds.

Multiple sets of MFCCs are obtained for a waveform depending on the number
of windows used. For example, a one-second waveform and a 20-ms window give
50 different sets of MFCCs. Each window contains a specific amount of MFCCs.
For speech processing, 12—13 MFCCs from the front are more than sufficient as per
the analysis.

Log Mel Discrete
Waveform Amplitude seailin Cosine
Spectrum & Transform

Fig. 1 Process of obtaining MFCCs. This figure explains all the steps needed to obtain the MFCCs
of a given waveform
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2.3 Feature Vectors

Feature vectors are a set of dimensions used to classify different subjects similar to
how x, y, and z-axes represent the relative position of objects in the Cartesian plane.
Similarly, for the classification of sounds, MFCCs are used as feature vectors. 12
MFCC:s are enough to classify a sound sample. Hence, 12 MFCCs + 1 energy feature
vector is obtained per window to analyze and classify various cough samples.

3 HCP

Speech signals originate in the vocal tract. Different syllables or sounds are produced
depending on the shape of the vocal tract. Initially, speech signals are in the form of
glottal pulses which are noisy signals generated by the vocal cord. The vocal tract
acts as a filter on the glottal pulse and produces the speech signal.

While coughing, the vocal cords will open widely in order to allow additional air to
flow into the lungs. The epiglottis closes off the windpipe, simultaneously abdominal,
and rib muscles contract. This will increase the pressure behind the epiglottis. Air
is now forcefully expelled, producing a rushing sound as it moves past the vocal
cord. This rushing air removes any irritant present in the throat, making it possible
to breathe comfortably again.

The glottis behaves differently under different pathological conditions, making it
possible to distinguish between coughs due to various diseases [7]. MFCC vectors
detect these variations. By extracting MFCCs and using a machine learning algorithm
it is easier to differentiate these minute differences which are present in coughs of
people with respiratory disease.

The explosive phase, intermediate phase, and voiced phase are the three different
phases of a cough signal [8, 9]. The maximum amount of air is expelled in the
explosive phase of cough through the vocal cord contains a large amount of important
information about the glottal pulses. Therefore, these glottal pulses carry information
about the irritant present.

A standard set/segment of feature vectors can help the machine learning algorithm
accurately differentiate between cough samples. This will allow the algorithm to
compare coughs based on real differences which need to be detected instead of
determining based on unnecessary or irrelevant factors. The explosive phase of the
cough produced sounds similar in most of the cases. At this stage of the cough, the
shape of the vocal tract will be similar in humans. Therefore, we extract the loudest
window of cough from this portion of the signal. Here, the variation in the vocal cords
can be detected and compared with multiple other samples with higher accuracy. This
point is called the highest cough point (HCP).



Fig. 2 Methodology block
diagram. This diagram
shows all the steps involved
to determine the accuracy of
the proposed model. First
step is to record the audio for
obtaining samples. In the
next step, HCP window can
be extracted from cough
samples. Following
extraction of HCP window
MFCC:s feature vectors can
be extracted. Once feature
vectors are extracted, they
can be added to .csv file to
train the machine learning
algorithm. Once model is
train, we can test its accuracy

4 Methodology

4.1 Block Diagram

See Fig. 2.

4.2 Extraction of HCP

S. Monish Singam et al.

Audio Recording

=

Extracting HCP (using audacity)

Extracting Features of MFCCs
(using librosa)

4
y

Making a CSV file using MFCCs

Training Machine Learning
Algorithm

A 4
Determining Accuracy of the
Model

Audacity (software used to work with audio signals) is used to extract the HCP. Once
the cough sample is uploaded, it is observed that multiple coughs are present. From
most prominent cough, a window of 20 ms with the highest amplitude is extracted.
This 20 ms audio sample is the HCP (Fig. 3).

Frequency of 22,050 is set as default for all samples. The samples are exported

in .wav format.
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Fig. 3 a Selecting HCP window in audacity. b Setting frequency at 22,050 Hz. These images show
how the HCP window is extracted from the given cough sample

4.3 Extracting the Features of Cough Using Mel Frequency
Cepstral Coefficient

MFCCs are primary features that are extracted using standard signal processing
techniques in both the time and frequency domain.

The librosa package for audio signal processing in python is used to extract the
MFCC vectors from the HCP. The function librosa.feature.mfcc extracts 13 MFCCs
including one energy vector.

A .csv file is created using the extracted MFCCs features. This .csv file can be
used to train and test the machine learning model.

4.4 Model Building and Training

Decision tree classifier is used for training the machine learning model. Its training
time is faster compared to neural network algorithms. It can handle high dimensional
data with good accuracy. Machine learning uses csv file format which is split into
training set and data set by algorithm. Once model is trained, its accuracy on train
and test data is found using the accuracy_score command.

4.5 Decision Tree for Proposed Model

To detect diseases, the primary goal is to detect any obstruction in the vocal cord
while coughing. While coughing a large amount of air is exhaled which carries
information about the irritation that is present in the throat. Hence, if only the MFCCs
of the highest window are extracted, a standard set of feature vectors containing more
information that is easily comparable can be obtained. This set of features are called
the highest cough point MFCCs which are extracted from the highest point of the
most prominent cough (Fig. 4).
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MFCC1 <=-21.143
gini = 0.497
samples = 24
value = [11, 13]
class = yes

MFCC8 <= -4.717
gini = 0.355
samples = 13
value = [10, 3]
class = no

Fig. 4 Decision tree for proposed model. This figure shows a visual representation of the decision
tree used by proposed model to detect COVID-19

In the proposed paper, a comparison between MFCCs obtained using HCP and
MFCC:s of the entire sample (industry standard) is done. The key advantages that the
HCP MFCC vectors have are that they are easily comparable, they carry the part of
cough which contains more relevant information about the disease, and background
noise is negligible.

5 Results and Discussions

To compare both the methods, the average of ten consecutive accuracy results
produced by the machine learning algorithms are taken. These results are taken
from 40 cough samples obtained (20 COVID-19 positive and 20 COVID-19 nega-
tive). A CSV file is made using the HCP of the set of coughs samples; this is
compared with another CSV file which is obtained using the standard method. The
table below shows the comparison of accuracies obtained from the samples by both
methods (Table 1).

The table shows different combinations of HCP MFCCs being compared with
standard MFCCs. The parameter column contains four different cases which are used
to compare both the methods. These cases are different combinations of data, which
are used as inputs for machine learning. The other columns represent the average
accuracy results obtained from the method with HCP and the method without HCP.
There are two sets of accuracies in order to avoid distortion in the result. It is evident
from the table that the HCP MFCCs produce more accurate results compared to
standard MFCCs.



Respiratory Disease Diagnosis with Cough Sound Analysis

Table 1 Table containing values of accuracy
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Parameter Average accuracy | Average accuracy | Average accuracy | Average accuracy
with HCP set 1 without HCP set | with HCP set2 | without HCP set
(%) 1 (%) (%) 2 (%)

13 HCP MFCCs | 63.29 63.12 59.98 49.375

versus 13 MFCCs

13 HCP MFCCs | 69.995 49.99 63.29 58.75

versus 20 MFCCs

13 HCP MFCCs | 69.97 60.6 61.63 65.625

versus current

industry standard

All variables with | 62.6 53.7 70.625 57.5

HCP MFCCs

versus all

variables without

HCP MFCCs

The values in this table show the accuracy of the models used. The parameter column represents the
different parameters in which the accuracies of the model with HCP and the model without HCP
are compared

From the results obtained above, it is seen that the extraction by HCP method
on an average gives 7.84% better accuracy of detecting COVID-19 from a cough
sample. The HCP method is able to avoid background noise while only carrying
relevant information.

6 Conclusion

Further research can be conducted on this method to compare the cough sounds of
various other respiratory diseases. Research can be conducted to find the optimal
window length for the defined method. Research could be conducted on the defined
method with larger datasets to understand the saturation point of the machine learning
algorithm.

Through this paper, a new method to detect respiratory diseases has been identi-
fied. This can be used by a simple application on smartphones to detect respiratory
diseases in any remote place in the world. The HCP method is widely applicable as
it can be used to compare a wide range of coughs. This is because altering the length
of the sample to extract a set amount of MFCCs, which can be used in a machine
learning algorithm, is moot.
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A Deep Learning-Based Model )
for Arrhythmia Detection Using Feature i
Selection and Machine Learning Methods

Santosh Kumar, Bharat Bhushan, Lekha Bhambhu, Debabrata Singh,
and Dilip Kumar Choubey

Abstract Arrhythmia is one of the diseases that affects many people around the
world. Deep learning provides an efficient tool to detect arrhythmia disease. A con-
volutional neural network (CNN) is an emerging technique used often for feature
extraction in the medical domain. In this paper, AlexNet, VGG-16, VGG-19 models
are used as the feature extraction method, and the selected feature is supplied as
input to four well-known classifiers such as decision tree, KNN, LDA, and SVM for
arrhythmia detection. Furthermore, an experiment is conducted with the combination
of proposed CNN model where mRMR is used as feature selection method. Finally,
the result of experiment is compared with different machine learning algorithms
where LDA shows the efficiency in term of classification accuracy. The classifica-
tion accuracy of the proposed model is recorded as 99.46%. The performance of the
proposed model is higher in terms of classification accuracy compared to previous
work on arrhythmia detection.

Keywords Convolutional neural network - Feature selection - Arrhythmia -
Machine learning
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1 Introduction

Arrhythmia is one of the leading causes of the death around the world. The term
cardiac arrhythmia implies as irregular heart rates that causes of higher death rate
and required early treatment to save the life. Therefore, early arrhythmia detection is
so important aspect of prevention and medical treatment of patents to save their life.
Deep learning (DL) is one of the emerging techniques in biomedical application.
Convolutional neural network (CNN) a subdivision of deep learning achieves higher
performance compared to several machine learning algorithms.

Isin [1] presented a DL model for the arrhythmia detection. In this model, deep
CNN is used as feature extractor, and extracted features are used as input to backprop-
agation algorithm for the classification. The proposed model obtained the accuracy
of 92%. Acharya [2] developed a CNN-based model for detecting different type
of arrhythmia heartbeats. The proposed method was used to train by augmented
data with 94% of accuracy on original dataset and 93.47% on noise-free ECGs.
Warrick [3] proposed a method combination of CNN and long short-term memory
(LSTM) unit used for cardiac arrhythmias detection. The proposed structure used no
explicit feature selection and 83% accuracy on held-out test data obtained in terms
of F-measure and 80% on the hidden dataset. Mousavi [4] presented the deep CNN
and sequence-to-sequence model for arrhythmia detection. The proposed method
obtained the best results compared to existing methods. Dindin [5] represented the
deep learning-based multichannel architecture that based on the topological data
analysis. The purposed method shows the comparative performance compared with
various naive methods for arrhythmia classification. Sannino [6] presented a DL
model for arrhythmia classification. The proposed model shows the efficiency in
terms of specificity, sensitivity, and accuracy over state-of-the-art methods. Sainath
[7] represents a model term as CLDNN based on combination of CNNs, LSTM,
and DNN for arrhythmia detection. The experimental result shows the substantial
improvement of 6% in WER over strongest model LSTM. Li et al. [8] have pro-
posed CNN- and LSTM-based learning model to incorporate with spatial temporal
intonation. The proposed method achieves 87.40% in terms of accuracy for human
activity analysis. Ozal et al. [9] proposed the convolutional auto-encoder (CAE)-
based nonlinear compression structure to reduce the signal size of arrhythmia beats.
The proposed model used the LSTM with CAE network to reduce the arrhythmia
beats. Finally, 99% of accuracy validated the model. Mathews [10] represented the
model that is combination of deep belief networks (DBN) and restricted Boltzmann
machine (RBM) for ECG classification. The presented model achieved the high aver-
age recognition that validated its efficiency. Zal et al. [11] have proposed 1D-CNN
model for arrhythmia detection. Compared to previous results, the proposed model
succeeded to obtain the high accuracy of 91.33%.

The main motivation behind using deep learning model is its efficiency and perfor-
mances in image processing and ECGs wave-based datasets. Recently, deep learning-
based CNN models have been applied successfully in biomedical engineering. The
past studies show the better outcome of CNN models compared the several state-
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of-the-art models on any diseases. Cardiac arrhythmia is one of the leading causes
reported higher mortality rate worldwide. There is significant presence of DL mod-
els in solving complex classification problem such as arrhythmia detection. The past
studies also reveal the better results of hybrid CNN model compared to CNN model.
In this paper, pre-trained CNN hybrid model with different combination of AlexNet,
VGG-16, and VGG-19 is used to detect arrhythmia.

In this paper, CNN-based models such as AlexNet, VGG-16, and VGG-19 are
constructed for arrhythmia detection. In this work, a pre-trained CNN model with
default parameter is constructed for feature extraction on arrhythmia dataset. The
extracted feature feeds to machine learning (ML) algorithm such as decision tree
(DT), K-nearest neighbor (kNN), linear discriminant analysis (LDA), and support
vector machine (SVM) for classification task. Furthermore, nRMR is used for feature
extraction and extracted feature supplied once to ML algorithm. In addition, feature
extracted by the mRMR is added to CNN-based models.

This paper is organized briefly as follows: In paper organization, Sect.2 explains
the CNN model, ML algorithms, and the proposed methods. Section 3 discusses the
experiments and results. Lastly, we have concluded this study with valid remarks in
Sect. 4.

2 Methods

In first phase, CNN models such as AlexNet, VGG-16, and VGG-19 are considered
with similar layered architecture with 279 features for arrhythmia detection. In second
phase, four different combinations of CNN model are constructed. The dimensions of
deep features are later reduced by mRMR feature selection methods, and its outcome
features are supplied to ML algorithms such as DT, kNN, SVM, and LDA for the
classification.

2.1 Dataset

Machine learning datasets are widely used to analyze the performance of the newly
proposed algorithm. In this paper, the main focus is to detect arrhythmia on MIT
arrhythmia dataset. Arrhythmia: This dataset contains 452 patterns, and 206 linear
valued and 73 nominal attributes are taken from 279 attributes. The primary goal is
to identify the occurrence of cardiac arrhythmia from 16 different classes. Class 01
represents the normal ECG, classes 02—15 apply to various arrhythmia classes, and
class 16 is denoted as unclassified ones.
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2.2 Convolutional Neural Networks

CNN is a class of deep neural network architecture, mostly applied in the field of
image classification. CNN consists of multiple convolution units, pooling unit, and
finally a fully connected network. Basic idea of this deep architecture is to mas-
sively compute, combine, and extract an abstract feature map establishing nonlinear
relationships between the input data and ground truth. CNN automatically learns
features from raw input features. In comparison to other deep learning models, CNN
requires less preprocessing steps and shows impressive ability in analyzing spatial
information. Thus, CNNs are most commonly applied for manipulating image data.
Recently, CNN has also been applied for various biological applications such as gene
expression prediction, protein classification, and clinical datasets classification. In
this work, AlexNet, VGG-16, and VGG-19 models are considered due to their higher
performance inimage-based classification problem. AlexNet is fully connected archi-
tecture along with convolution and pooling layers. It consists of 227 x 227 pixels
of image with 5 x 5 filter size. VGG-16 is similar to AlexNet including 16 layers
of convolution and fully connected layers with 224 x 224 pixel size of image and
3 x 3 size of filter image. VGG-19 consists of 16 and 3 layers of convolution and
full connected layers, respectively. It uses 3 x 3 filter size of images. In these three
models, FC8 activation layer is used for feature extraction.

2.3 Machine Learning Method

The field machine learning addresses the various problems and their exact solu-
tion by help of computer program. The performance of machine learning program
depends upon the algorithm selection and their efficiency in specific domain. These
algorithms are classified mostly in supervised and unsupervised learning techniques
used for prediction- and classification-related problems. Furthermore, most of the
ML algorithms are implemented in Python, and evaluation is done by scikit-learning
tools. In this paper, several machine learning algorithms such as decision tree, KNN,
SVM, and LDA are applied to evaluate the performance of deep learning model.

DT is tree-based supervised learning model for solving classification and regres-
sion problem. The decisions are carried out after breaking the datasets in smaller
subsets as decision nodes and leaf nodes, while leaf node is considered for classifi-
cation. The advantage of decision tree is its handling capability for both numerical
and categorical data. In this work, C4.5 algorithm is used which was developed by
Ross Quinlan [12, 13] in 1986 and 1993.

kNN [14] classifier is a lazy learning algorithm mostly considered for classifi-
cation problem. It does not learn from training datasets instead storing the dataset
to perform some action for classification. The datasets are observed based on the
distance between two coordinates X and Y. The commonly used distance metric is
Euclidean distance. Other distance measures can be used depending on the available
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data. Once the K-nearest neighbors are obtained, the test object is assigned a class
y based on its nearest neighbors’ classes. The majority vote is the most popular rule
used to search for the predominant class in the neighborhood. kNN is preferred due
to its simplicity and efficiency with noisy and large training data.

SVM [15] is widely used supervised learning algorithm for the classification
problem. SVM constructs the hyperplane in infinite dimension and categories the
class that is linearly not separable. Classes are differentiated with their position on
hyperplane. The dimensions depend on the number of features in datasets. As an
example, a dataset having three features, then constructed hyperplane will be two-
dimensional planes.

Linear discriminant analysis (LDA) [16] is one of the popular dimension reduction
techniques used in machine learning. The best results can be possible on two and
multi-class problem. The features are linearly separated from training dataset and
categories in their assigned class.

2.4 Feature Selection

Minimum redundancy maximum relevance (mRMR) [17] selects the features that
are maximally dissimilar in case of minimum redundancy, and maximum relevance
is to maximize total relevance. The discrete and continuous features are defined in
Egs.1 and 2.

. 1 .
mmW,-,Wi:WE 1@, j) (1
i,j€s
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where I(i, j) and C(i, j) are mutual information and the correlation between f; and f;,
respectively. In case of maximize relevance, discrete and continuous features are
defined in Egs. 3 and 4.

1 .
max\/i,\/i:WZI(h,z) (3)

ies
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max V,, V, = W;F(z,h) “4)

where £ is the target class and F (I, h) is the F-statistic.
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2.5 Proposed CNN Method

In the proposed approach, CNN model is deployed over arrhythmia dataset. The pro-
cess starts with CNN model with the original feature set where FC8 activation layer
was used. Furthermore, mRMR feature selection method was applied to extract the
relevant features. Finally, CNN model was evaluated by machine learning algorithm.
In the proposed model, a separate CNN model is used with default parameter. No
pre-training on CNN model is conducted, and only FC8 model is used. In the second
stage, mRMR algorithm is applied to extract the relevant features from 279 features.
In the third stage, combination of two models with 100 features and combination of
three model with 150 features were constructed. Then, the model was evaluated with
machine learning algorithm such as DT, kNN, LDA, and SVM, and finally compar-
ison was made on it. Figure 1 shows the proposed architecture for the arrhythmia
detection.

In this work, we have evaluated the performance of CNN model using standard
metrics such as F-score, specificity, sensitivity, precision, and accuracy.

u =

.. TP
Precision = —— (6)
TP + FP

TP
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Fig. 1 Illustration of proposed CNN model
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TN
Specificity = TN + FP (3)

Precision * Recall
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3 Results

The experiment was conducted on Python with Intel i7 processor @ 2.5 GHZ with 8
GB of RAM. The proposed model is implemented with GPU support. In first stage,
the arrhythmia dataset is evaluated with various CNN model (AlexNet, VGG-16, and
VGG-19). The experiment was carried out with original 279 features with default
parameter of CNN model. In this stage, dataset was partitioned in 70-30% rations
as training and test dataset, respectively. Then, pre-trained CNN model with FC8
layers is constructed to extract the features. Moreover, various ML algorithms are
applied to evaluate the classification accuracy of arrhythmia where SVM obtained the
high accuracy. Table 1 shows the performance of CNN model in terms of accuracy,
sensitivity, specificity, precision, and F-score. Figure 2 illustrates the outcomes of
CNN model for training and validation accuracy and loss.

In second stage, mRMR is used to extract the 50 relevant features for original
dataset. We have considered 30% data as test dataset where hold-out validation
is performed. Here, four models are constructed such as Model-1 (AlexNet and
VGG-16), Model-2 (AlexNet and VGG-19), Model-3 (VGG-16 and VGG-19), and
Model-4 (AlexNet, VGG-16 and VGG-19) where three models are combination of
two DL algorithm and one model having combination of three DL algorithms. The

Table 1 Outcome of CNN models on arrhythmia data using four different classifiers

Model Classifier | Features | Accuracy | Sensitivity | Specificity | Precision | F-score
DT 279 85.34 84.56 87.38 87.55 85.63
kNN 91.12 86.38 97.44 97.85 91.29
AlexNet |LDA 95.18 94.34 96.38 96.25 95.44
SVM 93.54 92.25 95.63 95.38 93.69
DT 279 89.14 90.48 88.11 87.82 89.04
kNN 92.53 89.68 95.64 95.38 92.37
VGG-16 | LDA 93.27 93.30 94.40 94.53 93.67
SVM 95.26 96.02 95.72 95.10 95.69
DT 279 90.52 89.43 91.02 91.14 90.63
kNN 94.61 91.43 97.27 98.13 94.07
VGG-19 | LDA 93.48 93.71 93.82 94.52 93.65
SVM 95.37 95.71 96.45 96.75 95.76
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Fig. 2 Results of CNN model for training and validation accuracy and loss

number of features considered in these four models is 100, 100, 100, 150 features.
The CNN model having 150 features is managed to achieve high accuracy of 99.46%
over LDA algorithm. Table 2 shows the obtained data in percentage as 99.46, 99.61,
99.19, 99.14, and 99.32, respectively, in terms of accuracy, sensitivity, specificity,
precision, and F-score.

4 Conclusions

This study tries to classify the arrhythmia dataset in two classes as normal and
arrhythmic on basis CNN deep learning models. The proposed method works in two
different stages. In first stage, various CNN models (AlexNet, VGG-16, and VGG-
19) are used as feature extractor. The extracted features are finally fed as input to
machine learning algorithm such as DT, kNN, LDA, and SVM for classification task.
The best results came when we combined three deep learning algorithm and using
mRMR algorithm for feature extraction. The number of extracted features (i.e., 150)
supplied as input to ML algorithm. LDA shows the best performance in terms of
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Table 2 Classification result obtained after applying mRMR method on features of CNN

Model Features | Classifier | Accuracy | Sensitivity | Specificity | Precision | F-score
Model-1 | 100 DT 95.10 94.45 96.24 96.31 95.07
kNN 96.31 97.25 96.09 96.04 96.37
LDA 99.17 99.27 99.34 99.22 99.17
SVM 99.10 99.32 99.25 99.15 99.39
Model-2 | 100 DT 97.42 96.80 97.48 97.55 97.43
kNN 96.33 97.25 95.34 95.03 96.40
LDA 99.25 99.30 99.09 99.29 99.25
SVM 99.15 99.16 99.26 99.56 99.31
Model-3 | 100 DT 96.28 96.15 96.06 96.36 96.35
kNN 96.15 97.29 96.12 96.61 96.76
LDA 99.20 99.15 98.38 98.18 99.09
SVM 98.08 99.62 99.24 98.29 98.20
Model-4 | 150 DT 98.22 97.28 98.36 98.33 98.10
kNN 97.18 99.36 96.44 96.13 97.54
LDA 99.46 99.61 99.19 99.14 99.32
SVM 99.08 99.37 99.16 99.12 99.27

accuracy of 99.46%. The proposed model gives the highest accuracy compared to
previous work on similar arrhythmia dataset. In the future work, we can check the
performance of proposed model on different available arrhythmia datasets.
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Abstract Epilepsy is a very common neurological disease that affects millions of
people worldwide. Though there is no definite cure for epilepsy, predicting the onset
of epilepsy in the preictal period will ensure proper health care which is administered
during the ictal period. The proposed epilepsy prediction model uses the time series
deep learning classifiers called the echo state network (ESN) and the InceptionTime
network. The surface and intracranial EEG data from the University of Bonn’s Time
Series EEG dataset are used for training the proposed models. The experimental
results prove that the proposed deep learning model achieves an accuracy of 94.6%
using ESN and 100% using InceptionTime network.

Keywords Deep learning - Time series classifier + Echo state network -
InceptionTime classifier

1 Introduction

The word epilepsy is derived from the Greek word epilambanein which means “to
be seized.” Epilepsy affects nearly 50 million people worldwide between 4 and 10
per 1000 people have active epilepsy at a given time. Globally, estimates suggest five
million people are affected each year, and in higher income nations, the proportions
are estimated to be 49 per 100,000 people, and in lower income nations, the numbers
can soar as high as 139 per 100,000 people. Epilepsy is a cause of a random electrical
discharge in the brain that could be followed by loss of consciousness and temporary
amnesia. Seizures which are an aberration in the brain’s neurological activity can
be detected through the analysis of electroencephalogram (EEG) signals. It works
by attaching small metal rods (electrodes) to the scalp of the skull. The billions of
neurons in the brain produce very small electrical pulses that form a pattern of brain
waves. During the test, the EEG detects these brain waves and amplifies these signals.
The test is used to discern occurrences of seizures, tumors, insomnia, dizziness, head
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injuries, etc. The detection of epilepsy using EEG data with deep learning has been
proposed in the neurological and biomedical fields for the effective use of such
techniques which is bound to rapidly evolve. Two different time series classification
(TSC) models, namely the echo state networks and the InceptionTime are used in
the proposed epilepsy prediction model.

1.1 Motivation and Contribution

Epilepsy is fourth in the most common neurological disorders, and there is a growing
need to detect accurately the onset of epileptic seizures, to ensure that these seizures
can be mitigated at the earliest. Our methodology intends to introduce a novel
approach to predict epilepsy while also maintaining a reasonable high accuracy.

The rest of this paper is organized as follows: Sect. 2 explores the literature survey.
Section 3 presents the proposed methodology. The experimental results are discussed
in Sect. 4. Section 5 concludes with future work.

2 Literature Survey

The problem dealing with epilepsy detection is a broad topic for which investigations
have spanned decades. Epilepsy seizure detection is predominantly a classification
problem. The workflow often involves extracting necessary features, and then clas-
sification is performed. An end-to-end LSTM was employed with segmentation of
the time series is the initial step, ensuring these segments are nonoverlapping was
paramount, next the nonoverlapping segments are fed to a LSTM network, the outputs
of which are fed to a distributed average pooling layer to find the most useful EEG
features, these features are provided to a soft max layer to form accurate labels [1].
The methodology achieved maximum accuracy of 100% for both A—E (healthy vs.
epileptic) and ABCD-E (any non-seizure vs. seizure). A pyramidal 1-dimensional
CNN model is used on the same dataset which achieves maximum accuracy of 99.8,
99.95 and 99.9% in cases of a three-class problem (AB vs. CD vs. E), two-class
problem (AB vs. CDE) and two-class healthy versus epileptic (A vs. E) [2]. Bonn
dataset was used with an independent component analysis (ICA) for preprocessing
the data which was followed by spectral analysis, and linear decomposition was
further used to clean the data. K-NN and Naive Bayes were used as classifiers,
results achieving a maximum accuracy 100% for A versus E (healthy vs. epileptic)
[3].

The Bonn dataset provides a distinct new way to classify the predictions by using
a weighted visibility graph to predict the seizure presence in the intracranial stage
[4]. The nodes for the WVG are found by using each sample point of the EEG
time series data. After construction of the nodes, the edges between these nodes are
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calculated, with each edge being assigned weights. The model then uses a support
vector machine (SVM) with an RBF kernel for classification, followed by validation
performed using tenfold cross validation. Maximum classification accuracy for EEG
data at normal versus interictal stages was 94.125%, whereas a maximum accuracy of
100% was achieved for the normal versus ictal stages. A novel technique of LS-SVM
using a RBF kernel was used to classify the data, before which noise was removed
using a bandpass filter, feature extraction was executed by computing the fractal
dimension, and the experiments was done on the same Bonn dataset achieving the
highest accuracy of 98.20% in discerning non-ictal and ictal EEG signals [5].

The shallow CNN with 2 blocks each consisting of a convolutional unit and
a leaky ReL.U features were extracted using a common spatial pattern, and these
features were extracted from 9 frequency bands and 8 sub-bands, and this study
achieved a maximum average accuracy of 92.2% [6]. A novel RNN model was
built with stacking multiple 1D convolutional layer, and it was implemented on
TUH corpus which consists of EEG data classified as either abnormal or normal,
achieving a maximum testing accuracy of 86.57% [7]. An autoencoder was proposed
to detect seizures and the model was trained and tested on the EEG data from the
NTT Medical Centre Tokyo and University Hospital Tokyo containing 8 and 16
subjects, respectively [8]. An exhaustive review into the different methodologies
used in predicting epileptic seizures during the interictal period [9]. The IED-based
feature extraction was used with a CNN model followed by a sigmoid hidden layer
and a logistic regression model to perform classification [10]. The performance was
measured using precision and f-score results were favorably positive with 70% and
0.68, respectively.

3 Proposed Work

The proposed work compares two different deep learning networks that perform well
with time series data with echo state network and InceptionTime network. The data
is preprocessed to remove external noise, and the models are trained and validated
using the filtered data.

3.1 Workflow

The workflow for the proposed epilepsy prediction model is shown in Fig. 1. Data
such as EEG data are non-static. The purpose of this initial step is to remove any
aberration in the frequencies of data that may not be adherent to the proposed model
which is achieved by using a notch filter. Oftentimes these data are random and uneven
in distribution, shuffling is necessary to ensure that data is of even distribution.
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EEG Signals ———

Fig. 1 Proposed epilepsy prediction model

The proposed method uses two TSC models to solve a two-class classification
problem. The echo state network employs a reservoir computing methodology, where
weights to the hidden layer are randomly assigned and untrainable, ESN also features
sparse connectivity (often < 10%). The InceptionTime is a CNN ensemble model
consisting of mainly the input layer, the inception network, and the inception module
which is the major building block. The inception network itself consists of a series
of inception modules. The main cause for comparison comes from the difference in
the workings of both models. Accuracy of these models is compared with each other
and with other state-of-the-art models.

3.2 Dataset Description

The dataset used is the well-known open-access dataset from the University of Bonn,
German, by far, the most prevalently used dataset for detecting epileptic seizures.
The Bonn dataset consists of five datasets labeled A through E with each label/set
consisting of EEG data sampled with the duration of 23.6 s. These segments were
selected and cut out from continuous multichannel EEG recordings after visual
inspection for artifacts, e.g., due to muscle activity or eye movements. The dataset
was sampled at 173.61 Hz and the specifics of each set A—E is provided in Table 1.
The Bonn dataset does not contain any inherent artifacts.

g;lée dita(s)e\;ewiew of the Set Patients Phase
A Healthy Open eyes
B Healthy Closed eyes
C Epilepsy Interictal
D Epilepsy Interictal
E Epilepsy Seizure
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Fig. 2 Architecture of ESN

3.3 Echo State Networks

The echo state network is a type of reservoir computer that uses a set of recurrent
neural networks; the weights in the input—hidden and the recurrent layer are randomly
initialized and fixed throughout the learning stages. The echo state network consists
of an input layer and a hidden layer (or “reservoir”), the hidden layer is sparsely
connected, usually less than 10% connectivity. The outputs of the reservoir layer are
connected to the readout layer which can be any predictive models such as SVM or
MLP whose weights are trainable. Figure 2 gives a brief overview of the structure of
the ESN.

Algorithm 1: Training and Testing the ESN Model
Input: EEG data of the patient
Output: Condition of the patient

. Import RC_Model, numpy, panda, sklearn, scipy

. Configure parameters for the reservoir layer

. Specify the readout layer and its parameters

. Load the txt data set and convert them into numpy arrays
. Filter the data set

. Split the data set for training and validation

Ul WN

3.4 InceptionTime Networks

InceptionTime network is an ensemble of inception networks each of which consists
of 1D CNN networks whose outputs are concatenated by the depth concatenation
layer. The input is also passed through a MaxPooling layer whose output is also
concatenated at the end. There is also a shortcut layer for every nth inception networks
which allows for gradients to flow to the earlier layers. The earlier layers are expected
to capture the small patterns while the layers that come at the end are used to make
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predictions based on the details provided by the earlier layers. Figure 3 shows the

architecture of simple InceptionTime network.

Algorithm 2: Training and Testing the InceptionTime Model

Input: EEG data of the patient
Output: Condition of the patient

1. Import tsai, numpy, panda, scipy, sklearn
2. Configure parameters for the Inception Network
3. Load the txt data set and convert them into torch tensors
4. Normalize the data set
5. Filter the data set
6. Split the data set for training and validation
7. Train and test the model
4 Results

The expected results from the ESN model are to predict whether the person is epileptic
or not. The parameters used for the reservoir are shown in Table 2, and parameters
for the MLP layer are shown in Table 3. The proposed model is tested with the vali-
dation dataset after training. Based on the tests conducted, the ESN model achieves

a maximum accuracy of 94.6%.

Table 2 Hyperparameters

for the reservoir layer

Parameter Value/function used
Processing units in the reservoir 450

Spectral radius 0.59

Leakage 0.6

Connectivity percent 0.25

Bi-directional reservoir True




Epilepsy Prediction Using Time Series Classifiers

Table 3 Hyperparameters
for the readout layer
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Parameter Value/function used
No. of layers 2

Units in each layer 20, 20

Activation function ReLU

Table 4 Hyperparameters .
Parameter Value/function used
for the 3 1D CNN layers
Kernel size 39,19,9
Stride 1,1,1
Padding 19,9, 4
losses final losses accuracy
—— 030 — vein!] 100 1 vaiid
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Fig. 4 This figure shows the loss and accuracy against the number of epochs. The analysis of the
graphs indicates a pattern of a gradual decrease in loss as the number of epochs increased. Test
results indicate that the model achieves a maximum accuracy of 100%

The expected results from the InceptionTime model are to predict whether the
person is epileptic or not. The parameters used for the three 1D convolution layers of
a single inception module are shown in Table 4. Figure 4 shows the loss and accuracy
for the training and validation sets.

5 Conclusion and Future Work

The echo state network’s readout layer was trained for 2000 epochs and the Incep-
tionTime network was trained for 1000 epochs. Both networks are optimized to
produce efficient outputs. After training and validating both the echo state network
and InceptionTime network, test results indicate that the echo state network is much
faster in training and significantly faster in testing consequently the model incurs a
small but meaningful drop off in accuracy, achieving a maximum of 94.6% in the
tests conducted, the InceptionTime network, however, takes more time in both the
training and testing phases, this evidently large time complexity for train and test is
compensated by its exceptionally high accuracy achieving a maximum of 100%.
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The future work for this study could be twofold; the first would be to optimize

both models, the ESN for its accuracy drop-off and the InceptionTime network for
its invariably high training and testing time. Secondly, current wearable devices only
detect a fraction of the seizures, while the EEG is the yardstick method by which
all types of epileptic seizures can be detected. The proposed work can be extended
to optimize the models and making them accessible for wearable applications to
monitor brain waves and to detect seizures in real time.
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Serenity in the COVID-19 Pandemic o

K. S. Krishna Das, Ananthu Vasudevan, Arun K. Nair, and S. Siji Rani

Abstract COVID-19, the virus that has affected current living standards, has under-
gone mutation, and the second wave has caused a much more devastating situation
in India. In such a scenario, the alert of a third wave by the authorities has alarmingly
increased concern in the nation. After being declared as an international emergency,
the development of its vaccine has been conducted by different countries. India
among other countries is also pursuing to develop much more efficient variants of
the vaccine. The situation still persists to be hostile and maintaining the current
precaution measures and maximizing the distribution of the vaccines is the only
solution in hand. A necessity arises for a user-friendly app to reduce social interac-
tion while assisting in medical support. In this paper, we have proposed an android
application named YUDH, which focuses on the overall service that an individual
requires from booking test centers, vaccine slot notification to home sanitization.
The user can book COVID-19 testing centers and can arrange sanitization service
after recovery with the provision of place, date, and time. In addition to booking
test centers, swab testing at the doorstep is also available. The user also gets regular
notifications on COVID vaccine slot availability in accordance with CoWIN portal
and users’ preferences. This deployment is aimed at the safety of the user and their
privacy safeguard. The application also assists the government to maintain a database
more efficiently.
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1 Introduction

SARS-CoV-2 is a pathogenic virus that adversely affects the lungs. This virus can be
passed on to another person through direct or indirect contact. When a virus passes on
to another person through one’s respiratory secretions, this is termed direct contact.
When a virus spreads onto a person through surfaces it is termed as indirect contact.

As per the current situation even though the vaccines are developed, the availability
in India is still sparse. So, the proper distribution must be ensured under social
distancing norms to avoid gathering. COVID-19 in this twenty-first century is the
most devastating pandemic the human race has faced. There have been 181,722,790
COVID-19 positive cases and 3,942,233 deaths worldwide as per WHO dashboard
records-July 2021. Analyzing the data, the World daily reported case remains the
same (nearly 1 lakh) but while examining the report cases v/s death graph, the results
are consolidating. The decrease in the average deaths and cases is a reason for the
undertakings by individual countries in effectively providing the care and efficiency
of the vaccine. In India, the cumulative count went up to 3,00,00,000 by the end of
June, and the total deaths came around 4 lakh (396,761 deaths till July 1). Recent
reports show an average count of 46,000 + in India alone, which adds up to nearly
40% of the global count. In accordance with the policy of Kerala, among other states
of India having reportedly high rates of cases. It is zoned based on of local self-
governments as per the test positivity rate (TPR) into four categories A, B, C, and D.

Category A has 0-6% TPR, here there are no specific restrictions.
Category B has 6-12% TPR, here minimum restrictions are implemented.
Category C has 12-18% TPR, here half lockdown is enforced.

Category D has 18% and above, here triple lockdown is enforced.

Special containment zones are enlisted in category C and D so that antigen tests
are taken to those on a regular basis. The world economy was shaken by the novel
coronavirus in 2020, and the ripples are still visible in 2021. In the three months since
the last update of the world economic outlook in January 2021, the world has changed
significantly. India after failing completely to the second wave of the coronavirus
infection. Now on the verge of another major lockdown as an official third wave
warning has come. The term wave defines a growing trend of infection over a long
period of time. The variation in the curve and increase in the number of cases are
indeed a premonition to the third wave. Periodic leaps and relative slowness as per
the varying geography are signs. In India, the huge jump in the curve was observed
during the second wave from the first wave, so the alarming rate of increase in the
nation’s number of reported cases certifies the coming of the third wave. But a decline
in the curve has been observed since May.

So, the pertaining question is, Will the third wave cause a bigger impact than the
second in India, mainly to the younger generations. Some speculations claim that
the third wave is stronger than the second. Nevertheless, we cannot predict this. But
in the case of a virus, it is proven to have less impact compared to a previous wave.
Because some of them will have acquired immunity as it already affected a majority
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of the population. A concern arises as a newer version of COVID-19 viruses are
being reported, which proves to be showing diverse symptoms to the vaccines. The
virus can be mutated in a way that helps to escape the immune responses that have
already developed in those who have been infected or who have been vaccinated. An
estimate of 362,000,000 people has been vaccinated in India.

The main contribution of our research work is to provide a platform to insist a
feeling of serenity in people. The lack of availability of services, medical supports
including the vaccine, and the common aversion in people toward precursive under-
takings show a trend. We utilize the current shortfall to introduce a platform for all
in all services concerning the pandemic. This effortless interaction with the user and
the health authority proves to be effective.

There are 15 approved vaccines by different laboratories from different parts of the
world as of now. RNA vaccines which include Pfizer-BioNTech and Moderna, Aden-
ovirus vector vaccines, namely Oxford-AstraZeneca, Sputnik V, Sputnik Light,
Convidecia and Johnson, and Johnson.

Some Inactivated virus vaccines like Sinopharm (BBIBP), CoronaVac, Covaxin,
Sinopharm (WIBP), CoviVac, and QazCOVID-in, and finally, protein subunit
vaccines including EpiVacCorona and ZF2001. In India, the list of vaccines avail-
able is Covishield (oxford AstraZenecayude version), Covaxin (Bharat Biotech
developed), Sputnik V3 (from Russia), and Moderna (USA-based vaccine). Some
other vaccines under trial are ZyCoV-D, Bio E COVID-19, HGCO019, BBV154,
and Covovax. There are 15 approved vaccines by different laboratories from
different parts of the world as of now. RNA vaccines which include Pfizer-
BioNTech and Moderna, Adenovirus vector vaccines namely Oxford-AstraZeneca,
Sputnik V, Sputnik Light, Convidecia and Johnson and Johnson, Some Inactivated
virus vaccines like Sinopharm (BBIBP), CoronaVac, Covaxin, Sinopharm (WIBP),
CoviVac and QazCOVID-in, and finally Protein subunit vaccines including EpiVac-
Corona and ZF2001. In India, the list of vaccines available is Covishield (oxford
AstraZenecayude version), Covaxin (Bharat Biotech developed), Sputnik V3 (from
Russia), and Moderna (USA based vaccine). Some other vaccines under trial
are ZyCoV-D, Bio E COVID-19, HGC019, BBV154, and Covovax. All the related
works will be discussed in the next section.

2 Related Works

Nowadays studies are going on focusing COVID-19 pandemic. The paper [1] utilizes
the topic, surveys on app stores like Google Play and Apple’s App Store and some
search engines, conducted on students and Web sites alike. They also conducted a
detailed survey of COVID-19 existing applications. An application is developed with
a focus on medical support making use of networking and its improvement. People
in the primary contact, as well as the patients, can enroll and identify symptoms,
and let the authorities keep track of their condition. A survey conducted in Jordanian
showed light on some factors that cause people to show aversion to the COVID-19
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contact-tracking [2]. Privacy, voluntariness, data beneficence, and a lack of adequate
money were the issues. Introducing an application that makes use of the growing
technology of artificial intelligence (Al) for COVID testing. The development is
to find the geospatial location by making use of W3C with HTMLS5. The W3C
geolocation APIs locate the position of the WebGIS on the map. This can be scaled
from the model by including social networking nodes [3].

The workload handling is the main focus, so as the consumers can access the
resources provided by the Amazon EC2. Marginal reduction as compared to the
huge customer increase is controlled by analyzing using the heuristic algorithm. The
global span of the purchasing adds to the workload, which can be optimized to a
much greater extend [4]. The direct focus is on auto-scaling in cloud computing as it
is in the initial baby step phase. The survey was conducted to identify the factors that
affect its taxonomy such as auto-scaling techniques, its approaches, tools for moni-
toring, experiment, amount of work, and metric, etc., and to find articles, methods,
and requirements for auto-scaling [5]. Almost, all the navigation systems including
Google Maps are based on Dijkstra’s algorithm. The paper focuses on the appli-
cations of this algorithm to find the shortest path on modern-day technologies and
shows some light on the pseudocode of the algorithm [6]. They worked on concep-
tual algorithms used in Google Maps to get the shortest distance between source and
destination [7]. Taking the state of Kerala into focus for other states to adapt and
idealize in the country, while considering the pandemic conditions. To analyze the
strategies taken by the state government like testing strategies, uninterrupted treat-
ment services, community participation, surveillance, good quality quarantine, and
special care for the elderly. Even factors like education and social mobilization all
of which contribute to the situation and its control in Kerala [8]. They did proper
studies to communicate with the public, and measures to reduce the rate of deaths and
change in present conditions. The primary focus is to influence people into taking
the vaccine [9].

The primary focus is on the pandemic and effective measures to prevent COVID-
19. Social distancing being the main preventive mechanism, other situations and
results of previous pandemics are also under observation on a global scale [10]. X-ray
analysis is essential for COVID-19 tests during in the pandemic, which necessitates
a lot of labor. Here the radiographic image of the lungs is taken under processing
using a neural network-based deep learning approach known as nCOVnet [11]. They
discussed ethical issues such as solidarity, equal moral respect, equity, autonomy,
vulnerability, and faith, all based on the World Health Organization-Globid COVID-
19 Global Research and Innovation Forum meeting in Geneva [12]. The main focus
is on an alternative measure for COVID-19 patients with symptomatic hypoxia.
Since the lack of proper treatment facilities and certified doctors in this pandemic,
Ayurvedic care can be a perfect alternative and support. The patient who volunteered
Ayurvedic treatment showed improvement on Ayurvedic medicines and was able to
talk, eat, and sit on the bed without any breathing difficulty [13]. Their work was
based on new studies proven to be an important factor. The new variants leading to
the second wave of the pandemic prove to be challenging and demand the dynamic
nature of the hospitals [14]. They did their research study to find out who is turning to
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Ayurveda as the most backward people in metropolitan cities due to lack of oxygen
cylinders [15]. The pandemic has proven to be adversely threatening as the care and
medical support are limited and are the most effective way of prevention. Hence, a
need for conducting studies and researches along with medical care and support is
also needed. This calls for branching the research in different fields as well, especially
Ayurveda [16]. Ongoing studies in India on the effect of COVID-19 pandemic on
epilepsy care. The survey was conducted by neurologists and PWEs on patients
inside and outside India. Although the COVID-19 pandemic does not seem to affect
conditions, hospital visits have been declining, and the risk in India is similar to other
parts of the world [17]. Some social relevant android apps described in [18, 19] are
used in this proposed app development. By going through so many research papers,
we realized that the growth in technology has a huge impact in aiding humanity
during unfortunate situations. More than commercial growth, the involvement and
the contributions of researchers had an immense role in the development of such
technology. Hailing from several critical analysis and implementations, the COVID-
19 pandemic was able to be identified, and measures to protect from it have been
executed to a good extend. The recovery of many countries is the result of such
measures as COVID protocols and vaccinations.

3 Proposed Methodologies

We intent to develop an android app as a multi-utility tool in the COVID-19 scenario
featuring test center booking, sanitization service for the patient, and vaccine slot
notification. The detailed work flow of the proposed system is shown in Fig. 1. Users
can request COVID test and sanitization at doorstep. According to the availability
of vaccine slots, user gets notified prioritizing date, time, and distance. The user can
login or create an account using personal details. An account must be created prior
to booking; otherwise, the features will not be accessible. Following, the location
must be selected, a preferable location can be opted. After which the user can request
the mode of service as required. Sanitization service, test booking, and vaccine slot
booking, each taking to an individual page. Every add-on service is provided by
their respective organizations. Sanitization service is provided by the LSGD, while
the vaccine slot booking is directly under the CoWIN portal, hence the amenities
vary for different services. For sanitization and testing services, the next step is to
pick a suitable slot according to date and time. The approval of the request is solely
upon the organization or the test center. After determining the method of payment,
the status of the request will be displayed on the dashboard and regular alerts via
message and mail. The vaccine slot booking has a discrete path, due to its scarce
availability, the slot is searched district vice or by pin code. Varies filters are also
provided, like age, dose, payment, and most importantly type of vaccine. Since the
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Fig. 1 Simple flow diagram of YUDH

availability and conformation of slots directly depend on the CoWIN portal, the user
can set vaccine availability alerts and when available the user can access the COWIN
portal via the link attached with the alert messages. After taking or rescheduling the
test, the slots will be empty. The test results are visible on the dashboard as well as

email or SMS messaged personally.
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A. Proposed System Features

The versatility of the proposed app includes the features as follows:

Timely alerts for all the notifications.

Durability in the transaction.

Data isolation along with reallocation feature for individual appointments.
Compatible with any network.

Application requires less storage.

o

System Configuration

The Web application is hosted in Amazon Web Services (AWS) and configured as
an EC2 instance. Amazon AWS is a cloud platform to host and manage Web appli-
cations using fewer resources and high-cost efficiency. For a better user experience,
we offered 8 GB RAM and 100 GB SSD storage. This enhances the working of the
application in limited network data and improves its speed. PHP framework is imple-
mented (hypertext preprocessor) to reduce the complexity, increase the compatibility,
and integration and as a cost reduction measure. We used MySQL for the construc-
tion of a relational database on Amazon (Amazon Web Services RDS) and the PHP
framework connected to it.

A separate database is also included to add tables and scripts. The previously
mentioned features are implemented as different modules. The booking module being
the first has three sub-modules named COVID-19 test, home sanitization service, and
COVID-19 vaccine booking service, which further articulated as hospitals, location,
customer, or patient login module. To find the nearby testing centers for the user, we
implemented two methods: distance priority algorithm and Geo-API using Google
maps. To connect the application server online, we use the Web view module in
Android Studio by embedding a public URL. For the third-party software application,
Ministry of Health and Family Welfare (MOHFW) provides API-based access to
the CoWIN portal to layout COVID-19 vaccine-related services. We are using a
protected API to integrate it with CoWIN portal, because the protected API will give
permission to the third-party application to admit onto CoWIN portal and update
CoWIN database. In order to synchronize with CoWIN using API, we must first
register as an application service provider (ASP). Then follow the guidelines provided
by the MOHFW. Authentication API, metadata API, vaccine appointment API will
be used for the integration. Corroboration will be done in each panel, and the response
will be received in JSON format and displayed by converting it into tables. All API
keys will be managed using the CoWIN API console.

C. Locating Test Center and LSG-Algorithms

We have adopted the existing Google map’s Dijkstra’s algorithm [15] to find the
nearest testing center. The algorithm has a source node and a destination node. The
lab center location is the source node, and the user’s location is the destination
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node. Depending on the location of the user, we were able to provide information
on nearest testing centers using the mentioned algorithm and with the assistance
of Geo-API. In accordance of Geo-mapping, we can assist the admin holder (in
this case, testing center authority or the LSG authorized health organization) to find
the shortest path to the individual’s location. This is because Dijkstra’s is a greedy
algorithm, so the shortest path gets the highest priority. Dijkstra’s algorithm has a time
complexity of O(IV2V2l) where V is a node that represents the individual’s house,
city, or an intersection in real life. But this complexity can be reduced because we use
a minimum-priority queue then the time complexity reduces to O(IEl+ [VilogIV1).
For improving the efficiency of gathering and locating, the user another algorithm
is appended to the Dijkstra’s algorithm. It also helps while a greater number of
nodes access, the increase in the amount of data may cause the latter algorithm
to fail. Another algorithm incorporated is the A* algorithm which identifies the
shortest distance between the source and destination. A* Algorithm is a cutting-edge
algorithm similar to Dijkstra’s algorithm. It uses a heuristic function to navigate,
while Dijkstra explores all the nodes. This algorithm checks for parameters such
as distance, time, and date as required by the user to improve the performance by
prioritizing the nodes. The nodes will be prioritized in a hierarchy from higher to
lower, this proves to be more of an improvement compared to others.

D. COVID Test Slot Allocation and Sanitization Request

The slot availability is computed as follows:
n=t/p (1

where

n  number of time slots available in a hospital.
t  total working hours.
p maximum time for an individual test (15 min).

The slot is available when n > 0.

After choosing and the confirmation (payment) being complete, the allotted slot
will be taken out. Thereby the slots will be reduced (n — 1). If a patient cancels the
appointment, the slots would be incremented (n + 1).

The number of sanitization requests has no limit, but at a time only one request
per account can be sent, and a second request can be sent if no preliminary response
from the LSG is received. There is no limit on the sanitization units available in an
area, since LSG has the complete privilege of assigning organizations to the task.

E. Steps for Various Booking Services

The choice of selecting the type of test antigen or RTPCR is provided as per the user’s
selection of location. After that only, we can schedule the time slots and convenient
dates. The reallocation feature is added such that if a person reschedules his appoint-
ment the initial reservation must be retained. The reservation and reallocation feature
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can be done concerning time as well as the date. An option to book according to a
hierarchy of preferences is also available but a refreshing buffer time is allocated, so
that the slots are effectively utilized. All these features are in real time. The user’s
current status will be displayed on the dashboard as a My Appointments tab. The
user will be required to book a new slot if the reservation is still pending or yet to
be approved. Each individual must create an account with personal details to use
all the features of YUDH. A unique mobile number or email ID must be provided
to create the account and for its verification. After creating, the services will be
provided. The slots will be available for selection from the nearby testing centers,
which will be enlisted by the application. The reallocation facility is not available
after the approval of the payment. Double verification of the personal details is done
during the payment time and changes cannot be made after that. The confirmation
message will be sent to the mobile number and the mail ID provided by the user,
which contains a four-digit security code. The code will be verified by the authority
while attending to the COVID-19 test (including test at doorstep). This increases the
efficiency as well as security of the process. The test results will be available in the
dashboard and forward via mail and message immediately after they are obtained.
The hospital will provide the follow-up procedures if the results are positive. The
feature to select quarantine service is also included. The user can opt for home quar-
antine or get hospitalized according to the doctor’s diagnosis. In case of emergency,
the user can request hospital service and counseling sessions with the doctor.

YUDH provides a feature to view the vaccine slots that are available in the CoWIN
portal. Along with an addition of filtering and according to the user’s relevance, the
direct selection of slots with prioritizing location (District and pin code), age group,
and the type of vaccine available. The filters include dose number, age category,
and available vaccine type, which can be selected as per the desire. The primarily
registered mobile number of the CoWIN portal must be used here during the login
process, since the OTP verification of the individual’s CoWIN portal ID must be
carried out. During the slot selection, the user can identify the vaccines to be paid
or free as in the portal. To increase the rate of efficiency and alertness, a dedicated
notification service is also enabled. A pre-fixed filter can be set by the user, so that
the availability of slots in the predefined filter will be notified accordingly when
the database gets updated by the respective centers (hospitals). The notification and
viewing of the slot availability pertain even after a slot is chosen. This assists the
user to reschedule and chose an even better slot if one gets available at a much more
desirable location, while keeping the former. When the slot gets successfully booked,
a slip will be available for download similar to the CoWIN portal. The total feature
is available for booking only after having a CoWIN portal account. While a single
CoWIN portal account can handle four individuals.

The primary focus is based on the fact that the government hospitals have
constraints to facilitate a large number of patients. The lack of proper quarantine
areas and hospital beds all of which contribute to this fact. Hence, people tend to
adopt home quarantine especially lower- and middle-class people. Even with facil-
ities available in private hospitals most of the population avoid private treatment
because of the huge expense, which they cannot afford in the current scenario. The
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state government also supports home quarantine and as of now hospitalization is
recommended only in emergencies. This undertaking by the government protocols
proves to be helpful for the public.

The sanitization of the place where a person has undergone isolation or quarantine
after being test negative is mandatory. Sanitization is as important as social distancing
in case of a virus outbreak, hence improving its efficiency is a requirement. Currently,
it is being taken care of by the social workers, charity organizations, and political
federations, but this is still not practiced in some parts of the state. Our implementation
focuses on this situation. The process is to split regions in panchayat, corporation, and
municipality as an undertaking of the local self-government (LSG) and to increase
participation of maximum political and charity organizations so that uniform distri-
bution of the service is ensured. The procedure starts when a user requests a service,
and the selected LSG determines a particular organization available in that area and
assigns the sanitization duty. When the LSG approves a sanitization request, the
assigned organization will contact the user and will verify the location in real time.
The request and its status will be available in the dashboard and a request number
will be assigned to the user as a generated token. The social workers and such orga-
nizations are carrying out the service as a charity, and the adaptation aids to be a
medium to continue the work.

The protocols taken by the Kerala state government is that a patient must undergo
seven days of compulsory quarantine if he is tested to be positive and again seven
days of reverse quarantine after being tested negative. The protocol may change
according to ICMR circular. The sanitization process can be requested only after the
patient being tested negative. This condition is put forward to ensure the safety of the
social workers. The self-verification of COVID test results must be overseen before
the sanitization procedures, to make sure that the patient is COVID negative.

F.  Support of Admin Panel

The admin app version of YUDH and its out-and-out control is fully entitled to the
authority. The COVID-19 testing centers have the provision to approve slots. And
since the sanitization requisites are provided by the local self-government (LSG),
the complete authority of the home sanitation falls under the Kerala LSG COVID
management team. Even though the data is transferred to different authorities, the
user’s personal data safekeeping is ensured. All the requests are approved as well as
declined by only the above-mentioned authorities, and the information and details
are notified by the application. The approval message as well as the decline message
in case of any difficulty will be visible on the dashboard. The admin panel also has
the authority to reschedule services. For further services, the COVID test details
are transferred to corresponding COVID data collectors (health authorities), and
this competence also lies under the admin. This feature is necessary to locate the
COVID positive individuals and provides them with medical and sanitary assistance
viainforming corresponding hospital and government health officials. Figure 2 repre-
sents the user-admin chat window and Fig. 3 represents the dashboard view of the
admin panel.
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Fig. 2 User-admin chat window

G. User Privileges

The user can reschedule the services irrespective of sanitization request or COVID
test booking, to change the date, time, or even place. The request status will be
changed to a rescheduled status if the reschedule is requested after the latter being
approved. And for each service, the reschedule option is limited to two to reduce the
complexity. The request after being approved, reschedule option will be disabled two
hours before the actually approved time slot to reduce the confusion and collisions.
The search option while COVID vaccine slot booking to check availability of slots
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Fig. 3 Admin panel dashboard

can be used without a limit; whereas, in CoWIN portal and other applications it is
limited to twenty while also having time constrain to limit the load on the server. The
COVID RTPCR/antigen testing facilities are private labs provided so the payment
feature is also including with an option to switch from online to offline payment.
The test results will be visible in the dashboard as soon as they are uploaded by the
centers. Figure 4 shows the types of services provided. Figures 5 and 6 show the user
dashboard view.

4 Experimental Result

Overall, it assists trouble-free sanitization and the existing social distancing norms by
reducing the number of hospital visits. This prevents the virus from further spreading.
During the time of lockdown, community gathering is not allowed, and most of the
people are not willing for taking tests due to the leakage of privacy. The reallocation
feature ensures effective slot booking and shows more affinity toward the user. The
online and offline choice of payment for the COVID testing proves to be helpful.
The separate database maintained for COVID details manages to avoid errors that
are presently occurring. The single application that maintains both COVID testing
and sanitization is an advantage as to communicate the test results with the health
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Fig. 4 Types of services provided

officials. The dashboard facility also seems to ease the user’s procedures. Figures 7
and 8 show the details regarding the vaccination recorded daily as per WHO.

In the beginning, many were in fear of taking the vaccine, it is because of the
misconceptions. At the commencement of various awareness systems, there has
been a change of tides. YUDH being an active part of this change. At least 23.1%
of the population has taken the first dose of vaccination; whereas, 8.1 CR has fully
vaccinated so far. The total percentile of the population that has fully vaccinated is
5.9%. The statistics are gradually improving.

5 Conclusion

COVID-19, the virus that has affected current living standards, has a drastic increase
rate since it has emerged in 2019.The virus spreads mainly by direct contact, and the
primary measure still under practice is social distancing along with usage of double
and N95 masks and regular sanitization. As the release of various vaccines are yet to
been proven affective, proper vaccination measures are undergoing to vaccinate the
whole country. In India, the emergence of the mutated coronavirus and the second
wave had a huge impact; whereas, predictions of the third wave has raised an even
larger concern. In consideration of all these factors, the application focuses on each
stage of the disease, before and after being tested positive. All the services provided
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Fig. 5 User’s dashboard

by YUDH make sure the safety of the user is to the fullest. From slot booking for
swab test at doorsteps and vaccine notification to home sanitization after recovery,
all of which without physical effort and social interaction and minimizing hospital
visits. Community cohesion is now seen in hospitals and many medical centers. The
government also needs to include active cases so they can take the necessary action.
The proposed app supports to achieve both. In the long run, if a new variant of the
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current COVID-19 or any other outbreak deems to occur, the app is designed in such
a way that it provides service in a one-touch format. Since, we have already created
an environment it will be easier for taking the right action and thereby maintaining
serenity and avoiding panicking in case of an emergency in the society.
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1 Introduction

1.1 Motivation and Contributions of the Research

COVID-19 has had an impact on all of us. The pandemic’s implications and conse-
quences, on the other hand, are felt differently in different sectors. This pandemic
has had the most significant impact on the health care industry. As the number of
cases of COVID increased, hospitals converted various wards into COVID units. This
increase in COVID wards, and the need to avoid overcrowding make it more difficult
for people with other diseases to see doctors and get to laboratories for consultation
and testing. As a result, we need an app that provides an essential diagnosis based on
the patient’s symptoms and recommendations for which doctor to visit. The patient
can even book an appointment in advance at a particular time so that he/she can avoid
waiting in the hospitals in case of emergencies.

This study focuses on the design features of the prediction system for medical
conditions to detect many typical diseases. Techniques like neural networks, deci-
sion making and logistic regression are used for the topic implementation. We have
acquired the required data set. The algorithm also proposes physicians that are
applicable for the pattern detected disease(s).

1.2 Introduction to the Easy Detect Application

We have developed a Web application that can detect diseases in patients based on
their symptoms. They are connected with a specialized doctor for further consultation
based on the application’s results. We can schedule appointments ahead of time to
avoid waiting in hospitals. Determine which specialized doctor to consult ahead of
time. We cannot risk the patient’s health during his regular check-ups in the given
circumstances, where social distancing is critical. As a result, this application will
keep track of its clients’ health regularly and with the help of doctors.

So, we would like to propose an intelligent system trained based on past medical
records (symptoms for specific diseases).

The proposed system is designed to support the decisions of doctors and is not
designed for a patient without supervision by a medical practitioner for individual
usage. The remaining part of this article has the following structure: The literature
review conducted in the medical field is described in Sect. 2.
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2 Literature Review

Intelligently analysed data becomes a corporate requirement to find effective and
trustworthy detections of disease as quickly as possible to ensure the best possible
treatment for patients. This detection has been conducted in recent decades by
finding remarkable patterns in databases. The technique of retrieving information
from the database is known as data mining. Finding these patterns, however, is a
challenging process. This has led to the development of various artificial intelli-
gence approaches, including machine learning as a tool for providing intelligent data
processing. Medical data sets are usually multidimensional, on the other hand. The
use of big data technology is necessary, in certain situations, when machine learning
techniques fail. Deep learning has, therefore, developed into a subset of machine
learning, which allows us to work with such data sets.

Caballé et al. [1] gave a comprehensive overview of smart data analysis tools
from the medical area. They also include examples of algorithms used in different
medical fields as well as an overview of probable trends depending on the objective,
process employed and the application field. The benefits and cons of each approach
were also overcome.

In all shown fields of application, the author states that the categorization is the
most usual action in the medical profession. In the realm of infectious diseases,
regression, on the other hand, is a regular task. In illnesses like Alzheimer’s or
Parkinson’s diseases, this duty is rare to be employed. In addition, the task of
clustering in liver and cardiovascular diseases is briefly studied, but is used exten-
sively in Alzheimer and Parkinson diseases. In the case of cancer, Alzheimer’s,
Parkinson’s and renal disease studies, neural networks and other supervised algo-
rithms are commonly employed in study into metabolism, hepatic, infectious and
heart illness.

The author chose the technique based on the advantages and disadvantages of each
tool in the specific application area and under his or her experimental conditions.

Traditional approaches can be used with large volumes of data and powerful
hardware architectures to represent more complex statistical phenomena, while ML
enables previously hidden patterns to be identified and trends extrapolated and the
result to be predicted in the absence of trace problems as well. Currently, machine
learning algorithms are employed in clinical practice in medical records, for instance,
to forecast which patients would most likely be hospitalized or who are less suscep-
tible to a prescription of therapies. Diagnostic, research, drug development and clin-
ical trials have unlimited possibilities. Although there are large numbers of digital
data, predictive medical record models are typically based on basic linear models
and seldom take into account more than 20 or 30 parameters.

Dhomse Kanchan et al. [2] used SVM, Naive Bayes and decision tree with and
without PCA on the data set to predict heart disease. The principal component anal-
ysis (PCA) approach is used to reduce the number of characteristics in a data set.
When the data set size is decreased, SVM beats, Naive Bayes and decision tree. SVM
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may potentially be used to forecast the start of cardiovascular illness. Their algo-
rithms were developed using the WEKA data mining approach, which was utilized
to evaluate algorithm accuracy after executing them in the output window.

These techniques evaluate classifier accuracy relying on properly identified exam-
ples, the time required to create a model, mean absolute error and ROC area. As a
consequence, they concluded that, when compared to other methods, the maximum
ROC area indicates outstanding prediction performance.

The methods are rated based on how long it takes to create a model, how many
cases are properly categorized, the error rate and the ROC area. The algorithm’s
accuracy is displayed in Naive Bayes 34.8958 per cent correctly instances accuracy
with a minimum Naive Bayes mean absolute error = 0.2841 and a maximum Naive
Bayes ROC = 0.819 times needed to construct the model = 0.02 s. Based on the
explorer interface data mining approach, we can infer that Naive Bayes has the
greatest accuracy, the lowest error, the shortest time to develop and the maximum
ROC.

Human illness diagnosis is a tough process that requires a high level of skill.
Any attempt to develop a Web-based expert system for human illness diagnosis must
overcome a number of obstacles.

This project’s [3] objective is to develop a Web-based fuzzy expert system for
detecting human illnesses. Fuzzy systems, which portray systems utilizing linguistic
principles are currently being employed successfully in a growing variety of applica-
tion domains. Hasan et al. [3] are investigating and developing a Web-based clinical
tool to increase the quality of health information sharing between physicians and
patients. This Web-based tool can also be used by practitioners to confirm diagnoses.
To assess its performance, the proposed system is tested in a variety of scenarios.
The proposed system achieves satisfactory results in all cases.

A control programme is created by gathering, encoding and storing knowledge.
To diagnose the fuzzy expert system, a uniform structure was developed, and math-
ematical equivalence will be employed. The likelihood of illnesses was calculated
using that equation, the value of which was determined via feedback during diag-
nosis. In this case, a catalytic factor is employed in the form of a question about prior
results, which is also taken into consideration during the probability calculation.

The addition of catalyst after evaluation increases the accuracy of the system
as past results play a significant role in illness prediction. The following system
increases the accuracy and it works with real-time diagnosis. It was even found that
the confidence level of this system after observing past pathological tests was far
better than otherwise.

Laxmi et al. [4] The usage of Bayesian networks is presented in the creation
of a system of clinical decision support. Infer network parameters, which offer the
idea of learning were used to the Bayes ML technique. The study is unique in that,
in addition to identifying diseases, it attempts to propose laboratory testing, infers
diseases from laboratory test data and offer age-based therapeutic prescriptions for
regularly occurring diseases in India. For simulating laboratory testing and medical
prescriptions, a rule-based technique is employed.
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Mohanty et al. [5] deal with the problem of the symptoms and seriousness of
the most likely sickness in the physician. ANFIS benefits from the classic fuzzy
models by being extremely flexible and easily learned. The patient and the diagnostic
information will be the learning and testing of the system when the system is deployed
to a clinic.

Based on the above citations, we have used a filter to reduce the number of features
based on their importance in finding the result [6, 7]. The importance of each feature
is determined using a coefficient matrix. We inferred that SVM can be more effective
while dealing with cardiovascular illness but with an overall data set of large size,
we concluded that Naive Bayes is better.

3 Design and Implementation

In this section, we are going to discuss the design and implementation of the modules
used in the application. We have used different modules such as the data collection
module, logistic regression module, decision tree module, neural network module
and a disease prediction module.

3.1 Design

This diagram depicts the operation of our application. The data will be separated into
training, testing and model training once the deep learning model is pre-processed.
The model will then be loaded into the Web application to forecast the ailment that
the patient is suffering from (Fig. 1).

3.2 Implementation

a. Data Collection Module: The data collecting module is used to build a knowl-
edge base for a medical illness prediction system. The collection of disease-
related symptoms is the first step in the data collection process. 41 disorders and
132 symptoms were picked for the initial deployment. The symptoms consid-
ered were a wide range of common symptoms that a patient might experience.
Later this data set is processed for feature extraction using the coefficient matrix
as shown in the below figure. Among the coefficients, a 0.4 quantile of symptoms
is removed which brings down the data set to make the data set more feasible
for the model to be used. We use a pre-processing input function to pre-process
the data, i.e. labelling the data and splitting it into a 70:30 ratios [8, 9].

b. Logistic Regression Module: Training and testing are the two phases of the
logistic regression module. The first phase is designing the model and training it
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with data gathered from the data collecting module; whereas, the second phase
involves testing the model and finding accuracy [10].

e [Logistic Regression Model Creation: The data set created in the above
module is used to create logistic regression. The multinomial class detec-
tion and solver as limited-memory Broyden—Fletcher—Goldfarb—Shanno
(LBFGS) [11-13].

e Logistic Regression Testing: Testing data is inputted into the trained
model, which involves creation of probability for diseases using Gaussian
algorithm [14, 15].

c. Decision Tree Module: It is constructed with a data set from the data collection
module. The module is separated into two phases: training and testing.

e Decision Tree Model Creation: The model is built using the data set from
the data collection model. It uses the information gain algorithm to build the
decision tree in which internal nodes represent the symptoms and leaf nodes
represent diseases.

e Decision Tree Testing: Testing data is inputted into the trained model, which
involves traversing the tree through the symptoms to find the disease.

d. Neural Network Module: The neural network model is a sequential model,
which is built using different layers containing a different number of nodes or
neurons. The model consists of three dense layers and three activation layers in
the following order:

Dense layer (32-nodes)

Activation layer (ReLU)

Dense layer (16-nodes)

Activation layer (ReLU)

Dense layer (41-nodes): Output layer
6. Activation layer (Softmax).

BARE i

The training and testing phases of this model are divided into two parts:

e Neural Network Model Creation: The model is built using the data set from the
data collection module. Each neuron has a weight associated with it. Activation
functions are applied to a whole layer of neurons. These provide nonlinearity,
without which the neural network reduces to a mere logistic regression model.
After every epoch, the parameters and hyper-parameters of the model are modified
such that the cost function is reduced till it reaches the point of global minima. The
ReLU is the activation function employed here (rectified linear unit). The output
layer, also known as the last layer, is made up of 41 neurons whose outputs are
passed through the final activation layer containing Softmax activation function,
which returns the probability of occurrence of the corresponding diseases. This
model is compiled with categorical cross-entropy as loss (as we are performing a
classification), validation accuracy as a metric and Adam as optimizer. An early
stopping mechanism is also added with the patience of two epochs to prevent the
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overfitting of the model on training data, i.e. if the validation accuracy is either
decreasing or is constant, the training would end there ...

e Neural Network Model Testing: Testing data is passed to the model along with
another data called validation data, which validates or verifies the performance of
the model on testing data.

e Disease Prediction Module: The disease prediction module is designed on the
trained model. The symptoms data is gathered from the UI provided for the user.
The symptoms thus gathered are made into a NumPy list where the symptoms,
which are marked by the user are given the value “1”” and others have default value
of “0” and this list is passed using the trained model to forecast the likelihood of
each disease’s occurrence

4 Results and Analysis

A sample testing set of roughly 42 records was used to evaluate the decision tree
approach for the current paper’s implementation.

e Accuracy for the Decision Tree Model is: 97.62
e Accuracy for the Logistic Regression is: 94.93
e Accuracy for the Neural Network is: 94.3.

Figure 2 illustrates different values of (accuracy and validation accuracy) versus
(epochs), i.e. graph on left, the graph on the right illustrates the distribution of
(loss and validation loss) versus (epochs). After the twentieth epoch, accuracy and
validation accuracy remain almost constant.

Figure 3 shows the list of symptoms from which the patient can select particular
symptoms, which he is suffering from and submit to generate a report.

Accuracy

epochs epoch

Fig. 2 Values of accuracy and loss for validation and training versus epochs
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Enter the values to generate report

Fig. 3 User interface for patients to enter data

Figure 4 depicts the output generated by the model. This output consists of
different values, which range from O to 1 multiplied by 100, that represent the prob-
ability of occurrence of the list of diseases, and the result of the record illustrated
by figure informs us that there is a high chance the patient or the details related to a
person is suffering from “urinary tract infection”.

Figure 5 shows the details of the doctors recommended for the respective diseases.

In this page, the user can decide on a doctor and move ahead as they will be
redirected to booking appointments.

5 Conclusion

A linear regression model to predict a most likely disease from a particular set of
symptoms is developed. As a result, the number of symptoms reduced from 133 to 79
symptoms using a coefficient matrix and took 0.4 quantile out of it, and trained the
model which gave the accuracy of 95.93%. A decision tree model to predict disease
using all the symptoms which gave us an accuracy of 97.6% is also developed. A
neural networks model is developed with two hidden layers and an output layer with
21 epochs, which gives the accuracy of 95.3%. From these results, it can conclude
that decision tree is the best model for the given data set. It is able to provide a user
interface for the disease prediction, mapped the respective diseases with a special-
ization, so that a doctor with the required specialization can be recommended to
the patient. Provided an option of rating the doctor after the respective appointment
based on which the doctors are recommended later on.

There is a possibility of advancement in the machine learning part, where we
can improve or add new models such as neural networks with different activation
functions. We can also try out different models such as SVM, and also, we can
include feature reduction methods like PCA. Regarding the Web application, we can
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‘Allergy': 0.29797658841897195,
‘Arthritis’: 0.10202953011841367,
"Bronchial Asthma®: ©.88577025658186797,
‘Cervical spondylosis': ©.374924267671638,
"Chicken pox': ©.031507094918759394,
‘Chronic cholestasis®: ©.0594407229662809,
"Common Cold®: ©.021243515902439482,
'Dengue’: ©.015267691518277605,

‘Diabetes ': 0.08082729040338064,
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‘Dimorphic hemmorhoids(piles)': ©.08282832122938537,

'Drug Reaction’: 2.348780216413582,

'Fungal infection': ©.12382000725163839,
"GERD': ©0.07026928262853761,

‘Gastroenteritis’': 0.15664442618135044,
'Heart attack':
"Hepatitis B":
'Hepatitis C":
'Hepatitis D":

©.15147591201697141,
©.02217275379773512,
©.03593907272777648,
0.02494600689683914,
'"Hepatitis E': ©.02287860782924121,
'Hypertension ': ©.17533155907786818,
'Hyperthyroidism': ©.0539436252361747,
'Hypoglycemia': 0.025092467487966483,
"Hypothyroidism®: ©.043682263052353856,
‘Impetigo’: ©.1441766106480116,
‘Jaundice’: 0.055863802668430385,
'Malaria’: ©.04184641012666852,
'Migraine’: ©.045926798979937095,
'Osteoarthristis’': 0.05848399011768744,

'Paralysis (brain hemorrhage)': 0.41466098140482055,

‘Peptic ulcer diseae’: 0.103288030309386862,

"Pneumonia’: 0.024423020142999012,
'Psoriasis’': 0.08096796127646837,
'Tuberculosis': ©.021387069013669272,
‘Typhoid': 0.029587648713441043,
‘Urinary tract infectio
'Varicose veins': 0.3651929313327923,
"hepatitis A': 0.030051155196802487}

Fig. 4 Probabilities of each disease as predicted by the model

90.42662461719962,

include the exact time limit for the appointment booking. The location of the doctor
can be known to the patient using Google Maps API. We can also include payment
methods like UPI, credit card billing, etc. We can also provide an electronic health

record (EHR) facility for large type organizations.
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Fig. 5 Recommended doctors
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Role of Machine Learning Approaches M)
in Predicting COVID-19 New Active ke
Cases Using Multiple Models

Ritesh Kumar Sinha, Sukant Kishoro Bisoy, Bibudhendu Pati,
Rasmi Ranjan Khansama, Chhabi Rani Panigrahi, and Saurabh Kumar

Abstract The coronavirus epidemic began in Wuhan and has already spread to
practically every country on the planet. Conravirus has a big population in India, and
people are becoming infected at an alarming rate. Machine learning algorithms have
been utilized to find trends in the number of active cases owing to COIVD in India and
the state of Odisha in this study. The data was gathered from the WHO and studied
to see if there was a link between the number of current cases, those who died, and
those who recovered. The model was entirely based on multiple regression, support
vector machine, and random forest which fits as an effective tool for prediction and
error reduction. Based on the dataset taken from March 16, 2020, to August 20, 2020,
from the ICMR website, the mean absolute error (MAE) of SVM is less for Odisha
and multiple linear regression is less for India. The multiple learner regression model
is able to predict number of active cases properly as its R? score value are 1 and 0.999
for Odisha and India, respectively. Machine leaning model helps us to find trends of
effected cases accurately. The model is able to predict what extent the COVID cases
will grow or fall in the next 30 days which enables us to be prepared in advance
and take some preventive measures to fight against this deadly COVID virus. It is
observed that features are positively correlated with each other.
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1 Introduction

A pandemic or epidemic is a disease that spreads over a long period of time. Coron-
aviruses are RNA virus families found in animals that cause respiratory tract infec-
tions in people and birds ranging from moderate to fatal, as well as loose bowels,
hepatitis, and encephalomyelitis in mice. SARS-COV2 produced the COVID19
pandemic, which is the most dangerous public health emergency because it spreads
quickly [1]. The spread trends shows transmission through human interaction through
tiny droplets formed through coughing, sneezing, and talking whereas being contact
with an affected exterior is becoming one of primary reasons for the transmission. The
world is facing a great crisis since after World War Two leading to 792,457 deaths
and more than 22,589,017 confirmed cases as of August 21, 2020, and its effect
would be felt for many upcoming years. According to the sources [1], the epidemic
started from Wuhan, China, in December, 2019 as a pneumonia outbreak which was
further found out to be a novel strain of coronavirus and was called 2019-nCoV by
the WHO, at that point changed to SARS-COV2 by the International Committee on
Taxonomy of Viruses (ICTV) [2]. On March 1, WHO declared the pandemic which
has spread over through the world [1, 3—6]. This pandemic has brought about move-
ment limitations and lockdowns in numerous nations. There have been 2,973,317
confirmed cases in over 29 states and 5 union territories with a total of 55,928 deaths
in India as of August 21, 2020 [1]. India’s index case was reported on January 30,
2020, in Thrissur, Kerala (10° 31" 39” N 76° 12’ 52” E), and the country is facing
the pandemic since six months, three weeks, and one day as on August 21, 2020.
The country underwent a series of lockdowns since March 22, 2020. As of August
21,2020, 33,467,237 tests were conducted, out of which 2,904,340 individuals were
confirmed positive, 690,894 are active, whereas 2,157,941 have recovered with fatal-
ities of 54,975 individuals. India’s fatality rate stands at 2.41% with a steady decline
and recovery rate of 63.18% as of July 23,2020 [1]. The lockdown in India has started
the month of March 2020 to stop the number of active cases looking the high speed
growth rate of Italy [7]. As per the report given by Indian Government, Maharastra
state of India is severely affected by cornoavirus [8].

Different models have been utilized for foreseeing the lifecycle of COVID-19
for determining the trends with data for outbreak severity, observing the agitation,
correlating susceptible-infected-removed (SIR) and SIER, predicting the spread and
death rate and its impact. Author in [9] developed a theoretical approach to inves-
tigate the spreading of corona using SIR model. Daily expected COVID cases are
forecasted in Saudi Arabi for four weeks using Autoregressive Integrated Moving
Average (ARIMA) model [10]. Malware detection [11, 12], mobile malware detec-
tion [13, 14], medicine [15-17], and information retrieval [18, 19] are just a few of
the sectors where machine learning (ML) is being used more frequently. Statistics
and time series models have recently been utilized to develop models for estimating
the duration of the global problem caused by coronavirus. The authors used data
from confirmed cases in Nigeria in bent quantifiable estimating techniques as well as
a linear regression model to predict the number of deaths caused by coronavirus in
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India. Due to the rapid increase in the number of current cases, doctors are finding it
difficult to diagnose in a timely manner. Techniques to predict the number of current
cases, recovered cases, and deceased cases are needed. Many machine tools have
made it feasible to evaluate enormous amounts of data and forecast cases. Our goal
is to use multiple regression, support vector machine, and random forest to forecast
the number of active cases in the following 30 days so that we may be prepared ahead
of time to take preventive steps.

The remainder of the paper is organized in the following manner. The material
and method employed in Sect. 2 will be presented, and the outcome and analysis will
be explained in Sect. 3. Finally, in part 4, we bring our work to a close.

2 Material and Method Used

Detecting COVID-19 instances around the world is currently one of the most difficult
issues, resulting in the disease’s rapid spread. According to the figures, the number of
patients affected with COVID-19 is geometrically expanding, with over confirmed
cases 1.6 million; it has spreaded to many nations throughout the world. We gathered
daily data from the WHO site on the number of active, recovering, and deceased
people. Data is collected from the 16th of March to the 20th of August 2020. The
most affected countries in the globe are Odisha and India. India has taken the lead and
has implemented a lockdown on the country beginning March 23, 2020. Figures 1 and
2 indicate the predicted number of active, recovered, and deceased cases for Odisha
and India, respectively. In both Odisha and India, the number of active, recovered,
and deceased people has been climbing linearly since July. However, as contrasted
to Odisha, the number of deaths has been steadily rising since June.

In recent months, there has been a lot of research into the analysis and detection
of COVID-19. Because exposed people do not develop sickness signs right once,
it is difficult to detect them. We need a system which can estimate the number of
potentially affected people on a frequent basis to take the essential precautions. As a
result, the next step is to look at the correlation and distribution of the number of active
cases. Following the collection of data, the data cleaning is done, and a correlation
analysis is performed. The correlation analysis depicts the relationship between two
variables using a scale of 0 to 1. Higher value represents higher correlation. The
correlation among different features is shown in Fig. 3 for Odisha and India dataset.
From the figure, it is observed that features are positively correlated with each other.
The distribution of active cases in both India and Odisha dataset is shown in Fig. 4.

Because of rapid spread of COVID-19, it is critical to develop a plan for estimating
the possibly infected cases regularly so that necessary steps may be taken. India and
Odisha currently rely on specific decision-making indicators such as patterns and
seasonality. The trend and seasonality of the active cases for India and Odisha dataset
are shown Figs. 5 and 6. From these figure, we can say that there is a growing trend
of active cases and also less impact of seasonality in active cases. In [20], author
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Fig. 1 No. of cases in Odisha a active, b recovered, and ¢ deceased

analyzed the association of census feature and weather data on number of active
cases and found that mortality cases depends on weather data.
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3 Result Analysis

Many state of art analysis is done to predict number of coronavirus cases using
machine learning and deep learning models [21]. To analyze the number of infected
deceases, statistical plays an import role. The effect of lockdown was studied in [22],
and the author used the susceptible-exposed-infectious-recovered (SEIR) model to
anticipate the number of active cases in India. To stop the disease from spreading,
machine learning models can be used to analyze the behaviors of active cases. For
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COVID case prediction, we used three different machine learning models: Random
Forest, multiple linear regression, and support vector machine. As previously stated,
we considered data from the 16th of March 2020 to the 20th of August 2020 and
divided it into two datasets. Data from 80% of these was used for training and 20%
was used for testing. We looked over the case of Odisha.

Case-1: In this section, we have provided the performances of all three models for
the prediction of active cases using number of confirmed, recovered and deceased
cases and recovered cases. First, the dataset for Odisha is divided into training set
and testing set. All the models have been trained on first 138 instances of the dataset
that is from March 16, 2020, to July 31, 2020. Then, the number of active cases
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is predicted for 20 instances that are from August 1, 2020, to August 20, 2020, to
evaluate and analyze the performance of the different model. The values of parameters
for multiple linear regressions after fitting on training set are shown in Table 1. Here,
the value of R? indicates the multiple regression models as the strong fitted model.
Random forest and support vector machine are both trained and assessed on the
same training and testing sets. Figures 7, 8, and 9 provide a comparison of actual
and expected values of random forest, multiple linear regression, and support vector
machines for the next 20 days on the Odisha dataset. All of these models’ prediction
performance is assessed using a variety of error metrics. Table 2 shows the results of

Table 1 Values of parameter after training with multiple linear regression

Dataset | Intercept Co-efficient | Co-efficient Co-efficient R?
(B1) (B2) (B3)

India 36.3703774651658 0.97167467 | —0.64740431 | —0.97014202 | 0.999

Odisha 0.38181944201880924 | 0.98538383 | 0.62198826 —0.98967798 | 1.000




68

Fig. 7 No. of active cases of
Odisha using random forest

Fig. 8 No. of active cases of
Odisha using multiple linear

regression

Fig. 9 No. of active cases of
Odisha using support vector

machine

R. K. Sinha et al.

w

]

§ 10000 mmm Actual cases

v I Predicted cases

g - ll I]HIH l

G

s |1|I[I|I|I|IIHI‘IIHI LA
0 5 10 15 20 25

DAYS

]

v

§ 10000 mmm Actual cases

v B Predicted cases

2

g 5000

e

[+]

AT

z 0
0 5 10 15 20 25

Days

0

v 10000 mmm Actual cases

(%] .

v B Predicted cases

>

]

M

e

Q

S |HH“M““ “

= 0
0 5 10 15 20 25

Days

Table 2 Values of performance metrics on Odisha test data for all three models

Odisha Linear regression SVM Random forest

Mean absolute 0.9094964300984387 | 0.14417560953898045 | 54.38628892838645

percentage error

Mean squared 3774.501697282683 100.77708155781197 18,631,195.07867186
error

Mean absolute 54.40728328005709 8.793622275305292 3519.773

error

Mean error —54.40728328005709 | —8.793622275305292 | 3519.773

Root mean 61.436973373390416 | 10.038778887783712 4316.386808277482

squared error
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these performance metrics. Table 2 shows that the support vector machine beat all
other models for predicting active cases in Odisha across all performance criteria.

Case-2: The actual and predicted values of random forest, multiple linear regres-
sion, and support vector machines on India test dataset are shown in Figs. 10, 11 and
12. All of these models’ prediction performance is assessed using a variety of error
metrics for prediction of active cases from August 1, 2020, to August 20, 2020. The
values of these performance metrics are provided in Table 3. From Table 2, we can
conclude that the multiple linear regression has outperformed all the models in all
the performance metrics for prediction active cases in India.
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Table 3 Values of performance metrics on India test data for all three models

India Linear regression SVM Random forest

Mean absolute | 0.9097190390079295 | 11.84211003401615 34.34598199650979
percentage

error

Mean squared | 21,479,699.96355724 | 3,421,566,330.222326 30,691,463,380.963783
error

Mean absolute | 3848.2230178134155 | 49,546.180282397196 145,814.60914285714
error

Mean error 3848.2230178134155 | —49,546.180282397196 | 145,814.60914285714
Root mean 4634.6197215691 58,494.15637670421 175,189.79245653492
squared error

4 Conclusions

We analyzed the number of active cases of Odisha and India and used three different
models to predict the COVID cased for next 25 days. The data collected from WHO
where 80 percentage of data used for testing and 20 percentages for testing. It is
observed that SVM gives better result for Odisha and multiple linear regression
provides better result for India as the number cases are very high. Our result shows
that R? value of multiple linear regression model is 1 for Odisha and keeping close
to 1 (0.9999) for India which indicates prediction is robust. Our prediction model
could help the medical professional to take appropriate plan so that future cases in
COVID-19 can be minimized.
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An Overview of Applications of Machine )
Learning During COVID-19 T

Harsh Panchal and Ankit K. Sharma

Abstract Despite the recent global concern, healthcare specialists, doctors, and
scientists around the globe are still looking for a breakthrough solution to help fight
the COVID-19 outburst. By use of artificial intelligence (AI) and machine learning
(ML) in past, outbreaks have intrigued scientists, suggesting a particular method-
ology to tackling the existing coronavirus pandemic. In terms of the outbreak that
followed after coronavirus, widely recognized as SARS-CoV-2. This paper provides
an in-depth analysis of appraisal of Al and ML as one good approach for monitoring
for contact tracking, prediction, forecasting, and therapeutic development.

Keywords Application of machine learning - Diagnostics *+ Treatment *
Forecasting and prediction - Tracking of contacts + COVID-19

1 Introduction

The outbreak has started to spread throughout the world since the very first instance
of COVID-19 (coronavirus) infection was discovered in China’s Wuhan District in
December 2019, with the WHO declaring the pandemic a serious global concern on
January 30, 2020. According to recent studies, Al and ML are the most advanced
technologies that are being used by a variety of healthcare providers because they
allow faster processing power, better scale-up, and even outperform humans in certain
healthcare jobs. As a consequence, health systems and doctors across the whole world
adopted a myriad of ML and Al solutions to tackle the COVID breakout and tackle
the problems that resulted. This study examines the unique COVID epidemic and
how modern Al and machine learning technology were recently used to address the
issues that arose during the outbreak.
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Section 2 discusses the use of ML and Al in diagnosis and treatment, Sect. 3
discusses the use of ML and Al in forecasting and prediction, Sect. 4 discusses the
use of ML and Al in tracing of contacts, Sect. 5 discusses the use of ML and Al
in vaccines and pharmaceuticals, and finally, Sect. 6 discusses the study’s generated
conclusions.

2 Diagnostic and Treatment

Recognition of any disease, noninfectious or infectious, is vital for effective treat-
ment. With technology like X-ray, computed tomography (CT), and blood sample
data, Al and ML are used to assist the treatment and diagnosis method of the patient.
In this regard, this section provides selective information on the coronavirus diseases
diagnosis and treatment protocols.

Ardakani et al. [1]: COVID-19 infection has been differentiated from other
unusual and viral respiratory diseases using a potential CAD methodology based
on CT imaging. In this study, the ResNet-101 was reported to be an optimistic model
for predicting and assessing COVID illness. This model is economical which can be
used as an augment procedure in radiology departments as CT imaging. AlexNet,
SqueezeNet, and 101, VGG-16, 19, GoogleNet, MobileNet-V2, along with Xcep-
tion are among the ten possible best convolutional neural networks (CNNs) applied
to discriminate non-COVID infection against COVID infection. Every one of the
networks performed the best apart from Xception and ResNet-10. ResNet-101 was
able to tell the difference with an accuracy of 99.51%, specificity of 99.02%, and
Sensitivity of 100%. Xception had a specificity of 100%, accuracy was 99.02%, and
sensitivity was 98.04%.

Ozturk et al. [2]: For binary and multiclass categorization, the proposed approach
is meant to offer useful diagnostics. Their method accurately recognized multi-
class instances with 87.02% efficacy and binary groups with 98.08% efficacy. They
employed the DarkNet system as a classifier in their research on the YOLO real-time
object categorization system. They used 17 layers of CNNs each of which has its
filter.

Sun et al. [3]: For this investigation, all 336 cases of COVID transmission in
Shanghai from the March 12 were sequentially enrolled and separated into test and
train data. There were also 220 clinic pathological reports acquired. A technique for
measuring the intensity of severe cases was constructed, and diagnostic or therapeutic
signals for obvious illnesses were recognized. There would have been 36 medical
indications that were linked to major illnesses in a meaningful way. Thyroxine,
immune system cells, and metabolites seem to be the most frequent surgical indi-
cations. It has been shown that using a support vector system and a proper mix of
longevity, GSH, protein content, and CD3 ratio to distinguish among moderate—
to—severe diseases is effective. In the test and train info, the area beneath the receiver
operating characteristic (ROC) was 0.9757 and 0.9996, respectively. When the rate
of recall was 93.33%, the value of cut-off was 0.0667 in the test dataset and for
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the training dataset it was 100%. As per Cox multivariate regression and longevity
studies, the method significantly distinguished crucial cases and incorporated mate-
rial from the relevant clinical features. The system was indeed accurate and effective
in forecasting extreme COVID instances.

Wau et al. [4]: To address the final aid categorization system, 11 essential blood
variables were gathered from 49 clinically important blood test findings available by
commercialized blood test machinery using just arandom forest system. With the effi-
cacy of 0.9697 and 0.9795 for the validation sets and cross-validation, separately, the
methodology was able to successfully recognize COVID from a significant number of
potential users with indistinguishable evidence of CT or characteristics. After several
verifications, the tool’s reliability and repeatability have also been thoroughly exam-
ined, and it tends to advance into technological innovation for identifying COVID-19
and reducing the worldwide public health strain. The developed technology is useful
for conducting experimental assessments of individuals recognized and supporting
individuals in acquiring quick medication and quarantine suggestions.

Brinati et al. [5]: They designed two machine learning algorithms models based
on hematological values from taking a blood sample from 279 sick people who were
examined with RRT-PCR also known as real-time reverse transcription polymerase
chain reaction tests after being admitted in Italy to the San Raffaele Health clinic
with COVID signs. About 177 people had a positive response, whereas 102 people
had a re-response that was negative. They developed two models based on ML to
discern among patients who are negative or positive for coronavirus: Their sensi-
tivity and accuracy are equivalent to the benchmark, at 92 and 95% and 82 and
86%, correspondingly. They also created an interpretable decision tree model as a
simple aid to take decisions for clinicians assessing COVID suspicious blood tests
(even offline). This analysis demonstrated that using ML and blood test analysis
to determine COVID-19 positive patients as an adjunct to RRT-PCR is doable and
therapeutically sound.

Alakus and Turkoglu, [6]: In this study, Alakus and Turkoglu employed deep
learning and laboratory actionable insights to generate clinical forecasting algorithms
that predict which people are supposed to get COVID-19 sickness. To assess the
forecasting accuracy of their systems, they calculated AUC, precision, accuracy, F1-
score, and recall. The hypotheses were evaluated on 18 laboratory results from 600
individuals employing tenfold cross-validation and a strategy of train-test splitting.
According to empirical observations, their prediction models properly diagnosed
COVID-19 illness patients with a recall of 99.42%, F1-score of 91.89%, an AUC
of 62.50%, 86.75% of precision, and 86.66% accuracy. Neural networks relied on
experimental information have been established which could be utilized to recognize
COVID-19 transmission, which can aid legal professionals inadequately targeting
resources.

Meza et al. [7]: Their goal was to create and test an ML framework for recognizing
COVID in patients that are in the hospital. This algorithm was created to act as a tool
for screening in hospitals, where testing is absent or poor. It relied on rudimentary
demographic and laboratory parameters. They experimented with seven ML systems
before combining them to create the final diagnostic categorization. In the validation
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set, our training set had a region underneath the ROC arc of 0.91 (95% confidence
interval 0.87-0.96). The system had a specificity of 0.64 (interval of 0.58-0.69) and
a 0.93 sensitivity (interval of 0.85-0.98). When compared to COVID-19 PCR, they
discovered that their machine learning system had superior diagnostic metrics.

3 Forecasting and Prediction

This section describes how ML and Al are used to forecast and predict the new
epidemic. Ribeiro et al. [8]: The results of random forest, autoregressive integrated
moving average, support vector regression, cubist, stacking ensemble learning, and
ridge regression in time series data with 1, 2, and 6 days before the COVID total
combined verified incidents in ten areas of Brazil with greater frequency of occur-
rence are presented in this paper. The symmetric mean absolute percentage error,
mean absolute error, and improvement index parameters are being used to evaluate
the algorithms’ efficacy. Stacking ensemble learning and SVR outperform compar-
ison models in the majority of cases in terms of adopted criteria. In general, the
created models can produce reliable forecasts with errors ranging from 0.87 to 3.51%
in one day, 1.02% to 5.63% in three days, and 0.95% to 6.90% in six days. Once
these models can assist managers in making decisions, decision-making assistance
systems will be implemented, it is advised that they be used to forecast and monitor
the continued rise of COVID-19 instances.

Yan et al. [9]: This study identified three parameters (hs-CRP, LDH, and lympho-
cytes) as well as a clinical approach for COVID-19 clinical prediction. They created
an XGBoost machine learning-based model for predicting patient mortality rates
with better than 90% accuracy longer than ten days before the date, allowing for
early diagnosis, intervention, and maybe a reduction in COVID-19 patient mortality.
Overall, this article proposes a simple and easy-to-implement decision rule for swiftly
identifying high-risk patients, allowing for prioritization and perhaps lowering rates
of mortality.

Chimmula et al. [10]: In this innovative work, they analyzed the critical elements
for predicting the trends and likely stopping time of the current COVID outbreak
in Canada and around the world. They anticipated that the outbreak would cease
around June 2020 using the LSTM model known as long short-term memory which
is a method of deep learning for anticipating future cases. They also compared trans-
mission rates in Canada to those in Italy and the United States. They also correctly
predicted the 2, 4, 6, 8, 10, 12, and 14th days for two days in a row.

Booth et al. [11]: They use five serum chemistry laboratory parameters from 398
people to construct a model based on ML that forecasts patient death up to 48 h before
it happens. The constructed SVM model exhibits 91% sensitivity and specificity for
predicting the status of a patient’s expiry based on data from previously held-out
diagnostics. Finally, they look at how each feature combination and feature affects a
variety of model predictions, with a focus on important laboratory value patterns to
establish the infection’s characteristics and its effects.
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Yao et al. [12]: The COVID-19 severeness detection model was created using
machine learning methods in this research. After identifying 32 parameters that were
strongly linked with COVID severity, in identifying them, an SVM algorithm showed
great accuracy. These 32 characteristics were also examined for Redundancy between
features. The SVM model has a 0.8148 precision and was trained with 28 features.
This research could reveal whether COVID patients would experience severe signs
and symptoms. The underlying mechanisms of action of the 28 COVID biomarkers
linked to severity could potentially be examined in COVID infections.

4 Tracking of Contacts

After a person has been diagnosed and confirmed with COVID-19, the next important
step is to avoid tracing of contact. This technique, if used correctly, can break the
present new coronavirus transmission chain and reduce the epidemic by increasing
the chances of sufficient controls.

Generally speaking, the method identifies the sick person after a 14-day follow-up
after the exposure. This technique, if used correctly, can break the transmission chain
of the current new coronavirus, suppress the epidemic, and assist lower the scale of
the recent pandemic by increasing the chances of proper controls. Contact tracking
applications in different countries are listed in Table 1 [13, 14].

5 Vaccines and Pharmaceuticals

Since the arrival of the COVID, specialists in health and researchers have been urging
for a reasonable solution to approach the development of vaccines for the COVID
pandemic, and ML and Al technology had also been shown to be an exhilarating
pathway to go. This section describes how ML and Al are used in vaccines and
pharmaceuticals.

Beck et al. [15]: In this experiment, they employed their MT-DTI model that has
been pre-trained to look for antiviral medicines that potentially alter viral compo-
nents that cause COVID. Their method was built on an MT-DTI a model that has
already been conditioned that comprehends interactions between drugs and their
targets without domain knowledge. In fact, in previous research, among the 1794
chemical compounds recorded in the database of DrugBank, MT-DTTI effectively
identified EGFR also known as epidermal growth factor receptor—pharmaceuticals
used in clinics, implying that three-dimensional structure knowledge of molecules
or proteins is not necessary for drug-target interactions prediction.

Ke et al. [16]: A platform for artificial intelligence was developed using two
separate learning datasets to identify possible anti-coronavirus activities in outdated
medications. One database contained compounds proven or reported active against
human immunodeficiency virus, influenza virus, COVID, and the other database
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Application Country Technology used

AMAN app Jordan Global positioning system (GPS)

Aarogya setu India GPS and Bluetooth

Apturi covid Latvia Bluetooth

BeAware Bahrain Bahrain Global system for mobile communication (GSM) and
Bluetooth

Beat Covid Gibraltar | Gibraltar Bluetooth

BlueZone Vietnam Bluetooth

COCOA Japan Apple/Google and Bluetooth

COVID Alert Canada Bluetooth

COVID Alert SA South Africa | Apple/Google and Bluetooth

COVIDSafe Australia BlueTrace protocol

CareF1JI Fiji BlueTrace protocol

CoronApp Columbia GPS

Corona Tracer BD Bangladesh GPS and Bluetooth

Corona-Warn-App Germany Apple/Google and Bluetooth

Coronalert Belgium Decentralized privacy-preserving proximity tracing
(DP3T), Apple/Google and
Bluetooth

CovTracer Cyprus GSM and GPS

CovidRadar Mexica Bluetooth

E7mi Tunisia Bluetooth

Ehteraz Qatar GSM and Bluetooth

GH Covid-19 tracker | Ghana GPS

HOIA Estonia DP3T, Apple/Google and Bluetooth

HSE Covid-19 App Ireland Apple/Google and Bluetooth

HaMagen Israel Standard location API

Hayat Eve Sigar Turkey GSM and Bluetooth

Immuni Italy Apple/Google and Bluetooth

Ketju Finland Bluetooth and DP3T

Mask.ir Iran GSM

MorChana Thailand Location and Bluetooth

MyTrace Malaysia Bluetooth

NHS Covid-19 App UK Bluetooth

NZ COVID Tracer New Zealand | QR codes and Bluetooth

Non-app-based

South Korea

Data from card transactions and mobile devices

PeduliLindungi

Indonesia

GSM and Bluetooth

ProteGO

Poland

Bluetooth

(continued)
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CovidRadar Mexica Bluetooth
Radar COVID Spain DP3T
Rakning C-19 Iceland GPS
Shlonik Kuwait GSM and GPS
Smittestopp Norway GSM and Bluetooth
Smittelstop Denmark Apple/Google and Bluetooth
StaySafe Philippines Bluetooth
StopKorona North Bluetooth
Macedonia
Stopp Corona Austria Bluetooth
SwissCovid Switzerland Bluetooth and DP3T
Tawakkalna Saudi Arabia | Bluetooth
TousAntiCovid France Bluetooth
TraceTogether Singapore BlueTrace protocol
ViruSafe Bulgaria GSM
VirusRadar Hungary Bluetooth
Conjunction with Chine Credit card transaction, GSM, and GPS
Alipay
eRouska (eFacemask) | Czech BlueTrace protocol
Republic

3C-like protease known as 3CLpro inhibitors were found in the mixture [17]. All
drugs based on an Al prediction were tested for activity against a feline COVID in
an in vitro cell-based assay. The Al-based system received feedback from the assay
results, allowing it to retrain and construct a new model based on Al to search for
expired drugs. The Al system discovered 80 marketable medications with potential
after a few cycles of Al prediction and learning operations.

6 Conclusion

This study examines recent studies that use advanced technology to assist researchers
in a wide range of ways, addressing the difficulties and obstacles that arise when
utilizing such algorithms to assist medical experts in problems of the real world.
This study also includes recommendations from ML and Al-based model designers,
policymakers, and medical specialists on a few faults committed in the face of the
epidemic in the current situation. The application of modern technologies, such
as Al and ML, greatly enhances screening, forecasting, prediction, and vaccine and
drug development with extraordinary dependability, according to this review. Finally,
Al and machine learning may dramatically improve COVID-19 pandemic therapy,
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prescription, screening and prediction, forecasting, and drug/vaccine research while
reducing human engagement in medical practice. The majority of the models, but
for the other part, have yet to be put to the test in real-life situations, but they are still
capable of combatting the epidemic.
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M. Gokul, S. Surekha, R. Monisha, A. N. Nithya, and M. Anisha

Abstract Parkinson’s disease is a progressive neurodegenerative illness that causes
movement abnormalities. Because of their dread of retropulsion, many with
Parkinson’s disease refuse to leave their rooms and remain immobile. Injury-related
permanent impairment exacerbates the issue. Deep brain stimulation is now the sole
therapy option for the illness, but it is not accessible for everyone because it is more
expensive, intrusive, and requires the installation of electrodes and a pacemaker.
While existing methods fail to give long-term relief at a high cost, our discovery
helps to slow the course of Parkinson’s disease non-invasively and also provides
better therapy to the majority of the senior population with motor problems at a
lower cost. Our concept is to create a wearable head cap with motors and drivers that
would provide mechanical stimulation in the manner of the ancient Varma medical
technique. As it has Bluetooth interference it can be easily connected to android
and make it work accordingly. It can give care at home, making therapy outside of
hospitals more convenient. We believe that our project’s originality and creativity
will help us reach our aim.

Keywords Mechanical stimulus - Parkinson’s + Retropulsion - Varma - Wearable

1 Introduction

Parkinson’s Disease (PD) is a neurological chronic condition that results in
increasing impairment causing motor and non-motor abnormalities [ 1, 2]. The disease
has substantial repercussions on many aspects of patients’ individual intellectual
lives, including cognitive processing, emotions, interaction, psychiatric conditions,
communications, and livelihood. Although a custodian is supplied to them. They

M. Gokul () - S. Surekha - R. Monisha

Department of Biomedical Engineering, Kalasalingam Academy of Research and Education,
Krishnankoil, Srivilliputhur, India

e-mail: mrgokul3 @gmail.com

R. Monisha - A. N. Nithya - M. Anisha
Department of Biomedical Engineering, Rajalakshmi Engineering College, Thandalam, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 83
B. Pati et al. (eds.), Proceedings of the 6th International Conference on Advance

Computing and Intelligent Engineering, Lecture Notes in Networks and Systems 428,
https://doi.org/10.1007/978-981-19-2225-1_8


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2225-1_8&domain=pdf
mailto:mrgokul3@gmail.com
https://doi.org/10.1007/978-981-19-2225-1_8

84 M. Gokul et al.

cannot have them around every time. Geriatrics believe healthy seniors can look for
themselves up to 75 years of age, but people aged 80 need some help [2—4]. Problems
arise when falls, minor injuries or illnesses are present. Injury-induced permanent
impairment aggravates the issue. Trouble arises when they become dependent, as
they are frequently regarded as a liability [2, 4, 5]. While the state government has
taken the first step by announcing that senior persons would be given priority care
in its hospitals, social workers, geriatricians, and senior citizens advocate for the
establishment of a geriatric ward in every hospital, private or public. It is critical to
educate the family on the changes that occur in the elders who live in their house,
particularly regarding illnesses linked with old age. People in the later stages of
Parkinson’s disease, for example, require particular treatment [2, 6].

1.1 Statistics and Analysis

Neurological diseases result in considerable morbidity, death, disability, economical
losses, and a decrease in life quality. The majority of Indian epidemiological data on
movement disorders comes from research of neurological diseases rather than inves-
tigations of Parkinson’s disease or essential tremors [7]. People of various ethnic-
ities and cultures are affected by Parkinson’s disease. The disease affects around
10 million individuals globally, accounting for less than 1% of the overall popula-
tion. The majority of Parkinson’s patients are above the age of 60, while one in every
ten is under the age of 50. Men are impacted slightly more than women. Movement
problems made up 20% of the neurological patients in a hospital-based study. The
most prevalent movement disorders were Parkinsonism (24%) and essential tremors
(4.5%), with other movement disorders being less common.

1.2 Motivation and Contribution

According to ancient and modern medicine, our body is considered to be a closed
electrical circuit. When we talk about ancient medicine, it is all about Ayurveda.
Though there’s no cure for Parkinson’s, therapies with Ayurveda can assist in stopping
brain cell degradation, which enhances fine and gross motor traffic. The VARMA is
one such method [8]. Which integrates different combinations of traditional massages
and yoga, which are all used to manipulate the body’s pressure points and cure the
body. The currently available stimulation techniques are electrical-based, minimally
invasive, and unsafe at times [9]. As a result, we developed an invention that helps
to slow the course of Parkinson’s disease while simultaneously providing improved
therapy non-invasively and enhancing their quality of life [10, 11]. Our concept is
to create a wearable head cap with motors and drivers that would provide regulated
mechanical stimulation at 3 fingers above each ear lobe, similar to the ancient Varma
medical technique. A mobile application using Bluetooth may pre-set or change the
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pressure and time restriction. To make our product really user-friendly, a specific
emphasis will be placed on informing the user in the event of an emergency [12,
13]. It can offer care at home, making treatment outside of health institutions more
convenient.

2 Materials and Methods

2.1 Methods

Based on the old medical method, Varma, we chose two key stimulation sites at
three fingers spacing above each ear lobe. Our concept is to create a wearable head
cap equipped with motors and drivers to provide mechanical stimulation at different
locations [14]. The pressure and duration limit may be fixed or adjusted wirelessly
using a Bluetooth smartphone application [15]. The most important aspect of our
topic is the provision of mechanical motion which is explained in (Fig. 1). Adjusting
the number of steps provided by the stepper motor yields the appropriate pressure.

(a) PICI6F877A Microcontroller

The PIC16F877A microcontroller controls the forward and reverses motions of the
stepper motor as well as the delay. PIC16F877A is the control unit of all other
components in the prototype. It commands the drivers and motors to operate at the
appropriate level. The PIC controller was chosen because it is simple to construct
and can be operated easily.

BLOCK DIAGRAM

Bluetooth
module To stimulating
pointS1
L] .
J Motor driver J Stepper
L2930 motor
Power supply .
Micro controller
Motor driver J Stepper
L298D maotor

*
To stimulating
point 52

Fig. 1 Block diagram of proposed model
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(b)  Driving Unit L293D

Itis a typical motor driver which allows the motor to drive in either direction. Since it
works on the concept of H-Bridge, it allows the voltage to be flown in either direction,
so this 16-pin IC L293 Driver can control a set of two motors simultaneously in any
direction, hence it is used to controls the forward, reverse, and sliding movement of
the motor [16].

(c) DC Motor

The exterior construction of a DC transducing engine seems at the first glance like a
linear extension across the basic DCs. Figure 2a depicts the side view of the engine
reveals the outside of the gear head. In Fig. 2b, a nut is positioned near the motor
shaft to assemble the other elements of the assembly. An inner threaded hole on the
shaft is also there to allow the motor to be connected to attachments or extensions
such as wheel.

(d) Android Application

It addresses Parkinson’s requirements by turning it into a portable wireless device.
In the wireless connection between the device and the smartphone, the Android

Fig. 2 a Geared DC motor,
b DC motor with rotatory
shaft and nut

g

(b) DC Motor with rotatory shaft and nut
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app plays a key part. Since all mobile devices have the Bluetooth option accessible
regardless of brand or price, connecting the item to its cell phone will be convenient
for consumers. It also offers simplified communication for improved performance
[17].

2.2 2-D Design of Equipment

A product 2-D design has been developed (Fig. 3). The wearable cap stepper motor
is counted as 1. Applying the proper number of rotations to the step motor can set
the pressure to be applied. The progress of the motor to the stimulating point may
be seen in the arrow here. The DC engine is number 2. It creates a temporal delay
in the sliding movement. The adjustable screw is indicated as number 3 at the rear
of the frame. By this function, the gadget may be adapted to the patient’s head sizes.
The rubber pad is set to number 4 in the frame. It gives an easy and user-pleasing
feel to the stimulating spots. The sponge in the frame gives a comfortable feeling
throughout the therapy.

2.3 Expected Outlook of Device

This will be the final view of the product (Fig. 4). It shows the product from various
angles. The numbered portion as 1 is the cap where the engines and shaft are attached.
In the prototype, the hat has a circumference of around 57 cm. In the side and front
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Fig. 4 Expected outlook of device

view, the section depicted in numbers 2 and 3 is motorized. The engines have around
3 finger spacious spaces above every earring. The shaft is indicated as 4 that is the
silver-colored motor extensions.

Thus this chapter completely described the hardware along with interfacing of
components effectively. The skeletal structure of the prototype is also portrayed
distinctly. In essence, the technical part of the concept is clearly illustrated in the
above text.

3 Results and Discussion

The force sensor was used to determine the pressure necessary for mechanical stim-
ulation. The sensor was positioned roughly over the stimulation sites on the skull
of an elderly Parkinson’s patient (Fig. 5). Manual stimulation was provided by the
Varma specialist over the stimulation sites where the sensor was inserted.

The sensor results revealed that the needed pressure for optimal stimulation might
range from 1 to 4 Nm depending on the severity of the condition. The prototype
was designed based on the concept and the pressure level derived from the manual
stimulation is produced (Fig. 6). It cannot be tested over the patient since it is at the
preliminary phase. The force sensor has therefore been tested to check the pressure
range provided by the engines. The sensor was mounted on about the stimulation
locations over the head of the phantom. The prototype was placed over the phantom
then it was made to run. The prototype pressures were found to be somewhat different
from the predicted results from sensor readings.
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Fig. 5 Pressure value
analysis

Fig. 6 Product prototype




90 M. Gokul et al.

4 Conclusion and Future Work

The Project provides an effective treatment for Parkinson’s. It will non-invasively
slow the course of Parkinson’s disease while also providing better therapy to the
majority of the senior population suffering from motor problems at a lower cost. Its
distinguishing characteristic is that it addresses the limitations of existing treatments
by using non-invasive mechanical stimulation rather than electrical stimulation.

Mechanical communications are more diverse than electrical and chemical inter-
actions. Stimulation has therefore become an improved therapy process, notably
for mechanical stimulation in treating neurological diseases, because the currently
available stimulation techniques are electric, less intrusive, and insecure at times.
Another noteworthy result is that when the stimulus is mechanical, the cell pace is
longer, which indicates that mechanical communication leads to cell-induced long-
term changes. The user will be notified in case of an emergency in a particular way,
to make our thing a completely user-pleasant product.
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RETRACTED CHAPTER: A Survey m
on Applications of Machine Learning e
Algorithms in Health care

Deep Rahul Shah, Samit Nikesh Shah, and Seema Shah

Abstract As one of the main early adopters of innovative advances, the zhedicai ¥are
industry has delighted in much accomplishment accordingly. In varisus<elloeing-
related fields like new operations, patient information the executivel, and ongoing
infection treatment, artificial insight subset machine learnipg %) assuming a key
part. Inside the medical services industry, machine learning is gi8dually acquiring a
foothold. An assortment of medical services circumstancesfgnow being affected by
machine learning (ML). With machine learning (ML)4plieq to the medical services
industry, a great many different datasets can be if(gstigited to make expectations
about results, just as given opportune danger scgfes ancpxact asset designation. This
exploration prompted the making of a more eff{ stive thoice organization for clinical
applications.

Keywords Machine learning - Artificial ij¢¢lligence - Disease prediction - Health
care

1 Introduction

Lately, machine learnixiginas turned into a significant pattern in the business. There
are various fiells 12sidethe field of machine learning, including measurements, poly-
nomial math, inidgmation handling, and information examination, that make it hard
to think 8f aijpther definition [1]. There is no deficiency of uses for machine learning,
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and it is turning out to be increasingly normal. Various ventures like money, medi-
cation, and security depend on it. The appearance of advanced innovation in the
medical care region has been set apart by continuous obstacles in both application
and reasonableness. The mix of different medical services frameworks has been slow,
and most nations of the world presently cannot seem to accept a totally coordinated
medical care framework. The intrinsic person and intricacy of human science, just
as the fluctuation between individual patients, have reliably exhibited the need for
the human factor in illness conclusion and treatment. Notwithstanding, upgrades
in advanced innovations are indeed becoming indispensable devices for medical
care laborers in giving the best therapy to patients. Utilizing machine lepsging,
clinical information sources can be investigated to discover designs that ca 2 umt
with expecting illness. Computerizing clinic regulatory cycles, planning irresis tole
illnesses, and customizing clinical medicines are completely made£oncjivable by
machine learning today. A huge number of individuals depend on :ficiical care bene-
fits that depend on esteem. This is one of many nations’ top-ip€Gihe workers. There
is a lot of interest in the medical care area to offer quality thera, iz and medical care
administrations on account of the world’s steadily developiriJpaniiace development.
Medical care administrations, wearables, and applicati€as thdt assist individuals with
living longer; better lives are sought after presentl§like“3pver before. The progres-
sion of information advances, for example, stockpilii)y size, preparing force, and
information transport speeds have empowered the expansive utilization of machine
learning in an assortment of disciplines.gacludiiig medical services. Since giving
ideal medical care to an individual #somni lex, late clinical improvements have
underlined the need for a tweaked miedicapn or “accuracy medication” way to deal
with medical care.

1.1 Motivation ana Sozntribution

The motivatigh b hind” the customized medication is to utilize gigantic measures
of medical/Carc nformation to reveal, expect, and dissect indicative choices that
clinician§ niy then apply to every individual patient. Machine learning applications
undegway incOrporate an indicative device for diabetic retinopathy and prescient
ipyestijation to estimate bosom malignant growth repeat utilizing clinical data and
shdtaoraphs. Various machine learning methods and their applications utilized in
hiylthcare decision assistance are discussed in this study. As a result of this research,
a more efficient decision support system for medical applications may now be built
more efficiently.
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2 Related Work

Zhang et al. [2] used SVM with RBF piece work which relies upon the measurable
learning hypothesis for the visualization of heart illness. To pick the magnificent
boundaries of part capacity and fine fundamental component, the grid search tech-
nique for making upgrades to rules is used, to achieve likely the most raised order
exactness.

Shariati et al. [3] used fuzzy NN with SVM and ANN to find and guess hepatitis
and thyroid ailments. Further, examination of illness, they recognized the assortment
and the phase of infirmity which consolidate six classes for hepatitis infirpzity)for
example, Hep B (two stages) Hep C (two phases), hepatitis and non-hepatit}, aird
for thyroid illness, five classes were named, explicitly: hypothyroid, th€sosoxicosis,
subclinical hypothyroid, subclinical thyrotoxicosis; furthermore, gon-pidsence of
thyroid. For hepatitis illness, the phenomenal correctness limifs t6328% and for
thyroid illness to close to 100%.

Vassis et al. [4] made a total outline concerning the use of nyral organizations
in the computerized clinical forecast, with an assigned pricipy in support vector
machines (SVMs), which are precise assortments 01 peutal capacities. Over the
assessment, in proliferating cases, side effects ana‘)¢tlic.ions may likewise be all
around anticipated via neural programs, whild SVMsjare bit-by-bit utilized in the
clinical forecast due to their unique order comj jynents.

Elshazly et al. [S] proposed a geneti@@alculation settled help vector machine
classifier for lymph illnesses investigatiQa. Ii/ the premier stage, the components of
the lymph illnesses dataset have 48 ‘proyisions, and they are reduced to six view-
points by method for using GACA Ljlp/vector machine with an excess of a couple
of portion capacities includiifg G{ject, quadratic, and Gaussian was utilized as a clas-
sifier in the second stagef The SVM classifier with each portion work is utilized to
survey the exhibition by(stilizing proficiency records like exactness, affectability,
particularity, AUC/R@G, Matthew’s correlation coefficient, and F-measure. Straight
bit work purchagad aymost further developed impact which approves the skill of
GA-direct fraievimls

Saiti efl. [6] Shggested SVM and probabilistic NN for the characterization of two
thyroidsickinggses: hypothyroidism and hyperthyroidism from the thyroid issue infor-
mati{n hase. These calculations depend routinely reasonable on successful arrange-
pat Clsdlations to deal with unnecessary and irrelevant viewpoints. Hereditary
Qlgdluiim tried a helpful, furthermore, solid structure for choosing reasonable subsets
of Piewpoints that outcome in braces forecast rates. Elsayad et al. [7] assessed the
affectivity of the Bayesian classifier in diagnosing the risk of cardiovascular sickness.
Two Bayesian network classifiers: tree augmented Naive Bayes and the Markov cover
estimation are executed, and their forecast sureness is the reference guides in real
life toward the support vector machine. The exploratory results display that Bayesian
organizations with MBE have the characterization accuracy of 97%, insofar as TAN
and SVM units have 88 and 71 rates.
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Hongzong et al. [8] excited about the use of SVM on the coronary heart infirmity
and non-coronary heart problem characterization. Direct discriminant assessment
and SVM with an outspread premise work portion are analyzed. The expectation
precisions of preparing and assessment units of SVM were 96% and 78% in this
way, and for LDA it was 90 also, 72 rates in this way. The cross-approved accuracy
of SVM and LDA was 92 and 85 rates. Comak et al. [9] introduced a DSS that orders
the Doppler signs of a heart valve to two examples (conventional and unusual) to help
the cardiologist. LS-SVM and ANN with back propagation are executed to group
the somewhat long components. Further, the ROC bend is used to investigate the
sensitivities and specificities of those classifiers and gauge the AUC. Eventuallsgtwo
classifiers are assessed in all aspects.

Sartakhti et al. [10] proposed an inventive machine learning framewoyX that iry 2cts
support vector machine and reenacted toughening for the examinatiopf iy hepatitis
issue. The precision of the arrangement is gotten by utilizing 4etijpverlay cross-
approval. The surveyed order accuracy of the proposed interaglich was96.25 rates.
Studying every one of the top algorithms in one analysis is ¢allenging. Consid-
ering this, I have decided to distribute an overview sectior Mggwhich each of the top
algorithms have been assembled for faster examinatie{Qyand(tudy.

3 Machine Learning Algorithms

LT3

Patients’ “traits” and medical outcémies ¢ interest are some of the most common
features extracted by ML algorithms@Wh2n it comes to classifying things, the logistic
regression algorithm has domitited Ar'in health care for quite some time, was easy to
use and finish, and straightforwarg o understand, and would definitely recommend.
The situation has altered in recgnt years, with SVM and neural networks taking the
lead. A few of the legding «fgorithms are explained below (Fig. 1).

Logisti_c NLP
Regression
A ‘ A
Machine Learning

— Algorithms in
Neural < Healthcare
Networks ‘ Naive Bayes
h 4

~

r SVM <

~— S

TF-IDF

{ KNN J {Decision Tree

J

Fig. 1 Various machine learning algorithms in health care
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3.1 Support Vector Machine

The main use of SVM is in classification tasks that require dividing a dataset into
separate classes through a hyperplane. The best way to classify new data is to choose a
hyperplane with the maximum possible margin, or distance, between the hyperplane
and the points in the training set. The hyperplane’s position would be affected if
these points were removed. SVM is an optimization problem, so the solution is
always global. SVMs are extensively employed in clinical research, for example,
to identify imaging biomarkers, to diagnose cancer or neurological diseases, and in
general to classify data from imbalanced datasets and datasets with missing vaiuc). In
machine learning (ML) tasks, support vector machines (SVM) are commanlyjascu.
Each training sample in this technique is divided into several categefesnSupport
vector machines (SVM) are mainly used for classification and regrgSsion 3441

3.2 Neural Networks

In neural networks, the associations between outbuddndjinput variables are repre-
sented by hidden layer combinations of preddfined ftnctions. In order to achieve
the most accurate weight estimation, input anc¢ puteome data must be combined in
such a way as to minimize the average dii@ence between predictions and the actual
outcome. A textbook example of neuraretworks being applied to health care is the
detection of Breast cancer from pgamymagidphic images. But neural networks have
also been used successfully in diagrigtic systems, biochemical analysis, and image
analysis.

3.3 Logistic Regres¥ion

Logistic ségressigy is one of the most widely used multivariable algorithms for
modeliag diciotomous outcomes. The odds ratio is calculated using logistic regres-
sion€anseveral explanatory variables. The response variable is a binomial response
vagabig)similar to multiple linear regression. In the graph, the effect of each vari-
hicmrthe odds ratio of an observed event is represented. In comparison with linear
reg ’ession, it does not have confounding effects with all variables analyzed jointly. As
a tool for disease risk assessment and enhancing medical decision-making, logistic
regression can be used to solve classification problems and estimate the likelihood
of an event occurring in healthcare settings.
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3.4 Natural Language Processing

Unstructured and unintelligible narrative prose makes up a major amount of clinical
information in health care. On the basis of historical databases, natural language
processing (NLP) finds disease-relevant keywords in medical records, which are
then entered and enhanced in structured data to improve clinical decision-making.
NLPs use in health care has grown as its recognized promise for analyzing and
interpreting large patient datasets. NLP technology services, including medical algo-
rithms, machine learning in health care, and NLP technology can now provide insight
into unstructured data, providing insight into the understanding quality and €1y )ing
techniques, as well as better results for patients.

3.5 TfIdf

The TF-IDF keyword extraction technique uses the inverse ficy@pncy of terms and the
document frequency. In terms of statistical significapce;phis seveals how often a term
appears in a corpus of documents. As the frequengy ¢ tejn increases in the corpus,
its relevance increases, but it is offset by its fncreasitg frequency in a document.
By using the TF-IDF algorithm, healthcare préjssignals can detect similar patients
in observational studies, study medical48erts for disease correlations, or search
databases to find patterns.

3.6 Naive Bayes

The Naive BayesianWgssifier is used to classify documents in text classification, a
challenge in catqgorizing’ documents. In Bayesian classification, a given feature is
not related to“Ytbimfeatures in the class. In fact, this is not the case. Even though
they are inferconmipcted, they each contribute to their likelihood of being assigned to
each guoup njlependently. With one of the most effective and efficient classification
algefthims, it’has been successfully applied to a wide range of medical challenges,
is@udipihe classification of medical reports and journal articles. Statistical classi-
herJmwe the case of Bayesian classifiers. Naive Bayes identify probabilities of class
me ribership based on a given class label [12]. It does a data sweep, and therefore,
the classification is easy.
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3.7 Decision Tree

There are other supervised learning algorithms, such as the decision tree algorithm
(DTA). The decision tree algorithm, unlike other supervised learning algorithms,
may also be used to solve regression and classification issues, unlike other supervised
learning techniques. Learning simple decision rules from prior data allows for the
usage of decision trees to develop a model that can be used to predict the class or
value of the target variable (training data). An internal node plus a leaf node with
a class designation form a decision tree (DT). The root nodes are the nodes at the
top of the decision tree. The decision tree is popular because it is easy to desi&n and
does not require any parameters [13].

3.8 K-nearest Neighbor

One of the simplest machine learning algorithms, K-pearesulpighbor employs the
supervised learning technique to find the neighbor gioihst t§ you. For example, the
ANN method assumes a similarity between a neyv ¢jde/Gdta and the existing cases
and places them in a category that is more sirhilar to e existing cases. Using the
K-NN method, all the available data is storec jand’ a new data point is classified
based on its resemblance to previous dataP@ints. As a result, new data can be simply
categorized using the K-NN method, Wepfte utilize K-nearest neighbor to classify
samples. With this technique, we 46ight aly0 additionally calculate distance from N
schooling samples with the aid«OT usiye/making use of a distance measure [14].

4 Applicationsyof Miachine Learning in Health care

Making macliipesmmpete proficient and solid is one of the objectives of machine
learning. 26, casc you are hoping to find out with regards to machine learning in
medical servies, your best asset is your PCP. Up to a patient is alive, they will consis-
tentlyraquire human touch and care. This cannot be supplanted by machine learning
cegomgther innovation. The help can be better given by a mechanized machine.

Thoimst ten employments of machine learning in medical care are introduced in the
acudmpanying passages below.

4.1 Heart Disease Diagnosis

As one of our body’s most imperative organs, the guts might be an indispensable
part. Cardiovascular problems including arteria coronaria infection (CAD), coronary
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heart condition (CHD), then, at that point, are normal. Because of this, numerous
scientists are performing machine learning calculations to analyze heart infections
and Naive Bayes are tests of administered machine learning calculations that analysts
are that work in for heart conditions distinguishing prediction. A machine learning
procedure created by Parthiban and Srivatsa [15] utilizes the Naive Bayes calculation
and support vector machine to distinguish and examine heart sickness. The Naive
Bayes technique yields 74% precision, though SVM offers 94.60% exactness. To
estimate coronary illness, Otoom has utilized support vector machine and Naive
Bayes [16]. As far as exactness or accuracy, SVM conveys 88%, while Naive Bayes
gives 84%.

4.2 Predicting Diabetes

Diabetes is a typical and destructive infection. As well as cadiing other genuine
diseases and passing, this condition is one of the most wellfgawn reasons for other
genuine ailments and mortality. This infection can nfjke hdrm our kidneys, heart,
and nerves, among different parts of our bodies. Anariy Jlentification of diabetes is
the objective of utilizing machine learning in tiis fielc)Ao build a diabetes forecast
framework, random forest, K-NN, decision tije, oy Naive Bayes can be utilized.
Guileless Bayes beats different calculatiggs with regards to precision among these
calculations due to its exceptional preséytativh and diminished preparing time. With
the utilization of Naive Bayes andddecisicyrees, Iyer fostered a machine learning
framework to foresee diabetic ipeoijenignces. Both Bayesian surmising and choice
tree induction are profoundly{jecise at 79.56% [17]. Utilizing machine learning
techniques, Dash and Senitad the Uption to analyze diabetes. Utilization of 77.479%
accuracy Logitboost and{CART algorithms [18].

4.3 Disclosyi &f Breast Cancer

Breast cancer’chances in the USA were distinguished utilizing the j48 Naive Bayes
maderhy JWilliams et al. WEKA is utilized to lead the trial. As per their discov-
ari¢ 5146 has a 94.2% precision rate and Naive Bayes has an 82.6% exactness rate
[F3L In Breast disease prediction, there are a few distinctive grouping models that
Senturk et al. used, for example, support vector machines, credulous Bayes, K-closest
neighbor, and choice trees (DT). K-NN has an exactness of 95.15%, while SVM has
a precision of 96.40% [20].
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4.4 Prediction of Liver Disease

The liver is our body’s second most significant inner organ. Metabolic cycles depend
on it for energy. On the off chance that you have Cirrhosis, Chronic Hepatitis, or Liver
cancer you can treat them. Hepatitis has been anticipated with alot of accomplishment
by utilizing machine learning and information mining strategies that were grown as
of late. Utilizing a lot of clinical information to anticipate sickness is a troublesome
errand. Subsequently, scholastics are buckling down on machine learning standards
like order, bunching, and a lot more to resolve these issues. One way of utilizing
ILPD is to make a liver illness expectation framework.

4.5 Personalized Treatment

Machine learning for individualized treatment is a fervently aijsussed subject in
the exploration local area. Individual wellbeing information «Myprescient examina-
tion will be utilized to further develop benefits around i yre. Y& customized treatment
framework dependent on patients’ indications andhcyditery data is created utilizing
machine learning computational and factualftechnigdes. Administered machine
learning algorithm is used to develop the persoiplization framework. Patients’ clin-
ical records were utilized in the advancef@at of this framework. An illustration of
individualized treatment is SkinVision” € his/her telephone, an individual can check
for skin malignant growth by usingthe skiif cancer checker application. Because of
custom-made treatment, the exsense wfinedical services can be diminished.

4.6 Robotic Surgeiy

Machine learning, applications in medical care incorporate mechanical medical
procedures. Cprmsgrized stitching, careful expertise assessment, and improvement
of automaged mc lical procedure materials are part of the class. Neurosurgery is
anothex fielaQizhere robots cannot perform successfully. The Raven Surgical Robot
(Ra(in)is being developed at the University of California, San Diego. Neurosurgery
isqnotitield where robots cannot perform successfully. Hand-worked a medical
Jsedmiare is tedious, and it does not give programmed input. Machine learning
me iiods can be utilized to accelerate the cycle.

4.7 Machine Learning in Radiology

Machine learning and computerized reasoning have been the focal point of late exam-
ination in radiology. Utilizing machine learning procedures, Aidoc’s product assists
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radiologists with accelerating the identification process. A clinical picture should be
examined so irregularities can be recognized all through the body. Machine learning
calculations that are managed are most usually used. Machine learning methods are
used for clinical picture division, which is a complicated assignment. Designs in a
picture are distinguished by utilizing segmentation. Images are typically separated
into fragments utilizing a system called chart cut. Text reports in radiography are
broken down utilizing natural language processing (NLP). Thus, the utilization of
machine learning in radiology can work on understanding consideration.

4.8 Clinical Trial and Research

In a clinical preliminary, questions are approached to decide the viability ad security
of a specific organic or pharmacological item. In this preliminarg, \)¢ analysts are
zeroing in on creating novel drugs. Clinical preliminaries aig < bstlyjand tedious.
Machine learning has an enormous effect in this industry. Ongling observing and
strong assistance are conceivable with a machine learning 81 )*based framework
clinical preliminaries, and examination utilizing maeline I¢arning strategies enjoy
the benefit of being distantly managed. Besides thdynrachine learning establishes a
safe clinical climate for patients to work in. Dirécted 1:rchine learning can work on
the proficiency of clinical preliminaries.

5 Conclusion and Future Vori

As of today, there are variousdlishine’iearning applications in the real world that are
not widely acclaimed becatse of v %ir hackneyed nature (essentially in the informa-
tion science local area). fach persistent in turn may not profit from this innovation,
yet it is now workingan tiic®eXistences of others. When the foundation is set up, we
will see extra clinical \prewminaries joining machine learning methods in the coming
months. At prgen . marhine learning is a piece of our regular routines. Climate deter-
mining, promot:)g, applications, deals expectation, and numerous different fields
depend én W)is strategy. Because of clinical multifaceted design and an absence of
infoghation, thie utilization of machine learning in medical services is as yetrestricted.
In.cascizoware keen on learning more with regards to machine learning, this article is
an / xtraordinary spot to begin. In the future, we will investigate utilizing a few more
migshine algorithms such as CNN, ANN, and deep learning to overview different
illnesses and their precision.
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Abstract With the increase of micro-service-based architecture, detection of
anomalies in enormous, complex production infrastructure has become complicated.
In this work, authors provide a solution for finding anomalies using the structured
event objects in a complex micro-service-based productions environment, where the
flow of data is assumed to be periodic, deterministic and predictable in nature. As
these objects are multivariate and multidimensional in nature, the number of features
and dimensions is reduced without losing the quality of data. Next, a method to find
anomalies has been proposed with the obtained dataset. The proposed method uses
an unsupervised anomaly detection model using Tax—Duin approach for one-class
support vector machine (SVM) to classify outliers. The basic assumption of this
model includes classifying the first occurrence of any event as anomaly by default.
The experimental results obtained indicate an accuracy of 88% by applying one-class
SVM on the considered dataset.
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1 Introduction

As we move towards deployments of complicated and complex large-scale micro-
service architecture, the kind of data generated from all these systems is huge. In
the service cluster, generally the data can be generated through user access, invoked
service or from host-based intrusion detection system (HIDS) which particularly
generates huge amount of data [1]. The access-related data includes the user details
of who logged in, pseudo users, etc. and similarly service-related data is the details of
the services those are getting restarted, or services leading to memory leaks, memory
killer services, etc. HIDS [1] records the events such as when a file is manipulated,
any changes are made to the file system, any root change is noticed, intrusion found,
any antivirus information or network communication getting failed, etc.

Now, in such a scenario, it becomes very difficult to identify if anything goes
wrong in the underlying system, i.e. it might have been affected by various attacks
or there might be malfunctioning or sometimes it might be some genuine changes
that has been incorporated [2]. These problems include change in network access
control list (ACL), i.e. it might have been manipulated which may stop or allow
communication between two systems. Similarly, a service may be deployed to be
configured wrongly, it may keep restarting, there may be a service with memory
leak or abusing the system and an unauthorized attempt to access the system. By
carefully analysing these various use cases, one can see the scope of attacks start
with operating system layer, covers network, deployed applications and can go till
security [3].

Thus, these logs need to be analysed. The events between services must be related,
so that the event can be traced to find out any anomaly available to be looked upon. In
order to ensure safety, the huge data generated by these systems need to be monitored.
The logs, system metrics those are used for this purpose, are mixed structured and
unstructured data. Unstructured data includes logs, whose sources are auth logs, sys
logs and HIDS generated logs that need monitoring. Then, these unstructured data
need to be converted to structured data so that these can be used by any data analytics
model.

Behera et al., proposed an approach [4] to collect the output generated by HIDS
server to get a structured dataset for analysis. Authors have also proposed methods
to reduce the high-dimensional data obtained to 3-dimensional dataset for further
analysis without compromising the quality of data.

In this work, we have proposed an anomaly detection model based on one-class
support vector machine (one-class SVM) to detect any deviation observed in the
system logs. The remaining part of the paper is organized as follows. The related
works in the field of anomaly detection on unstructured logs are briefly discussed in
Sect. 2. Some prerequisites for our work and a brief insight on the working principle
of one-class SVM are given in Sect. 3. In Sect. 4, our proposed model is described
followed by the experimental set-up and result in Sect. 5. Sect. 6 concludes the paper
along with the highlights of scope for future work.
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2 Related Work

In recent years with the adaptation of micro-service-based architectures, anomaly
detection for high-dimensional data has become a rudimentary need of the industry.
Thus, it has grabbed the attention of researchers all over the world in the last decade.
However, very few of the researchers are found to dually focus on both the area of
anomaly detection as well as high-dimensional data handling [5].

For the reduction in time needed for log analysis, Breiber et al. used Hadoop
technology [6]. The anomaly detection by the authors was done by the creation of
anomaly profile based on the analysis of several log sources.

Recurrent neural network (RNN)-based network language model was used by
Tuor et al. for the purpose of cyber anomaly detection [7]. A similarity check was
run for the current events with those of the events occurred previously and any
deviation found was reported [8].

Natural language processing (NLP) was found to be the most adapted technology
for anomaly detection recently. Influenced by NLP, a deep neural network-based
engine named as DeepLog was proposed by Du et al.[9]. It used long short-term
memory (LSTM) to establish a pattern as well as syntax in the received log-sequences
and raised an alarm over any deviations incurred.

Auto-LSTM, Auto-BLSTM and Auto-GRU-based models were used for the
detection and classification of anomalies by Farzad et al.[ 10]. Processed data obtained
from standard repositories was used for testing the models. Deep learning frame-
work with LSTM as a key method has been used in some anomaly detection models
proposed by various researchers [11-13].

All the above discussed models in the literature acted on the log messages directly
by using some pre-processing methods such as log parsing, FT-Tree. To search the
keywords, methods like Template2Vec, Counting Word Frequency, Template2Vec,
FastText and TF-IDF were used.

3 Prerequisites

In this section, the background of the problem and one-class SVM mechanism is
presented.

3.1 Background

Model is valid for production environment where activities are periodic in nature.
As for the detection of anomaly, an environment is needed where activities are fixed
in nature so that any deviation can be detected.
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For tracking an activity, a footprint along with a particular event of the activity
is required. For example, ‘Source ‘A’ makes SSH on PORT 22 on example.com’ is
treated as one activity. Again the frequency of activity is single which is periodic in
nature, i.e. say the event occurs every day at 9 p.m. once. Now it is found that on a
day if such events occur eight times at different hours of a particular day, then it is
treated as an anomaly.

So when the frequency of activities exceeds a set threshold value, then it is raised
as an anomaly. At the same time suppose there is first time occurrence of an activity,
then even though the model will not be able to show it as an outlier but it can be
viewed as a single instance, hence marked as anomaly too.

3.2 One-Class SVM

The idea and working mechanism of one-class SVM is described in this section.

The property that thrives SVM from other algorithms is its capability to create a
nonlinear decision boundary to a higher dimensional space using a nonlinear function
¢. Soin cases where the data points originally do not exist in the same plane, clustering
cannot be applied on them. Using SVM, these data points can be elevated to a feature
space F where these can be separated by a hyper plane to distinctly categorize them
into different classes. It helps to classify the data into two different classes with the
help of a nonlinear decision function. But if the requirement is just to label for a
single class, then one-class SVM is used.

One-class SVM is categorized under the group of unsupervised algorithms. For
the purpose of novelty detection, the model learns a decision function so that the
input unlabelled data can be classified as similar or different in comparison with
the dataset on which the model is trained. For a dataset having severely skewed
distribution of class, one-class SVM is ideal. It is best suited to be used for the
imbalanced classification datasets, where there are a few or no instances available
for the minority class or in case of absence of coherent structure in dataset towards
division of classes.

There are basically two types of approaches used for one-class SVM: one-class
SVM according to Scholkopf [14] and one-class SVM according to Tax and Duin
[15]. In this work, we have used one-class SVM as proposed by Tax and Duin.

One-Class SVM according to Tax and Duin

It is also known as support vector data description (SVDD). Unlike the planar
approach by Scholkopf, SVDD takes a spherical approach. In feature space F, a
spherical boundary is formed around the data by this algorithm. In order to keep the
outlier’s effect down, the hyper-sphere’s volume is minimized.

The representation of the resultant hyper-sphere is done by centre ¢ and radius r >
0 which denotes the distance of any support vector on the boundary from the centre
where volume V is minimized as in Eq. (1) with constraints as stated in Eq. (2). Linear
combination of all support vectors forms the centre. Though ideally the distance from
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Fig. 1 Data inseparable linearly on a 2D plane [16]

any point g; to the centre must be less than 7, use of slack variable &; with C as penalty
parameter is used to create a soft margin. Equation (3) defines the values for the slack
variable.

minr2+CZ§i 1)

“ i=1
Subjectto:a; —c> <r*+& foralli=1,...,n )
& >0 foralli=1,...,n 3)

Testing for the detection of outlier of a new data point, x can be done after Eq. (4)
is introduced with Lagrange multipliers o;.

2 i —X a'z 2
Ix — Al = Zaiexp(8—2’> > —r’2+C, 4)
i=1

Here, § € R, is a kernel parameter.

In Fig. 1, the placement of the data is shown on a two-dimensional plane where
it is not possible to separate them linearly. Figure 2 represents the projection of data
to a 3-dimensional plane where data could be separated by using hyper-sphere.

4 Proposed Methodology

In this section, the dataset preparation steps along with the model used in the proposed
method are discussed.
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Fig. 2 Data projection on a 3D plane to separate them using hyper-sphere [16]

Dataset Design

The steps involved in the dataset design are described as follows.

Step I: The initial structured and tagged logs are collected from HIDS server
which is further converted into an N-dimensional dataset. The generation of these
logs is based on any deviation found to the various rules defined by the HIDS server.

Step 2: Keeping the quality of data intact, the reduction of the obtained dataset to
a 4-dimensional feature-set is done as follows:

The source host is treated as the first feature which represents the source from
where events are generated. To handle the enormous volume of data generated, the
logs generate by HIDS for 24 h are suggested to be divided into smaller time buckets
represented by unique identifier. A single time bucket represents complete instance
from dataset taken on a particular time-stamp for a specific user. This time bucket
identifier is treated as the second feature. Next, the most contributing components
need to be derived from the preprocessed and normalized dataset. By making a union
of all unique principal components across rule IDs, a common format is produced
indicating the fired alerts. All the alerts generated by a specific rule ID are merged
and are represented as the frequency there by reducing volume of instances in the
dataset. Frequency is used as the third feature. Each instance of this dataset represents
aunique footprint of a user, i.e. the activities undertaken by the user in its each tenure
in the application. So by grouping all the features related to a particular footprint, a
unique signature is obtained which is represented by a profile identifier and serves
as the fourth feature.

Hence, the dataset is prepared with four varying dimensions as source host, time
bucket identifier, frequency of event and profile identifier.

Model used

One-class SVM is used for anomaly detection purpose. In our problem statement,
the model needs to point out if something goes wrong in the existing system by
analysing the log lines and finding the deviation in the behavioural pattern. Now,
in a typical production scenario, even though instances for normal situation, i.e. the
instances when system runs with no issues are amply available, and hence are easy
to collect, but collection of instances where the system had turned out to be faulty
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is very expensive and not possible in real scenario. At the same time, simulation of
a faulty system is not guaranteed simulate all faulty cases to make the dataset work
full proof. So a traditional two-class problem solution will not be able to solve the
cause. Hence, one-class classification approach is proposed to deal with our problem
statement. The model using its in-built algorithm determines a representational model
by evaluating the input data. Thus whenever any data is encountered which deviates
from the existing pattern, it is labelled as an outlier or out-of-class. In this work, we
have used one-class SVM proposed by Tax and Duin.

S Experimental Set-up and Result Analysis

In this section, the detailed experimental set-up along with analysis of results is
presented.

The experimental set-up is done on production environment where multiple micro
services are implemented. The initial dataset has been created by collecting logs
generated from the open source HIDS security server (OSSEC) through which all
these micro services generated logs pass. The 24 h data is divided into slots of 15 min
duration which is fixed as the time bucket for our experimentation.

Then required features were selected as [‘t_bucket’, ‘hits’, ‘profile_hash’,
‘source_host’], and the data frame was created by extracting the selected features
from the original dataset for model implementation.

One-class SVM model was defined by tuning the hyperparameters, i.e. the gamma
value was passed in a range of 0.05 to 1 with 0.01 as the step value, and then the data
frame was fitted to the model. Once the predicted values by the model were obtained,
a result column ‘category’ was added to the dataset and the values were labelled as
‘normal’ for predicted value 1 and ‘anomaly’ for —1.

To test the efficiency of the model, the threshold value was set to 3 and one month’s
reference data was collected for any profile which is targeted for classification. This is
because, if the duration is taken as a month, then for the events those occur on weekly
basis, at least four events will be available for classification. Thus, we prepared a
dataset with a reference column as ‘category’ by doing a manual verification of events
generated over one month for testing purpose. Then this dataset of 7950 instances
was obtained from six different rule IDs, i.e. 5715, 5501, 5100, 5201, 5275 and 5291,
and was used for testing the mode. After dropping the category column, this dataset
was passed to the model, and the predictions updated in category field were compared
with the original prediction. When our proposed model was tested on six different
rule IDs, the precision, recall and F1-score obtained by the classification-report are
given in Table 1.

From the experimental results, it was found that the considered model has obtained
an accuracy of 88%.

Even though the proposed solution is experimented and scoped to the logs
collected in the above stated environment, the same principle can be successfully
implemented across various log types those are defined under OSSEC.
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:T!)slfoie For:(r:ri;)ig:l’ treesct:g ?Iid Rule Id Precision Recall F1-score

six different rule IDs 5715 0.93 0.92 0.92
5501 0.99 0.16 0.27
5100 0.01 1.00 0.01
5201 1.00 0.17 0.29
5275 1.00 0.04 0.08
5291 0.85 0.86 0.86
Avg/total 0.92 0.87 0.88

6 Conclusion

In the recent IT scenario where data has to play a very big and important role, any
standard approaches for detection of anomalies in big data are yet to be devised.
So organizations dealing with high-dimensional big data are facing a lot of diffi-
culty in tracking the faulty or compromised service underneath. With the increasing
volume and complexity of data, identification of anomalous activities has become a
big challenge for the researchers. In this work, we proposed an approach for anomaly
detection from unstructured log generated from complex micro-service-based archi-
tecture, using one-class SVM. For this, profiling method was used on the multivariate
dataset to reduce the dimensions without losing the accuracy and quality of data. The
one-class SVM model was used to find out the anomalous data points, and our exper-
imented results indicate an accuracy of 88% on the considered dataset. In future, the
model can be checked with varying size of time buckets for improving the accuracy
of the model.
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Lightweight Model for Waifu Creation )
Using Deep Convolutional Generative ek
Adversarial Network (DCGAN)

Bravish Ghosh and Manoranjan Parhi

Abstract The inceptions of generative adversarial networks have made it possible
for machines to mimic creativity, one of the most unique and sophisticated human
characteristics. Due to the rapid advancements in the field of generative adversarial
models, lots of approaches have been proposed in the past. One of the most efficient
GAN:S is deep convolutional generative adversarial network (DCGAN), which uses
convolutional layers in the generator model to generate more realistic fake images.
In this paper, we propose a lightweight implementation of the DCGAN that can
be productive for the animation industry. Our model can be used by animators and
designers to innovate ideas about creative anime avatars that have never existed
before. This novel approach not only saves a lot of time on creative thinking but also
provides brand new character designs for anime and manga avatars production.

Keywords Generative adversarial network (GAN) - Image generation + Deep
convolutional generative adversarial network (DCGAN) - Deep learning (DL) -
Generative adversarial model - Convolutional neural network (CNN) -
PyTorch-Lightning

1 Introduction

GANSs have been a topic of interest in the research domain since being proposed in
2014 by Goodfellow et al. [1]. They are an emergent class of deep learning (DL)
algorithms that generate incredibly realistic images without an extensively annotated
training dataset. Turing award laureate and a deep learning legend, Yann LeCun, had
said, “GANs is the most interesting idea in the last 10 years in ML” [2]. They are an
emerging technique for semi-supervised as well as unsupervised learning. Further-
more, hybrids GANs have been developed for specific applications, by combining
them with other machine learning (ML) algorithms, such as transfer learning (TL)
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Random noise | __J| by
Generator

Fig. 1 Illustration of GAN framework

and reinforcement learning (RL). This is achieved through implicit modeling high-
dimensional data distribution. In the image generation context, GANs are deep gener-
ative models composed of a pair of neural networks, which back-propagate signals
through a competitive process [3].

1. Generator (G) is the neural network that generates a fake image (new data points)
from input random noise (random uniform distribution).

2. Discriminator (D) is the other neural network that identifies fake images
produced by G from real images.

We can think of G as the art forger that aims to create realistic images and D as the
art inspector that distinguishes between the authentic and forgery images [3]. Both
models are trained simultaneously, and in competition with one another (see Fig. 1).
During training, G progressively becomes better at creating realistic images, while D
becomes better at distinguishing them apart. The process reaches equilibrium when
D can no longer differentiate real images from fake images.

1.1 Motivations and Contributions

GAN:Ss can be used to boost the creativity of artists and designers and generate new
content in a shorter time period. Moreover, a special GAN can be used for image data,
particularly deep convolutional GAN (DCGAN) [4] that uses convolution layers in
the discriminator and transposes convolution layers in the generator. In this paper,
we demonstrate a model; WaifuGAN Epitome inspired by the DCGAN architecture
implemented using PyTorch-Lightning. The following are some of the features of
the proposed model:

1. Create a new anime character, which is not a replica of any existing character
2. Improved image generation with the aid of deep convolutional GAN architecture
3. Optimize the coding complexity of neural networks using PyTorch-Lightning.
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The rest of the paper has been organized in the following manner: Sect. 2 reflects on
the spectrum of research work conducted in this field. Section 3 provides some infor-
mation regarding methodologies and datasets used in the proposed model. Section 4
gives an understanding of the proposed work. Section 5 covers the performance eval-
uations in the field of analysis and a discussion on results. Section 6 concludes the
paper with a summary of findings and future scope.

2 Related Work

GANSs have become popular throughout the DL research areas because of the flex-
ibility of the GAN architecture to combine with other ML algorithms for specific
applications. Chen et al. [5] proposed CartoonGAN, a GAN framework for photo
cartoonization. They used a network architecture that used a mapping function to
transform real-life photos into cartoon manifold. Yeh et al. [6] proposed a GAN
framework for semantic image inpainting with the help of deep generative models.
IIzuka et al. [7] introduced a technique for consistent image completion with the
help of deep convolutional neural networks (DCNN). Wang et al. [8] formulated an
information retrieval (IR) framework called information retrieval GAN (IRGAN).
It consisted of a generative retrieval model and a discriminative retrieval model.
IRGAN is used in Web searching, item recommendation, and question answering.
Qiao et al. [9] proposed a text-to-image generation model called MirrorGAN that
uses a three generators system. Chen et al. [10] proposed a GAN model for image-
to-text conversion (image captioning) using a deep compositional captioner (DCC)
model as the baseline. GANs are widely utilized in medical fields such as Killoran
etal. [11] proposed a model for DNA generation and designing; Benhenda et al. [12]
proposed a technique for drug discovery; Choi et al. [13] introduced a method for
generating patient labels in multiple labels, and Dai et al. [14] introduced a technique
in medical image processing for organ segmentation in chest X-rays.

GANSs have played a major role in creating Al-aided designs and images. Cartoons
and animes are great examples of human creativity in design and animation. Zhang
et al. [15] introduced a style transfer technique for anime sketches using U-net
and auxiliary classifier GAN (AC-GAN). Jin et al. [16] proposed anime charac-
ters creation using GAN. The generator’s architecture used super-resolution ResNet.
Li et al. [17] created AniGAN, a style-guided GAN for unsupervised anime face
generation using image-to-image translation. Wang et al. [18] proposed a method for
anime sketch colorization using conditional GAN (C-GAN). GANs have proven to
be a useful technology in the anime industry. Keras (open-source) [19], TensorFlow
(Google) [20], and PyTorch (Facebook) [21] are some of the most popular deep
learning frameworks for GAN implementations.

With the basic understanding of different GAN architectures, we propose a
novel framework for non-existing anime face creation from random noise using
the DCGAN model by Radford et al. [4] and PyTorch-Lightning by Falcon et al.
[22].
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3 Methodologies and Datasets

Our model uses the deep convolutional generative adversarial network technique
and anime face dataset to create non-existing Waifu images. With the help of the
PyTorch-Lightning module, we are able to create a lightweight model without any
bulk of codes.

3.1 Dataset Used

There are various anime face datasets available online using Web scraping. In our
model, we have used the anime face dataset available on Kaggle by Churchill et al.
[23] based on Mckinsey666’s anime face dataset in GitHub https://github.com/bch
aol/Anime-Face-Dataset (see Fig. 4, real images). The dataset has 63,632 anime
faces scraped from www.getchu.com, which is cropped based on the anime face
detection algorithm.

3.2 Technologies Used

The code implementation is done on a Jupyter notebook environment called Google
Colab using Python language and the PyTorch-Lightning module.

3.2.1 Platform Used: Jupyter Notebook

Jupyter notebook is user-friendly open-source Web-application software that
provides programming services for interactive computing such as data cleaning,
numerical simulation, statistical modeling, data visualization, machine learning, etc.,
across varieties of programming languages. It runs entirely in the cloud.

3.2.2 Language Used: Python

Here, we use the Python programming language as it is one of the most popular
programming languages, and it enhances its open-source libraries regularly.

3.2.3 Library Used: PyTorch-Lightning

In this proposed approach, we use PyTorch-Lightning, a lightweight PyTorch
wrapper for high-performance ML/AI research. PyTorch is an open-source python


https://github.com/bchao1/Anime-Face-Dataset
https://github.com/bchao1/Anime-Face-Dataset
http://www.getchu.com
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library for machine learning and deep learning applications. PyTorch-Lightning helps
in scaling the model by writing less boilerplate code as compared to PyTorch. With
the help of the Lightning Module and trainer, the code becomes simpler and flexible,
hence making it easy to write and execute complex code.

3.3 Deep Convolutional Generative Adversarial Networks

DCGAN is an extension of vanilla GAN that uses convolution neural networks (CNN)
in the generator for a stable architecture. This model proves to be befitting especially
for image data sampling from a latent space to generate entirely new images.

3.3.1 Generative Adversarial Model

In GAN, G and D learn through an adversarial fashion. G takes random noise vector
z as input and learns to output G(z) having similar distribution as the data samples x.
D leans to discriminate between the real data x and the fake data G(z). G and D are
trained alternatively to minimize the min—max loss [1]. GAN function is expressed
as follows:

min max

G D V(D,G) = Ex Pdata (X) [lOgD(X)]
+ Ex p,»[log(1 — D(G(2)))] (1)

However, GAN suffers some instability during the training process. Therefore,
we use DCGAN architecture (see Fig. 2) which uses a convolution neural network
that improves the image feature extraction. G uses three hidden layers and one output
layer, consisting of transpose convolution, batch normalization, and activation func-
tion layer. The architecture of D is the same as the normal image classification
model.

256

\{6x16

Fig. 2 Generator architecture of DCGAN model
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Some of the important features of DCGAN are as follows:

Use of CNN strides instead of pooling layers

Use of batch normalization in generator and discriminator

No use of fully connected hidden layers

Use of ReLu activation function in generator layers and Tanh activation for
output

5. Useof Leaky ReLu activation function in discriminator layers, except for output.

el

3.3.2 Convolutional Neural Network (CNN)

Convolution allows the detection of key features in different areas of an image
using filters or kernels. CNN, a deep neural network, uses the convolution kernel
for layer-by-layer features extraction by learning from the input image. These layers
are composed of neurons, which network with other neurons in the adjacent layer.
This reduces the complexity of neural networks and enhances calculation efficiency.

3.3.3 Activation Functions

Activation functions are nonlinear to compute complex features and are differentiable
for back-propagation. The most common activation functions are ReLu, Leaky ReLu,
Sigmoid, and Tanh. ReLu is used in three hidden layers of the generator model, and
Tanh is used for the output layer. Leaky ReLu is used for the discriminator model,
except for the output layer.

3.3.4 Batch Normalization

Batch normalization is a technique that enables training deep neural networks
(DNNGs) that normalizes the inputs to a layer for each mini-batch. This stabilizes the
learning process and tremendously reduces the number of training epochs required
to train DNNGs.

4 Proposed Model

We propose a working DCGAN model for anime image generation using PyTorch-
Lightning. The working procedure of this proposed model is elaborated stepwise as
follows:

STEP 1: The first step is to load and prepare the dataset, and import necessary
libraries: torch, PyTorch-Lightning for training model, and matplotlib to plot train
loss.
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STEP 2: The next step is to represent data as Tensors and prepare batches for the
generator.

STEP 3: In this step, the generator class is defined to generate realistic-looking
fake images; it consists of four layers, three hidden, and one output layer. It consists
of transposed convolution, batch normalization, and activation function layers. We
define a noise vector z for the generator by sampling random numbers using PyTorch.

STEP 4: In this step, the discriminator class is defined. It consists of convolution
layers, activation layer, and batch normalization. In the DCGAN model, the discrim-
inator uses strides instead of pooling for kernel size reduction. Leaky ReLu is used
with a leak slope of 0.2.

STEP S: In this step, we start the training process; training is done in mini-batch
of size 128 and Adam optimizer with a learning rate of 0.0002. Then we define a
data loader class. The weights are initialized to a normal distribution with a standard
deviation of 0.02 and a mean like 0.

STEP 6: This step is used to conclude by defining the LightningModule to train
the model along with defining the generator and discriminator loss for 100 epochs.
Using the PyTorch-Lightning module, the train loop is replaced by the trainer as
follows:

model = GAN(learning_rate = Ir, z_dim = z_dim)

trainer = pl.Trainer(max_epochs = 100, gpus = 1)

trainer.fit(model, dataloader)

5 Results and Discussion

We trained our DCGAN model with batch size 128, learning rate 0.0002, and epoch
100. The parameter configurations are mentioned in Table 1 in detail.

We build a DCGAN model with a discriminator that maximizes the real image
data and minimizes the fake image data. We see that D(x) and D(G(z)) yield a value
between 0 and 1. The total cost for G and D is expressed by the following equations:

At generator G:

Table 1 Training parameters

Parameter Meaning Value
epochs Number of iterations throughout the dataset while training 100
z_dim Dimension of the noise vector 100
display_step How often visualize the images per pass 500
batch_size Number of images per pass 128

Ir Learning rate 0.0002
beta_1 The momentum terms 0.5
beta_2 Device type 0.999
device cuda
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%Zm:log(l — D(G(Z'))) )

At discriminator D:

— Zlog ) +log(1 — D(G(z'))) 3)

The training loss for our DCGAN trained model is plotted (see Fig. 3).
We see that DCGAN generates images very similar to the original dataset images
(see Fig. 4). The generated images are slightly confusing and less clear than real

Generator and Discriminator Loss During Training
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Fig. 3 Training Loss curve for DCGAN
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Fig. 5 Image generation at different epochs

images. We can see that generated images improve gradually, eventually reaching the
point of equilibrium where the discriminator cannot distinguish between generated
and real images, hence the subsequent training has minor effects. Figure 5 shows
the new anime faces generated by DCGAN from random noise vector, at different
epochs.

6 Conclusions

The rapid improvements in GAN architectures for image generation prove their
potential to produce realistic-looking fake images using unlabeled image data. With
the help of such deep convolutional GAN:Ss, artists and animators can benefit a lot in
the entertainment industry. In our experiment with the DCGAN model, we reached
the point of the best performance from random noise vectors and achieved satisfactory
results using a lightweight framework, called PyTorch-Lightning, to generate new
anime face images. In future works, the model can be developed to generate 3D anime
images with higher resolutions and pose estimations for better industrial usage.
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An Efficient Service Recommendation )
with Spatial-Temporal Aware QoS T
Prediction Mechanism in Cloud

Computing Environment

Aktham Youssef, Abhilash Pati, and Manoranjan Parhi

Abstract One of the drawbacks of using predictive quality of service (QoS) in cloud
service suggestions is that the values vary rapidly over time, which may result in end-
users receiving inadequate services. As a result, the cloud-based recommendation
system’s performance suffers. In this paper, an efficient service recommendation with
a spatial-temporal aware QoS prediction mechanism in a cloud computing environ-
ment is proposed. The main contribution of this article is to use the geographical
location of the services to help us choose the closest neighbor to show time QoS
values sparingly, reducing the range of searches while increasing precision, and
then using the Bayesian ridge regression technique to model QoS variations by
making a zero-mean Laplace prior distribution assumption on the residuals of the
QoS prediction, which corresponds to a Bayesian regression problem. The findings
of the experiment show that the proposed approach may enhance the accuracy of
time-aware cloud service recommendation by 10% over the previous approaches of
temporal QoS prediction.

Keywords Cloud service recommendation - Cloud computing - QoS prediction *
Time-aware cloud service + Spatial-temporal QoS prediction

1 Introduction

With the fast advancement of cloud computing technology over the previous decade,
cloud services have dominated numerous application sectors. Whether commercial
services like Apple’s App Store or Tencent’s App Store provide a variety of cloud
services, many of them do the same or overlapping functions. According to recent
researches, it can greatly lower IT costs and raise operational efficiency; for either
individual users or SMEs, the adoption of adequate cloud services has resulted in
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the suggestion and selection of cloud services as one of the most essential respon-
sibilities in the cloud environment [1]. Because a wide range of services with the
same or comparable functionality have problems picking appropriate services, cloud
customers are increasingly dependent on cloud service suppliers’ suggestions.

Cloud service providers may collect non-functional information, such as known
quality of service, in addition to the functional information of clouds, to better
describe the service (QoS). The service recommendation systems based on QoS,
e.g., neighborhood models and clustering algorithms can achieve high recommen-
dations than others only using the functionality information. There are many factors
which heavily influence QoS value like the Internet for connectivity and various
geographical location for end-users. Therefore, users at the different locations have
different QoS values even on the same cloud service which cannot be used directly
by others. This makes QoS prediction a hot research. To address this issue, collab-
orative filtering is becoming an important approach for personalized cloud service
recommendation by predicting QoS values of these services. QoS values in a highly
dynamic Internet environment usually change with time and status of services like
network conditions and the number of clients. Hence, the optimal QoS values of
service highly fluctuate during the time. The ARIMA model is one of the temporal
models we can use to analyze the behavior of a sequence of QoS values, but due
to its stationary stochastic features, it is still unable to predict sudden changes in
the sequence values of QoS, resulting in poor recommendations and sabotaging
service-oriented application results [2].

In order to cope with an environment whose behavior is defined as dynamic, the
prediction of QoS values from other users should be continued in order to gather all
current values and exploit them. These approaches which are based on factorization
for using newly accumulated QoS information require rebuilding the model which
incurs a high cost of computational. For these challenges that are facing the recom-
mendation system in services that are aware of time, a model that is described as
spatial and temporal for QoS prediction by dealing with the problem as a Bayesian
ridge regression case is proposed in this paper. We choose the closest neighbor effi-
ciently to create the sparse representation by utilizing the geo-location of users and
services to make search space small and get better accuracy. The result of this method
compared to others getting a 10% improvement on the accuracy.

The remaining paper is arranged accordingly. The relevant studies in this domain
are described in Sect. 2. The proposed approach is explained in Sect. 3. Section 4
provides an examination of the results, and Sect. 5 concludes the paper with future
scope.

2 Related Works

We may deal with gathered QoS values as a time series in these techniques, so we
can forecast values that are temporal of QoS. We can use a variety of methodologies
to illustrate the dynamic behaviors of QoS characteristics. Hu et al. [3] presented
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QoS prediction’s new time-aware technique that assimilates the time information
with similarity measures mutually. Song et al. [4] suggested calculating the similar-
ities rather than Euclidean distances using a unique approach for personalized QoS
prediction, extracting a functionality point of the QoS sequence and the dynamic
time warping distance. Zhang et al. [5] proposed a WSPred model to deliver values
of QoS prediction of service for various users of these services.

Singh et al. [6] studied the work of recommendations systems in time-conscious,
using a time—frequency allowance for the LSTM and econometrics. Zhang et al. [7]
captured complicated user-service-dependency patterns by using a deep learning-
based RTF model for the time-aware recommendation of service. Singh et al. [8]
experimented using input time series were carried out on many models of the neural
network to identify the optimum model to forecast customized QoS-based online
services. However, many historical data of QoS values and assumptions are requested
for these approaches which result in their experiments showing good accuracy and
low computational cost.

3 Proposed Work

This section goes through the suggested work, which is an efficient service recom-
mendation using a spatial-temporal aware QoS prediction mechanism in a cloud
computing context.

3.1 Using Bayesian Ridge Regression in QoS Prediction

Bayesian regression methods can be employed in an estimating approach to incor-
porate regularization parameters. The regularization parameter is not fixed in a hard
sense but adjusted to the data. We can accomplish that by offering uninformative
priors over the model’s hyperparameters. Instead of setting lambda manually in L,
regularization is utilized in generic regression which is the same as discovering a
maximum a posteriori estimation under a Gaussian prior over the coefficients w with
precision A~! We’re going to manage it as a random data evaluation variable. The
output y is supposed to be Gaussian X, to achieve a totally probabilistic model.

P(ylX,w,a) = N(ylXe,a) (D

The random variable which we talked about it before will be expressed as . A
spherical Gaussian gives the prior to the coefficient w:

P(wlr) = N(w[0,17'1,) 2)
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The priors over @ and A are chosen to be gamma distributions, the conjugate
prior for the precision of the Gaussian. The resulting model is called Bayesian ridge
regression and is similar to the classical ridge. The parameters w, o, and A are esti-
mated jointly during the fit of the model, the regularization parameters « and A being
estimated by maximizing the log marginal likelihood. The initial value of the maxi-
mization procedure can be set with the hyperparameters alpha_init and lambda_init.
There are four more hyperparameters, ;o A, and A, of the gamma prior distribu-
tions over « and A. These are usually chosen to be non-informative. By default,
=y, = A; = Ay = 107°. In the next part, we will describe how in the time-aware
example cloud service suggestion we may choose the most comparable sequences.

3.2 Space-Time QoS Forecasting

Normalized cross-relationship will be used between every model x in the accumulated
QoS data with y to get the dynamic attributes of the given sequence y, the function
of similarity is calculated as:

S =[x =) =y /e = [y =7 ®

After calculating the similarity, the top sequences which have a big amount of
cross-correlation value will be selected. The huge size of the gathered QoS data does
not allow the utilization of a linear scan in all the data. Also, by utilizing the pre-
gathered data set which allows mapping each geographical point with its IP address,
both users’ and services’ geo-location can be known. Because user-service pairs
which are geographically closed have a big chance to share the same IT infrastructure,
like network loads and routers, the QoS values of them may have the same, especially
when sudden changes happen during the time. For this point the user-service pairs
which have similar spatially it is expected that the values of temporal QoS of them
very correlated.

From user-service pairs, we will utilize the spatial data to diminish the looking
through range while accomplishing high precision. First, we will prove that likely
any temporal QoS sequences of user-service pairs which are spatially close will be
correlated for this assumption, from the QoS repository [5] we randomly select a set
of test cases, for each one of them we get the QoS sequence y, which is temporal and
also corresponding to the pair of user-service p, then looking for the most correlated
sequence of QoS x;, corresponding to the pair of user-service p;,. We use spatial simS
to compute two pairs’ space distance for this purpose.

Let p, = (ug4, v4) and pp = (up, vp), to calculate the spatial similarity between
them we will employ dist()function which represents the geodesic distance, so we
get:

simS(pa, pp) = (1/2)(dist(uq, va) + dist(up,vp)) “4)
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Table 1 Discovered correlation coefficients based on the spatial similarity

Spatial similarity (km) | Mean of the discovered maximal correlation coefficient in RT sequence
(0, 500] 0.837

(500, 1000] 0.818

(1000, 1500] 0.784

(1500, 2000] 743

(2000, 2500] 0.598

Fig. 1 Temporal response
time sequence: y,
(corresponding to p,) and xp,
(Corresponding to pp), S (Va3
xp) = 0:955, simS (py; pp) =
83:121 km

Values of Response-Time

It can be noticed that when the pairs spatially close for p, sequences of them,
will be most correlated of y,, which is depicted in Table 1. Thus, we will employ
spatial information for pairs to explore the most correlated sequences which are
temporal. Figure 1 denotes the discovered sequence x;, of pair p;, is much correlated
to a temporal sequence y, of pair p,.

According to the previous analysis, we can reduce the search space to get the
sequence which is correlated to y by exploring the sequences which pairs of them
spatially closed to pair of y and we can express them as z; (1 <1 < L, where L the
amount of sequences those are both temporal and most correlated).

If we have temporal sequence y of pair P(u, v) and want to find the sequences
which are most correlated of it we need first to retrieve the set of pairs GS(P) that
are spatially closed to p, so for this step, we will depend on the geographical map
to great grid representation by dividing the map into many buckets as we can see in
Fig. 2, the dimension of each bucket represent the longitude and latitude. We will set
the length of each bucket which represents the latitude to 0.1156 km and its width
which represents the latitude to 0.1491 km as in Wang et al. [9]. We should notice
that the user/service does not exist in the same bucket, then we map each user service
of the sequence, we can say the two pairs are spatially closed when u.bucket equal
ui.bucket or v.bucket equals vi.bucket, in this way we can retrieve top K’ of pairs p;
which are spatially similar to p. After that, we can calculate the correlation coefficient
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Fig. 2 Finding GS (P) for P Bucket width

./ /Pj'_.r’ ‘

Va ./‘--.-P,;

,/.

7 '/ 4 =
‘"

C * A user-setrvice pair: P, discovering
most correlated user-services
H A discovered candidate user-service pair for P,

between temporal sequences of p; and temporal sequence of p and select top K of
them with notice that the correlation coefficient must be more than zero.

4 Results and Discussion

This section covers the experimental setup for the proposed work as well as the
setting of K and the examination of QoS prediction performance. This section also
includes a table with a comparison of outcomes as well as graphical representations
of several models.

4.1 Experimental Setup

We employ a QoS performance repository [3] for the evaluation of the suggested
strategy, which has a big amount of temporal response time sequences selected from
57 countries containing 142 distributed computers to 4532 distributed services. Each
sequence has at most 64 values of QoS which are temporal and gathered from a client
for a service, these values have been gathered during time slots each one of them
continues 15 min, there are periods between two neighboring time slots also each
period continues 15 min. Thus, we have a matrix with three-dimension user-service-
time 142 x 4532 x 64, respectively. This matrix includes values that represent the
response time value of QoS invocation. We should notice that some values might be
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not valid so it is assigned to zero and also, we set values that are more than the 20 s
to 20 s.

The baseline method is used for evaluating the performance of the proposed
approach is the ARIMA method which can satisfy assumptions of normality,
stationary, serial dependency, and inevitability [10], for this reason, we use the KPSS
test [11] for its normality, the ADF test for checking the stationary, the QLB [10]
test to check serial dependency of y. We utilize the average of the last three noticed
values in the sequence of QoS to consider them unknown values to be anticipated. We
also used for comparison the Lasso regression method [12] with consideration that
we set A to 0.1 and set K to 20. Also, for comparison and achieving good results of
prediction we used the UPCC, IPCC, and WSRec which mix IPCC with UPCC that
are CF methods also. We use the average method (AVG) for temporal QoS prediction
which predicts QoS by taking three recent values which are valid of the temporal
sequence for y then calculating the average of them. Due to the CF techniques are
not doing well in the dynamic environment we combine their results with the results
of the average method to get UPCC* instead of UPCC and also both IPCC* and
WSRec* instead of IPCC and WSRec, respectively. We should notice that we set W
to 0.5 in all-out experiments. We employ both mean absolute error (MAE) and root
mean square error (RMSE) as the evaluation metrics, to evaluate the performance of
the proposed approach. The metric MAE is calculated as:

MAE = ) [, — y,|/N S

And the definition of RMSE is:

RMSE = / [Z (7 yp)z/N} (©)

i

where yn indicates the anticipated value of QoS at a current time tn, which belongs
to a sequence of y, yn show the real value of y at the same time. The number of
anticipated values of QoS is represented by N.

4.2 Setting of K

We have 10,000 test cases that are randomly selected to apply the Bayesian ridge
regression technique with different K values to conduct QoS prediction in order to
assign the optimal value to K in our suggested model. We also utilize MAE and
RMSE to improve prediction accuracy when altering the density of response values
for each K value. This allows us to determine which K value is best for our method
by comparing different densities.
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Fig. 3 Best K during changing the densities of RS values

Figure 3 shows that when the density is changed, the suggested Bayesian ridge
regression technique achieves the best MAE when the value of & is between 10 and
20.

4.3 Analysis of QoS Prediction Performance

We will use two metrics to evaluate the prediction accuracy of the employed
comparing algorithm for each test case. As for grid representation which is shown
in Fig. 2, we are configured to 0.1156 and 0.1491 correspondingly for each bucket
length and breadth, K is set to 400, and for K is set t020. Both Fig. 4 and Table
2 present findings of the MAE and RMSE of several reaction time prediction tech-
niques, where the reaction time density varies between 55 and 80%. The following
points may be seen from the results:

e Some of the historical values of QoS will not be considered in the sequence which
makes the IPCC, UPCC, and WSRec did not achieve better prediction accuracy
than other approaches.

e We can notice that when the density is high, the prediction accuracy of AVG is
a little bit worse than ARIMA in addition, the prediction accuracy of both AVG
and ARIMA is better than UPCC, IPCC, and WSRec methods.

e The Lasso (K = 20) may increase by 15% compared to the ARIMA model if the
density of QoS values high 80%.
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Fig. 4 Comparison between

Bayesian ridge regression
and QoS prediction
algorithms on response time
value

a: Dv =80% B MAE
B RMSE

b: Dv =80% M RMSE

e We can see that our suggested Bayesian ridge regression is slightly better than
the Lasso method and its benefits will reach around 16 percent compared with the

ARIMA model.

e The importance of using the geolocation technique is when we compared the
Lasso and Bayesian Ridge Regression with the two other designed temporal QoS
prediction approaches which are Lasso* and Bayesian Ridge Regression* by not
using the geolocation technique with them, it is found that the results of prediction
accuracy of Lasso and Bayesian Ridge Regression are much better than that of
Lasso* and Bayesian Ridge Regression*. This proves that it is very important
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to include the spatial information of users and services for boosting prediction
performance. Here, in determining the most correlated sequences to sequence
for prediction y, we formed other approaches that are similar to what exists for
prediction QoS called Lasso* and Bayesian ridge regression*, except in process of
exploring the spatial similar GS(P), so K’ is selected randomly from the data set.
As shown in Fig. 4b, the accuracy of prediction results shows that both Bayesian
ridge regression and Lasso are better than Bayesian ridge regression*, and Lasso*,
respectively, which can prove the importance of using the geolocation technique
for getting the best results.

5 Conclusion and Future Scope

Through this study, we learned that the general regression problem is related to our
task, which is temporal QoS prediction. As a result, we rely on Bayesian Linear
regression to make the temporal QoS sequences appear sparse, as well as to find
the most comparable QoS sequences. End-users and service geo-locations are used.
We discovered that our technique outperforms previous temporal QoS prediction
approaches for time-aware cloud service recommendations after deploying it and
obtaining results from the comprehensive experimental investigation.

Even though the performance was outstanding, a few limitations should be
addressed in the future, such as getting more QoS values during the current time slot
and using an online algorithm that anticipates future QoS values based on obtained
data.
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PUASIoT: Password-Based User M)
Authentication Scheme for IoT Services gedda

Bhawna Narwal, Khushi Gandhi, Revika Anand, and Riya Ghalyan

Abstract In today’s scenario where there is an exponential increase in the need
for 10T services, user authentication is an essential feature for device security. IoT
services allow many devices to be accessed and connected over the Internet anytime
and anywhere and thus pose a risk over its privacy and security. A single-factor
authentication scheme can be used to provide robust security, privacy, and secure
access over devices. To deal with a range of IoT devices with varying storage, we
have propounded a lightweight novel password-based user authentication scheme
with low computation costs. This scheme uses lightweight XOR and hash operations.
AVISPA tool has been used to prove security against various attacks.

Keywords Authentication - IoT - Password - AVISPA - Security

1 Introduction

IoT is a network of physical objects which includes RFID tags, sensors, actuators,
etc., which can sense and gather data [1]. This data utilization can provide intel-
ligent services such as remote control, medical aid, optimal indoor environment,
surveillance, security . Analyzing the scenario where 10T services can interact with
smart devices, combining these IoT networks with devices enables the provision of
IoT services to users. Today, most IoT services can be accessed and controlled by
smartphones, for example, Google Assistant Smart Home, which allows connected
devices to be controlled by the Google Home app and Google Assistant surfaces [2].
Likewise, IoT services can be managed and accessed by remote devices bringing
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Table 1 Notations Notations Description

SIDj/UIDi Unique identity of IoT sensor node/user
identity

Rj Random number generated by IoT sensor
node

Kags Shared secret key of gateway and IoT sensor
node

Sj IoT node

Ui User

GW Gateway

h(.) hash function

Ri, 1j Random number

T1, T2, T3, T4 | Timestamp

@, (1, m) XOR, data concatenation

Skey Session key

the risk of information leakage access by unauthorized sources and privacy breaches
[3-5]. Therefore, it becomes much easier for attackers to extract the stored informa-
tion about them. The IoT streaming applications can cause serious privacy concerns
especially when the user forgets to discontinue them, leading to privacy and security
concerns like confidentiality, authenticity, and integrity [7, 8]. The factors such as
limited memory, low computation speed, and compact memory cause variations in
the security need of IoT devices (Table 1).

Nowadays using cloud computation, it is possible to hack secure protocols where
hackers can cause modification in the original messages to be communicated. With
the growing devices connected to IoT services, the vulnerability of privacy breaches
and data leakage increases. Taking into consideration, all possible types of plat-
forms over which IoT is built, the performance, storage, and security requirements
differ from one application to other. Thus, a good authentication scheme must be
devised. The existing related schemes prove to be incapable of promising the secu-
rity of IoT devices at ground level, and the schemes that can provide security cannot
be implemented on small resource-restricted connected devices over IoT networks
[9, 10].

Several pieces of research have been presented in the field of IoT security. With
the increase in demand to switch from manual to automated, IoT has paved its
path to the front by providing promising solutions that grant access and control
from remote devices such as a click on a smartphone. The authors Santoso et al.
[11] have presented an approach to integrating high security while employing IoT
to build smart homes and promising benefits to users while system operation. To
ensure high security, authors have used an asymmetric ECC and a Wi-Fi gateway for
authentication and authorization of IoT nodes. For ensuring security in IoT entitled
smart buildings, architecture related to many security and privacy workings has been
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propounded [12]. The authors Lee et al. [13] have proposed an encryption scheme
for IoT environment based on XOR manipulation to enable anticounterfeiting and
to ensure security. Hardware design mechanisms and enhanced security protocols
have been demonstrated. An Braeken proposed a PUF-based auth scheme for IoT
environment by eradicating the flaws present in [14]. The author has proposed an
alternative scheme that promises privacy by providing an efficient key agreement
mechanism [14]. Ashok Kumar Das et al. have presented an anonymous signature-
based authenticated scheme that uses a key exchange mechanism for an IoT-built
smart grid environment [15]. Based on the issues in the existing related schemes, we
have proposed a novel authentication scheme for IoT services using password-based
mechanism.

The outline is: Sect. 2 mentions PUASIoT scheme. Section 3 mentions
security and conclusion in Sect. 4.

2 The Propounded Scheme: PUASIoT

2.1 User Registration

(a) Registration between Ui and GW

Ui carries out the registration process with GW, using following steps:

1: Ui generates its identity UIDi, password PWDi, and ri.

2: Ui calculates the shadow password, SPWDi = H(ri Il PWDi), and shadow
identity, SUIDi = H (rillUIDi).

3: Ui sends < SUIDi, SPWDi > to GW securely.

4: GW calculates ai = H(SUIDIlIT1Il KGW), bi = H(SPWDIlIT1ll KGU), and ci
=ai @ bi.

5: GW sends < ci, ai, KGU, T1 > to Ui.

6: Ui receives the parameters and checks IT1-Tl< AT. If yes, then stores ci, ai,
KGU, and T1 in smart device

(b) Registration between Sj and GW

Sj carries out the registration process with GW, using following steps:

1: Sj calculates cj = H(Kgsll SIDjlIIT2lItj), dj = Kgs @ 1j, and ej = cj & dj.

2: Sj sends < SIDj, ej, dj, T2 > to GW.

3: GW upon receipt of mesg checks IT2 — Tl < AT? If no, then abort. If yes,
then calculates 1j* = Kgs @ dj and c¢j = ¢j @ dj. Then, computes cj* = H (Kgsll
SIDjlIT2lltj*). Then checks whether cj* = cj? If no, then abort, else GW computes
fj = H (SIDjIIT3ll Kgw), gj = H(cjll Kgs), hj =1j & gj.

4: GW sends < hj, fj, T3 > to S;j.

5: Sj checks IT3 — Tl < AT? If yes, the Sj stores hj, fj, and T3 in smart device
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2.2 Login

Ui sends login request to Sj to carry out authentication (based on Dolev-Yao threat
Model [16, 17]) as per following:

1: Ui submits UIDi* and PWDi*. Further, calculates SPWDi = H (ri Il PWDi*).

2: Sj calculates bi* = H (SPWDIlIT1ll Kgy).

3: Next, Ui computes original bi value, i.e., bi = ci @ ai.

4: Check bi = bi*? Is not the same, abort. Otherwise, computes Uli = H (bill
Kgu IIT1) and generates a random nonce q. Next, U2i = ai & q. Next, Ui chooses
the respective Sj for providing the services and sends the message <SUID;, ci, Uli,
U2i, T1> via an insecure channel to Sj.

2.3 Mutual Authentication

1: User sends authentication message <SUIDi, ci, Uli, U2i, T1> to Sj. Then,
verifies IT1 — Tl< AT? If no, terminate. Otherwise, move to next step.

2: Using stored values of hj and fj, the Sj calculates gj = hj & fj.

3: Next, Sj computes Vj = H (KgsllT3IT2) & gj. Sj sends <SUID;, ci, Uli, T3,
T2, SIDj, fj, Vj>to GW.

4: Then, GW verifies IT3 — Ti< AT? If true, GW calculates fj* = H (SIDjIIT3II
Kgw) and gj* = fj* @ hj. Now, GW will calculate its own gj = H (KgsllT31IT2)
@ Vj. Now, GW checks whether gj = gj*? If same, GW authenticates Sj as a valid
registered node.

5: After successful authentication of Sjby GW, GW computes ai* = H (SUIDIlIT1II
Kgw) and bi* = ci @ ai*. Then, GW calculates Xi = H (bi*ll Kgyll T1). Xi will be
used by GW to authenticate Ui.

6: GW checks whether received Uli = Xi? If same, the GW successfully
authenticates Ui.

7: GW computes Oij = ai* @ H (fj*Il Kgs) to be used by Sj, to derive the value of
nonce q. Then, calculate Qj = H (fj*Il KgslIT2IIT3IIT4). Also, GW computes Wi =
H (XillT2IIT31IT4) to be sent to Ui. The parameter Wi will be used for authentication
between GW and Sj. GW then sends auth parameters to Sj and Ui <Oij, Qj, Wi, T2,
T3, T4>.

8: Upon receipt of mesg from Sj, Ui verifies IT4 — Tl< AT? If no, abort. Else,
Ui calculates Wi* = H (H(bi*ll Kgyll T1) IT2IIT31IT4) and validate Wi* = Wi? If
found same, Ui corroborates authenticity of GW and Sj. Session key will be produced
in the next step. If no, then terminate.

9: Upon receipt of mesg <Oij, Qj, Wi, T2, T3, T4> from GW, Sj will calculate Qj*
= H (fjll KgslIT2IT31IT4) and checks whether Qj = Qj*? If same, Sj will calculate
ai* = O1j & H (fjll Kgs) and q = U2i & ai*.

10: Sj will generate a nonce n and computes Pij = H (ai*lISIDjlIT2IIT31IT4) & n
and Skey = H (q @ n).
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11: Sj will send the authentication message <Pij, SIDj, T2, T3, T4> to Ui.
12: On successful authentication in Step 11, Ui computes n = Pij & H
(aillSIDjIIT2IIT31IT4). Finally, Ui can compute Skey = H (q & n).

3 Security Analysis of PUASIoT

The HLPSL specification (in AVISPA [17]) for GW (gateway), Ui (user), Sj (sensor
node), session, and environment is provided in Figs. 1, 2, 3, 4, and 5, respectively.
And, result in (Fig. 6).

4 Conclusion

With the increase in the need for [oT services and simultaneous dropping costs of
sensors, connectivity has become an essential feature thereby increasing the risk of
privacy and security breaches. Since IoT involves connected things which share data,
this large network of connected things becomes a vulnerable focal point of privacy and
security attacks. Thus, it becomes pivotal that protocols can provide essential security
against attacks related to security and data leakages. Thus, we developed PUASIoT
which uses simple one-way hash and XOR operations, making scheme suitable for
small devices with low storage and resources. For security analysis, AVISPA has
been used and results suggest that our scheme resists security attacks.
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role gateway(
Ui, s, : agent,
Skun,Skng,SKug : symeetric_key,
H + hash_func,
Sd,Rev : thannel(dy))
played_by G def=
local
State : nat,

const subs1,subs2,subs3, subsd, subss, alice_bob_rb,bob_alice ra,alice gateway q : protocol id
init
State 1= @
transition
1, State =@ /\ Rov({SUIDi'.SPaDi')_SKug) =|>
% Registration Phase
State":= 1 /\ secret({Kgu}, subs1,{ui,&})
f\ secret{{uIDi,PDi,Ri}, subs2,ui)
1\ secret({xg}, subs3, {GH})
A\ T = new()
SUIDi'.T1' Kkgu)
P01, T1' Kgu)
I\ "= xor(Ad,B1")
J\ Sed({Al'.Ci" Kgu.T1"}_SKug)
2. State = 1/\ Rev({SIDj.E{".Dj'. 12"} Skng) <>
State':= 2 /\ secret({Kgs}, subs4, (5], 6}
/\ secret({5I07.R].Kgs}, subss,S3)
N (= xor(€5*,05")
A\ 13"5= new()
/\ Fj'i= H(SID].T2'.Kgs)
i H(Ci kgs)
f\ #'i= xor{Fi",6]')
/\ Snd({Kj' 3" T3")_Skng)
3, State = 2 /\ Acv({SUIDi'.Ci".ULi".T3".T2" SID].Fi' Vj') Skng)= >
% authentication phase
state':= 3 /\ Fj'i= H(SIDI.T3" Kgw)
N j' 4
na'

wor{ci' ) 4d")

1= (B gu.T1)

xor{Ad' H(F3' Kgs))

nex()

i'12 HF]' kgs.T2' T3\ T4")
MW= BT T8

/N Snd({0i".Qj" L' T2". 3" T4")_Skng)
/\ Sed({0ij'.j' Wi'.T2'.T3" T4} Skug)

end role

Fig. 1 Role gateway
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role alice(Ui,5j,Gw : agent,
SKun,SKng,S5Kug 1 symmetric_key,
" 1 hash_func,
Snd,Rewv : channel(dy))
played_by Ui
def=
local
State : nat,
UIDi,PWDi,SPWOL,SUIDL,T1,T2,T3,T4,Kgu,AL,Bd,Ci,014,021,Q,043,Q],wWi,Pij,5I0],.N,5key,RL :text
const subsl,subs2,subs3,subsd,subss,alice_bob_rb,bob_alice_ra,alice_gateway_q : protocol_id
init

State := @
transition
1. State = @ /\ Rev(start) =|>
%X Registration Phase
State’:= 1 /% SUIDLi':= H{Ri.UIDi)}
/N SPWOL':= M{Ri.PWDi}
/% Snd({SUIDi’'.SPWDi’}_SKug)
£ secret({Kgu},subsl,{Ui,GW})
/N secret{{UIDi,PWDi,Ri},subs2,ui)
2. State = 1 /% Rew({Ai'.Ci'.Kgu.T1'}_Skug) =|>
X Login Phase
State’:= 2 /\ Q':= new()
A% SPWOL' 1= H(RLi.PwWDi)
A% SUIDL®:= H{(RLi.UIDi)

/N U2iti= xor(AL',Q')
/N Snd({SUIDL’.Ci’'.UlL'.U24".T1}_SKun)

3. State = 4 /\ Rcv({O1j".Qj".Wi'.T2'.T3'.Ta'}_SKug)=|>
State’:=5 /% Wi':i= H{HM(BIl.Kgu.T1).T2'.T3".Ta'
4. State = 5 /\ Rew({Pij'.SIDJ.T2'.T3°.T4'} SKun)=|>
State’:=6 /\ N'i= xor(Pij,HM(AL.5IDJ.T2'.T3°.T4"))
/N Skey'i= H{xor{Q,N'))

end role

Fig. 2 Role user

role bob(

Ui, s, 6 1 agent,

SKun, SKng,SKug : symeetric_key,

H : hash_func,

Snd, Rev : channel(dy))
played by Sj defs

local
State : nat,

UID4,PuDi, R, Rj, SPWDE, SUIDE, Kgu, T1,T2,T3, T4, Kgs, Al B1,C1,U14,U21,Q, 045,04, ki, PL§, S103, N, Skey, F§,C3, 63,H1,E9,0,V] stext
const subsl,subs2,subs3, subs4,subs5,alice_bob_rb,bob_alice ra, alice gateway q: protocol id
init
State := @
transition
1. State =@ /\ Rev(start) =|»
X Registration Phase
State':= 1 /\ Rj":= new()
I\ T2 = new()
/\ Cj':= H{Kgs.SIDj.T2'.Rj")
/\ Df" 1= xor(Kgs,Rj')
I\ Ej':= xor(Cj°,05")
/\ Snd({SID.E§".0j".T2"}_SKng)
/\ secret({Kgs},subs4,{5],GH})
I\ secret({SIDj.Rj".Kgs},subs5,55)
2. State =1 /\ Rov({Hj'.Fj'.T3"}_Skng)=|>State’:=2
% Login Phase
3. State = 2 /\ Rev({SUIDi'.Ci'.ULi'.U2i".T1"}_SKun) =|>
¥ Authentication Phase
State':= 3 /\ 6j":= xer(Hj,Fj)
I\ T3':= new()
/\ V"= xor(H{Kgs.T3'.72),6§")
J\ Snd({SUTDi’.Ci'.U1i" T3, T2.5104.F§.Vi'}_Skng)

4. State = 3 /\ Rev({0ij'.Qj".Wi'.T2'.T3°.T4"} Skng)s|>
State’:= 4 /\ Qj':= H(Fj.Kgs.T2'.T3'.T4")
I\ Ai"i= xor(0ij,H(F].Kgs))
/A Q1= xor(U2i ALY
/A W' := new()
/\ Pij" 1= xor(H(AL'.SIDJ.T2'.T3".T4"),N")
J\ Skey':s H(Q".N')
/\ Snd({Pij’.SID§.T2".T3'.T4"}_Skun)
5. State= 4 /\ request(Ui,5j,alice_gateway_q,Q")=|>
State’:= 5
end role

Fig. 3 Role sensor node
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role session(

Ui,sji,cw : agent,
SKun,SKng,SKug : symmetric_key,
H : hash_func)
def=
local Sal,Ral,Sbo,Rbo,Sga,Rga : channel(dy)

composition
alice(Ui,GW,Sj,SKun,SKng,SKug,H,Sal,Ral)
/\ bob(Ui,GW,S5j,SKun,SKng,SKug,H,Sbo,Rbo)
/\ gateway(Ui,GW,Sj,SKun,SKng,SKug,H,Sga,Rga)
end role

Fig. 4 Role session

role environment()
def=
const ui,sj,gw : agent,
skun,skng,skug : symmetric_key,
h : hash_func,
alice_bob_rb,bob_alice_ra,subsl,subs2,subs3,subs4,subs5 : protocol_id
intruder_knowledge= {ui,sj,gw,h}
composition
session(ui,gw,sj,skun,skng,skug,h)
/\ session(ui,gw,sj,skun,skng,skug,h)
/\ session(ui,gw,sj,skun,skng,skug,h)
end role
goal
secrecy_of subsl
secrecy_of subs2
secrecy_of subs3
secrecy_of subs4
secrecy_of subsS
authentication_on alice_gateway_q
end goal
environment ()

Fig. 5 Role environment

Fig. 6 Simulation result of
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Random Connected Graph Generation )
for Wireless Sensor Networks

updates

Soumyasree Talapatra and Avirup Das

Abstract For analysing networks like social media networks, wireless sensor net-
works, etc. in many applications, generating random connected graph is very impor-
tant. As it is time consuming to generate the random connected graph consisting
of large nodes it is necessary to generate it in minimum time. Characteristics like
dependent edges and non-binomial degree distribution that are absent in many clas-
sical random graph models such as the Erdos-Renyi graph model can be captured
by random graphs with a given degree range. The problem of random connected
graph generation having a prescribed degree range has been addressed here. Ran-
dom graphs are used to model wireless sensor networks (WSNs) or IoT comprising
of sensor nodes with limited power resources. A fast and light-weight algorithm has
been proposed in this paper to produce a random connected graph for a real-time
multi-hop wireless sensor networks (WSNs). Results show that our method has better
performance than other existing methods.

Keywords Graph theory - Random connected graph - Wireless sensor networks -
Connectivity * Sensor deployment

1 Introduction

Graph processing is one of the integrable and has significance in research area. Graphs
are used as data structure in many applications such as social networking, image
processing, data mining and IoT network. In today’s world, arapid growth of complex
system is taking place due to the advancement of modern technologies. Systems such
as, social networks, Internet are being modelled and analysed by random graphs. To
analyse a very large complex system, a massive random network efficiently need to
be generated.
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In 1959, as an extension of the probabilistic method, Paul Erd6s and Alfred Renyi
introduced the concept of a random graph to discover the existence of certain graph
properties [1]. Random graphs have been applied more broadly to solve combina-
tional problems and used for better understanding on graph behaviours. It has been
extended to modularise various random-like networks, such as the unpredictable
growth of the Internet’s web graph, the spread of human population, social relations,
and neural networks.

The term “random graph” was first mentioned in a paper by Erdos, where it was
used in a remarkable proof of a theorem regarding the existence of certain graphs that
demonstrated the power of the probabilistic procedure. For example, it observes that
how a structure of random graph can evolve when the number of edges get increased.
Since the foundation of the theory of random graphs by Erdos and Rényi, various
random graph models have been introduced and studied. A random graph is a graph
obtained by adding successive edges with isolated vertices at a random way. The
theory of random graphs provides a framework for the understanding of probability
distributions over graphs and also useful to understand stochastic processes that
happen over a network. A random connected graph is a graph that is connected, i.e.
there is a path exists from any vertices to any other vertices in the graph. Random
connected graphs are used to capture various aspects, such as communication link
and degree distribution. Random graphs are a fundamental property for indicating
reliability of multi-hop wireless sensor networks, which are also being analysed and
modelled by random graphs.

In various field, nowadays, wireless sensor networks and IoT have gained a
great deal of attention. The term wireless has turned into a generic and exten-
sively global term employed to describe communications in which electromagnetic
waves (EMWs) are employed in sending signal to several or the entire path of the
communication.

A wireless sensor networks (WSNs) can be defined as a self-configured and
infrastructure-less wireless networks to monitor physical or surrounding environ-
mental conditions to simultaneously pass their data through the network to a main
location or sink, where the data can be observed and analysed which can communi-
cate the information gathered from a monitored field through wireless connection.

In recent years, there has been considerable research interest on algorithms for
information exchange, estimation and computation over networks. Such algorithms
have a variety of potential applications in sensor networks, peer-to-peer networks,
wireless networks and networked control systems.

As collected information needs to be sent to data collection or processing centres,
so the connectivity of a WSNSs is usually studied by considering a graph associated
with that network. This is only possible if a path exists from each node to that
collection centre. Due to which connectivity of random graphs is a main subject
for theoretical analyses of WSNs because their sensor nodes are usually deployed
randomly as shown in Fig. 1, so, they are regarded as wireless ad-hoc networks. Nodes
and edges in graphs, respectively, correspond to sensor nodes and communication
links in WSNs [2].
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Fig. 1 Representation of a WSN or 10T city using a graph

Due to popularity of random graphs or networks in modelling and simulating,
many complex real-world systems such as the Internet [3], social [4] networks, it has
gained a significant increase of interest to understand how the systems work through
obtaining rigorous mathematical and simulation results. Many random graph models
such as the Erd6s-Rényi [5], the Chung-Lu [6] models have been proposed to capture
various characteristics of real-world systems. Of these systems, one of the important
aspect is degree sequence which has a wide and significant application in the areas
including structural reliability and communication networks because of the strong ties
between the degrees of vertices and the structural properties of dynamics networks
[7].

Most previously studied algorithms for this problem either sometimes get stuck
or produce loops or multiple edges in the output, requiring frequent restarts. For
such algorithms, the probability of a restart needed on a trial rapidly approaches 1
as the degree parameters grow, resulting in an enormous number of trials needed on
average to obtain even one graph [8]. A major advantage of our algorithm is that it
never gets stuck and a careful selection of order of degree selection is done.

The problem of generating a random connected graph with a given degree
sequence becomes considerably easier if self-loops are allowed. Throughout this
paper, we considered random connected graphs with no self-loops. By using the
Havel-Hakimi method [9], a deterministic graph can be generated following a given
degree sequence.

Without any maintenance, sensor nodes are expected to retain required functions
of the whole network. In practice, efficient establishment of connectivity is a central
issue in design of WSNs [10].

The remainder of this paper is organised as follows. Section2 graph models are
briefly introduced. Section 3 describes the procedure with algorithm. In Sect. 4, we
have discussed about results and compared with other existing algorithm. Finally,
we have concluded the work in Sect.5.
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2 System Model

A graph in which vertices corresponds to the communication nodes often represents
a wireless ad-hoc network or WSNs which compose multiple autonomous, tiny, low
cost and low-power sensor nodes. These nodes gather data about their environment
and collaborate to forward sensed data to centralised back-end units called base
stations for further processing [11].

In such a graph, a connected edge from one node to another indicates that the
node corresponding to the former can send data directly to the corresponding node
to the latter.

If this associated graph is connected, then we can call the network as connected. A
graph G is connected if and only if there exists a path between any pair of its vertices
[12]. Any pair of nodes can communicate with each other if a network is connected,
possibly taking multiple jumps through relay nodes. Sometimes we can consider
stronger forms of connectivity, such as k-connectivity, in which the network remains
connected even if k — 1 nodes are removed. If a network is k-connected (k > 2), it
has better fault-tolerance than if it is merely 1-connected.

2.1 Graph Model

The Erd6s-Gallai theorem is a result in graph theory, a branch of combinatorial math-
ematics. It provides one of two known approaches to solving the graph realisation
problem, i.e. it gives a necessary and sufficient condition for a finite sequence of
natural numbers to be the degree sequence of a simple graph. A sequence obeying
these conditions is called “graphic.” The theorem was published in 1960 by Paul
Erdos and Tibor Gallai, after whom it is named.

A graph G(n, p) is a random graph with n nodes where each possible edge has
a probability p of existing. The number of edges in a G(n, p) graph is a random
variable with expected value np. We will be mostly focussing on the Erdo s-Renyi
graph.

e If np < 1, a graph in G(n, p) will almost surely have no connected components
of size larger than O(log(n))

e A graph in G(n, p) will almost surely have a largest component whose size is of
order n? if np = 1.

For a sequence of numbers to be graphic, the conditions of the Erdds-Gallai
theorem are necessary. The inequality between the sum of the largest degrees and
the sum of the remaining degrees can be established by double counting: the left side
gives the numbers of edge-vertex adjacency among the highest-degree vertices, each
such adjacency must either be on an edge with one or two high-degree endpoints,
the term on the right gives the maximum possible number of edge-vertex adjacency
in which both endpoints have high degree, and the remaining term on the right upper
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bounds the number of edges that have exactly one high-degree endpoint. For any
sequence of numbers obeying these conditions, there exists a graph for which it is
the degree sequence, and the most difficult part of the proof is shown by Havel-Hakimi
theorem.

Havel-Hakimi Theorem: The Havel-Hakimi algorithm is an algorithm in graph
theory solving the graph realisation problem. That is, it answers the following ques-
tion: Given a finite list of non-negative integers, is there a simple graph, such that its
degree sequence list. Here, the “degree sequence” is a list of numbers that for each
vertex of the graph states how many neighbours it has. For a positive answer, the
list of integers is called graphic. The algorithm constructs a special solution if one
exists or proves that one cannot find a positive answer. This construction is based on
a recursive algorithm. The algorithm was developed by Havel and Hakimi [9].

3 Algorithm

Random connected graph is very necessary for analysing the IoT or WSNs. Here,
we have developed a light-weight algorithm for generating random connected graph.
First, we are generating a connectivity matrix for the graph G. Then, we can easily
plot the graph from the matrix. We considered here that this method has a degree
boundation. And highest degree can be Dy,,x and lowest degree can be Dy, for
each node. Randomly it will be decided the actual degree d of of a node i using this
procedure, where, Dy < d < Dp,x. Number of row is % and number of column
iS Dy At first, in each row randomly generated Dy,,x — 1 elements in degree d; of
node i iS Dyin < d; < Dyax. And put 0 in the last position of the row to maintain the
size of the row Dpx. Then, if summation of the row is even then replace the last 0
value with the existing highest even degree (let /) present in that row and increment
[ elements by 1 in that row. Otherwise, if summation is odd then 0 value is replaced
with 1 and any 1 element’s value increment by 1. By this procedure, we are getting

the connectivity matrix and then we can plot the random connected graph G.

4 Simulation Results

We validated our algorithm using simulation in MATLAB. Also, we have compared
our method with [13] and it is clear that our algorithm performs better in terms of
execution time. It is very necessary to execute the algorithm in lower time and should
be light weight because IoT or sensor device is low computational capability with
low storage space.

Figure2 is showing that average diameter of a random connected graph for dif-
ferent degree range. For example, when degree range is 2—4 then average diameter
is about 12. Here, average is taking on 100 runs. Number of nodes is 50 for the the
connected graph but different results taken for different degree range.
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Algorithm 1: Connectivity matrix generation for random connected graph

Input: Max degree Dy, 4y, minimum degree D,,;, (D, = 1), number of nodes N

Output: Connectivity matrix for random connected graph G

Number of row

: N

i8S 5—

X Dmax
Number of column is Dy qx

for each cluster i for generating connectivity matrix do

else

end
end

every cluster has Dyqx no. of nodes;

generate Dyqx — | random no. in range of Dygx t0 Dyins
add 0 in the last position, to maintain the length of the row Dy,4y of connectivity matrix;
if sum of the elements of a row is even then
replace the O of last place with highest even degree present in that row;
if last element is /;

increment / elements by 1 of that row;

replace the O of last place with 1;
increment any one element by 1 of that row;
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Fig. 2 Avg. diameter of a random connected graph with varying degree range

In Fig.3, we have shown execution time of the algorithm in sec. and compared
with an existing work [13], where our method is taking less time for executing the
algorithms or generating the random connected graph. Here, we have taken degree
range 2—4 of all the nodes and taken execution time by varying the number of nodes.

In Fig. 4, we have shown execution time of our algorithm with varying the degree
range while fixed the number of nodes. Execution time is increasing with the degree
range because more degree range means more complex graph, more number of edges
in a graph. Our method is taking less time to generate a random connected graph

which is feasible to implement in real-time network.
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Fig. 4 Execution time to generate a random connected graph with varying degree range

5 Conclusion

We are trying to develop a presented and efficient algorithm for generating random
connected graph. It can be used in studying various structural properties and dynamics
over a network, sampling graphs uniformly at random from the graphical realisations
by estimating the number of possible graphs with a given number of node’s. The
algorithm never gets stuck, and can generate every possible graph with a positive
probability, and executes in less time. Our algorithm to generate a random connected
graph is light weight, so it can apply on real-time IoT or sensor devices in a real
world. We believe the algorithms will contribute significantly in analysing and mining
emerging complex systems and understanding interesting characteristics of such
networks.
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A Novel Application of HPSOGWO M)
Trained ANN in Nonlinear Channel ek
Equalization

Pradyumna Kumar Mohapatra, Ravi Narayan Panda, Saroja Kumar Rout,
Rojalin Samantaroy, and Pradeep Kumar Jena

Abstract In a communication channel, there is a possibility of distortions such
as ISI, CCI, and another source of noise that interfere with useful signals, and the
signal becomes corrupted. Therefore, equalizers are needed to counter such types of
distortions. In this paper, we presented a nature-inspired hybrid algorithm which is
an amalgamation of PSO and GWO. The proposed algorithm is called HPSOGWO.
During this work, we pertain to ANN trained with the proposed HPSOGWO in
the channel equalization. The foremost initiative is to boost the flexibility of the
variants of the proposed algorithm and the utilization of proper weight, topology,
and transfer function of ANN in the channel equalization. The performance of the
proposed equalizer can be evaluated by estimating MSE and BER by considering
popular nonlinear channels and added with nonlinearities. Extensive simulations
show the performance of our proposed equalizer, better than existing NN-based
equalizers also as neuro-fuzzy equalizers.

Keywords ANN - PSO - HPSOGWO - Nonlinear channel equalization

1 Introduction

Recuperating information from communication channels, adaptive channel equal-
izers are needed. In [1], restoration of signals from a nonlinear channel, the authors
have proposed optimal preprocessing strategies. For perfect reform of discrete data
transmission during a channel, Touri et al. [2] have suggested some ideas. Soft
computing tools-based adaptive equalizers such as neural networks-based equalizers
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[3] have been developed in the late 80s. For nonlinear and complex channels, it has
been observed that these methods are very suitable. Patra et al. [4] used Chebyshev
artificial neural network for the problem of equalization. JPRNN-based equalizer
using RTRL developed by Zhao et al. [5] provides some encouraging results. The
amalgamation of FIR filter and FLNN with adaptive decision feedback equalizer
(DFE) is introduced in [6]. Zhao et al. [7-11] introduced several distinctive types of
NN-based equalizers to solve these complex issues. As far as the problem of equal-
ization [5—13] is concerned, ANN has been served as the best tool despite complex
problems. Since conventional training algorithms did not succeed in many cases,
training ANN with different optimization algorithms involving bio-inspired compu-
tation was applied in many applications [14—16]. ANN [17-28] trained successfully
with evolutionary algorithms are applied in nonlinear channel equalization. Fasci-
natingly, in these works, HPSOGWO to neural network training was used to discover
ideal weights, transfer functions, and an appropriate topology of a given network’s
neuron. Thus, with the successful application of HPSOGWO to optimize all network
parameters. The author proposed an equalizer whose performance and execution that
outperforms contemporary ANN-based [5—7] and neuro-fuzzy [12, 13] equalizers
available in the literature which real essence in this paper.

The principal outlines of this article are as follows: Section I deals with introduc-
tion after that problem statement in Sect. 2, followed by the proposed system model
in Sect. 3. The simulation study is conceded for performance evaluation which is
discussed in Sect. 4. Lastly, in Sect. 5, it dealt with a conclusion.

1.1 Contributions

The main contribution can be focused as:

e Development of learning procedure in ANN.

e Make use of HPSOGWO trained with neural networks in channel equalization.

e Nonlinearities used in this works for performance evaluation of different channels
are different.

2 Problem Description

The communication system model is described in Fig. 1. The following expression
[13] was identified in terms of co-channel and impulse response of the channel.

Li—1
Hi(x) =Y biwz™ 0<i<n )

m=0
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n
— Channel z1 — z1 - z1
x(n)
r(n) H ﬂ ﬂ
EQUALIZER
X,
\Y

Fig.1 Model of communication system

where L; and b; ,,, represent as length and tap weights of the ith impulse response of
the channel. We suppose a parallel model, which creates the study is straightforward,
even though the fact that it can be expanded to any communication system in common.
The following conditions satisfy for transmitted symbols x; (n), 0 < i < n which are
set of independent, i, i, d dataset consists of {£1} which are mutually independent.

Elxi(m)] =0 2

E[xi(n1)xm(n2)] = 83 —m)d(ny — ny) 3)

Here, E[.] denotes expectation operator and impulse response can be represented
as

Mm:{&ig 4)

The output of the channel described as

r(n) =d(n) +do(n) +n(n) (&)

where d(n) is received signal of the channel,d,(n) is nosy signal, and n(n) is the
element of noise supposed to be Gaussian with variance, i.e.,

E[(n®)] = o}

The expression of d(n) and d,(n) can be expressed as



162 P. Kumar Mohapatra et al.

L[)*l
d(n) =Y bomxo(n —m) 6)
k=0
n L()*l
dy(m) =" " bjux;(n —m) (7)
j=1 k=0
Based on the channel observation vector, r(n) =
r(n),rn—1),....,r(n =1+ 17T, the objective of the equalizer is to approx-

imate the transmitted sequence xo(n — k),where equalizer order 1 is and the delay
factor is m.
Error be able to calculated as:

e(n) =d(n) —r(n) ®)

Because of ¢? (1), the instantaneous power of the difference signal can be identified
as a cost function that is always positive and is replaced as e(n).We will adopt an
algorithm to update the weights iteratively so that ¢?(n) must be minimum and
reduced to zero.

3 Proposed Model

The proposed equalizer of the system model in this work is an application of the
optimized value of HPSOGWO, GWO, and PSO variant, trained with a multilayer
artificial neural network where each of its neurons trained with these variants. Special-
ized points of interest of the paper are proved from its novelty and execution comes
about. We experienced the capability of hybrid variants that were run 20 times on cost
function. To search for the best solutions, proposed algorithms have to be run at least
more than ten to fifteen times. It is once more a common strategy that HPSOGWO is
run on a trial issue numerous epoch, and the leading ideal results, in the final creation,
are assessed as measurements of execution. The author compares the execution of
PSO and GWO with the proposed hybrid algorithm in provisions of best ideal and
factual comes about. Based on contrast, HPSOGWO gives results of superior quality
with rational iteration and prevents premature convergence.

3.1 ANN Model

Here, the model of ANN like a human brain that is competent of adjusting to varying
circumstances and learns rapidly within the redress setting. It is a mechanism for the
recreation of the human brain. Neurons are basic elements of ANN. Each neuron
of ANN is interconnected in an organized way. To generate output, the neurons get
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inputs from another neuron by firing through their synapse. The output of neurons
can be generated by performing the sum of weighted of inputs of the neuron through
a transfer function. Generally, ANN maybe consists of one or more hidden layers
including an input layer and output layer. The real computations that ANN performs
of the network is done in the hidden layers. The network will be active and will
produce desired output when it is given with the proper set of inputs, weights of
neurons, and transfer function (it may be different for different neurons but usually
the same). To ease the suitable arrangement of a network, training of the ANN is
required.

3.1.1 Neural Networks Training

Back propagation is one of the few strategies, as far as training of the ANN is
concerned. The information required to train an ANN that takes input so that it will
generate possible outputs.

Following procedures are used for training:

First take the inputs and possible outputs.

Calculate and add the weight of all inputs, then go via transfer functions.
Evaluate estimated output using actual output.

Based on the comparison, the fitness value can be calculated and updated.
Do steps 2 and 3 again unless and until training reached the suitable stage.
To optimize fitness, adjust weights in the right direction.

Repeat steps 1-6 in anticipation of satisfactory fitness value is set up.

A o e

To train a network, the back-propagation method [29] is supposed for modification
of weights but it may get a long training time. The training algorithm proposed by
the author in this work is an HPSOGWO.

3.1.2 The Transfer Functions

The input of every neuron is connected with a transfer function that can activate
it. The weighted sum of the inputs of neurons is calculated. A good choice of the
transfer function is a sigmoid function which is applied in this work. Equation (9)
shown below expressed as a sigmoid function which is in the range [0, 1]:

1
Slngld(x) = m (9)
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3.2 Variant of PSO

Kennedy and Eberhart [30] and del Valle et al. [31] were initially presented the
PSO algorithm. Its primary decision was mainly stimulated by the recreation of the
societal behavior of creatures such as fish schooling and bird flocking. When the
birds are looking for food, they are either dispersed or have recently settled together
in the place or they can discover the nutrition. When the birds are looking for food
from one location to another, there is a bird that can smell the food very well on an
ongoing basis; that is, the fowl] is conscious of where the food can be found, getting
the right message of nourishing properties. Since they transmit the information at
any point, particularly the valuable information, the birds must eventually run to the
place where nourishment can be found when looking for food from one place to the
next. This method is erudite from the conduct of animals to measure the functions of
worldwide optimization, and each swarm accomplice is called a particle. There are
two stages of PSO; velocity and positions of the particles are updated. The global
search space of the position of each partner of the swarm is updated by following
mathematical expressions.

V! = V" 4+ Cyrand; (Pbest! — X!') + Corand, (gbest” — X7) (10)
Xt = x4yt 1D

Where V"™ is the particle i of velocity at (n + 1) iteration, X' is the particle’s
new location value, C; and C; are factors related to the cognitive weighting and
social weighting, respectively, rand; and rand, are stochastic parameters.

3.3 GWO Algorithm

The algorithm, which is a meta-heuristic algorithm based on population [32] which
imitates the hunting strategy of the pack of gray wolves is called the GWO algorithm.
They have a place to the first-class family of the nourishment series and hence keep
up a social chain of command as takes after. The alpha is considered a pioneer of the
pack as a whole. Beta found wolves of the second rank. The most exceedingly bad
dim wolves are omega. In case the wolf has no place, the location of the prey to be
called delta in any of the over groups. The other oddly social activity of gray wolves
in extending to the social level is party hunting. The following points concern the
hunting of gray wolves.

e Hunting, tracking, and drawing closer to the prey.
e Search for, surround, and harass the victim until it stops moving.
e Assault upon the victim.
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The encompassing approach is represented as follows in the normal GWO:

F =T Xpm — X(n) (12)

- -

x(n+1)=X,u —ar (13)
From the above equations, n is the number of iterations, random vectors are a and
¢, the preys location is X, and the wolves position is X. Alpha is the best solution
of the gray wolf technique, the second and third best solutions being beta and delta.
The three main arrangements in this algorithm are chronicled, and the majority of
the wolves (omegas) upgrade their positions to the best arrangements.
The hunting technique is, for these reasons, modeled as it takes.

-

Fo =|C1 - Xq — X|,Fg = |C2- X — X|, 75 = |3 - X5 — X| (14)

- -

X|=Xq — 0| Tq,Xo0 =Xg— 0y T, X3 =2X5 — Q315 (15)

S X1+ %+ X3
x(n+1) = e a— (16)
Here, the locations of alpha, beta, and delta wolves are identified as X, )?,3, and
Xs correspondingly dj, d,, a3, €1, Ca, C3 are represented as random vectors.

¢ When random value says |A| < 1 the wolves are compelled to attack the prey,
and the exploitative ability is to attack the prey otherwise they move away from
the victim.

e Discovery capabilities are to hunt for predators.

3.4 Proposed Hybrid Algorithm

Talbi’s proposed algorithm [33] leveraging low-level coevolution for global mixed
hybrid optimization by hybridizing PSO with the algorithm GWO called it
HPSOGWO. The main purpose is to develop diversification and to conquer prema-
ture convergence. The proposed hybrid algorithm is called as low level since we unite
both variants of PSO and GWO. Both algorithms run in parallel. The two variants
mixed and developed the concluding results to the problems. Based on this update,
we tend to particle swarm optimization to boost the exploitative power with the
exploratory power in the gray wolf optimizer to provide the intensity of each model.
The author suggested the following equation by updating the location of the three
agents in the search space rather than mistreatment normal mathematical equations.
We prefer to handle the discovery and exploitation of the gray wolf by inertia constant
within the search region. The following equations can be expressed as in modified
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Fig.2 HPSOGWO

pseudocode Initialize [, a, w and ¢

velocity = 0.3 * randn
w=0.5+rand()/2
estimate the fitness of agents by taking eqn (5)
do
for every search agent
Modify speed and location by taking eqn (6)
end for
Modify [, a, w and ¢
estimate suitability of all quest agents
Modify locations of first 3 agents
n=n+1
while (n < maximum no. of iteration)
Return // Location of first best search agent

form. Figure 2 shown the pseudoccode of the proposed HPSOGWO algorithm.

s =103 Xs—w-X| (17)

?0,=|51-55a—w~5c'|,7,3=|52-fc,3—w-55

The velocity and new position of the updated equations can be formed by
combining PSO with GWO variants can be expressed as follows:

Vl."+1 =wx[V"+ Clrandl(Xl — Xf) + Czrandz(Xz - Xf)
+ C3rand3(X3 — Xln) (18)

X=Xy vt (19)

4 HPSOGWO, Construction, and ANN Training

Training ANN with HPSOGWO is the main concern of this paper. For this, we must
build population-based network. In this research, 30 network populace performs well.
Through this population, HPSOGWO communities are created and initialized. This
arrangement is termed the topology of the system. The following training procedure
is applied for HPSOGWO with ANN:

e Observe the training samples for each network and report the number of network
errors.

e Obtain the best problem space network, analyze all the errors.

e Identify the network which has achieved the desired minimum error, exit the
program, and record its weights.

e FElse, for each network HPSOGWO can change its vectors of position and velocity.
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e Do again step 1.

When a particle reaches the desired fitness, which means that a result has been
obtained after it transitions from being an employee seeking a resolution to becoming
amanager in ANN development. With a several control variables, the equalization of
the communication networks is a difficult issue. On this issue, ANN has yet to be an
exceptional tool. The reason given is to build and train ANN for calculating channel
state. Here, [£1] take as training data. The input to the network which was built
used these values. Equation (20) describes network fitness which was to calculate
the MSE for the entire training collection.

Valu of Fitness = Z Recorded Value — Predicted value of Network (20)

A network is deemed available after it has satisfied any marginal execution needs.
The requirement used was the measurable computation identified as the coefficients
of correlation which showed in Eq. (21).

) Value of Fitness
nw =1

— 21
> Recorded value——Mean Recorded value @D

Here, in this work, HPSOGWO trains the entire network, which is built as a multi-
layer artificial neural network whose parameters such as weight, topology, transfer
function, are suitably optimized.

5 Training Procedure for HPSOGWO with ANN

The author proposed the training algorithm shown in Fig. 3, ANN defines rules for an
organization that acts as a Boss of a company to supply assets(which are nothing but
the parameters to be to optimized) to HPSOGWO which behaves as a manager which
gives the directions for employee. ANN learning the equalization problem. In this
method, ANN acts both as a Boss and as an employee. The flowchart shown below
describes pseudocode for the problem. The number of particles and also the number
of hidden nodes were identified by P and Q. This training algorithm’s flowchart is
shown in:

6 Simulations and Discussion

The pseudocodes of all the algorithms are coded in the MATLAB R2015a and imple-
mented on 15.6-inch FHD Intel® HD Graphic with memory 16 GB, 2 x 8 GB, DDR4,
2666 MHz. We have taken 40 numbers as search agents. Number of iterations is 10000
for channel-0 and 500 for channel-1 and channel-2, allowable error are setat 1073, 1
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Fig. 3 Training algorithm of

the proposed equalizer
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Initialize ANN-as a BOSS

For j=12, ...... P
Make HPSOGWO-as manager (j)
for ANN-as employee k = 1,2, ...... P
create ANN- as employee
end
end

whilst solution is not establish
evaluate update
put number of maximum iterations
for (HPSOGWO-as manager j = 1,2, ...... P)
as (iterations<allocations)
for (ANN-as employee k = 1,2, ...... Q)
test ANN-as employee(k)
end
for (ANN-as employee k = 1,2, ...... Q)
Modity the weights of ANN-as employee (k)
end
end
Return global best
end
Update global best
end

=c2=0.5and c3=0.7,w = 0.7 + rand()/2, and [ € [2, O]; such parameter settings
are used to measure efficiency of the hybrids and other metaheuristics. Here, the
value of P is set at 30 and Q is 5. The performance of the equalizer can be evaluated
by using the following three nonlinear channels as shown in Table 1, and the type of
nonlinearity introduced as shown in Table 2. The channel input signals are chosen as
i.i.d. sequences with a mean of zero. The noise introduced in the channel is additive
white Gaussian noise with zero mean and it is not dependent on the channel input.

Table 1 Types of nonlinearity

SL. No Type of nonlinearity

NLO y(n) = tan h[x(n)]

NL1 y(n) = x(n) + 0.2x2(n) — 0.1x3(n)

NL2 y(n) = x(n) + 0.2x2(n) — 0.1x3(n) + 0.5 cos[mx (n)]

Table 2 Types of channel

SL. NO Channel Channel type
CHO H(Z) =0.260 4+ 0.930Z~" +0.260Z~2 MIXED
CHI H(Z) =0.303 4 0.9029Z~! 4 0.3040Z 2 MIXED
CH2 H(Z)=1-090Z""+0.3850272 +0.7710Z3 MIXED
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Fig. 4 MSE performance for CHO

The performance evaluation of channel equalizer can be estimated by plotting two
parameters, i.e., MSE and BER.

Example 1:

Consider the second-order nonlinear channel (CHO) model having a transfer function
as shown in the following Eq. (22).

H(Z)=0.26+0.93Z"" +0.26Z2 (22)

The nonlinearity of the above channel model is introduced in the following Eq. (23)
to exemplify the consequence on the equalizer performance.

y(n) = tan hlx(n)] (23)

We have compared our proposed equalizer with PSO by Das etal. [16], GWO [32]
which parameters have already been defined. Mean square error (MSE) was plotted
in Fig. 4 with fixed SNR at 15 dB and corresponding bit error rate (BER) plotted in
Fig. 5. It is observed from Fig. 5, the performance of our equalizer better than GWO.
From Fig. 5 BER performance, it is revealed that up to 5 dB SNR, the performance of
all three equalizers is comparable and after that our proposed equalizer outperforms
GWO and PSO.
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Fig. 5 BER performance for channel CHO

Example 2:

In this example, the author used another popular nonlinear second-order channel
model as defined in Table 1 as CH1 and nonlinearity introduced as shown in Table 2
as NL1. The mean square error (MSE) and bit error rate (BER) are plotted in Figs. 6
and 7.

From the simulation result (Figs. 6 and 7) of the above example, it is noted that
our planned equalizer is better than BP-ANN [34], PSO, and GWO.

Example 3:

In this example, we have presented widely used third-order nonlinear channel [35]
as described in Table 1 as CH2 and nonlinearity introduced as NL2 have shown in
Table 2 for simulations.

From Fig. 8, simulations were performed at specific SNR and the plot of MSE
of CH2 for both GWO and PSOGWO. Our proposed equalizer compares in this
example with the equalizers existing in the literature, neuro-fuzzy equalizers: type-
2 TSKENS [12], GA-NFN [36], PSO, and GWO to compute BER under similar
conditions discussed above and result plotted in Fig. 8. From this simulations, it
is observed that after 4 dB SNR performance our planned equalizer outperforms
GA-NFN, type-2 TSKFNS, PSO, and GWO at all noise conditions.
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7 Conclusion

The gradient algorithm-based equalizers fail to precisely model the channel char-
acteristics many times in the presence of a burst error. In this article, we proposed
a training strategy for proposed HPSOGWO equalizer. The said equalizer trained
HPSOGWO with ANN in channel equalization. It is observed that our equal-
izer executes better than existing neural network-based equalizers in all noise
circumstances.

In this works, we explore efficient methods for equalization. This paper makes
utilize a hybrid algorithm for the said problem. The use of population-based algo-
rithms, network topology, and transfer function for ANN training is the essence of
the contributions made by this paper. Approaches for the proposed equalizer used
here in this paper provide thought-provoking results in the literature of equalizers
which were found to be better than equalizers based on ANN as well as neuro-fuzzy



A Novel Application of HPSOGWO Trained ANN ... 173

equalizers. Also, MSE and BER of the proposed equalizers found to perform better
in all noise conditions without prior knowledge of SNR.

References

12.

14.

15.

16.

17.

. Voulgaris, P.G., & Hadjicostics, C. N. (2004). Optimal processing strategies for perfect recon-

struction of binary signals under power-constrained transmission. In Proceedings of IEEE
Conference on Decision and Control, Atlantis, Bahamas, Vol. 4, pp. 4040-4045.

. Touri, R., Voulgaris, P. G., & Hadjicostis, C. N. (2006) Time varying power limited prepro-

cessing for perfect reconstruction of binary signals. In: Proceedings of the 2006 American
control conference, Minneapdis, USA, 2006, pp. 5722-5727.

. Patra, J. C., Pal, R. N., Baliarsingh, R., & Panda, G. (1999). Nonlinear channel equalization

for QAM signal constellation using artificial neural network. IEEE Transactions on Systems,
Man, and Cybernetics Part B Cybetnetics, 29(2).

. Patra,J. C.,Poh, W. B., Chaudhari, N. S., & Das, A. (2005). Nonlinear channel equalization with

QAM signal using Chebyshev artificial neural network. In Proceedings of the International
Joint Conference on Neural Networks, Montreal, Canada, 2005, pp. 3214-3219.

. Zhao, H., et al. (2011). A novel joint-processing adaptive nonlinear equalizer using a modular

recurrent neural network for chaotic communication systems. Neural Networks, 24, 12—18.

. Zhao, H., et al. (2011). An adaptive decision feedback equalizer based on the combination of

the FIR and FLNN. Digittal Signal Processings, 21, 679-689.

. Zhao, H., et al. (2011). Pipelined functional link artificial recurrent neural network with the

decision feedback structure for nonlinear channel equalization. Information Sciences, 181,
3677-3692.

. Zhao, H., et al. (2009). Adaptively combined FIR and functional link neural network equalizer

for nonlinear communication channel. IEEE Transactions on Neural Networks, 20(4), 665-674.

. Zhao, H., et al. (2012). Complex-valued pipelined decision feedback recurrent neural network

for nonlinear channel equalization. IET Communications, 6(9), 1082—-1096.

. Zhao, H., et al. (2010). Adaptive reduced feedback FLNN nonlinear filter for active control of

nonlinear noise processes. Signal Processings, 90(3), 834-847.

. Zhao, H., et al. (2010). Nonlinear adaptive equalizer using a pipelined decision feedback

recurrent neural network in communication systems. /EEE Transactions on Communications,
58(8),2193-2198.

Abiyev, R. H., et al. (2011). A type-2 neuro-fuzzy system based on clustering and gradient
techniques applied to system identification and channel equalization. Applied Soft Computing,
11, 1396-1406.

. Panigrahi, S. P, Nayak, S. K., & Padhy, S. K. (2008). A genetic-based neuro-fuzzy controller

for blind equalization of time-varying channels. Wiley Inter Science International Journal of
Adaptive Control and Signal Processing, 22, 705-716.

Yogi, S., Subhashini, K. R., & Satapathy, J. K. (2010). A PSO based functional link artifi-
cial neural network training algorithm for equalization of digital communication channels. In
International Conference on Industrial and Information Systems (pp. 107-112).

Chau, K. W. (2006). Particle swarm optimization training algorithm for ANNs in stage
prediction of Shing Mun River. Journal of Hydrology, 329, 363-367.

Das, G., Pattnaik, P. K., & Padhy, S. K. (2014). Artificial neural network trained by particle
swarm optimization for non-linear channel equalization. Expert Systems with Applications,
41(7), 3491-3496.

Lee, C. H.,, & Lee, Y. C. (2012). Nonlinear systems design by a novel fuzzy neural
system via hybridization of electromagnetism-like mechanism and particle swarm optimisation
algorithms. Information Sciences, 186(1), 59-72.



174

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

P. Kumar Mohapatra et al.

Lin, C.-J., & Liu, Y.-C. (2009). Image backlight compensation using neuro-fuzzy networks
with immune particle swarm optimization. Expert Systems with Applications, 36(3, Part 1),
5212-5220.

Lin, C. J., & Chen, C. H. (2011). Nonlinear system control using self-evolving neural fuzzy
inference networks with reinforcement evolutionary learning. Applied Soft Computing, 11(8),
5463-5476.

Hong, W.-C. (2008). Rainfall forecasting by technological machine learning models. Applied
Mathematics Computation, 200(1), 41-57.

Potter, C., Venayagamoorthy, G. K., & Kosbar, K. (2010). RNN based MIMO channel
prediction. Signal Processing, 90(2), 440-450.

Ingle, K. K., & Jatoth, R. K. (2021). A new training scheme for neural network based non-linear
channel equalizers in wireless communication system using Cuckoo Search Algorithm. AEU
International Journal of Electronics and Communications, 138, 153371.

Ingle, K. K., & Jatoth, R. K. (2020). An efficient JAYA algorithm with lévy flight for non-linear
channel equalization. Expert Systems with Applications, 145, 112970.

Panigrahi, S. P., Nayak, S. K., & Padhy, S. K. (2008). Hybrid ANN reducing training time
requirements and decision delay for equalization in presence of co-channel interference.
Applied Soft Computing, 8, 1536-1538.

Mohapatra, P., Samantara, T., Panigrahi, S. P., & Nayak, S. K. (2018). Equalization of commu-
nication channels using GA-trained RBF networks. In Progress in Advanced Computing and
Intelligent Engineering (pp. 491-499). Springer, Singapore.

Panda, S., Mohapatra, P. K., & Panigrahi, S. P. (2015). A new training scheme for neural
networks and application in non-linear channel equalization. Applied Soft Computing, 27,
47-52.

Mohapatra, P., Panda, S., & Panigrahi, S. P. (2018). Equalizer modeling using FFA trained neural
networks. In Soft computing: Theories and applications (pp. 569-577). Springer, Singapore.
Nanda, S. J., & Jonwal, N. (2017). Robust nonlinear channel equalization using WNN trained
by symbiotic organism search algorithm. Applied Soft Computing, 57, 197-209.

Rumelhart, D. E., Geoffey, E. H., & Ronald, J. W. (1986). Learning representations by back-
propagating errors. Nature, 323(6088), 533-536.

Kennedy, J., & Eberhart, R. (1995). Particle swarm optimization. In Proceedings of the
Sixth International Symposium on Micro Machine and Human Science, Nagoya, Japan, 1995,
(p. 3943).

del Valle, Y., Venayagamoorthy, G. K., Mohagheghi, S., Hernandez, J. C., & Harley, R.
G. (2008). Particle swarm optimization: Basic concepts, variants and applications in power
systems. IEEE Transactions on Evolutionary Computation, 12, 171-195.

Mirjalili, S., Mirjalili, S. M., & Lewis, A. (2014). Grey wolf optimizer. Advances in Engineering
Software, 69, 46-61.

Talbi, E.-G. (2002). A taxonomy of hybrid metaheuristics. Journal of Heuristics, 8(5), 541-564.
Zhao, H., Zeng, X., Zhang, J., Li, T., Liu, Y., & Ruan, D. (2011). Pipelined functional link
artificial recurrent neural network with the decision feedback structure for nonlinear channel
equalization. Information Sciences, 181, 3677-3692.

Liang, J., & Ding, Z. (2004). FIR channel estimation through generalized cumulant slice
weighting. IEEE Transactions on Signal Processing, 52(3), 657-667.

Panigrahi, S. P.,, Santanu, K. N., & Sasmita, K. P. (2008a). A genetic-based neuro-fuzzy
controller for blind equalization of time-varying channels. International Journal of Adaptive
Control and Signal Processing, 22, 705-716. WileyInterscience.



IoT-Based Smart Railway Management )
for Passenger Safety and Comfort T

Dethe Tukaram, B. Uma Maheswari, and S. Ullas

Abstract In developing countries such as India, the transportation industry plays a
critical role in the economy. Transportation is a vital means of transporting products
and people from one location to another. Increased trade and business are facilitated
by improved transportation, primarily railways. However, the railway is currently
beset by several accident issues. The manual management of such a system is impos-
sible every day. If it is done manually, it will take more time and money. A prototype
for automatically examining and identifying cracks, obstacles, and fire in railway
tracks is proposed in this paper keeping in mind the passenger safety and comfort.
To save electricity, the planned system will turn lights and fans on and off automati-
cally based on the number of people in the coach. The proposed model consists of an
IR sensor, ultrasonic sensor, flame sensor, touch sensor, and an emergency switch. If
a flame or obstruction is detected, the train will be delayed and eventually stop. The
status of all sensors is updated on the Web site to assist railway administrators.
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1 Introduction

For developing countries, smart transportation systems are critical for transporting
goods and moving people from one location to another. Particularly, smart railway
system is very much essential to save peoples’ lifetime and money. The effective
transport system leads to more trade and business along with the safety. There
is currently no viable technique for detecting railway track cracks. Some of the
currently available technologies, such as infrared thermography, ground-penetrating
radar, and conductivity, are useful for detecting railway track cracks; however, they
are inaccurate [1]. Sensor networks [2] can be deployed for monitoring sewages [3,
4], health [5, 6], in smart vehicles [7-9], and so on. This study is primarily focused
on enabling a smart railway system that can meet public demand for long-distance
transport. However, many problems, such as track cracks, obstruction on the track,
and train fires, can develop accidentally. Manually detecting these issues on a regular
basis necessitates a great amount of manpower and financial planning. Train tracks,
carriages, tunnels, bridges, catenary, and electronic devices along the trackside are
all part of the railway organization. It is critical for railway management to guar-
antee that all objects and devices in the railway system are in good condition. Any
operating defects are fictitious and strictly prohibited because unanticipated faults
could jeopardize the safety of a significant number of passengers. Hence, railway
servicing/maintenance has become a major issue for the railway management system.
As a result of this issue, the government places a huge pressure on railway officials
to fully engage them in the repair process. Consequently, the railway management is
expected to have significant difficulties in carrying out the maintenance. According to
the survey [8], 42% of bridges and 47% of rail tunnels in South Korea have sustained
train loads for more than 30 years. Railway authorities are being compelled to assign
extra staff to track maintenance in order to keep track of the railway tracks. In this
situation, railway management has started focusing on the concept of condition-based
maintenance (CBM) [10-12]. As CBM has certain challenges such as requirement
of expertise, this paper addresses this issue using multiple sensors.

Motivation and Contribution

India is advancing in a smart direction these days, supporting smart cities, and smart
railway stations. In this regard, this work is motivated and contributed in automatic
detection of cracks in the railway track, obstacles, and fire. Furthermore, the system
will turn on and off the lights and fans using touch sensors to save energy. It consists
of an IR sensor, ultrasonic sensor, flame sensor, and an emergency switch. The
ultrasonic sensor detects the obstacle in front of the train. The IR sensor detects the
crack in the railway track. This system uses a flame sensor to detect the fire in the
train. The train will slow down and stop if it detects impediments or flames. The
touch sensor is used to turn lights and fans on and off. If there are passengers in the
coach, the lights and fans will automatically turn on; if there are none, the lights and
fans will be turned off. If passengers want to turn off the fans and lights, there are
also options available. The sensors’ status is captured in a database, and status of
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sensors is updated on a Web page. The crack positions that have been detected will
also be sent to the nearest station.

Section 2 describes related work. Section 3 explains the proposed method to detect
cracks in the track, obstacles, and fire. Section 4 describes the implementation and
snapshots showing the results. Section 5 concludes the work with possible future
research direction.

2 Related Work

This section discusses the work carried out by the researchers in railway management.
The authors Kovacevic et al. [13] proposes a new approach for the assessment of
railways condition. The mainstream of the railway structure in Croatia is more than
100 years old. In the last 30 years, the absence of investments in maintenance and
regeneration project has worsen the situation. The authors describe a joint initiative
among research and infrastructure managements may boost safety and decrease the
cost of the management system solution. To discover parameters influencing track
efficiency, researchers used electromagnetic ground-penetrating radar (GPR), drones,
seismic refraction, and in-situ geotechnical studies [14]. In this task, sensors with
varying energy and processing power are primarily assumed. The existing work in
[11] basically focuses on modeling of inspection or replacement policy to observe
the performance of stochastically deteriorating systems by using multi-level control
boundary rule. In this work, the replacement threshold and examination schedule have
been used as decision variables in order to fix the maintenance issues in the system.
The train control system (TCS) has been deployed to show the efficiency of LTE in a
real-time environment [15]. The work is basically focusing on the quality of service
for the railway communication system to assure the reliability over TCS. Many
technologies, including infrared thermography, ground-penetrating radar (GPR), and
conductivity, have been used to assess the current state of a variety of structures,
including highways, bridges, and railway lines [1]. The graphical inspection method
was employed in the project [16] to locate and analyze the crack in the railway track.
In [17], the authors introduced a Monte Carlo localization technique and ultrasonic
sensors for quickly detecting track cracks.

The system described in [17] includes a GPS module and a GSM modem for
communication and identification of people crossing railway tracks, as well as crack
detection and transmission of crack parameter coordinates to the nearest railway
station. Currently, railway track inspection is carried out manually. However, due to
arapid change in the environment, such as rain, night patrolling during the monsoon,
hot and cold weather patrolling, manual screening is sometimes not practicable.
Ground-penetrating radar (GPR) and seismic methodology are suggested in to eval-
uate the circumstances of the substructure of the railway track such as ballast, sub-
ballast, and subgrade. The work presented in [ 18] address a few issues that physically
challenged people and senior citizens have when traversing the footbridge between
the two railway platforms.
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Following an examination of existing work, it is understood that several techniques
have been used to detect activities occurring in real time on bridges, airport pavement,
and railway tracks. Infrared thermography, ground-penetrating radar (GPR), and
conductivity are some of the technologies used, but these approaches are insufficient
to produce accurate results for useful decision making. This work attempts to develop
asmart railway management system that can make reliable decisions in order to avoid
accidents by detecting cracks in railways.

3 Proposed Approach

The modules used for railway track crack detection, obstructions and fire detection,
and lights and fans switch on and off automatically are described in this section. The
modules involved in the overall architecture of the proposed system are depicted in
Fig. 1.

Figure 2 illustrates the various sensors connected to Arudino Uno in the proposed
system. It is comprised of the components listed below.

Power Supply
Arduino Uno

IR Sensor
Ultrasonic Sensor
Flame Sensor
Touch Sensor
LCD

Motor

10T Server.

~

Obstacle Fire Detector Humans
Detector Detector

Controller-Lights
Database and Fans switch

/\ 0 Nf OFF
\ LCD Website /

Fig. 1 Modules of the proposed system
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Fig. 2 Illustration of sensors and other components connectivity to the Arduino Uno

Four wireless sensors are linked to an Arduino Uno in Fig. 2: an infrared sensor,

an ultrasonic sensor, a flame sensor, and a touch sensor. These sensors will monitor
activity within the train and on the railway track, which will then be notified to
the user/administrator via Arduino Uno. The LCD also displays the status of these
sensors. Furthermore, the information gathered is sent to a database and updated on
the Web site at the same time. The following are the descriptions of each module:

A.

Power Supply

Power supply stores in battery and connected to Arduino Uno. When it is joined
to an external circuit, it flows and delivers energy to external devices. When the
batteries connect to an external circuit, electrolytes will move as ions within
and it will start chemical reaction to be completing at the isolated terminals and
thus, it supplies energy to the outside device. Within, the battery ions which
permits current to the flow of battery performance work.

Arduino Uno

Arduino Uno is a microcontroller board, and it is equipped with digital and
analog input/output pins. It has totally 14 digital pins and six analog pins. It can
be programmed using the Arduino IDE and can communicate with a computer.
Multiple sensors such as IR sensors, ultrasonic sensors, flame sensors, and
touch sensors are connected to this board.

IR Sensors

IR sensor monitors and measures infrared radiation in its surroundings. In our
proposed system, cracks and the corresponding coordinates of a damaged track
are detected using the infrared sensor.
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Ultrasonic sensor

The ultrasonic sensor identifies obstacles on the railway track by producing
high-frequency sound waves. If it detects something, the train will slow down
and then abruptly stops.

Flame sensor

The flame sensor is used for flame/fire detection. If a fire is detected anywhere
on the train, the train will slow down and come to a complete stop. Flame
sensors are useful in preventing catastrophic failure caused by fire.

Touch sensor

The lights and fans are turned on and off using the touch sensor. If there are
passengers inside, the lights and fans will turn on automatically. When passen-
gers do not want the lights or the fans, they can use the manual switch. The
sensors’ status will be updated on the Web page.

LCD

On the LCD, all of the results are displayed. A railway track crack, an imped-
iment, or a fire will all be reported if they are discovered. On the LCD board,
the status of all sensors will be displayed, as well as the status of the lights and
fans, indicating whether they are turned on or off.

IOT server

Sensor data is saved on an IoT server, and information is relayed to a local
railway station to notify the system’s current status, including which operations
are working and which are not.

Motor

The robot is propelled by motors. The robot can move forward as well as
backward in space. The information obtained from the IoT server is used to
operate the robot. Table 1 depicts the robot’s movement in forward, backward,
right, and left directions.

Table 1 Robot moving direction

Forward + — + -
Backward - + — +
Right + - — -
Left - - + -
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4 Implementation and Results

4.1 Simulation Results

The system is simulated with Proteus, and the hardware prototype is implemented
with embedded C. Figure 3 shows connectivity between sensors used and Arduino
Uno in Proteus. This simulation process consists of four sensors attached to an
Arduino Uno: an infrared sensor, an ultrasonic sensor, a flame sensor, and a touch
sensor. The activities/events are sensed using sensors, and the Arduino Uno compiles
the data and sends it to the LCD display.

The Arduino Uno is also connected the server. The data captured is also forwarded
to a server, where it is updated on the Web site. The robot’s movement is controlled
by two DC motors. After sensing the activity, the Arduino Uno sends a signal to the
DC motor; if it detects any obstacles, cracks, or fire, the motor is instantly halted. On
the LCD panel, all of the results are displayed. The LCD in Fig. 4 shows the message
OBST-NO, FLAME-NO, CRACK-DE, L, F-OFF, when the robot detects a crack.
Figure 5 shows the message OBST-DET, FLAME-NO, CRACK-NO, L,F-OFF,
when the robot detects an obstacles in front of the train.

Figure 6 shows the message OBST-NO, FLAME-DE, CRACK-NO, L, F-OFF,
when the robot detects fire.

Lcp1
(-

|
Tq—'??'—il w rexion

e
‘L'?F:_'H

Fig. 3 Illustration of circuit design in Proteus
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Fig. 4 Railway track crack detection

Fig. 5 Obstacles detection in front of the train
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Fig. 8 Result in virtual terminal

Figure 7 shows the message OBST-NO, FLAME-NO, CRACK-NO, L, F-ON,
when the passengers are inside the train, otherwise light and fan will be OFF.

The result is shown in alphabets on a virtual terminal, as seen in Fig. 8. If the
system identifies obstacles, the letter ‘A’ (capital A) is displayed; otherwise, the letter
‘a’ (small a) is displayed. If a railway track crack is identified, the letter ‘B’ (capital
B) is displayed; otherwise, the letter ‘b’ (small b) is displayed. If there is a fire, the
letter ‘C’ (capital C) is displayed; otherwise, the letter ‘c’ (small c) is displayed. If
both the light and the fan are turned on, it displays ‘D’ (capital D), otherwise ‘d’
(small d).

4.2 Hardware Prototype

Figure 9 depicts the robot (hardware prototype) designed with various
sensors/components and their interconnection. Figures 10, 11, 12, and 13 show the
working of all sensors and the corresponding LCD displays.
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‘Power Supply [/

Fig. 10 Demonstration of crack detection

5 Conclusion and Future Scope

In this work, a prototype has been developed to detect railway track cracks, track
obstructions, fire detection, and light and fan status. It also introduces IoT and sensor
network usages toward achieving smart/better railway system. This paper proposes
a smart railway management system that will result in a better railway transportation
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Obstacle Detects

Fig. 11 Demonstration obstacle detection

Fig. 12 Demonstration fire detection

system. As a future work, sensors can be used for predictive maintenance, train
control, and train and passenger safety and can change the way railways work. This
work considers mainly focused on normal speed passenger trains. Smart IoT-enabled
railway management system can be deployed in semi-speed and high-speed trains
with high accuracy sensors which could detect more precisely the events to prevent
sudden train accident and to provide comfortable journey to the people.
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Fig. 13 Demonstration of light and fan status
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A Novel Cuckoo Search Optimized RBF )
Trained ANN in a Nonlinear Channel ek
Equalization

Pradyumna Kumar Mohapatra, Ravi Narayan Panda, Saroja Kumar Rout,
Rojalin Samantaroy, and Pradeep Kumar Jena

Abstract Inthisarticle, anew approach to modeling a nonlinear channel is proposed.
In these works, a new cuckoo search algorithm trained with radial basis function
neural networks (RBFNN) is applied in the non linear channel for equalization.
The efficiency of the proposed algorithm enhanced through the search process by
the integration of discovery and exploitation. Therefore, instead of Levy mutated
step size operator in CS, the Cauchy mutated operator is used to create the step
size which will make a random number which is used to generate a new solution
for the global search. The performance of the proposed equalizer can be evaluated
by estimating MSE and BER by considering popular nonlinear channels and added
with nonlinearities. The consequences of the simulation show the presentation of our
projected equalizer better than existing neural networks-based equalizers available
in the literature.

Keywords RBFNN - Channel equalization - Cuckoo search algorithm - Cauchy
operator

1 Introduction

Signals are transmitted from source to the destination through communication chan-
nels. Equalization is a process for countermeasure against distortions (in particular,
ISI) introduced by the channel. ANN [1-4] has been commonly used in the equal-
ization over the past few decades. Because of their features, such as the RBFNN
equalizers, they work better [5] due to their properties like (a) an easily trainable
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compact structure, thus consuming less computation time [6], (b) better general-
ization ability, and (c) making precise nonlinear functions approximation. A steady
equalization with a higher speed of convergence is also given by RBFNN. This being
further substantiated in literatures [3, 7—11]. But, typical RBFNN design approaches
use hit and trial training methods and take more time. Using GA and PSO to design
RBFNN is illustrated in [12, 13]. Authors of [14] suggest GA and some modified
versions in order to boost the local and global search for the RBFNN parameters. The
architecture of RBFNNSs is proposed in [6] on the basis of neuron activity along with
the estimation of the parameters. There are several ANN-based equalizers [15-19]
have been successfully applied in channel equalization problem.

The extensive use of this proposed algorithm in numerous research fields has
resulted in CSAs enhanced effectiveness in seeking a global optima solution [20,
21]. In this work, we applied new cuckoo search algorithm (NCSA), the modified
versions of CS are used for updating the weights of the proposed NCSA-RBF-based
adaptive equalizer. Here, NCSA is a modified form of CSA to boost the explo-
ration and exploitation characteristics. This version uses Cauchy operator, rather
than Levy flights, to create the step size to efficiently explore the search space. The
highlight of this study can be attributed to the use of NCSA-RBF in communication
channel equalization. The fundamental distinction among the method proposed and
the methods available in the citations is that the method proposed is seen as a clas-
sification problem, while the others are based on optimization in the literature. The
proposed equalizer outperforms its contemporary ANN [7-9] and swarm [19]-based
equalizers as cited in various literatures, which may be viewed as the hallmark of
this work.

The principal outlines of this article are as follows: System model in Sect. 2 and in
Sect. 3, detail description of proposed algorithm followed by its training procedure in
Sect. 4. Simulation study is conceded for performance evaluation which is discussed
in Sect. 5. Lastly, in Sect. 6, it dealt with a conclusion.

1.1 Motivation

It has been observed that in the case of burst error, the gradient algorithm-based
equalizers have several times failed to correctly model the channel characteristics.
Using conventional hit and trial, however, the RBFNN design takes time and is
basically sub-optimal. In this article, we proposed a training strategy for RBFNN
equalizer. The said equalizer trained with cuckoo search algorithm and its variants
in channel equalization.
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1.2 Contributions

The main contributions can be focused as

e Development of learning procedure in ANN.
e Make use of NCSA trained with neural networks in channel equalization.

In this paper, we explore efficient methods for equalization. This paper makes
utilize of RBFNN for the said problem. Developed equalizers are termed as RBFNN
equalizers. Primary objective of this work is training of RBFNN equalizers. Use of
population-based algorithms for RBFNN training is the essence of the contributions
made by this paper.

2 System Model

Figure 1 portrays a schematic of a digital transmission system.

The FIR model is a traditional linear channel model. The transmitted sequence is
binary in this model, defined as x (k) an instance at kth occasion, and the equivalent
output at the this moment is y; (k) can be described as in Eq. (1)

N-—1
yik) =Y hix(k—i) (1)
i=0

Here, length of the channel and taps of the channel are defined as N and
hi(i=0,1,..., N — 1), respectively.

Nonlinearity added in the channel which also identified as ‘NL’.

The most accepted forms of nonlinear function can be described as

y(k) = F(yi(k)) = y1(k) + by (O @)
Fig. 1 System model for . l _,}{ %)
equalizer x{;\.) wl k) y(k) N
——*—'—'kt/'m'—l

[Eaugier]

OA: Optimization Algorithm
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The response of ‘NL’ can be shown in Eq. (3) where b as a constant.

N-1 N-1 3
k) = (Z hix(k—i)> +b(Z hix (k —i)) (3)
i=0 i=0

The response of the receiver (k) is nothing but sum of the noise included in the
channel n(k) and y(k) as shown in Eq. (4)

r(k) = y(k) + n(k) “4)

To recover, the transmitted symbol equalizer is used, x(k — §), from a priority
knowledge of the samples acknowledged, ‘5’ identified as delay.
Here, d (k) is the desired signal shown in Eq. (5)

dk) = x(k — 8) (5)

Author considered in this paper, the issue deals with equalization is
a classification [6-9] and the input space of the equalizer; x(k) =
[xk),x(k—1),...,x(k— N+ D]” can be separate in to two distinct regions.

The optimal solution for this is provided by the Bays theory in which the decision
function can be described as

202

n _ k _ -
fbay(x(k)) = Z ﬁj exp(M) ©)

j=1
As the transmitted sequence is binary, therefore

(+D)

+1 cj € Cd
_ < 7
Bj {_1 ¢ € CC(;]) (7

Equation (7) defines transmitted symbol, and channel states are, respectively, the
desired signal, x(k — §) = +1/ — 1, and the noise variance represented as ol

In Fig. 1, the ‘equalizer’ block is ANN. CSA and its variants (NCSA) are used
to optimize the number of layers and neurons in each layer. In the input layer, the
number of neurons is N, the identical as the number of taps.

The output of radial basis function neural network equalizer which term as

RBFNN

n _ o — 1 )
Sfrer(x(k)) = ij exp(M) )

o
=1 !

In Eq. (8), terms related as: connecting weights, the spreads, and centers of the
hidden layer neurons denoted as w;, o, and ¢;, respectively. Equation (8), which is
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the execution of the decision of the Bays Eq. (6), is assumed, the c; to be the same
as t; with the connecting weights correspondingly governed.
Hence, the assessment at the output of the equalizer as

+1 fann(x(k)) =0
-1 elsewhere

xtk—38) = { 9

The discrepancy amid the output of the equalizer (s,(k) = X(k — 8)) and the
expected output (s (k) = x(k — §)) is defined as error and is denoted as e(k), which
modifies the weights.

Calculating the mean square error (MSE) measurement which one of the most
important parameters for performance evaluation, considering the number of sample
A

MSE = %E[ez(k)] (10)

The ratio of error bits and transmitted bits is the bit error rate (BER); In this article,
BER and MSE are chosen as the output index.

3 Cuckoo Search Algorithm

One of the recently cited evolutionary algorithms, Yang and Deb [20] introduced the
cuckoo search algorithm (CSA). The cuckoos were also observed to follow a ‘Lévy
flight” mode of motion. CSA introduced in widely applications [21-23]. A particle
filter trained with an enhanced CSA has been introduced in [24]. CSA is also used
in economic dispatch issues [25].

As shown below are the procedure involved in CSA:

Step (i). Random generation within a given search space of ‘N’ nests
x;(i=1,2,..., N), where every nest points is a possible solution.

Step (ii). For both of these nests, compute the fitness function f;.

Step (iii) The new nest population x*V is collected using Lévy flight as a new
nest population.

X = x + o @ Levy(x) (11)

Step (iv). Determine the fitness of the new nests 7" and compared with f'.

Step (v). If /7 is better than f ;’ld, then put back x;’ld with the new nest x7"
otherwise keep the old nest.

Step (vi). Select a fraction of the worst performing nests in the new popula-
tion collected. Replace these nests within the defined search space with randomly
generated ones.

Step (vii). For the nests obtained, determine the fitness function.
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Step (viii). Trace the best observed nest, Xtoy in the recent population set, based
on fitness values. If X f::t im;e)rfoved than Xpeg, i.€., substitute xpeq With X ﬁ::t. For the
first generation, Xpesr and X ﬁest will essentially be the similar.
Step (ix). If the condition for termination is not satisfied, go to step (ii), or return

the solution to xpeg.

3.1 The Proposed New Cuckoo Search Algorithm (NCSA)

For local search, the CS algorithm based on the likelihood of switching becomes
very concentrated and comprehensive for global search. Since past decades, along
with evolutionary algorithms [26, 27], the complexity of optimization has increased.
The search process of CS will be updated in this paper to boost the location of the
new cuckoo. The exploration and exploitation are the two factors for finalization of
an efficient algorithm. For a good algorithm, exploration decides in avoidance local
minima and the convergence properties are decided by exploitation.

3.1.1 Cauchy-Based Mutation Operator

For exploring the search space, the Levy method is good enough; still room is avail-
able for better exploration. Therefore, instead of Levy mutated step size operator,
Cauchy mutated operator is used to create the step size which will make a random
number §. On this basis, Eq. (11) changes in the global quest process to Eq. (12):

l

XV = x + a @ Cauchy (8) (x)'* — x§). (12)

3.1.2 Variants of Cuckoo Search Algorithm

Variants of cuckoo search algorithm is proposed with two modifications in standard
CS, from the pool of search, the mean of first three solutions is taken to enhance
the global pollination phase, based on the current best solution, three solutions are
generated. In this regard, the equations suggested are given by

X1 = X; — Bi(C1 Xpest — x);
X2 = X; — Ba(Co Xpest — x7%);
X3 = X; — B3(CoXpest — x) (13)

i

X X X
Xpow = % (14)
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The definition is extended to x,ey approach, then equation is added to the solution,
thus obtained (12) of the global phase of the search, resulting in

XY = x4 4 o @ Cauchy(8) (xpest — X*'9) (15)

1

Here, By, B,, Bz and Cy, C,, Cz refer to B and C which can be described as

B =2bd, —b;C=2d,,0<b <2 (16)

Ranges of d; and d, are of [0, 1] which defined as consistently dispersed random
numbers, b = a random number with iterations that decreases linearly. d; and d,
permit the search agents to boost the algorithm’s exploratory tendencies.

4 NCSA and ANN Training

The idea of NCSA, which will give some encouraging result that refers to nonlinear
channel equalization was suggested by Salgotra et al. [28]. The population is gener-
ated by the solution vectors. The algorithm ends with a predefined limit number of
iterations (K).

L.

ii.

iii.

iv.

vi.

Vii.
Vviii.

In this step, all five algorithm parameters should be initialized. Parameters
are size of population, switch probability, maximum cycles, stopping criteria,
and the parameter a.

Generate randomly, within the specified search space, N nests x;. In the given
optimization problem, a possible solution obtained for each nest.

The fitness function f; is calculated for each of these nests according to the
given problem.

x[®" is obtained using Eq. (15) and defines the new population of nests.
Measure the current fitness f.n relating to the current nests and eval-
uate the fitness f,q of the preceding nests.

If foew better than fyq, substitute x?1¢ with x™¥, or else keep the earlier one.
Generate new solution using Eqgs. (1) and (15). Evaluate and find the best.

If solution not obtained satisfactory, then repeat from step (iii) or else return
the solution to xpe.

Here, the solution vectors form the best performing nest in current population.
The fitness value of nests can be computed through the parametric vector #; which
shown in the following Eq. (17)

i i i i i
Wy, Wygy = o0 s Wyy, 0, Oy, 00, O, Oy, Cpp,s
t = (17)

i i i pi i
S Clys 1 Cpos s O Brs - By
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The parameters used here are «, 8, @ and c¢ describes as the spread parameter,
bias, weights, and center vector, respectively, and ¢; = (¢;1, ¢i2, - - . , Cim) defines ith
neuron of hidden layers. In this work, the training procedure with NCSA, the vector
t; of nest of related ANN optimizes the fitness function.

1
f@)

T 1+MSE 0 (1%
L+ 5/;1 ld(k) =yl

For training samples, x;, d(k), and y(k) are the desired and actual output. ‘Q’
reflects the number of samples used in the training. The methodology for nonlinear
channel equalization of RBFNNs models is detailed in this part. The issues of equal-
ization have been outlined as an optimization problem based on NCSA. The location
of the nests is related to the probable principles of the vector, w(n) = [wlT (n), wZT (n)]
that must be calculated in order to accomplish the modeling goal. To obtain the mean
squared error (MSE), the fitness value is desirable which is shown in Eq. (19).

j—1

1
§= ) IS0 = Sa(0)? (19)
1

where S, (k) = x(k — 8) and Sy (k) = x(k — 5).

4.1 NCSA-Trained ANN for Equalization

The training algorithm which shown in Fig. 2, ANN defines rules for an organization
which acts as a boss of a company to supply assets (which are nothing but the
parameters to be to optimized) to NCSA which behaves as a manager which gives
the directions for employees. ANN learning is the equalization problem. In this
method, ANN acts both as a boss and an employee. The flowchart shown in Fig. 2
describes the pseudocode for the problem and depicts the detailed process used for
training the ANN using NCSA.

4.2 Parameter Settings

For comparison purpose, the parameters set for the said algorithms have been
obtained from respective research articles. For concerned CS and the method
proposed, only switching probability needed to be fixed. Initially, arandomly selected
value of switching probability is considered. Later on, it was concluded that a prob-
ability value of 0.5 suits most conditions well when measuring the effectiveness of
the probability transition. The values of all these parameters chosen for the various
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Fig. 2 Training ANN with

NCSA

197

Initialize ANN-as a BOSS
For j = 1.2, ...

P

Make NCSA-as manager (j)
for ANN-as employee k = 1.2, ... P

create ANN- as employee

end
end

whilst solution is not establish
evaluate update
put number of maximum iterations

for (NCSA-as manager j = 1,2, ... ...P)
as (iterations<allocations)
for (ANN-as employee k = 1,2, ......Q)

test ANN-as employee(k)

end
for (ANN-as employee k = 1.2, ......@)
Modify the weights of ANN-as employee (k)
end

end

Return global best

Update global best

Table 1 Parameter selection for simulations

PSO CSA NCSA

Parameter Value Parameter Value Parameter Value

Max. no. of 2000 Max. no. of 2000 Max. no. of 2000

iterations iterations iterations

Population 50 Population 50 Population 50

size size size

Coefficient 0.7 Switch 0.5 Switch 0.5

Cl probability probability

Coefficient 0.7 Stopping Max. iteration Stopping Max. no. of

C2 criteria criteria iteration
a Linearly

decreased from
to 0

2

methods are shown in Table 1. For PSO, Das et al. [18] also offered sufficient
clarification of the different parameter settings.

5 Simulations and Discussion

Two specific parameters, such as MSE and BER, were used as the index for output
estimation. The PSO, CSA, and NCSA simulation parameters are illustrated in Table
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1. PSO control parameters are selected in the same way as used by Das et al. [18]. The
acceleration parameters for the PSO algorithm, c¢1 = ¢2 = 0.7 and inertial weight 1,
= (linearly varied from) 0.8 to 0.3, were used. The constraints used by [21] for CSA
isA=2.5,a=1and p, = 0.25, respectively. NCSA control parameters are selected
in the same manner as in [28] which is used with the exception of a population size
of 50 relative to CSA and PSO. Simulations were carried out in a MATLAB 2015
environment.

Equations (20) to (22) represent three nonlinear channels having transfer functions
were illustrated, and simulations were carried for binary signals.

H(z) =024 +0.93Z7" 4+ 0.2627> (20)
H(z) = 0.303 +0.9029Z ! +0.304Z > 2
H(z) = 0.3410 4 0.8760Z " 4-0.3410Z 2 (22)

The consequence of nonlinearity on equalizer performance and the nonlinearity
is added which shown in Eq. (23).

y(n) = tanh[x(n)] (23)

We also replicated the following three equalizers for comparative purposes. The
SNR is constant at 10 dB for evaluation of MSE. MSE and BER are the two important
parameters to judge the equalizer performance, and it is plotted in Figs. 3, 4, 5,
6, 7,and 8, respectively, for the channels of Eqgs. (20)—(22). From these figures, it
is observed that the performance our proposed equalizer is better than the equalizer
available in the literature. In Figs. 3 and 4, after 50 iterations, our proposed equalizer
outperforms traditional CSA. In Fig. 5, PSO does not converge well and between 0

Fig. 3 MSE for channel of
Eq. (20)

PSO algorithm
— Cuckoo search
——— New Cuckoo search

(]
4]

500 1000 1500 2000

teratons
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Fig. 4 MSE for channel of 18
Eq. (21) 6 k PSO sigorihm
i Cuckoo search
14 K — New Cuckoo search
12
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6 —
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Fig. 5 MSE for channel of 2.5 T
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Iterations

to 100 iterations, CSA better than NCSA, after that NCSA convergences better than
CSA. Figure 6 shows BER simulation for the channel of Eq. (21), and it is observed
that after 2 dB SNR, our proposed algorithm better than PSO and CSA. In Figs. 7
and 8, NCSA outperforms PSO and CSA.

6 Conclusion

In this article, we proposed a training strategy for RBFNN equalizer. The said equal-
izer trained with cuckoo search algorithm and its variants in channel equalization.
It is observed that our equalizer executes better than existing neural network-based
equalizers in all noise circumstances.
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Fig. 7 BER for channel of Eq. (21)
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Fig. 8 BER for channel of Eq. (20)

Approaches for RBFNN equalizer training used here in this paper provide thought-
provoking results in the literature of equalizers which are found to be better than the
contemporary counterparts. In addition, MSE and BER of the proposed equalizers
found to perform better in all noise conditions also without prior knowledge of SNR.
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Suvojit Barick, Satyapragyan Das, and Manoranjan Parhi

Abstract Recommender system is one of the emerging niches of machine learning.
They are being used widely in a variety of fields. Netflix, IMDb, and Amazon have
been using it commercially for their interests. With the increase in usage of cloud
services, cloud service recommendation has attained significant attention in recent
years. Cloud service recommendation system aims at helping the user to find services
he might prefer. This paper proposes a user-based collaborative filtering method to
enhance it. Here, we take the preferences of an active user first and then try to compute
users with similar preferences using a popular similarity measure like cosine simi-
larity which computes the similarity scores by computing the cosine distance between
users. Then, we recommend the services the active users did not invoke. Finally, we
found the root-mean-square error with the various number of recommendations of our
proposed approach thirty times and noted the average. We observed that the cosine
similarity measure works better than a few other popular measures like Euclidean
distance by 14.99% when the number of top recommendations is five.

Keywords Cloud computing - Cloud service + Collaborative filtering *
Recommender system - Cosine similarity -+ Similarity measure + Machine
learning + Root-mean-square error

1 Introduction

Recommendation systems have attracted significant attention for their ability to deal
with information overloading. The industry has been widely using such algorithms to
recommend movies (Netflix), books (Amazon), CDs, and a lot more. In this paper, we
have tried to implement a recommender system over cloud services to attain desirable
recommendations as per the user’s preference. We have proposed a collaborative
filtering approach to deal with such requirements.
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1.1 Motivation

Cloud services are defined as platforms that are hosted by third-party providers and
made available to users through the internet. Cloud computing has emerged as one
of the technologies of modern computer science. With such an exponential rise in
demand for cloud services, it has been difficult for users to select a cloud service
as per their preference. Despite tremendous growth in cloud computing, users have
struggled to find services that fit their requirements. To solve this issue, cloud service
recommendation system is the need of the hour.

Collaborative filtering is a popular recommendation algorithm that can be broadly
divided into (i) memory-based CF and (ii) model-based CF. The memory-based CF
further has two approaches, namely (a) user-based CF and (b) item-based CF. The
user-based CF takes an active user, finds similar users by considering the similarity
of QoS values, and recommends services that these similar users preferred. The item-
based CF will consider a service, search users who invoked that service, and find
other services that the user liked.

1.2 Contribution

The paper suggests a user-based collaborative filtering method to help the users find
the services as per their preference. The work will take a step further in this growing
and trending niche of machine learning, recommender systems. The paper tries to
give another dimension to this research field.

In this paper, we propose a user-based collaborative filtering approach via
analysing the preference of similar users. It has three phases: finding similar users
via cosine similarity, finding the mean of the QoS value of the similar users for the
services, the active user is yet to invoke, recommending the services in the desired
order.

The rest of the paper is structured in the following ways. Section 2 explains
the related work of various other proposed approaches on service recommender
systems. Section 3 describes the approach proposed in this paper, and Sect. 4 states
the methodology and the data set used in this work. Section 5 outlines the result
analysis and finally, Sect. 6 concludes this paper with future extensions.

2 Related Work

Inrecent years, cloud service recommendation system has gained significant attention
for which they have been studied extensively. Collaborative filtering, in particular,
has been studied widely hence, memory-based collaborative filtering, model-based
collaborative filtering, and hybrid approaches have been proposed.
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Commercially, companies like Netflix, Amazon, and IMDb have been using
collaborative filtering widely. Collaborative filtering has been proposed for the QoS
prediction cloud service recommender system. Zhu [1] has proposed a privacy-
preserving QoS prediction framework using methods like P-UIPCC and P-PMF.
Other approaches have proposed collaborative filtering with PGraph [2] for web
service recommendation. Some papers have also suggested recommendations based
on personalised hybrid collaborative filtering which uses the personalized version of
similarity [3]. Xiong et al. [4] have proposed a hybrid web service recommendation
system using deep learning. Wang has suggested a collaborative filtering approach
via exploring the usage history of the user [5]. Some approaches even proposed a
correlated QoS ranking method [6].

Xu et al. [7] have pointed out a major hindrance in the web service recommen-
dation. They have suggested that QoS prediction is a major hindrance to such a
system and have proposed a context-aware QoS prediction and web service recom-
mendation. In their prediction model, they have taken geographical information as
user context then identify similar neighbours for each user based on their context’s
similarity. On the server side, the paper suggested the use of affiliation information
as a service context. They suggested QoS prediction by the QoS prediction of users
and their neighbours.

Jiang et al. [8] have suggested quite a different approach for web service recom-
mendation. This approach takes unstructured textual information like service descrip-
tion texts into account for their recommendation. It proposed to cluster cloud services
into an optimal number of clusters by considering their description. Then, it proposed
a personalised PageRank algorithm using service tags for recommendations. But such
approaches do not take the QoS values of cloud services into account.

Jian Liu and Youling Chen have suggested a personalised clustering-based cloud
service recommendation. They have used past QoS records of users in their approach.
A clustering algorithm identifies a set of similar users by considering task similarity,
where task similarity can be computed by incorporating both explicit textual infor-
mation and rating information as well as implicit context information [9]. Then, such
an approach suggests a trust-aware collaborative filtering recommendation.

Su et al. [10] have flagged a major shortcoming in existing approaches that they
turn blind eye to the problem of data credibility and are quite vulnerable to dishonest
users sharing unreliable QoS data. To check such flaws, they have suggested a trust-
aware approach for reliable personalized QoS prediction.

Lifang Ren and Weijian Wang have suggested a support vector machine-based
collaborative filtering approach for top-N web service recommendations. Such an
approach has proved to be effective for web service recommendations [11].
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3 Recommendation Approach

Cloud services are a wide range of services delivered on-demand to companies and
individuals over the internet. We can straightforward access the application without
any need for internal infrastructure.

In our suggested approach, we first compute the user-item interaction matrix. We
used the observed QoS value by various users using different cloud services. These
values were used to form the user-item interaction matrix. Hence, we have a user-
item interaction matrix R = {7;;}»,, where r;; is the noted QoS value by a user i
while invoking service j. Our approach can briefly be described as follows: consider
a particular user as an active user, find how similar are other users with the current
user based on the QoS values observed by them, find the services the current user
has not yet invoked, find the mean of the QoS value of these services observed by
the similar users, arrange the services in the desired order and then recommend the
top-N services to the active user. The above has been summarized in Fig. 1.

Fig.1 Recommendation

approach Active user selected

v

User-item interaction matrix formed

v

Similarity score (cosine similarity)
calculated

v

Top N similar users(set I) and uninvoked
services by the active user(set S) listed

v

Using observed QoS values in set S mean
of QoS values of each service in set | found

. S

v

Set | is sorted as per the QoS values

v

Set | recommended to active user

-
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3.1 Similarity Computation

In our suggested step, the most crucial step is the similarity computation. Many
related works have used Pearson correlation coefficient and other popular similarity
measures for this purpose. In this paper, we will be using the cosine similarity measure
for computing similarity. Cosine similarity is one of the popular methods to quantify
similarity. This method calculates the cosine distance between two vectors in an
n-dimensional plane.

In our suggested approach, each user is considered as a vector and their similarity
is quantified by the cosine similarity measure. Mathematically, cosine similarity
between two users u; and u; is shown in Eq. (1).

D ko1 Tik Tk

\/Zk 1 lk\/zk 1 jk

This value lies between the interval [0,1] where higher values signify greater
similarity between users.

sim u,,

(D

3.2 Recommendation

Cosine similarity is applied over the user-item interaction matrix. After that we
consider the top-N similar users from the calculated similarity scores. Let this set be
S. Then, we deduce the list of services the active users have not yet invoked. Let this
set be 1. Using the observed QoS values in set S, we find the mean of QoS values of
each service in set /. Finally, set [ is sorted with respect to the calculated QoS values
in the desired order and was later recommended to the active user.

4 Methodologies and Datasets

WS-DREAM dataset was used for the suggested approach. Using this dataset user-
item interaction matrix was created which was later used for computing similarity
scores of users with the help of Python libraries. The recommendation methodology
is explained in the following sub-section. Finally, the results were evaluated using
the root-mean-squared error technique.



212 S. Barick et al.

4.1 Dataset Used

‘We have adopted the WS-DREAM dataset [12] for our proposed approach as shown
in Table 1. The dataset contains data of 4500 web services and 142 users. In our
experiment, we focus on the response time QoS value of web services for the
recommendation system.

We created the above data frame using the pandas library in Python. We created
the matrix to calculate similarity scores using the cosine similarity measure.

We form this user-item matrix using pivot_table from pandas library by defining
columns as ServicelD, index as UserID and values as mean response time. The
formed matrix is shown in Table 2. After the creation of the users-item interaction
matrix, we apply the cosine similarity measure over it.

Later, ten similar users were noted and the services the active user (let’s say UserID
= 3) has not yet invoked were listed. The mean response time of these services is
found using the observed response time values of similar users. These services are
arranged in ascending order of response time out of which the user is recommended
the top-N services.

Table 1 First four rows of WS-DREAM dataset

Index UserID ServicelD TimeSlicelD ResponseTime (sec)
0 0 0 0 4.180
1 0 1 0 0.416
2 0 2 0 0.441
3 0 3 0 2.764

Table 2 User-item matrix
UserID ServicelD

0 1 2 | 4498 4499
0 1955078  |0.736922  |1.098906 | ... 120.000000 | 0.772797
1131172 | 0.656672 | 0.350719 | ... | 0.116219 0.650984
2 0.546203 | 0.236687  |0.240500 | ... | 0.115875 0.442734

141 1.347844 0.425609 0.387016 0.157422 0.353656
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4.2 Platform Used: Python

Python3 [13] is a high-level user-friendly language that has been extensively used in
machine learning-based projects in recent years. It contains a vast variety of open-
source libraries which help in computing high-level mathematical functions effec-
tively. Python3 has been used to implement the proposed approach. We have used
Python3 open-source libraries like pandas and math.

Pandas is one of the most efficient libraries of Python. It gives us data structures
to deal with numeric data. Here, we use pandas to read the dataset, form the data
frame and the matrix (pivot table).

We use cosine_similarity from sklearn.metrics.pairwise to find the similarity
scores of different users with respect to an active user. The cosine_similarity finds the
similarity scores by considering an n-dimensional space with each user as a vector
and finds the cosine distance between these vectors.

mean_squared_error and sqrt from sklearn.metrics and math libraries are used to
compute the root-mean-squared error value which is used to find the accuracy of our
proposed approach.

4.3 Evaluation Metric

We have the root-mean-square error (RMSE) method to evaluate our approach.
RMSE is a highly popular way to measure the accuracy of machine learning models
in predicting qualitative data. The RMSE is a frequently used measure to calculate
the squared difference between predicted values and actual values of a model.

It is given by Eq. (2)

| XL (predicted — actual)®
n

RMSE

@)

5 Results and Discussion

After computing the list of recommendations and calculating the predicted QoS value
(that is the mean observed QoS value for similar users), we find the actual QoS values
of the recommended services.

After having a list of predicted and actual QoS values, we evaluate our approach
by root-mean-square error. The same was applied over other state of art similarity
measures like Euclidean distance and Manhattan distance with different values of N
(number of top recommendations) and the performance comparison in Table 3.
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Table 3 Comparative study of root-mean-squared error value with different N values

Similarity N=5 N=10 N=15

measures

Cosine 0.10618133428656186 | 0.10765674883298343 | 0.11509859261306411
similarity

Euclidean 0.1220994180170145 0.12450334661810827 0.13691593135711344
distance

Manhattan 0.31957585890986434 0.2920865204016519 0.3044826725077073
distance

6 Conclusions and Future Works

In this paper, we proposed cloud service recommendations based on user-based
collaborative filtering. Here, we explored the approach to find similar users for active
users and then find the mean of the services that the active user has not yet invoked
from the observed QoS values of the similar users. We compute similar users by
using the cosine similarity measure. The recommendation using the cosine similarity
measure is found to be having a lesser root-mean-square error value than the other
two compared popular methods.

However, this approach has certain limitations. This approach takes only a single
QoS value into account. Future works might also work in finding the weighted mean
and include a weighted cosine similarity to improve recommendation. The approach
also lacks personalization while doing recommendations. Some other approaches
may take privacy into account while doing recommendations.
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Background Subtraction and Singular )
Value Decomposition Based Movement oo
Epenthesis Detection in Isolated Gestures

of Sign Language

Navneet Nayan, Debashis Ghosh, and Pyari Mohan Pradhan

Abstract This paper addresses the issue of movement epenthesis detection in iso-
lated gestures. A novel method based on background subtraction and singular value
decomposition to detect movement epenthesis in isolated gestures are proposed in
this paper. The singular values of the absolute difference matrix obtained after the
background subtraction provide a set of discriminative features to segment the move-
ment epenthesis frames and sign frames. An adaptive threshold value is determined
using the statistical properties of singular values for movement epenthesis detection.
We tested our method on the ChalLearn LAP IsoGD dataset and the videos con-
taining Indian Sign Language words. Experimental results show that our approach
detected movement epenthesis frames with an accuracy of 91.14% and 93.73% on the
ChaLearn LAP IsoGD dataset and the Indian Sign Language dataset, respectively.

Keywords Movement epenthesis - Sign language recognition + Singular value
decomposition - Background subtraction - Isolated gesture recognition

1 Introduction

In the present context, sign language recognition is an evolving and complex area of
research. Its complexity arises due to the diversity in the signs and signers. Various
problems like occlusion, variant background, multiple signers in a scene further add
complexity to this domain. The hearing and speech impaired community uses sign
language as a source of communication for themselves. Sign language is also a way
for this community to communicate with the rest of the globe. Broadly, sign language
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is divided into two parts, static and dynamic sign language. Further subdivision of
dynamic sign language leads to two classes: isolated sign language and continu-
ous sign language. Isolated sign language incorporates the gestures representing the
words under its domain.

Sign language recognition is full of several challenges like co-articulation, move-
ment epenthesis (ME), different signs having similar types of gestures and sometimes
signer dependency too. Apart from these, there is a lack of universal sign language.
Among all these, movement epenthesis is a serious issue that has a negative impact
on the sign language recognition rate. Etymologically epenthesis can be seen as
epi meaning ‘in addition’, en which means ‘within’, tithenai meaning ‘to place’, a
combination of these three parts epi+en-+tithenai give epentithenai which means ‘to
insert’. Thus, in simple terms, movement epenthesis is the insertion of movements in
between signs and gestures. The movement epenthesis part does not carry any infor-
mation about gestures and signs. This is the unwanted segment while performing the
signs. It may happen that the duration of the movement epenthesis segments may
be longer than the sign segments. Also, there are not any properly defined lexicons
for movement epenthesis. So, detecting movement epenthesis becomes an important
task. The movement epenthesis detection comes handy in enhancing the recognition
rate and accuracy.

Here in the present work, we discuss and propose a novel approach for detecting
the movement epenthesis in word-level sign language or isolated gestures. In signing
a word, hands move from the rest position to perform the sign and again reach the rest
position after completing the sign. In this case, movement epenthesis exists between
the rest position of hands and the first frame of the sign. Also, it exists between
the last frame of sign and rest position of hands. We used background subtraction
and singular value decomposition to find the discriminating features to separate the
sign frames and movement epenthesis frames. We evaluated our proposed method
on the Chal.earn LAP IsoGD dataset [1] and also on the videos containing words of
Indian Sign Language(ISL). ChaLearn LAP IsoGD dataset is a user-independent and
large-scale dataset. The database of ISL has been made accessible by Indian Sign
Language Research and Training Centre (ISLRTC). It contains 3000 words of ISL.
Our method gives up to mark performance in finding out the movement epenthesis
frames on both of these datasets.

The rest part of this paper is arranged as follows: Sect.2 discusses the earlier
works on movement epenthesis detection and isolated gesture recognition. Section 3
presents the methodology. Section 4 contains the proposed algorithm. Section 5 is an
analysis of experimental results and discussion. Section 6 describes the conclusion
part.

2 Previous Works

For movement epenthesis detection, researchers used explicit modelling and implicit
modelling to model the movement epenthesis. In some of the earlier works in this
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area, Vogler et al. in [2] used context-dependent hidden Markov models (HMMs)
for modelling the movement epenthesis. They applied their method for American
Sign Language (ASL). But still, the scalability problem in ASL was a major issue to
solve. Authors in [3] handled this problem and used the parallel HMMs to explicitly
model movement epenthesis. They showed that the performance of parallel HMMs
was better than conventional HMMs. Gao et al. in [4] gave a solution to address
the large-scale continuous sign problems. They used transition movement models,
temporal clustering and dynamic time warping to cluster the transition movements. In
this case, an accuracy of 90.8% was reported on a dataset containing 1500 sentences
containing 5113 signs.

One significant issue with explicit modelling of movement epenthesis was the
scalability of this approach. For an extensive vocabulary, explicit modelling led
to high computational complexity. Explicit modelling also required a large-sized
training database. It was another serious issue with this approach. Also, explicit
modelling demanded the generalization of sign boundary detection rules for all types
of gestures. These limitations motivated the research community to look for some
other options, and they headed towards implicit modelling [5].

In implicit modelling, Yang et al. obtained an 83% of recognition rate at the word
levelin [6]. They segmented the valid signs in continuous sign language sentences and
simultaneously separated movement epenthesis part using enhanced level building
algorithm. Choudhury et al. in [7] modelled the movement epenthesis in the context
of global motion and detected the movement epenthesis using the heights of hand
trajectories. Authors in [7] reported 92.8% spotting rate in the continuous gestures.
In implicit modelling, authors in [8] used a nested dynamic programming to separate
the movement epenthesis frames. Nested dynamic programming was reported to
perform better than the classical level building method.

In the last few years, researchers have explored the field of isolated gesture recog-
nition very well and several significant improvements have been reported. In an early
work in isolated gesture recognition, authors proposed spatiotemporal feature extrac-
tion techniques complemented classification techniques like Bayesian classifiers and
K-nearest neighbour (KNN) for Arabic Sign Language [9]. Authors reported 97—
100% recognition rate on a dataset of 23 Arabic gestured phrases or words. An issue
with their work was the use of less number of signers for preparing the database,
and hence, there was a need for large-scale dataset with multiple signers. After
some years, ChalLearn LAP IsoGD dataset was developed. Authors in [10] used
the pyramidal 3D convolutional network on this dataset. They used this network to
obtain multi-scale spatiotemporal features and got an accuracy of 50.93% on the
ChaLearn LAP IsoGD dataset. An accuracy of 50.93% was the area that needed an
improvement. Authors in [11] proposed effective representation of depth sequences
as Dynamic Depth Motion Normal Images (DDMNI), Dynamic Depth Images (DDI)
and Dynamic Depth Normal Images (DDNI) and used convolutional neural networks
for gesture recognition. They got an accuracy of 55.57%. Hence, there was still a
chance of improvement in the accuracy. As further improvement, Lin et al. in [12]
obtained state-of-the-art accuracy of 68.42% on ChaLearn LAP IsoGD dataset. They
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developed a fusion scheme to blend the features via a convolutional layer. However,
the authors concluded that though they achieved state-of-the-art accuracy, still a large
area is left for improvement in the accuracy.

3 Methodology

There are four basic steps in our proposed methodology: (a) Processing of frames
of video clips of isolated gesture, (b) Background subtraction, (c) Singular value
decomposition of matrices obtained after getting the absolute value of background
subtraction and (d) Deciding threshold value for movement epenthesis detection.
While designing our method, we assumed that hands movement is significant com-
pared to other body parts. Also, signs started from rest position of the signer. The
object means our gesturing parts like hands and fingers were always in the field of
view. The brightness of the scene was constant and didn’t change abruptly. The flow
diagram of the proposed technique is shown in Fig. 1.

In the proposed approach, we made the first frame of the input video as the
reference frame. Then we applied background subtraction on every current frame
and calculated the absolute difference after that. Let I..f be the reference frame and
L.y be the current frame, then background subtraction (BS) is defined as:

BS = Iref - Icurr~ (1)

After calculating BS, we got the absolute values of BS. For this, we obtained the
matrices having an absolute value of differences of each pixel of the current frame
and reference frame. Further, to quantify the absolute differences of frames, we
headed towards the singular value decomposition of these matrices. Let N denotes
any matrix of size p x q. Then, singular value decomposition of matrix N can be
expressed as:

N=UxSxV. )

where N is a p X ¢ matrix to be decomposed, U is an orthogonal matrix of size
p X p, Visagq x q orthogonal matrix and S is a p x g matrix with the diagonal
elements representing the singular values of N. The largest singular value packs most
of the energy contained in the image. This largest singular value or energy is also
defined as 2-norm value. Further, we stored the largest singular value obtained in
each iteration, followed by calculating the threshold value based on the statistical
parameters of these stored largest singular values. Let us denote the stored largest
singular values as SV. Empirically, we found that threshold value T is described as:

T = mean (SV) + (standard devaition (SV))'/2. 3)

With the help of this threshold value, we separated the movement epenthesis frames
and the sign frames with a good accuracy.
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Fig. 1 Flow diagram of methodology of movement epenthesis frame detection
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4 Proposed Algorithm

Algorithm 1: Algorithm to detect movement epenthesis frames in isolated gestures.

Input: Frames of Isolated Gesture Video
Output: Separated Movement Epenthesis Frames

Initialization:
1. Reading the video and naming the variable as vid
2. Getting total number of frames and naming the variable
as num
3. Reading frames from video
4. Saving the first frame of video with variable name refframe

Background Subtraction and Singular Value Decomposition) :
for n=1:num do

frame=read(vid,n) ;

grayframe=rgb2gray (frame) ;

bg_sub=grayframe-refframe;

9. abs_bg_sub=absolute value of bg_sub;

10. sing_val=svd(abs_bg_sub) ;

11. max_sing_val=max (max(sing_val)) ;

12. singular_values (k,1)=max_sing_val;

13. end for

0 J o ul

Threshold Value Decision:

14. Thresh_val=(mean(singular_values)+
sgrt(std(singular_values)));

15. movement epenthesis frames=find(singular_values<Thresh_val) ;

16. return movement epenthesis frames

5 Results and Discussion

We tested our proposed method on the ChalL.earn LAP IsoGD dataset and videos
containing ISL words. ISL dataset videos include words used in everyday life and
technical, legal and academic terms. Chal.earn LAP IsoGD dataset contains 47,933
RGB-D gestures in 47,933 RGB-D gesture videos. The gestures in this dataset include
sign language for deaf, pantomimes, Italian gestures, underwater sign language,
symbolic gestures, body languages and helicopter and traffic signals. Each gesture
video represents one gesture. Twenty-one signers were used in preparing this dataset.
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5.1 Experimental Results

Experimental Video I: The video length is 3s and contains 29 frames. Frame rate
is 9.96 frames per second, and each frame is of size 320 x 240. The movement
epenthesis frames of this video are shown in Figs.2 [1] and 3 [1], whereas Fig.4 [1]
presents the sign frame. Figure 5 represents the plot of the largest singular values of
absolute difference of reference frames and current frames versus the frame indices.
Threshold value obtained in this case is 19.11. The pattern obtained in the plot can be
divided into two regions with the help of this threshold, as shown in Fig. 5. One region
above the threshold value contains sign frames and the region below the threshold
value contains movement epenthesis frames.

Experimental Video 2: Experimental Video 2 is of length 5s, having 135 frames
in it. The frame rate of the video is 25 frames per second. Frames are of size 1920 x
1080. Figures6 [1] and 7 [1] show movement epenthesis frames of this video, and
the sign frame is shown in Fig. 8 [1]. Figure9 represents the separation of regions
containing movement epenthesis frames and sign frames. The threshold value, in
this case, is 20.01. Frame numbers 1 to 31 and 97 to 135 are movement epenthesis
frames and frame numbers 32 to 96 are sign frames.

Experimental Video 3: The video is of length 4 s. It is made up of 46 frames, and
the frame rate is 10 frames per second. Frame size is 320 x 240. Figures 10 [1] and
11 [1] show movement epenthesis frames of this video, and sign frame is shown in
Fig. 12 [1]. Figure 13 describes the plot of the largest singular values versus frame
indices. The threshold value of 17.49 accurately separates the movement epenthesis

Fig. 2 ME frames

Fig. 3 ME frames

Fig. 4 Sign frames
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Plot of Largest Singular Values versus Frame Index
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Fig. 5 Plot representing the largest singular values versus frame index. Region over the thresh-
old (19.11 in this case) contains sign frames and regions below this threshold contain movement
epenthesis frames

Fig. 6 ME frames

Fig. 7 ME frames

Fig. 8 Sign frames
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Fig. 10 ME frames
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Plot of Largest Singular Values versus Frame Index
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Fig. 13 Plot representing the largest singular values versus frame index. Region over the thresh-
old (17.49 in this case) contains sign frames and regions below this threshold contain movement
epenthesis frames

frames from the isolated gestures. The regions below the threshold value contain the
frame indices of movement epenthesis frames and the frame indices in the region
above the threshold are of sign frames.

6 Conclusion

We proposed a novel method to detect the movement epenthesis frames in isolated
gestures or word-level sign language based on the background subtraction and sin-
gular value decomposition. The singular values of absolute difference of current
frame and reference provide a set of discriminating features to separate the move-
ment epenthesis frames that ultimately led to segmenting the sign frames in the
isolated gestures. The calculation of the threshold to separate the frames into two
categories was based on the statistical properties of the singular values. The thresh-
old value was adaptive, and it was not dependent on user and dataset. We tested our
method on the Chal.earn LAP IsoGD dataset and the videos containing ISL words.
On the ChaLearn LAP IsoGD dataset, our method detected movement epenthesis
frames with an accuracy of 91.14%. On the ISL dataset, the accuracy of our pro-
posed method was 93.73%. The unwanted shadows, other body parts movement,
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sudden change in illumination condition or an abrupt change in the scene resulted in
the missed detections. In future work, we aim to detect movement epenthesis in the
wild.
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Abstract Health issues in this pandemic situation were most challenging factor
for the people where the only path was Internet and the trust worthy Web sites. This
research uses a drug review dataset from UCI machine learning repository and filtered
a part of dataset based on some psychiatric conditions and identified fourteen drug
groups considering suffixes of drugs. By applying exploratory data analysis (EDA)
and sentiment analysis (SA) on the drug groups, we have identified the best drug
group as well as the less efficient drug group according to its rating and sentiment
polarity. From the experimental results on the considered dataset, it was found that
barbiturate is the best drug group by customer rating with mean rating of 9.625, and
antipsychotics drug group is found to have less rating as per customer suggestion.

Keywords Polarity - Rating + Drug groups - Sentiment analysis

1 Introduction

In this modern era, people are more addicted to social media than their family,
friends, and relatives. People are adopting the way of living by following users of
social media, and they gather information from different online forums [1]. Similarly,
health-related information can be collected from different online medical forums [2].
Patients share information regarding their experience on diseases, drugs, and other
activities in forums. A similar kind of information can help other people in decision
making. Online medical help became more popular in this pandemic situation. Drug-
related information can be gathered from reliable Web sites. Suggestions regarding
dosage and other issues can be obtained from blog posts shared by doctors and other
health-related consultants [3]. Knowledge of different drug groups is available at most
trusted Web site drugs.com [4]. The details of drug groups like antibiotics, analgesics,
barbiturate, etc., are explained along with its different drug names, compositions,
reasons, side effects, and so on.
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Organization of paper includes Sect. 2 as related work for our research. Method-
ology for the approach described in Sect. 3 which involves data source, exploratory
data analysis, and sentiment analysis. Section 4 describes the experimental set up
and result analysis. Conclusion and future work depicted in Sect. 5.

2 Related Work

Analyzing health-related issues on the Internet became a habit of people. So drug
categories and their efficiency from a customer point of view are important. Gopalakr-
ishnan et al. [5] made comparison between two different drugs. Classification
methods like neural network and SVM are applied on reviews of two drugs to perform
sentiment analysis. The neural network proved to be best approach in terms of preci-
sion, recall, and F-score. Gurdin et al. [6] applied supervised learning methods on
WebMD drug reviews for common, cancer, depression, diabetes, and hypertension
drugs and found polarity of drugs. Garg [7] designed a drug recommender system
for helping patients suggesting most useful drugs and reducing visit to hospitals by
considering reviews of patients as input. LinearSVC using gave best result with 93%
accuracy.

Sarchiapone et al. [8] perform preliminary synthesis of findings of tables and
quality ratings by searching MEDLINE, Scopus, and Cochrane Library, etc., by
following guidelines of PRISMA. Sridevi et al. [9] defined polarity of patient reviews
using deep learning models to find out polarity as positive or negative. Logistic
regression and LSTM networks are used for sentiment classification of the drug
review. Na et al. [10] developed a special approach for sentiment analysis on user-
generated content of drug review Web sites.

3 Methodology

This section describes the dataset, and we performed EDA which gives result analysis
of classified drug groups and SA which is used to analyze positive and negative
polarity of the dataset.

Data Source: UCI machine learning repository contains a large drug review dataset
containing around two lakhs fifteen thousand instances [11]. The dataset possesses six
attributes such as drug name, condition, review, rating, date, and useful count. In this
work, we have extracted a part of this dataset based on certain psychiatric conditions
such as insomnia, anxiety, depression, anxiety and stress, ADHD, bipolar disorder,
major depressive disorder, and panic disorder. The extracted dataset contains 299
drugs from which we have classified the drugs based on suffixes in the name of drugs
and then we have obtained 14 drug groups.
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Exploratory Data Analysis (EDA): EDA is the method of evaluating data to solve
problems, analyzing the details in graphical and pictorial representations. EDA is
applied based on existing or collected dataset. This helps in clearly visualizing the
underlying things by implementing EDA on sample dataset.

Sentiment Analysis (SA): SA is the method of analyzing the text into subjective
and objective statements where subjective sentence is based on personal opinion and
objective sentence is based on facts. The text can be classified as positive and negative
sentiment. SA is applied to different areas like movie review, product review, drug
review, and so on. In this research, we have focused on classified drug groups related
to drugs having psychiatric condition, detecting negative or positive sentiment of
patients regarding different drug groups. Classification of positive, negative, and
neutral reviews is done based on Python textblob analysis. Polarity is obtained in the
range of —1 to +1. Then, comparison of several drugs groups are made to determine
the best drug group among them.

4 Experimental Set Up and Results

The experimental set up along with the analysis of results obtained is presented in
this section.

4.1 Experimental Set Up

In this work, we mainly focused on a drug review dataset from which we have filtered
a part of the dataset having certain psychiatric conditions. These conditions cover
around 300 medicines. By taking suffixes of these medicines, we have classified
drugs into different groups. For example, the suffix “line” used in the medicines is
coming under antidepressant group. Same medicines can be used for treatment of
several conditions given in drug review dataset. In this process, we have obtained
fourteen groups and then compared them with respect to its rating and polarity
(Table 1).

4.2 Results and Analysis

In this section, we have presented the experimental results along with the analysis.

Exploratory Data Analysis (EDA): The filtered dataset contains around 300
medicines from which most important drugs used by patients sharing their reviews
coming under fourteen groups. Each group contains more than one medicines used
for more than one conditions.
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Table 1 Drug name related to drug groups

B. Panda et al.

Drug group Drug name Drug group Drug name

Antidepressants Sertraline Antianxiety Alprazolam
Anmitriptyline Clonazepam
Selegiline Lorazepam
Nortriptyline Temazepam
Maprotiline Flurazepam
Protriptyline Oxazepam
Pemoline Triazolam

SSNRIs Venlafaxine Estazolam
Desvenlafaxine Quazepam

Antifungal (except Aripiprazole Diazepam

metronidazole) Brexpiprazole

Aminoketone Bupropion Oral hypoglycemics | Chlordiazepoxide

Opioid analgesics Trazodone Antipsychotics Perphenazine

(phenothiazine)

Vilazodone Cariprazine
Nefazodone Perphenazine
Risperidone Compazine
Paliperidone Stelazine
Lurasidone Prochlorperazine
Ziprasidone Trifluoperazine
Iloperidone Alpha blocker Prazosin

Oral hypoglycemics Chlordiazepoxide H2 blockers Clonidine

Antipsychotics Perphenazine (anti-ulcers) Amantadine

(phenothiazine) Cariprazine Barbiturate Secobarbital
Perphenazine Pentobarbital
Compazine Phenobarbital
Stelazine Butabarbital
Prochlorperazine
Trifluoperazine

SNRIs Pristiq Beta blockers Propranolol
Nadolol Atenolol

SSRI Escitalopram

Citalopram
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Sentiment Analysis (SA): Sentiment analysis performs text mining of social media
data related to health care, disease diagnosis and gives benefit to same kind of users
[12]. Patient experience shared in social media that gives positive impact on other
patients [5]. We have obtained fourteen drug groups by performing exploratory data
analysis on a part of drug review dataset. Then, sentiment analysis performed using
textblob module of Python. The review of drug users of a particular drug group is
classified as positive and negative statement. Polarity in the range of —1 to +1 is
obtained. We have taken around 14 groups of drugs on the basis of more number of
reviews. All fourteen drug groups used for treatment of one or more conditions. The
drug groups are compared with respect to their mean rating and mean polarity (Table
2).

The mean rating of fourteen drug groups is shown in Fig. 1 which indicates
that barbiturate is the best drug group by customer rating and mean rating is 9.625
which contains group of medicines like secobarbital, pentobarbital, phenobarbital,
and butabarbital and mainly used for treatment of insomnia, sedation, hypnotics,
antianxiety, and so on. Antipsychotics drug group is found to have less rating that is
6.367 as per customer suggestion which contains group of drugs like perphenazine,
cariprazine, perphenazine, Stelazine, prochlorperazine, and trifluoperazine which
are used for treatment of anxiety, bipolar disorder, psychosis, etc. So this drug group
needs to be improved.

The mean polarity of considered drug groups is shown in Fig. 2 which states
that barbiturate is the best drug group according to customer opinion because more
positive reviews are found for this group. Mean polarity of this group is found to

Table 2 Mean rating and

mean polarity of drug groups Drug groups Mean rating Mean polarity
Antidepressants 7.402 0.074
SSNRIs 6.926 0.066
Antifungal (except 6.383 0.094
metronidazole)
Aminoketone 7.331 0.096
Opioid analgesics 6.615 0.065
SNRIs 7.175 0.096
SSRIs 7.615 0.08
Antianxiety 8.537 0.123
Oral hypoglycemics 8.593 0.193
Antipsychotics 6.367 0.093
(phenothiazine)
Alpha blocker 9.286 0.152
H2 blockers 7.899 0.096
(anti-ulcers)
Barbiturate 9.625 0.195
Beta blockers 7.892 0.1
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Fig. 2 Mean polarity of considered drug groups

be 0.195. Opioid analgesics group is found to be of less polarity, i.e., 0.065. From
this, we can conclude that barbiturate is the best drug group as per both polarity and
rating.
The graph as shown in Fig. 3 shows rating verses count of barbiturate drug group
and it shows that maximum customers have given ten star rating for this drug group.
Figure 4 shows the data distribution, i.e., sentiment polarity versus density of
barbiturate drug group. The frequency distribution is found to be higher in case of
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Fig. 4 Sentiment polarity versus density of barbiturate drug group

positive polarity and negligible in case of negative polarity. So, we can assume that
users of this medicine have positive sentiment toward it and the highest frequency is
found to be between 0 and 0.5.

The graph as shown in Fig. 5 shows the rating vs. polarity of barbiturate drug group.
Itis found that maximum customers have given rating of ten where sentiment polarity
is also highest. Antipsychotics drug group is found to be less effective according to
customer rating because most of the customers have given the rating as one and is
shown in Fig. 6, and many customers have given negative reviews which is shown
as in Fig. 7.
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Fig. 6 Rating versus count %

From the experimental results, it was found that opioid analgesics group is less
effective according to polarity. Although customers have given ten rating to this
group but many negative reviews were obtained in this case (Figs. 8,9, 10 and 11).
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5 Conclusion and Future Scope

In this work, EDA and SA are applied on a part of original drug dataset where
drugs are classified into fourteen groups. In EDA, we have analyzed different drugs
related to same group. In SA, we have analyzed the performance of barbiturate drug
group which was found to be best according to its rating and sentiment polarity.
Antipsychotics drug group is found to be less effective as per customer rating, and
opioid analgesics drug group is also less efficient with respect to sentiment polarity.
We can also take many other drug groups based on several prefixes and suffixes of
medicines and can perform analysis on different drug groups to identify the best
among them.
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Survey on Algorithmic Trading Using m
Sentiment Analysis oo

Rupali Bagate, Aparna Joshi, Abhilash Trivedi, Anand Pandey,
and Deepshikha Tripathi

Abstract In recent years as the computation power and availability of the data
has increased exponentially, there has been significant increase in study of human
sentiment in various fields. This paper examines the use of sentiment analysis in
algorithmic trading. Macroeconomic variables such as GDP, Internet consumption
and various other socio-economic factors are also taken into consideration in this
paper. The main aim of this paper is to determine all factors and technical indicators
that would give us a proper analysis. Human sentiment affects human behaviour
adroitly, and thus, market is also not acquitted from its effect. This survey presents
current advances in natural language processing (NLP) and prerogative positions of
algorithms in market.

Keywords Algorithmic trading + Sentiment analysis + Market indicator - Machine
learning

1 Introduction

Sentiment analysis is the study of reverential effect of human emotions in various
domains. In sentiment analysis, human emotions are quantified to create colloquial
values for evaluation which then are used in concordance with other techniques and
algorithm to compute their effect in respective domains [1].
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1.1 Motivations

Algorithmic trading is a peculiar form of trading where computer program fol-
low defined set of instruction to generate profits. The most challenging task for
algorithmic trading is to culminate result and process noisy and volatile nature of
the stock to gather insights. In recent years, we have witnessed exponential increase
in real-time prediction of stock using various algorithms and machine learning tech-
nique but because of the capricious nature of the market, they are likely to underper-
form in many scenarios.

1.2 Contributions

In the statistics community, the growing availability of the data has led to the signifi-
cant accuracy in performance and explainability of these models. The pious nature of
market with statistics has also pushed quantification of various emotions and opin-
ions which further led to the development of model in concept like natural language
processing (NLP).

2 Overview

In this survey paper, all vital information is covered regarding algorithmic trading
using sentiment analysis. Starting from the existing research done so far in this field
or any related field, this paper presents suitable findings in the following sections. A
basic introduction about the stock market and the technical indicators are explained.
This is followed by a detailed analysis of advantages and disadvantages of algorithmic
trading. This paper also includes various algorithms that are known to this day. Lastly,
this paper talks about the macroeconomic variables that consist of factors like Net
Asset Value per share, price earnings, etc. All this information forms an umbrella
under which all aspects of algorithmic trading using sentiment analysis are covered
in required depth.

3 State of the Art

Shah et al. [2] have used unigram and dictionary-based approach to analyse the data
from pharmaceutical industry. The author described text pre-processing, transfor-
mation, comparison and sentiment scores. Kalra and Prasad [3] used support vector
machine (SVM) and KNN on stock news data and Yahoo Finance data. The author
has described comparison between various machine learning models under sim-
ilar conditions, described tokenisation, transformation and enumerate sentiments.
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Peng [4] has discussed the effect of human sentiment using Pollet and Wilson’s the-
ory of volatility decomposition. The author has discussed strategies based on big
data collected on Chinese stock markets. The author had used hidden horse model
on big data to predict stable that results in volatile exchange. Kaur [5] used Markov
decision problem (MDP) approach to represent the trading problem and henceforth
solve using Q-Learning and author used augment MDP states to improve the per-
formance. The author also discussed market indicators and their roles as variable in
neural network to increase the predictability. Ojo et al. [6] used data from NASDAQ
composite ("IXIC) and a LSTM model for predicting behaviour in stock market. The
researchers have used autoregressive integrated moving average (ARIMA). Zhnag
and Skiena [7] have studied co-relation between Media and Stock Data. The author
also proposed relation between Stock Polarity with Shifting Time and Media type.
Usage of Diversification, Sentiment Analysis Period, Holding Period and Market
Capitalisation for performance evaluation. Birbeck and Cliff [8] proposed a com-
parative model between multinomial logistic regression, Naive Bayes and support
vector machine. For ranking, the author had used Chi-squared and F-value. “A non-
statistical method of selection of features is also considered, where a good set of
features is explained by duplicate selection of a few and a few features, gradually
pruned by those with the lowest contribution to the current set and in addition to
the above features”. Li et al. [9] proposed an architecture that employs support vec-
tor machine (SVM), extreme learning machine (ELM) and back-propagation neural
network (BPNN) for both accurate and fast prediction. Ranjan et al. [10] proposed
a hybrid model of technical trading and fundamental trading. Bagate et al. [1] did
intensive research on NLP used to identify sarcasm.

In order to gather generic sentiment of the market, they used all news instead of
using specific news to gather individual sentiment. The author focused on relative
comparison between ELM and SVM which resulted in almost similar result but
ELM was faster. Ranjit et al. [11] have proposed a model based on artificial neural
network (ANN), and the ANN yields the best result measured on the basis of RMSE
with six hidden nodes. The author has proposed prepossessing steps of removal of
usernames, usage of links, removal of repeated letters, hashtag detection. Usage
of accuracy, precision, recall and F-measure as testing metrics for the model. Bell
and Gane [12] concluded that the adoption and distribution of algorithmic trading
systems have increased, and this is likely to continue, as regulation, competition and
innovation drive the development of advanced technology tools. Shirsat et al. [13]
had explored the polarity of the article while having quantity of sports and business
article almost same similarly quantity of article from technology and entertainment
is also same and determined polarity of respective article. Jessica and Raymond [14]
proposed a model to work on tweets and predicted the price of Facebook stock.
They have used the proposed model on stock exchange and have acquired accuracy
of 71.82% with the LibSVM model and 69.01 % with a logistic regression model.
A survey done by Bagate and Suguna [15] gives an overall survey for the sarcasm
detection, and this can be helpful to analyse various headlines and heading or even the
content of online information. Bagate et al. [ 16] compared various factors like words,
punctuation marks, emoticons, the environment and author for understanding speech
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Table 1 Summary of different methods of algorithmic trading and sentiment analysis

Author Domain Method Features

Kalra and Prasad [3] Stock News KNN, SVM, Naive Diverse news on
Bayes stocks

Shah et al. [2] Pharmaceutical market | Unigram and Dictionary-based
dictionary based sentiment analysis
approach

Peng [4] Chinese stock market | Hidden horse model | Integrates big data to

quantifiable index

Ojo et al. [6] American stock Multilayer perceptron | ipso facto

exchange, NASDAQ | and LSTM
Composite (I"XIC)

Zhang and Skiena [7] | Blog and news Trading strategies to | Subjectivity and
exploit blog and news | volumes
sentiment

Kaur [5] Yahoo finance MDP and Q-Learning | Sentiment score

Birbeck and CIiff [8] | Twitter Bayesian classifier and | Trading volume

logistic regression

Lietal. [9] Finance news article | Back-propagation RSI and Bias
Neural Network
(BPNN), Support
Vector Machine
(SVM) and Extreme
Learning Machine

(ELM)

Ranjan et al. [10] Forex Technical and Context consideration
fundamental trading | from syntactic
algorithm structure

Ranjitet al. [11] Foreign currency Artificial Neural Lexical syntactic

exchange Network (ANN) Feature

Bell and Gane [12] Market data Algorithmic Trading

sarcasm sentiment in the text. A Case Study of the Dhaka Stock Exchange [17] was
conducted and the researchers found that for the cement companies some economic
factors affected the share price. In a paper by Labidi and Yaakoubi [18], the authors
have discussed the various factors affecting the sentiment of all kinds of investors like
the big ones and also small investors. A paper by Robert [19] talks about stock market
of different nations of the BRIC countries. Researches have studied the Indian Stock
Market also as discussed in a paper [20]. This study highlights the aspects specific
to the Indian Market. Twitter is a major social media platform, and a study [21]
was done to analyse the relationship between the tweet count frequency and telecom
companies IPO performance. Foreign Exchange [22] is also an interesting field of
study and can prove helpful in determining market trends worldwide. Timing plays
a key role in this market and this paper [23] tells how we can work with timing and
actually predict the market trends of recent past to far future (Table 1).
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4 Introduction to Stock Market

Stock market can be referred to a platform where publicly held company put down
the shares of companies for the public. Stock market is the place where general public
constantly buy and sell share of these publicly held company. The place where this
trading happens is referred to as stock exchange. Stock exchange can be physical
or virtual, and there can be multiple stock exchange in countries. Stock markets
provide a secure and regulated environment where investor can trade in shares and
other financial instruments with low operational risks. People also refer the stock
market as a single entity; this single entity is called as “Indexes”, and it defines
the overall movement of the listed companies stock performance. Investor compare
current price with respect to past performance of the market using Index which is a
measure of stock market.

The flow of the market can widely be generalised into bear and bull market. When
the market flow is in positive direction, i.e. the buying pressure is dominant compared
to the selling pressure or when the index is moving up, then the market is referred to
as Bullish trend.

If the flow of the market flow is in negative direction, i.e. selling pressure is
dominant compared to the buying pressure or when the index is moving down, then
the market is referred to as Bullish trend.

In order to maximise the profit, investor from the past have been modelling differ-
ent patterns and indicators in order to produce buying and selling signals to maximise
profit and minimise the loss. Today with no barriers on computational power, it has
exponentially increased the use of computer programs for stimulated trading and
aided the algorithmic trading systems. Today there are technical indicators defined
on patterns followed by the stock market graphs and previous moment of the stock
in order to predict the outcome of the stock market and decide accordingly to buy or
sell a stock. With decreasing interest rates and easy availability of Internet, people
have grown their interest in stock market and hence algorithmic trading.

4.1 Pre-Trade Analysis

Nuti [24] in his paper algorithmic trading explains the basic terminology used in stock
market, what are some pretrade analysis to look into before making an algorithmic
strategy. He explains the main three trade analyses:

e Technical analysis: Aim of technical indicator is to predict the future price or the
movement of the stock graph based on the stocks past history and finding out the
patterns in graph using the previous data such as volume trade, buying volume,
selling volume, opening and closing price. The main objective of technical analysis
is to identify and predict the price movement patterns.
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e Fundamental analysis: “A fundamental analysis involves a detailed study of related
data that could affect price values by determining the fair value of the asset (or
potential future price movements)” [25]. Appropriate information may include
the general state of the two countries’ economies (such as unemployment figures),
interest rates, gross domestic product, or national policies. The notion that the
current market price of a commodity is not commensurate with its fair value
contradicts the controversial effective market view, suggesting that the current
price is an indication of all available information that affects prices [25].

Algorithmic trading is also referred as automated trading, black-box trading, or
algo-trading, the structure of algorithmic trading is to use a computer program that
follows an algorithm to place a trade. The purpose of algorithmic trading is to generate
profits at a speed and frequency that is impossible for a human trader. The main
advantage of algorithmic trading is to produce incomparable and more trading in
one session compared to human.

4.2 Advantage of Algorithmic Trading

The biggest advantage of algorithmic trading is that it removes the emotional factor
of the market and investors. Here all trades are performed according to computerised
algorithm. Greed and fear are one of the biggest challenges for investors in case of
financial markets. These are the factor that results in loss for the investors. Algo-
rithmic trading also helps in maintaining discipline because it has predefined entry
and exit strategy which makes a robust trading in stock market. Another advantage
of algorithmic trading and the main reason of growth of algorithmic trading are the
speed with which these programs execute orders. Moreover, it can record more data
compared to human and execute more accurate trades compared to human brain.

4.3 Disadvantage of Algorithmic Trading

The major disadvantage of algorithmic trading is that it is not accurate and may result
in wrong trades which might produce loss. Moreover, it requires a greater study of
indicator and technical oscillators to make a model and execute algorithmic trading;
hence, it is proven to be dangerous to use if not well-versed with the knowledge
of market. The biggest disadvantage of algorithmic trading is during the time of
emotional-driven market, with predefined signal and strategies, and there is no scope
for emotional indicators which results in low accuracy of algorithmic trading during
sentiment-driven market. News and result related to companies instantly changes the
flow of market moments of that stock and fails all the indicators and is completely
dependent on human emotions, hence resulting in the losses and low accuracy of
algorithmic trading.
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5 Categorisation of Market Variables

As per the survey, there are various factors which influence any market within spec-
ified interval of time. Stock prices are influenced by almost every phenomenon from
natural disaster to change in structure of government. Most of these are variables and
can easily be accumulated within sentiment analysis but with accumulation comes
the problem of effect, some news sentiment change market with much influx as com-
pared to others, some of the factors affect market instantaneously and some show
slow and gradual change. Hence, we can say that it’s almost impossible to predict
the trend in market with absolute certainty.

5.1 Media

During our survey, we have realised different kinds of information and data affects
markets differently. The global news like natural disaster and pandemic effect market
on global scale adroitly while national news like budget effect the market of that
nation and trading nation.

Certain data platforms like Twitter and Facebook show significant predictability
for intra-day trading while on the other hand news from news agency concern much
larger time frame while this time frame increases significantly when we look forward
to blogs.

5.2 Market Capitalisation

Zhnag [7] in his paper proposed how various assets for any company act in favour of
and against the company. They argued both large and small firms had better returns
as compared to medium-sized firms.

Companies with less stock price are more likely to be affected by trends in market
as high buy and sell increase volatility for the stock while small companies are
affected as they can be traded in profusion which changes the price for overall stock.

5.3 Indicators

Market indicators are quantitative in nature and seek to interpret stock and financial
indicators in attempt to predict the market moves. They have been used in market
since it is inception. These technical indicators are used by investor in order to get
a better brief about the current market status and future price prediction. There are
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various technical indicators used together for the formulation of lesser risk and high
accuracy technical models in order to maximise the profit.
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6 Macroeconomic Variables

Macroeconomic variables have become very popular in determining the dynamics
of stock market. These factors are not mandatory when investing in the stock market
but are very crucial in determining long-term effects on the stock prices. Some
companies, for example cement companies, show a great amount of dependence
on the macroeconomic variables for their [PO(s). In a study done by researchers in
Bangladesh of Dhaka Stock Exchange, it was found that factors such as Producer
Price Index (PPI), IPO first-day return (RIPO), Consumer Price Index (CPI) play an
important role.
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Table 2 Problems, data sets, algorithms and evaluation measures and methods used [26]

Problem Classes Data set Algorithms Evaluation Evaluation
(Object) measures methods
NER words Multi News SNER, Precision, Holdout
LingPipe, F-measures
Illionis and recall
Sentiment Binary Movies and DT, LR, KNN, | Precision, Holdout
analysis TV RF, SVM F-measures
(reviews) and recall
Binary Books DT, LR, KNN, | Precision, Holdout and
RF, SVM F-measure, Cross-
Recall validation (10
folds)
Document Multi News DT, LR, KNN, | Precision, Cross-
classification SVM, Naive | F-measures validation (6
(documents) Bayes and recall folds)
(micro- and
macro-
average)
Binary Patents DT, LR, KNN, | Precision, Holdout and
SVM, RF F-measures Cross-
and Recall validation (6
folds)

6.1 Net Asset Value per Share

The total value of each asset is determined by dividing the total value of the company’s
collateral by each residential area each year.

6.2 Price Earnings

The price earnings (P/E) in all shares calculated by dividing the market prices by the
company quarterly each year as per profit (Table 2).

6.3 Sentiment

A sentiment in colloquial sense can be referred as an opinion and when this term
is used in computation then this term becomes conducive to quantitative analysis.
Sentiment analysis is the term which came along natural language processing and is
used to determine to what extent any data is positive or negative.
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Current global market is highly influenced by the sentiments as market influ-
ence individual’s life. Positive news encourages an individual to strive for profit and
negative work as a setback.

7 Methods

7.1 Support Vector Machine

The support vector machine is a machine learning algorithm used for the purpose
of classification of data; the algorithm focuses on dividing the set of data that needs
to be classified using a hyperplane by the very colloquial thought of increasing the
distance of the hyperplane from the nearest element of both categories.

SVM provides high-dimensional input space like tokenisation of sparse document
vector, and it is tolerance to overfitting and underfitting gives advantage over other
algorithms.

SVM had better performance in larger data sizes and was the dominant algorithm
for rest of the data size experiment [26].

SVM'’s Prediction accuracy varies between 65.30 and 83.80% [3].

7.2 Logistic Regression

Logistic regression is one of the technique which have been inculcated in machine
learning from statistics. The algorithm is a method for binary classification of the
data. Jessica and Raymond achieved 69.01% accuracy using LR model. [14]

1

Logistic Function = ————
1 — e—value

(7

7.3 KNN

KNN has the ability to work as both classification and regression algorithm. KNN
considers all the related elements in data that lies in close proximity with each other.

KNN selects k-neighbours based on euclidean distance and then on the basis of
similarity group the data points with each other. KNN’s prediction accuracy varies
between 7 and 91.2% [3].

d(p.q) = ®)

n—1
Z (pn - qn)2
i=0



Survey on Algorithmic Trading Using Sentiment Analysis 251

7.4 Decision Tree

Similar to KNN decision tree can also be used for both regression and classification
algorithms. Decision tree mimics the reversed tree structure in order to determine
the chance of events and decision-making. In decision tree, each node determines a
quantitative test to an attribute and determines the outcome of the test.

7.5 Random Forest

Random forest is an algorithm that is based on ensemble learning which implies
that multiple models will be combined and generated through a strategy to solve a
computationally intelligent problem. It contains multiple decision tree on varied data
sets whose result is compiled and averaged in order to predict a much more accurate
result for the specific problem.

8 Conclusion

Sentiment analysis from social media, news, websites and blogs gives us a clear
idea of how human sentiment affects the market. As observed, most of the authors
worked on supervised and semi-supervised approaches for sentiment analysis and in
terms of statistical approach most of the work was based on mathematical approach
of indicators but we realised that very less work has been done to inculcate both
domains to produce much more accurate and probable result. For future direction, it
will be useful if both these are considered for further development in this field.

9 Future Directions

The efficiency of the model can be increased by improving the prototype. The sen-
timents that are conveyed by news articles and headlines have a different impact on
the market and investors which is usually short-term. By making the model more
extensive, sentiment conveyed by blogs and other articles that have long-term effects
on the market can be included. Web scraping can be used to automate the entire pro-
cess and save more time. Hence, this model will become more accurate with these
developments.
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for Audio Classification: An Ensemble L
Approach

Bhavi Dave and Kriti Srivastava

Abstract Machine perception has steadily become more accurate with deep learning
methodologies. Abundant multimedia data sources have made navigating audio data
essential. This work performs environmental sound classification as a step toward
integrating artificial intelligence in audio data. Audio files are converted to tensors,
resampled and then converted to mel spectrograms to account for human sensitivity
to different audio frequencies. Pre-trained and high-performing convolutional neural
networks (CNNs) are leveraged to train the ResNet-152 and DenseNet-121 archi-
tectures for transfer learning. The custom ensemble model uses these models for
inference. The outputs of the models are combined and passed through a dense layer
to generate an ensemble capable of inferring correct weightage for each of the models
without manual interference. The ensemble model achieves promising results with
an accuracy of 91%, and precision and recall of 0.91 and 0.93, respectively. The
results demonstrate that a CNN-based ensemble method is adept at extracting and
generalizing temporal information from audio signals.

Keywords Artificial intelligence - Environmental sound classification + Deep
learning - Ensemble model - Transfer learning + Convolutional neural networks

1 Introduction

This section introduces the motivation for using deep learning in audio classification.
It then goes on to outline the contributions made by academia within the domain and
lists some of the varied approaches taken. Finally, the existent research gaps in the
literature review are listed.
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Table 1 Table captions should be placed above the tables
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References

Dataset

Methodology

Accuracy

[14]

ESC-10, ESC-50

Classification by human
listeners

95.7%, 81.3%

[11] BIRDZ, ESC-50 Ensemble CNN 96.90%, 85.75%

[16] ESC-50 Compressed and 83.65%
Quantized CNN

[15] ESC-50 Convolutional Restricted | 86.50%
Boltzmann Machine +
CNN

[8] ESC-50 CNN 83.50%

[19] ESC-10 and ESC-50 WaveMsNet 95.7%, 81.3%

[16] ESC-50 CNN + phase-encoded 84.15%
filterbank

[7] ESC-50 Self-teaching + CNN 94.1%

(4]

ESC-50, Speech

CNN + Self Attention

95.6%, 98.1%

Commands V2 dataset

1.1 Organization

Section | outlines the motivation and reviews the literature for audio classification
using deep learning. Section?2 then goes on to detail the methodology implemented
in this paper—it enumerates a brief data description and then reviews the architecture
and training. Section 3 then describes the evaluation metrics and the results obtained.
Section4 then concludes the paper.

1.2 Motivation

Audio signals have now become omnipresent in the modern technological landscape.
Audio classification can be leveraged in several scenarios like alarm detection for
people with an impaired hearing [10], engine monitoring [1] through sound anal-
ysis and even detecting the presence of endangered species [9] in an environment.
Although significant work has been done in the domains of speech and music, the
classification of environmental sounds is relatively scarce. Although audio signals
are temporal in nature, advancements in the computer vision domain can be lever-
aged to use the numerous kinds of pre-trained, high-performing convolutional neural
networks for the task.
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1.3 Literature Review

The environmental sound classification dataset ESC-50 [14] was published in 2015
and has served as a benchmark for audio classification. Participants from the Crowd-
Flower crowdsourcing platform were asked to classify the sounds from the ESC
dataset to provide a benchmark for human competence at the task (Table 1).

Nanni et al. [11] used different data augmentation techniques alongside differ-
ent signal representations that were then transformed into melspectorgrams. Fine-
tuned CNNs were combined as an ensemble using the sum rule for inference on the
BIRDZ dataset [12] and the ESC-50 dataset. Tak et al. [16] proposed an architecture
that can perform classification on edge devices that can perform in an extremely
resource-constrained environment. Their reduction mechanism achieved a 97.22%
size reduction and 97.28% FLOP reduction.

Sailor et al. [15] proposed the creation of a convolutional restricted Boltzmann
machine for learning filterbank from the raw audio signals. The work in [8] explores
transductive and inductive transfer learning and proposes a CNN-based framework
that archives human accuracy on the task of environmental sound classification and
also performs acoustic scene classification. WaveMsNet [19] is a multi-scale con-
volution operation that improves frequency resolution and learning filters across all
frequency areas, leading to better audio representation. Research also posits that
most work only processes the magnitude spectrum, ignoring the phase spectrum
[16]. Consequently, they propose phase-encoded filterbank energies (PEFBEs) for
environmental sound classification. Tak et al. [7] proposed a sequential self-teaching
approach that utilizes co-supervision across trained CNN models for effectively clas-
sifying sounds. They achieve promising results in a large scale and weakly labeled
data points because of effective modeling by the system. In [4], the authors used
CNNSs alongside a self-attention mechanism to capture long-range global context.

1.4 Research Gaps

e The existing architectures are bulky, requiring deep networks and heavy prepro-
cessing, inevitably increasing the time required for training. Transfer learning can
be invaluable for efficiently utilizing resources.

e Several works created complex designs with novel manners of extracting features
for improving performance. The trade-off between complexity and performance
needs to be explored further as minimal case-specific feature extraction would
result in models that can more generally applicable to the domain.
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‘Waveform Spectrogram

(a) Audio Waveform (b) Mel-Spectogram

Fig. 1 Raw audio waveform and its corresponding mel spectogram

2 Experimental Setup

This section outlines the setup used to perform audio classification. It provides an
overview of the dataset and the data processing performed, alongside the motivations
for the data transformations undertaken. Post this, the training of the neural network
architectures and the design of the custom ensemble model is enumerated. Finally,
the methodology of the experiments is also detailed.

2.1 Data Description

The environmental sound classification dataset ESC-50 [14] contains 2000 audio
recordings that are commonly found in both a natural and an urban environment. The
dataset is balanced with 40 clips for each of the 50 classes present in the dataset. The
classes are divided into five major categories: animals, natural noise/soundscapes,
human sounds (non-speech), interior/domestic sounds, and exterior/urban noises.
The results on this dataset can be an effective testament to the model performance
because of a wide variety of classes.

The audio files are read as a tensor and resampled to a fixed sample rate 44,100 Hz.
This is because the maximum frequency that can be represented by a sampled signal is
at most half the sample rate—called Nyquist frequency. Cochran [2] The time-series
signal is then transformed into the image domain by converting it into a spectrogram
that represents the frequency content in the audio file as image colors. The work
employs a log-scaled mel spectrogram that converts frequencies to the mel scale that
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takes into account human sensitivity to different ranges of audio frequency. Figure 1
displays an audio file (a) and its corresponding mel spectrogram (b), respectively.

2.2 Architectures

A convolutional neural network (CNN) is a subtype of deep neural network that gains
relevant, abstract, and location-invariant features. The rectified linear unit activation
function used with CNNs converts negative values to 0, extracting only the prominent
features [13]. The max-pooling layer helps reduce complexity while allowing promi-
nent features to pass through to upper layers of the network [17]. CNNs greatly reduce
the number of parameters while achieving a similar degree of complexity because
of sparse connectivity and weight sharing. The architecture is especially great at
learning feature hierarchies from data [18].

ResNet [5] hypothesized that the gradients were not able to flow well through the
deep networks that were seen at the time. The scientists found that the information
from the input was getting highly morphed as it reached the deeper output layers
and consequently proposed a solution of passing the input information repeatedly in
stages creating a residual network or the ResNet. In ResNet, after every two layers,
the input is given to the first layer along with the output obtained at the second layer.
This helped the gradients to flow back better, improving training.

DenseNet [6] connect every layer to every other layer, so there are L(L+1)/2 direct
connections for L layers. Every layer uses the feature maps of all the preceding
layers as inputs, and consequently, its output feature maps are used as input for
subsequent layers. The network is divided into densely connected blocks within
which the feature map size remains the same. This facilitates both downsampling
and feature concatenation. DenseNets require fewer parameters than a comparable
CNN as the need to learn redundant feature maps is eliminated.

Ensemble Model Ensemble deep models are often adept at solving tasks [3]. The
models used for transfer learning were pre-trained models trained on the Ima-
geNet dataset. The ensemble model used ResNet-152 and DenseNet-121 individ-
ually trained on the ESC-50 dataset. The ensemble model loads the aforementioned
models with their weights. The pipeline generates inferences from both the models
individually and then combines the output into a one-dimensional tensor signifying
the 50 classes. The outputs are then combined and sent through another linear layer
that also generates 50 outputs, signifying the probability of the datapoint belonging
to each of the 50 classes. The last linear layer in the custom ensemble is meant to
learn the context for the combined weights of the ResNet-152 and DenseNet-121
models, allowing for better performance without manually deciding model weights
in the ensemble. The ensemble model architecture is displayed in Fig. 2.
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Fig. 2 Ensemble model architecture

2.3 Methodology

All three models were trained on the same partition of the dataset to avoid overlap,
ensuring that the test data points were unseen by all three models. 15% of the dataset
was reserved for testing, and the same other 80% was used to train the three models.
All three models used a stochastic gradient descent optimizer with a momentum of
0.9. The criterion used to evaluate loss for backpropagation was cross-entropy loss.
All three models also utilized a learning rate scheduler that decayed the learning
rate of each parameter group by 0.1 every 3 epochs. Pre-trained ImageNet weights
were downloaded for ResNet-152 and DenseNet-121, and both the architectures were
modified to take input with a single channel and have 50 out classes. The rest of the
architectural design was kept unchanged to preserve the learned weights for transfer
learning. ResNet-152, DenseNet-121, and the ensemble model were trained for 15,
8, and 10 epochs, respectively.
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3 Results

This section outlines the evaluation measures and the results obtained by the custom
model as well as the two convolutional neural networks on the audio classification
dataset.

3.1 Evaluation Measures

After training, the model has been evaluated on the unseen test set that comprised
15% of the ESC-50 dataset. The test set was stratified with respect to the class labels.

1. Accuracy: It is the fraction of classifications the model got correct.

R TP+TN 0
ccurac = -
Y = TP+TN+FP+EN

2. Precision: Proportion of the positive identifications which are correct.

.. TP
Precision = 2)
TP+FP
3. Recall: Proportion of actual positives which were identified correctly.
TP
Recall = 3)
TP+FN

4. Fl-score: It is calculated as the harmonic mean of precision and recall.

2 x precision x recall
F1— score = — “)
precision + recall

3.2 Results Obtained

The models were used to classify the test data into the 50 environmental sound classes
of the ESC-50 dataset. The results are shown in Table 2, which shows previously
described measures for each of the three models trained. All measurements were
calculated on test data. The ensemble model is a significant improvement with an
accuracy of 91% and the precision and recall of 0.91 and 0.93, respectively. Figure 3
demonstrates classification metrics like precision, recall, and F1-score across all the
50 classes in the EDC-50 dataset.
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Fig. 3 Classification metrics for ESC-50

Table 2 Result analysis

Metric ResNet DenseNet Ensemble
Accuracy 0.83 0.81 0.91
Precision 0.86 0.85 0.96
Recall 0.83 0.81 0.91
F1- score 0.83 0.80 0.93

4 Conclusion and Future Scope

The work has implemented an environment sound classification pipeline. The paper
also provides an exhaustive overview of the existing literature in the domain, allow-
ing researchers to review the possible approaches of solving the problem. When
given raw audio signals, the ensemble model classifies the sound into one of 50
classes present in the ESC-50 dataset. To leverage pre-trained, high-performing con-
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volutional neural networks, the audio signals are brought to the frequency domain
and then transformed into mel spectrograms to take into account human sensitivity
to different ranges of audio frequency. An ensemble model is then built over two
popular CNN architectures—ResNet-152 and DenseNet-121. The ensemble model
achieves promising results with an accuracy of 91% and precision and recall of 0.91
and 0.93, respectively. This can serve as a step toward tangible progress in the domain
of audio classification. This work can be further extended to integrate a wider and
more diverse array of audio while maintaining the efficiency and performance of the
algorithm. With multimedia continuously becoming an important part of the modern
technological landscape, understanding and being able to classify audio will become
a crucial skill.
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A Hybrid Product Recommendation m
System Based on Weather Analysis L

Sangeeth Sajan Baby and S. Siji Rani

Abstract Product recommendation becomes to be one most revenue-generating
technologies that every e-commerce website is using. For enhancing the purchase
rate and user engagement, various product recommendations are available in the e-
commerce website. Most of the external contexts are also taken into consideration
for the product recommendation. This type of external context analysis sometimes
will provide better recommendations when compared to the user-generated data.
This paper proposes an idea of product recommendation using the weather. Here we
predict the weather for the coming days using logistic regression and analyze the
weather using big data analytics. Based on the analysis, we will sort the products
and recommend a product in the same weather.

Keywords Big data - Product recommendation - Content-based
recommendation + Logistic regression * Recommendation system

1 Introduction

Modern e-commerce websites are offering various range of items, giving the users
a large number of choices to select. But this large amount items sometimes act as
a hindrance to the searching of the item. If the search engine is not that efficient,
the most desired item of a user may not be the first item in the result. Due to time
constraints and the amount of effort, the users want to induce makes the users away
from this searching environment. In these cases, the important product recommen-
dation arises, and the user is provided with a personalized product recommendation.
Such types of recommendations are based on the user’s recent purchase history of
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the user’s wish list of the products. These recommendations not only give the user
the desired product but also can increase the sales of the e-commerce website. This
optimizes the product discovery process and eliminates the issue of long and effortful
searches.

Recommendation optimizes the product finding process and eradicates the issue
of long and tedious searches. The ease of use and being given more choice enhance
the user experience and interaction and as a result enhance customer engagement
and brand loyalty. In addition to that, personalized product recommendations tend to
trigger a great number of purchases as well as induce a higher average order value.
There are many things we need to care about product recommendation such as it
is important to differentiate new and returning visitors. Since we do not know new
users, we should use universal product suggestions.

2 Related Techniques for Recommendation System

2.1 Collaborative Filtering

In collaborative filtering [1-3], the user’s historical preferences of contents are taken
into consideration. In the case of user preferences, they are taken into account through
ratings. There is an explicit rating such that the user is giving the rating on a scale
of some value and the implicit rating such that the users will not give the rating but
clicks on the content will take into account. Applications of collaborative filtering are
generally involved in the process with large datasets. Other than Recommendation
engines, this technique is used in mineral exploration, environmental sensing, etc.
The process is done as different steps. Initially, it looks for the user who shares the
same pattern with the other users. Then use this value to predict the content that
might be liked by the other user. The main problem faced by collaborative filtering
was that it cannot necessarily succeed in automatically match the content with one’s
preference.

2.2 Content-Based Recommendation

A content-based recommendation [4-6] system looks for similarities before recom-
mending products. Most of the product recommendation engines use this since this
does not require the data about other users and recommendations are very specific to
a particular user, it is more convenient to scale to a large set of users. In addition to
that, this model can capture the specific interests of a particular user and recommend
items that very few other users are interested in. But the major problem with this type
of system is that it can only make recommendations only based on the current interest
of the user that means this model has a limited ability to expand the user interests.
Even if this problem exists, we are using this model in our paper to elaborate the
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project since we are taking care of only the temperature or the weather condition, we
do not need to further expand the user interest in these terms

2.3 Association Rule Mining

Association rule mining [7, 8] is used to find the relationship between some set
of products in a large dataset. This model mines the frequently occurring items in
the transactions. Market basket analysis is a widely used method in association rule
mining to find the relationship of items in the transaction. For an instance, bread and
butter is bought together by a large number of people, each of them is termed as
transactions, and the market basket analysis will find these items bread and butter as
related items. Thus the relationship is established. Many terms are included in this
such as

e Support—Frequency of occurrence of the item set

e Confidence—Likeliness of the occurrence of consequent on the cart given that the
cart already has the antecedents.

e Lift—The ratio of the confidence of the rule and the expected confidence of the
rule.

2.4 Using Historical and Weather Data for Marketing and
Category Management in E-Commerce

In this paper [9], the authors propose an idea of merging the data across the consumer
journey from different small stores. They have identified three sales categories: sales
depending on weather, season, and no clear pattern. As an example, they are predict-
ing the sudden spike in the sales of air-conditioning devices. For this, they collected
the daily sales report of the AC and temperature on each day. Then, they presented
the correlation between sales and temperature.

2.5 Shop Weatherly—A Weather-Based Smart E-Commerce
System Using CNN

Here in this paper [10], the authors are concentrating on the convolutional neu-
ral network for the recommendation of the products. The significant parts of the
methodology are data collection, model training, and application integration. Here
the proposed method is majorly done in the summer and winter seasons, and also
they are using web scrapping for the data collection.
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3 Tools and Techniques for Weather Prediction and
Recommendation

Weather prediction is the most important step in this project proposed by the paper.
For that, we need to analyze the previous weather data and should predict the weather
for the product recommendation. Technologies used for this are,

3.1 Apache Spark

Apache Spark [11, 12] is an analytical engine that is commonly used for large-scale
data processing. The architectural foundation of Spark is the resilient distributed
dataset (RDD). RDD is a read-only multiset of data items distributed over different
clusters, such that it is maintained for fault tolerance. Other components for the
Spark are the Spark Core, Spark SQL, Spark Streaming, MLIib library, and GraphX.
The Spark core provides the distributed task dispatching, scheduling, and basic I/O
functionalities. Spark SQL is a component that is above the spark core used for the
data abstractions. Spark streaming uses the fast computation capability for streaming
analytics. It takes data as mini-batches and performs RDD transformation on the mini-
batch data. MLIib library is used for machine learning operations since it has many
common machine learning and statistical algorithms. GraphX is a graph processing
framework built on the top of Apache Spark. It handles the knowledge graph and the
analysis of those graphs.

3.2 Content-Based Recommendation

A content-based recommendation system [13, 14] looks for similarities before rec-
ommending products. These similarities are computed with different techniques such
as Euclidean distance and cosine similarity [15].

e Euclidean distance—This distance is used when we have numeric data.
e Cosine Similarity—This type of metric is used to compute the similarity textual
data.

A content-based recommender works with the data extracted from the behavior of the
users. Two concepts called term frequency and inverse document frequency are used
in the content-based filtering mechanism. Term frequency is the count of a particular
word in a document. Inverse document frequency is the inverse of the frequency of
the word.
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3.3 Logistic Regression

Logistic regression [16] is a statistical model the uses logistic functions to model a
dependent variable. It is done in binary classification problems that classify between
two values “YES’ or ‘NO’. It is also called a sigmoid function and was developed by
mathematicians for describing certain properties related to the field of statistics and
economics. It is an ‘S’-shaped curve that takes real value number and map between
0 and 1, and in general computing, it can be termed as ‘True’ or ‘False’ or ‘Yes’
or ‘No’. The input values (x) of logistic regression are combined using coefficient
values to predict the output value (Y). The difference from linear regression is that
its output value will be binary data while the linear regression has a numeric value.
The equation for the logistic regression is

y=e" (b0+bl*x) /(1 +¢" (b0 + bl*x))

4 Proposed Methodology

This paper suggests two methods for the product suggestion, one is based on the
current weather by getting the weather information from the user’s hardware and
the second one is by weather forecasting. In some cases, we need to understand the
characteristics of the weather, for an instance, the monsoon weather causes intermit-
tent rain for 2-3 months. This can only be understood by weather analysis. So the
proposed method is divided into certain parts (Fig. 1).

4.1 Weather Analysis

We will collect the data from various sources, and with the help of Apache Spark
and Spark SQL, we will analyze the weather of that particular area.

weatherdf= (weatherdf.select ("MinTemp", "MaxTemp", "Month", )
.where(col ("Rainfall") = "YES"))

In this Spark SQL command, we will get the month-wise result for the rainfall.
Here weatherdf is the weather data frame, MinTemp is the minimum temperature,
MaxTemp is the maximum temperature, and Month is the month itself.

The inferences from the weather analysis can be used in product recommendations
in such a way that from the previous year’s analysis we can easily find out the seasons.
For instance, we can find the rainy season and the umbrella companies can produce
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Fig. 1 Flowchart of the methodology

more umbrellas, and e-commerce websites can suggest that particular products before
the season arrive.

mask = (timedf[’'Date’]
>='2015-01-01")&(timedf[’'Date’]<="2015-12-31")

This data frame consists of the minimum temperature and maximum temperature
over a region and the code will show it over a year. The figure shows the temperature
difference over a region in one year, and with this observation, we can conclude the
observation on various aspects. With this observation, various companies can plan
to Produce their products, market their products to the users, and more (Fig. 2).
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Fig. 2 Temperature change in a region

4.2 Weather Forecasting

In the part of weather prediction, we are using logistic regression. In the product rec-
ommendation, we will predict and classify whether there will be rain or not or sunny
or not in the case of raincoats or umbrellas. We are implementing logistic regression
in the Spark platform. Here we will use the vector assembler as the transformer.

vecAssembler=VectorAssembler (inputCols=["Rainfall"],
outputCol="features")

vecTrainDF= vecAssembler.transform(trainDF)vecTrainDF.
select ("Rainfall", "RainToday") .show(10)

We will be using the columns Rainfall amount, Humidity, and Wind Speed to analyze
the Weather

lr=LogisticRegression (featuresCol="features",
labelCol="RainToday")

lrModel = lr.fit(vecTrainDF)

pipeline = Pipeline(stages=[vecAssembler, 1lr])

pipelineModel = pipeline.fit (trainDF)

After the final step, we will get the predicted value of the weather. Whether will there
be rain or hailstorm for the next few days. By this, we can recommend the products
to the users.

4.3 Ordering Products

This is the phase where we add the attributes related to temperature or season or
weather for every product that the sale can be affected by the temperature. This phase
is done at the product management side where the data of the products are added to
the e-commerce website. Along with all other details such as the name of the manu-
facturer and price we add another column like ‘IsRainAffect’, ‘IsHighTempaffect’.
These types of additional attributes are added so that we need to analyze whether a
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product is a temperature affected or not. Some products sale will be influenced by
the temperature like umbrella and raincoat but for some products like mobile phone
and washing machines, the temperature will not be influenced. For this purpose, we
are adding another column. The newly added columns are boolean values consisting
of 1 and O representing True and False, respectively.

4.4 Content-Based Recommendation

For taking the external details such as temperature and weather into account content-
based recommendation is more suitable. In this recommendation engine, the most
suitable way of finding the similarity is to use the Euclidean distance. Here for
the weather-based recommendation, we are taking care of only the fields in the
product details which are weather-related like ‘IsRainAffect’, ‘IsHighTempAffect’.
We calculate Euclidean distance between the related fields if the result of the distance
comes out to be ‘0’, then the products have the similarity and any other product with
similarity other than ‘0" will not be taken into consideration.

sim = np.linalg.norm(Iteml - Item2)

The above code will be used to find the Euclidean distance (similarity) between the
two products. Using this, we can create a list of products that have similarities in the
weather, and with the help of the list, we will recommend the product.

4.5 Connection to the Web Application

A set of processes is done to connect the output that we got from Spark should display
on the Web application. The steps include

Connect the Spark and the Web application with Python API

Request the data from the Web application

Do the Weather Analysis and Forecasting with the Logistic Regression
After Ordering do the Content-based recommendation step

Respond the data to the Web application

5 Result Analysis

The proposed methodology is implemented with Spark and ASPNET MVC. The
whole analysis, logistic regression, and collaborative filtering part were done with
Spark, and the Web application implementation is done with the ASPNET.
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Fig. 3 Predicted values after
logistic regression
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Figure 3 depicts the weather prediction done by the logistic regression function
in the PySpark.

For testing purposes, we created a dataset with the context column (Fig.4). In
the final output, the web application shows the correct recommendation. Here in the
image, while testing we created the context as rainy season and it recommends the
products related to rainy season. In Fig. 5, we can clearly see the product recommen-
dation based on the weather. Some products such as vinyl footwear, raincoat, power
bank, towels, tissues are being recommended which are useful for heavy rainy sea-
son. In this manner by adding the weather context of purchase to the product table,
we are recommend the product by weather forecasting.

6 Conclusion and Future Works

One of the major problems of e-commerce websites is the growing amount of items on
their websites. Product recommendation is one of the most viable methods for such
problems so that users can easily access the products according to their interests.
There is a lot of product recommendation system which works on various levels
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Productld ProductName  IsRainAffected

1 Rain Coat 1
ST TS —
3 Orange 0
4 Towels 1
5 Water Heater 1
6 Shampoo 0
7 9 Tissues 1
8 10 Earphone 0
9 1 ZipLocks 1
10 12 Mic 0
11 13 Power Bank 1
12 14 Laptop 0
13 [ 15 Charger 0

Fig. 4 Product table in the database

Umberlla

You may also Like

v

Fig. 5 Product recommendation page of web application

such as some may work of a most viewed item of a person or some others may
be based on the items in the wish list of the user, here this paper proposed the
recommendation based on the weather which is clubbed with big data analysis and
logistic regression. This type of recommendation can provide greater insight to the
e-commerce websites to recommend products based on the weather with the help
of year-wise weather analysis. In the future, we use more features for the logistic
regression so that it can produce more accurate results. On top of that, we can also
use association rule mining algorithm such as Apriori algorithm in the initial part
for getting the frequently bought items, and this can also produce better product
recommendation.
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Cryptocurrency Price Prediction Using )
Machine Learning i

Harsh Parikh, Nisarg Panchal, and Ankit Sharma

Abstract Globally, the use of cryptocurrencies to purchase goods and services has
been rising. They rely on a secure distributed ledger data structure; mining is an
integral part of such systems. The rise of cryptocurrencies’ value on the market
and the growing popularity around the world open several challenges and concerns
for business and industrial economics. Cryptocurrencies have been triggered by the
substantial changes in their prices, claims that the market for cryptocurrencies is
a bubble without any fundamental value and also concerns about evasion of reg-
ulatory and legal oversight. Machine learning is part of artificial intelligence that
can make future forecastings based on previous experience. In this paper, methods
have been proposed to construct machine learning algorithm-based models such as
linear regression, K-nearest neighbour(KINN), and also statistical models like Auto-
ARIMA and Facebook’s Prophet (Fbprophet). This paper presents a comparative
performance of machine learning and statistical modelling algorithms for cryptocur-
rency forecasting.

Keywords Cryptocurrency + Machine learning - KNN - Linear regression -
Auto-ARIMA - Fbprophet - Prediction - Moving average *+ Time sequence analysis

1 Introduction

In this paper, we have implemented various machine learning models for the price
prediction of two cryptocurrencies namely Bitcoin and Ethereum. These cryptocur-
rencies are decentralized and are available for trade to anyone. Because they are
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decentralized, their price fluctuates based on their demand and supply. Moreover the
more they are mined, the more difficult it gets to further mine them. These uncertain-
ties affect their value, machine learning methods can unearth patterns in such fluc-
tuations and with a proper dataset, such patterns can be efficiently learned and used
for future predictions. We have used machine learning and deep learning algorithms
namely KNN, Auto-ARIMA, linear regression, Fbprophet, and moving average to
predict their prices. We have also calculated root mean square error (RMSE) for each
models’ predictions to know how accurate it is in prediction. This study will give us
valuable insights into how machine learning performs on real-life problems. How-
ever, it is prone to errors as the prices are affected by some events like announcements
from an influential person about a specific currency; these events cannot be predicted
as they are random. However, generalized long-term patterns can still be predicted
up to a certain accuracy.

2 Literature Overview

Vatsal [1] has implemented support vector machine (SVM), linear regression, predic-
tion using decision stumps, expert weighting and online learning along with benefits
and drawbacks of each method. Alkhatib, Khalid, et al. have done work in predict-
ing stock prices of six companies using KNN and nonlinear regression approach in
[2]. Bini et al. [3] have implemented clustering and regression techniques of data
mining for stock prediction to help people identify more profitable companies. In
this paper by Zhang et al. [4], they have proposed a new methodology that combines
multidimensional KNN and ensemble empirical mode decomposition (EEMD) for
prediction of the closing price and high price of stocks. Izzah et al. [5] have imple-
mented improved multiple linear regression (IMLR) in a mobile app for prediction
of stock price. Jain, Garima et al. have prepared a study on time series analyses using
ARIMA and exponential smoothing (ETS) for weather forecasting in [6]. Yermal
et al. [7] have prepared a stock forecasting model using Automatic ARIMA and
Eviews 9.5 on a minute by minute dataset for 50 stocks. Brunello, Andrea, et al. have
prepared a study on time series handling using decision trees in [8].

Hitam, N. Azizah, et al. implemented various machine learning algorithms for
the prediction of cryptocurrency prices and have prepared a comparative study in
[9]. Chikkakrishna [10] have implemented Sarima and Fbprophet for short-term
prediction of traffic. In this study by Joshi et al. [11], airline prices are predicted
using a decision tree regressor and with an accuracy of 82%. Banu and A. Bazilia
have prepared a time series analysis for the prediction of Covid-19 infections for the
year 2021 using the FbPROPHET model in [12]. Akyildirim et al. [ 13] have predicted
prices for 12 cryptocurrencies at a minute level and daily level using various machine
learning algorithms.
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3 Dataset Description

The dataset in CSV format was downloaded from Yahoo finance. For Bitcoin, our
dataset had day-wise data from 17- 09-2014 to 01-01-2021 while for Ethereum it
was from 17-08-2015 to 01-01-2021. There were seven variables available for each
dataset namely: ‘Date’, ‘Open’, ‘High’, ‘Low’, ‘Close’, ‘Adj’, ‘Close’, ‘Volume’.
Open and close columns represent the starting price and closing price of the currency
on particular days. Maximum, minimum, and last price of the currency is described
in the ‘High’, ‘Low’ and ‘Last’ columns of the dataset. Also, the market is closed
on weekends and bank holidays so the data is not available for them. All the prices
were in USD and as we aimed to predict the closing price at a specific date, we have
only used the closing price and date from our dataset. The graphs for Ethereum and
Bitcoin are shown in Figs. 1 and 2 respectively.

4 Proposed Method

Market analysis is divided into two parts: Fundamental analyses and technical anal-
yses. Fundamental analyses aim at analysing future profitability from the present
business environment along with the financial performance of the stock or currency
we have to predict. Technical analysis aims at using charts and statistics to predict the
trends in the market. In this paper, we have done technical analyses using machine
learning and some deep learning algorithms for the prediction of cryptocurrency
prices. First, we load the dataset and we will take the closing price as the target
variable for prediction. We have split the dataset for training and testing in a ratio
of 80:20. For example, Bitcoin has 2399 data points from the start date to the end
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Fig. 1 Closing price of Ethereum from 17-08-2015 to 01-01-2021
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Fig. 2 Closing price of Bitcoin from 17-09-2014 to 01-01-2021

date so the first 1840 data points are taken as training and the remaining are to be
predicted. Implementation of each of the algorithms is described below.

4.1 Moving Average

Moving average is slightly different from the normal average. In moving average,
the price for the next day is calculated as the average of all the previous values. Once
the price of the next day is calculated, its real closing price is then noted and then
included in the average to predict the price for the proceeding day. This is explained in
Fig.3. To get an idea about the model performance, RMSE value was also calculated.

4.2 Linear Regression

Linear regression works by forming an equation that has a relationship between the
dependent variable and the independent variable. It searches for the equation that best

Calculation of Average Unknown

Calculation of Average Unknown

Fig. 3 Moving average algorithm
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fits the training dataset and then uses it to predict unknown values. In our problem
statement, we have the date as an independent variable. From the date, we extract
features like day, month, year and then fit a linear regression model. Moreover, we
have also added other features on the idea that the first and the last day of the week
would have more impact on the closing price of the stock than any other day. So this
feature puts a value as 1 in the column, if the day of the week is O or 4; otherwise, it
will keep it as 0. Then the dataset was split into train and test, and after training was
completed, RMSE value along with a graph that shows predicted and actual values
was also plotted.

4.3 K-Nearest Neighbour

KNN works by plotting all the data points and then calculating the value for a new
unknown data point as the average of some nearest neighbouring data points. The
number of nearest neighbouring data points to look for is determined by a constant
K. KNN assumes that a similar class of objects lies together and uses the distance
formula to identify the nearest neighbouring element. For KNN also, we have used
the same features as Linear Regression.

4.4 Auto-ARIMA

ARIMA is a well-known model for time series analyses; it uses past data and then
predicts future values. It uses three parameters p (past values), q (past prediction
errors), d (differencing order). Selecting parameters for ARIMA takes a lot of time
and so Auto-ARIMA calculates the best parameters for us and speeds up the process.
This model can predict whether the trend will go up or down but does not takes into
account seasonal trends.

4.5 Fbprophet

Fbprophet was developed by Facebook for time series prediction; it is very easy to
implement as it has only two inputs Date and the target variable. In prophet, we have
directly given the dates column and the closing price column as an input and it does
all the other work on its own. It does not require data preprocessing. Fbprophet also
takes into account seasonal trends for better predictions.
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5 Results

The RMSE value of moving average is 1840.58 for Bitcoin and 129.20 for Ethereum.
RMSE for Bitcoin is observed to be quite high that is because its price is a lot higher
compared to that of Ethereum. Only the RMSE value does not give us an idea of a
model’s performance. If we look at the graph in Figs. 4 and 5, we can see that moving
average is doing a good job at predicting prices for both Bitcoin and Ethereum.

The RMSE of linear regression is 3681.86 on bitcoin and 193.14 for Ethereum.
Figures 6 and 7 shows performance of linear regression. From the graph, itis observed
that linear regression is not able to predict sudden changes in the cryptocurrency
market.
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Fig. 4 Prediction of Bitcoin price using moving average
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Fig. 5 Prediction of Ethereum price using moving average



Cryptocurrency Price Prediction Using Machine Learning 281

30000

25000

20000

15000

10000

5000

0 500 1000 1500 2000

Fig. 6 Prediction of Bitcoin price using linear regression
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Fig. 7 Prediction of Ethereum price using linear regression

On predicting the prices using KNN, we were getting an RMSE value of 8559.27
for Bitcoin and 131.45 for Ethereum. It is predicting quite good but the graph is very
fluctuating and not consistent but the overall trend of predicted values seem to be
matching the actual trend. Figures 8 and 9 show their performance in predicting price
of Bitcoin and Ethereum, respectively.

Auto-ARIMA model uses past information to comprehend the paradigm in the
time series. Utilizing these qualities, it is obvious from the plot that the model has
caught a pattern in the series as shown in Figs. 10 and 11; however, it does not zero
in on the infrequent part. Prophet attempts to catch the pattern and irregularity from
past information. This model normally performs well on time- series datasets but did
not perform well for this situation as shown in Figs. 12 and 13.
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Fig. 8 Prediction of Bitcoin price using KNN
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Fig. 9 Prediction of Ethereum price using KNN

The RMSE value of all the employed algorithms for prediction of cyptocurrency
prices is shown in Table 1.

6 Conclusion

To foresee Bitcoin and Ethereum prices, a variety of machine learning and statistical
models were used. Cryptocurrency and stock prices can be forecasted using this
study’s findings. Moving average, prophet and KNN has provided us with better
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Fig. 10 Prediction of Bitcoin price using Auto-ARIMA
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Fig. 11 Prediction of Ethereum price using Auto-Arima
Table 1 RMSE value of all the algorithms
Algorithm RMSE for Bitcoin RMSE for Ethereum
Moving average 1840.58 129.20
Linear regression 3681.86 193.14
KNN 8559.27 131.45
Auto-ARIMA 28233.30 459.63
Prophet 3658.74 131.05
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results, while Auto-ARIMA and linear regression have shown large deviation from
the true prices. This study can also be applied to stock price prediction and other
time series forecasting problems.
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