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Foreword

Dear Authors, Esteemed Readers,

It is with deep satisfaction that I write this Foreword to the Proceedings of the First
Biennial International Conference on Hybrid and Electric Automotive Technologies
held at PES University, Bangalore on October 29th and 30th, 2021. In spite of the
situation due to pandemic which made organizing a conference, first of its kind a
challenging one, the team has put together an intellectually stimulating and thought-
provoking platform for all academicians, researchers and industry participants alike.

The conference particularly encourages the interaction of research students with
themore established academic community and industry experts in an informal setting
to present and to discuss new and current work. Although being in virtual mode
has its advantages and disadvantages, I hope all the participants did take advantage
of the conference that had eminent keynote addresses delivered by experts in the
field of Hybrid and Electric Automotive Technologies. The inaugural keynote was
delivered by Dr. Kaushik Basu, Professor, Indian Institute of Science, Bangalore on
“Fast Charging of Electric Vehicles: Current Status and Future Prospects”. This was
followed by several talks on other important issues and paper presentations.

All these contributions by Authors, Speakers and Participants help to make the
conference as outstanding as it has been.

These Proceedings will furnish the researchers in this field with an excellent
reference book. I trust also that this will be an impetus to stimulate further study and
research in all these areas.

We thank all authors and participants for their contributions.

Bengaluru, India
Heat 2021

T. S. B. Sudarshan
Chair, Steering Committee
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Preface

The market and technology for electric drive vehicles is growing rapidly and will
soon epitomize themainstream of new vehicle car sales. As such, it is more important
than ever to stay informed on the latest technology, hybridization and electrification
solutions, and new emission/energy consumption targets. Hybrid electric vehicles
(HEVs) have great potential to save fuel consumption and reduce pollution emissions.
The automotive technology that drives hybrid electric vehicles has huge potential for
research and development. From efficiency-improving technologies such as regener-
ative brakes to advanced batteries in plug-in electric vehicles designed for extended
life, the scope for enhancing the power available at the wheels is enormous, and as
such many researches have focused on the technologies and applications of HEVs
both in academia and industry.

The First Biennial International Conference on Hybrid and Electric Automo-
tive Technologies (HEAT 2021) organized by the Department of Mechanical Engi-
neering, PES University, Bangalore, Karnataka, India, in association with Garrett
Motion Engineering Solutions Pvt. Ltd. was held from October 29 to 30, 2021. The
conference sought to provide a platform for researchers working in this domain with
specific topics of discussion which include batteries, battery cooling methodologies,
use of nano-coolants, electrified powertrain systems and components, hybridisation
infrastructure, energy storage, and many other topics of importance to the industry.
The conference also provided an opportunity for national and international experts
and industry leaders to share their experiences and success stories.HEAT2021played
a key role to set up a bridge between academia and industry.

Due to the prevailing COVID-19 pandemic, the conference was organized virtu-
ally and hosted around 400 participants from India and across the world to exchange
their scientific ideas. During 2 days of the conference, researchers from academia
and industries went through various scientific brainstorming technical sessions and
presented their most recent cutting-edge discoveries. This conference also provided
a scope to establish a network for collaboration between academia and industry.

This bookbrings together the collection of cutting-edge research articles presented
in HEAT 2021. This book, which caters to the aspects related to hybrid and elec-
tric automotive technologies, will serve as a reference guide for researchers and

ix



x Preface

practitioners and is expected to foster better communication and closer cooperation
between academia and industry partners. It encompasses the four principal areas of
hybrid and electric automotive technologies such as fluid and thermal engineering
in EV/HEVS, materials, process and design in EV/HEVS, autonomous vehicles and
electrical and electronics in EV/HEVS.

Bengaluru, India
Tamil Nadu, India
Georgia, USA

Dr. V. Krishna
Dr. K. N. Seetharamu

Dr. Yogendra Kumar Joshi
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Placement Optimization for Field Effect
Transistors

Dhrupad Vijay, S. V. Amartya, Babu Rao Ponangi, and V. Krishna

Abstract In this fast-paced world where technology has been established in all
aspects of human society, there is a constant demand for higher processing capa-
bilities with smaller packaging which leads to increased power dissipation per unit
volume. This warrants innovative and more efficient cooling solutions. A Printed
circuit board (PCB) is a layered insulating board that mechanically supports the
semiconductor chips and facilitates electrical connection between them through an
etched metallic coating (usually copper) laminated on its surface. The components
are fastened to the PCB bymeans of solder. Due to the increasing density and number
of heat-producing components, it becomes necessary to decrease the overall temper-
ature of the PCB before installing the cooling system, the heat-producing elements
must be optimally placed so as to not be too close to the boundary nor be in the range
to thermally interfere with other chips, to prevent localized high-temperature regions
which could further damage the PCB. This is done through the process of PCB opti-
mization, where prior data from thermal simulations will be used to generate an
optimized layout to minimize the board temperature. In the first phase of our project,
we worked on modelling the board, chips and enclosure. We made several approxi-
mations to start with and slowly refined the model in successive steps. Our goal is to
create a model as close to reality as possible and use this to optimize the placement
of the chips and various parameters involved.

Keywords Thermal modelling · Simulation · Placement optimization
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1 Introduction

Thermal management of electronic components is essential in this day and age
because of the increasing density of electronic components. Improper placement
of the chips has adverse effects on the longevity and efficiency of the chips. It is
becoming increasingly important to ensure proper placement of the components. To
maintain the operating temperature below the optimum temperature, optimization
and various cooling methods are employed.

Suwa et al. [1] talked about the optimization of PCB board layout subject to
multiple objectives and pre-defined constraints. The overlap and thermal penalties
included made sure the GA is learnt to avoid those in order to minimize the function.
Studies were conducted to find the initial population size and number of generations.
The methodology was then used on a real-world application and the results were
shown.

Ismail et al. [2] present a new type of genetic algorithm to solve themulti-objective
function used to optimize the PCB layout. The SOGA approach will ensure an
optimal placement of each electronic component on PCB by minimizing the objec-
tives function simultaneously while satisfying a few constraint parameters. In this
paper, resistance thermal network is used to predict the junction temperatures.

Jain et al. [3] present an approach to find the optimal design layout of chips on
a circuit board in a manner that minimizes the area covered on the board and the
connections between the various chips. The authors demonstrate the working with an
example. They tweak different parts of the objective function and show the difference
in the final output as well.

Tohru et al. [4] introduce a multidisciplinary optimization methodology for the
placement of heat-generating semiconductor logic blocks on integrated circuit chips.
The thermal and wiring length criteria are simultaneously optimized using a genetic
algorithm. The main advantage of the present multidisciplinary design and optimiza-
tion methodology is its ability to handle multiple design objectives simultaneously
for the optimized placement of heat-generating logic blocks.

From the literature reviewed, the main points and methods to best optimize the
placement are summarized. The placement of the chips has amajor effect on the junc-
tion temperatures of the FETs. The other factors affecting the junction temperature
are local heat generation through copper traces, copper distribution, placement of vias
and thermal resistance of components such as PCB and heat sink. Higher ambient
temperature has a negative impact on the performance of the IC. Size reduction and
overlapping algorithms can be incorporated to reduce the overall area occupied by
the PCB, decreasing the weight of the heat sink to be coupled. The papers reviewed
have used approximations for the model, and the trade-off between the decrease in
modelling complexity vs the accuracy of the obtained results was not studied.
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2 Methodology

2.1 Problem Formulation

FET has a maximum temperature that cannot be exceeded without destroying the
device or at least shortening its life. The heat is generated in a bipolar transistor
directly under the emitters and very close to the upper surface of the die. For all
practical purposes, the heat is considered to be generated throughout the volume of
the chip or die. The maximum power rating of the transistor is largely governed by
the temperature of the collector/base junction as can be seen from [5]; if too much
power is dissipated, this junction gets too hot and the transistor will be destroyed as
such, and the performance of a power transistor is closely dependent on its ability to
dissipate the heat generated at the junction.

2.2 PCB Modelling

Geometric Modelling. In order to collect data for the ANN, a simple model of the
PCB was constructed. 6 FETs were placed vertically upon a three-layered PCB. The
PCB contains an alternate layer of copper and FR4, the copper layer being the traces
of the PCB. This PCB is then surrounded by an air domain to mimic the effect of an
enclosed space. The enclosure is modelled as insulated walls. Convection currents
are set up in the air in contact with the PCB. The PCB and enclosure lose heat through
the back surface of the PCB as shown in Fig. 1.

The materials used for the model are presented in Table 2.

Fig. 1 Geometric model of PCB with FETs surrounded by an air domain
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Table 1 Dimensions of the model

Part Length Breadth Height

PCB Copper layer 50 mm 60 mm 0.035 mm

FR4 layer 50 mm 60 mm 1.43 mm

FETs 9.9 mm 10.375 mm 2.3 mm

Air Domain 60 mm 70 mm 30 mm

Table 2 Material properties

Part Materials Properties

Density Thermal conductivity

FETs Silicon 2328 kg.m−3 148 Wm−1 K−1

PCB Copper 8950 kg.m−3 401 Wm−1 K−1

FR4 1850 kg.m−3 0.294 Wm−1 K−1

Ambient Air 1.225 kg.m−3 0.024 Wm−1 K−1

Table 3 Table of model parameters

Parameter Value

Solver PARDISO solver with Steady-State formulation

Turbulence model Laminar flow with standard wall function

Properties of air (From
COMSOL library)

Density 1.184 kg.m−3 Ambient Temp = 25 °C

Viscosity 1.849 e−5 kg.m−1. s−1

Velocity inlet/outlet 0 m. s−1 (Enclosed case)

Pressure outlet 0 Pa (gauge pressure)

Convergence criteria Residuals of continuity, e less than 10–3

Table 4 Mesh property values for standard mesh sizes

Mesh sizes
Mesh Properties

Coarser Normal Fine Extra fine

No. of elements 46,395 212,649 560,560 6,155,529

Min. element quality 0.238 0.31 0.33 0.3

Avg. element quality 0.548 0.662 0.678 0.711

Element volume ratio 5.37e-04 3.51e-04 2.12e-04 1.04e-04

Mesh volume (mm3) 4725 4725 4725 4725

Convergence parameter (Temperature) 84.19 °C 84.15 °C 84.14 °C 84.14 °C

To simulate the heat generated by the FET, a volumetric heat generation function
of magnitude 30 W/chip was applied to the blocks. The chips are in contact with the
air domain where natural convection occurs. The PCB is connected to a heat sink at
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the bottom, which is depicted as a negative boundary heat flux of magnitude 10e8
W/m2.

The base and wall temperatures are taken to be 25 °C, and the copper laminated
layer covers 25% of the surface, which leads to a net thermal conductivity of 100.12
Wm−1K−1 by the copper layer. There is a laminar type of flow within the enclosure.

2.3 Optimization Methodology

After going through multiple papers, a common structure for optimization was
discerned (Fig. 2).

An ANN [5] was constructed using TensorFlow with the architecture shown in
Fig. 3a. Two hidden layers with RELU activation function are used. The two layers
have 18 and 10 neurons, respectively. This was then trained with MSE as the cost
function and Adam as the optimizer. A train/test split of 0.8/0.2 was used. It was
trained for 200 epochs. An R2 value greater than 0.97 was obtained for both train and
test set showing that the model generalizes well and the pattern has been recognized.
A continuous genetic algorithm was then coded to find the optimal placement. The
algorithm generates a random placement and checks for overlap. If the placement is
deemed valid, the coordinates are then used as input to the ANN which then gives a
temperature prediction. This acts as the fitness value for the chromosome. Figure 3b
represents the parameters used for the ANN.

3 Mesh Independence Study

As the number of discrete elements used to approximate the continuous solution
increases, the accuracy of the CFD analysis of the actual solution also increases. But

Fig. 2 Optimization methodology
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Fig. 3 a Model Architecture; b Input Parameters

Fig. 4 Meshed model of
board and air domain

with the increase in the number of elements, the computational cost required to run the
simulation also increases. Mesh independence study is carried out to determine the
optimal point which gives a compromise between computational time and accuracy,
and ‘Fine’ mesh size was chosen for the simulation. A continuous genetic algorithm
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Fig. 5 a Temperature Graph for air inside casing; b Velocity plot

was then coded to find the optimal placement. The algorithm generates a random
placement and checks for overlap. If the placement is deemed valid, the coordinates
are then used as input to the ANN which then gives a temperature prediction. This
acts as the fitness value for the chromosome.

4 Results and Discussion

4.1 Simulation Results

The effect of heat sources and motion of air in the PCB casing is studied through a
temperature plot as shown in Fig. 5a and a velocity graph as shown in Fig. 5b. The
changes in junction temperatures are studied by varying the positions of the FETs
on the board, and the values are tabulated and used to train the ANN. A laminar flow
air current is set up in the enclosure as shown in Fig. 5a.

4.2 Optimization Results

After collecting data by running a parametric sweep, it was observed that symmetric
placements had more uniform temperature distribution and lower maximum temper-
ature. This is due to the fact that symmetric placements maximize thermal spread per
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chip. Hence to obtain the lowest possible board temperature, it suffices to go through
only symmetric placements. Two inputs are sufficient to specify a symmetric place-
ment as shown in Fig. 3b. The optimal placement for our symmetric casewas found to
be x= 12.269 mm and y= 20.086 mm, with the maximum board temperature being
86.163 °C. The answer obtained is intuitive as the maximum temperature obtained
can be viewed as a trade-off between the chip’s proximity to each other and the chip’s
proximity to the edge of the board. The placement that gives the optimal result is
the one that isn’t too close to the edge but not too close to the centre either. This
behaviour can be observed in the graph. The validity of the optimization method
depends on the degree to which the ANN can reproduce this pattern.

5 Conclusion

We have created a methodology to optimize board-level placements based on the
placement of heat sources which can be extended to solve more complex prob-
lems, which include more parameters. The result obtained from minimizing the
curve in Fig. 6 is found to be 86.155 °C. The result obtained from the optimization
methodology is 86.163 °C and hence is in good agreement with the theoretical result.

Fig. 6 Maximum board temperature for various placements
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Fig. 7 Temperature distribution for final optimized placement
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A Simplified Thermal Model to Predict
Temperature Profile and Heat
Generation of Cylindrical Lithium-Ion
Cells

Pritam Bhat and Mahesh K. Varpe

Abstract The cylindrical lithium-ion cells are being considered as one of the
preferred energy storage systems in Electric Vehicles (EV). However, they have
operational challenges involving temperature that greatly affects its life and perfor-
mance. If the cell operating temperature exceeds the threshold limit, decomposi-
tion of the battery active material may occur which can trigger thermal runaway
leading to the explosion in certain conditions. Therefore, a battery thermal model is
essential to analyze the thermal response of the cell to design an efficient and effec-
tive battery thermal management system. This paper presents a simplified unsteady
one-dimensional radial analytical thermal model to predict the temperature profile
and heat generation of an isolated cylindrical cell under natural and forced convec-
tion. The model treats the cell as homogeneous body with uniform heat generation
throughout the cell and the thermo-physical properties of the cell are assumed to
be independent of temperature. The prediction of the model on the effect of forced
convection cooling on the surface temperature of the cell for different heat transfer
coefficient values is quite interesting. It is seen that surface temperature is under
30 °C for heat transfer co-efficient of 100 W/m2 °C. The core and surface tempera-
ture non-uniformity across the radius of the cell is nearly 2 °C for different state of
charge (SOC).

Keywords Lithium-ion · Heat generation · Battery thermal model

Nomenclature

Cp specific heat capacity [J kg−1 K−1]
D diameter of cylindrical cell [m]
∂U
∂T entropic coefficient [mV K−1]
h convective heat transfer coefficient [W m−2 K−1]
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H enthalpy of reaction [kJ kg−1]
I cell current [A]
k thermal conductivity [W m−1 K−1]
L length [m]
Q heat generation [W]
Q̇gen volumetric heat generation [Wm−3]
R cell radius [mm]
Re internal cell resistance [m�]rradial dimension [mm]
SOC state of charge [%]
T temperature [K]
t time [s]
V open circuit voltage [V]
U cell potential [V]

Greek symbols

α thermal diffusivity [m2 s−1]
ρ density [kg m-3]

Subscripts

a ambient condition
avg area averaged
c core
irr irreversible
o initial condition
rev reversible
s surface condition

1 Introduction

The fast-depleting fossil fuel resources and the environmental concerns hasmotivated
the need to explore environment friendly and viable alternative source of energy for
transportation demand and other applications across the world. Also, the pollutants
released from Internal Combustion (IC) engines working on fossil fuels is causing
severe air pollution resulting in global warming and depletion of ozone layer. Kumar
et al. [1] carried out a detail analysis of effects and causes of vehicular emissions and
its impact on global climate change and environment. Thus, Electric Vehicles (EV)
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are being developed as one of the alternate modes of mobility to IC engine powered
vehicles to reduce the vehicular emissions, greenhouse gases and safeguard the envi-
ronment for future generations. Honda, one of the leading automobile manufacturers
claims to electrify two thirds of its global automobile’s unit sales in 2030 with zero
emission as EV does not have tailpipe emission or fuel evaporation [2]. The EV
needs a portable source of energy to drive and power its powertrain. Thus, one of the
requirements of EV is the Energy Storage System (ESS). The cost and performance
of EV is dependent on the type of onboard ESS. ESS includes batteries, fuel cells and
ultra-capacitors which supplies power to drive the EV. The secondary (rechargeable)
batteries used to power EV come under the category of Electrochemical Storage
Systems (EcSS) which is classified as another type of ESS. In EcSS energy is trans-
formed from electrical to chemical and vice-versa through chemical reactions when
connected with external electrical circuit. Rechargeable batteries store energy during
charging phase and release energy during discharge phase [3, 4].

Lead-acid, Nickel-Cadmium, Nickel—Metal Hydride, Lithium-Ion, Lithium-
Polymer are the different battery technologies available to meet the power require-
ments of EV. The choice of a battery technology for a given EV depends on number
of factors viz. battery chemistry, stability, reliability, and its operating life, besides,
performance of EV, range and cost. The different battery technologies and their spec-
ifications with potential applications are tabulated in Table 1. Lithium-ion batteries
are preferred to power EV as it has high energy density, lower self-discharge rates,
higher efficiency, and longer lifespan compared to other types of battery technologies
[5]. In Li-ion batteries, the energy release and storage occur, when the lithium ions
move from positive to negative electrode, back and forth via the electrolyte. Lithium
cell, like general battery, consists of electrodes, electrolyte and separator as shown
in Fig. 1. The lithium is initially present in positive electrode (anode) in the form of
metal oxides, moves back and forth due to chemical reactions during charging and
discharging cycles. Generally, lithiated metal oxides or phosphates are used as anode
materials and graphite/silicon or lithiated titanium oxides materials as cathode. The
Li-ion batteries can be of various types depending on the chemistry of materials
used for electrodes and electrolytes. The performance of li-ion cells is influenced
predominantly by different cell chemistries. Apart from the battery chemistries, li-
ion batteries also come in various form factor such as prismatic cell, cylindrical,
button and pouch cells. Prismatic and cylindrical li-ion cells are preferably used in
current EV owing to ease of manufacturing, packaging, and maintenance. A few of
the most common li-ion battery chemistry used in EV are listed in Table 1.

The performance of a lithium-ion battery is greatly influenced by operating
temperature. The safe operating temperature of a typical li-ion cells/module/packs
ranges from 15 °C to 35 °C [7]. Operating the battery outside the permissible range of
temperature results in battery degradation, reduced life, low EV range and in extreme
cases, can lead to thermal runaway and explosion of battery pack. Thermal modelling
of li-ion batteries is essential in the design of battery pack to ensure it is operating
in safe working limits. Li-ion cells generate heat due to complex chemical reactions
occuring inside the cell during charge and discharge cycles. EV used for transporta-
tion necessitates batteries to be charged and discharged at very high C-rates which
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Table 1 Different battery technologies and their applications [6]

Battery technology Energy density [Wh/kg] Cycle life [cycles] Applications

Lead-Acid (LA) 35–40 2000 Used in IC engines
powered vehicle as a
starter, UPS systems and
recently valve-regulated
LA batteries are being used
in low-cost EV

Nickel based 60–120 3000 Used in portable
electronics, EV, HEV and
starting aircraft engines

Zinc-Halogen 60–85 > 2000 Can be used for EV
applications

Metal-air 60–700 > 1000 Al-air is used to power
marine and underwater
vehicles. Fe-air can be used
as a power source for EV
but has very low energy
density of 60 Wh/kg

Sodium-beta 150–240 10,000 Have been used in older EV

Lithium 100–265 > 2000 Preferred for most of the
portable electronic devices
and EV because of its high
energy density and specific
capacity

Fig. 1 Lithium-ion battery chemistry: a Discharging and charging b Sectional view of cylindrical
battery [6]

leads to enormous heat generation rate. The generated heat must be dissipated to
provide safe working environment for the li-ion cells. Therefore, thermal modelling
of li-ion cells is essential to get an insight into the heat generation of the cell at
various C-rates which may provide inputs to model the cooling requirements of the
battery in thermal management system.



A Simplified Thermal Model to Predict Temperature … 15

Table 2 Specification of commonly used lithium-ion battery chemistry in EV [10]

Battery chemistry Specific capacity
[mAh/kg]

Energy density
[Wh/kg]

Cycle life
[cycles]

Properties

LCO 140 110–190 500–1000 Less safe and
good life

LMO 146 100–120 1000 Cheaper, safer
than LiCoO2

NCA 180 100–150 2000–3000 High energy
density and
expensive

NMC 145 100–170 2000–3000 High cycle life
and less safe

LFP 170 90–115 > 3000 Low cost and
high stability at
high operating
temperatures

LTO 170 60–75 > 5000 High specific
capacity and
thermal stability

Li-ion cells exhibit a large anisotropic behavior in thermal conductivity (k) of the
cell. The in-plane thermal conductivity is substantial in magnitude than the through-
plane conductivity resulting in increased thermal resistance in the through-plane
direction. In cylindrical battery cells (rolled stack layers), thermal conductivity is
higher in axial direction (10–50 W/mK) and very low in radial direction (0.3–0.5
W/mK). Thus, the heat dissipation in cylindrical cells along the radial direction
is minimal resulting in increased cell temperature [8, 9]. In the present work, a
simplified unsteady one-dimensional radial analytical thermal model is developed to
predict temperature of the li-ion cell. The battery cell is considered as homogeneous
body in the thermal model with uniform heat generation throughout the cell and the
thermo-physical properties of the cell are assumed to be independent of temperature.
This approach in modelling is adopted to reduce the complexity besides achieving
satisfactory prediction (Table 2).

2 Thermal Modeling

2.1 Theoretical Background

Thermal models predict the temperature profile of the cells during charge and
discharge cycles. Few of the thermal models reported in the literature are simpli-
fied lumped parameter model, pseudo electrochemical-thermal model, equivalent
circuit model, one-dimensional (1D), two-dimensional (2D), three-dimensional (3D)



16 P. Bhat and M. K. Varpe

complex numerical (FEA/CFD) models [11]. All these models require heat gener-
ation rates and thermo-physical properties of the cells as the input for modeling. A
lumped parameter model considers entire cell at uniform temperature with negli-
gible temperature gradient within the cell. The temperature prediction of the cell by
the thermal model is sensitive to its complexity involving various heat generation
parameters of the cell. The source of heat generation in a li-ion cell is represented
by the following equation [12].

Q̇ = I (V − U
.

avg) + I T
∂Uavg

∂T
−

∑

i

�Havg
i ri −

∫ ∑

j

(Hj − H
avg
j )

∂C j

∂t
dv (1)

where Q̇ is the heat generated/consumed, I is the current, V voltage, U is equilibrium
potential, T is temperature, �H the variation of enthalpy of a chemical reaction i, ri
the rate of reaction, H j the partial molar enthalpy of species j, C j its concentration,
t the time and v the volume. The term ‘avg’ represents properties being evaluated
at volume averaged concentration. The first term on the right side of Eq. (1) is the
heat generated due to joule heating (irreversible resistive dissipation heat) and is
always positive. The second term is reversible entropic potential and can be positive
or negative depending on whether the cell is charging or discharging. The third term
denotes the heat of chemical reaction of species. The last term of equation represents
the heat of mixing occurring due to change in species concentration gradients of the
cell. As the contribution of third and fourth term is minimal compared to the first
two terms, and can be ignored with minimal errors in the temperature profile [12].

Consequently, the equation (1) reduces to simplest form [13] and is expressed as
follows.

Q̇ = I (V −U ) − I T
∂U

∂T
(2)

where the term I (V-U) is heat generation due to joule heating and −I T ∂U
∂T is the

entropy change heat source term.
The irreversible heat generation due to joule heating can be expanded as

Qirr = I (V −U ) = I 2 R (3)

Where ‘R’ is the internal resistance of the cell.
And the reversible heat generation due to entropic coefficient is expressed as

Qrev = −I T
∂U

∂T
= −T�S

I

nF
(4)

where ‘�S’ is the entropy change, n charge number (n = 1 for li-ion battery) and
‘F’ Faraday constant.
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2.2 Model Description

The energy balance equation in radial direction is expressed as [11]

1

r

∂

∂r

(
r
∂T

∂r

)
+ Q̇gen

k
= 1

α

∂T

∂t
(5)

The following boundary conditions at the cell centre and cell surface with initial
conditions are applied.

dT

dr t,r=0
= 0 and − k

dT

dr r=R
= h(Ts − Ta) (6)

T = Ta at t = t0 for all r (7)

Here, Q̇gen is the heat generation per unit volume, α thermal diffusivity, k thermal
conductivity, h heat transfer coefficient. Some part of the heat generated remains
inside the cell as sensible heat and remaining part gets conducted through the cell
layers to the cell surface and then it is dissipated to the surroundings by convec-
tive heat transfer. Mahamud and park [9] reported that the heat transfer in spirally
wounded cylindrical cells, in the radial direction is very much lower than the axial
direction due to the interfaces between the electrode layers. In the present model,
1D heat transfer with internal heat generation in the cylindrical cell is restricted to
radial heat transfer only.

3 Results and Discussion

3.1 Validation of One-Dimensional Radial Analytical Model

The simplified one-dimensional radial battery thermal model is simulated using
MATLAB©. The input parameters used in the model is tabulated in Table 3. The
temperature profile of the cylindrical li-ion cell is obtained by simulating the model
at constant current discharge rates of 0.5C, 1Cand 1.5C.The thermalmodel solves the
energy balance equation (5) for the given ambient conditions and input parameters to
obtain temperature points within the cell along the radial direction for different state
of charge (SOC). The density of the cell is estimated using the mass and volume data
of the cylindrical cell. The heat generated at the battery core is conducted through
the spirally wound battery layers to the surface of the cell which is then dissipated
to the surroundings by natural convection as depicted in Fig. 2. The validation of
model prediction considers both convection and radiation at the battery surface and
thus equivalent heat transfer coefficient is utilized in the simulation. The comparison
of average volumetric heat generation at 0.5C, 1C and 1.5C with the literature is



18 P. Bhat and M. K. Varpe

Table 3 Specifications and
operating conditions of li-ion
cells [14]

Battery technology: Li-ion battery (cathode: LiCoO2; Anode:
Graphite)

Battery specifications Simulation conditions
(validation case)

Nominal
capacity

4 Ah Current 2 A (0.5C)

Diameter D 26 mm 4 A (1C)

Length L 65 mm 6 A (1.5C)

Nominal
voltage

3.7 V Initial
Temperature

24 °C

Cut-off
voltage

2.75 V Heat transfer
coefficient

8.4 W/m2 °C
(0.5C)

Charge limit
voltage

4.2 V 10.2 W/m2 °C
(1C)

Density (ρ) 2550 kg/m3 12.8 W/m2 °C
(1.5C)

Specific heat
capacity (Cp)

1197 J/kgK Ambient
temperature

24 °C

Thermal
conductivity
(k)

0.8 W/mk

Internal
resistance

0.5C–57.7
m�

1C–55.3 m�

1.5C–53.9
m�

Maximum
discharge
current

2C

presented in Table 4. The proposed model presents the temperature distribution in
the cell at the battery core and the battery surface. The surface temperature curves
are validated with results published in [14]. It is observed in Fig. 3 that the prediction
agrees well with the experimental data for 50% of the total time with some deviation
thereafter. The deviations observed in the predictions are attributed to the following.

• The experimental data from the referred literature were obtained from three-
dimensional model

• The model discussed in present work assumes uniform heat generation which
predicts a nearly linear trend of temperature with C-rates.

• Averaged value of reversible heat source is considered due to unavailability of the
data in the literature.
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Fig. 2 Description of the
simplified battery thermal
model

Table 4 Average heat
generation of the li-ion cell

Constant current
discharge rate

1D radial
model
(W/m3)

Literature
(W/m3)

Percentage
variation (%)

0.5C 6687 5761 14%

1C 26,751 23,588 12%

1.5C 60,190 52,715 12%

3.2 Effect of Forced Convection on the Temperature Profile

The temperature variation in the li-ion cells depends upon the rate at which the heat
is dissipated from the battery to the surroundings. A forced convective heat transfer
is effective in dissipating heat compared to natural convection. Most of the battery
thermalmanagement systems employ either liquid or air based forced cooling system
to dissipate the heat to the surroundings. The cell thermal model is simulated at the
maximum discharge current of 2C under the forced convection by using the heat
transfer coefficient of 25, 50, 75 and 100 W/m2 C. It can be observed from the
Fig. 4 that the rise in cell surface temperature saturates quite early for heat transfer
coefficient higher than 75 W/m2 C For 100 W/m2 C, the cell surface temperature
is contained under 30 °C for forced convection cooling. Any further increase in the
heat transfer coefficient may not improve the cooling effectively. This is because
the heat flow from the core of the cell to the ambient encounters two resistances
in series, viz. conduction and convection resistance. Although convection resistance
reduces by increasing heat transfer coefficient, conductance resistance is responsible
for the thermal response of the cell. Figure 5 shows the temperature variation across
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Fig. 3 Comparison of thermal model simulation and experimental data [14] for temperature rise
at 0.5C, 1C and 1.5C discharge rates

the radius of the cell from cell center to surface for different state of charge (SOC)
at heat transfer coefficient of 75 and 100 W/m2 °C. A temperature non-uniformity
exists between the cell core and surface with maximum temperature gradient of ~3
°C for a given SOC. It is inferred that decreasing the convection resistance only helps
in reducing the cell surface temperature but does not have any effect on temperature
gradient inside the cell.

4 Conclusions

This paper presents a one-dimensional radial thermal model to predict the tempera-
ture profile and heat generation of the cylindrical lithium-ion cell. The prediction of
the model agrees satisfactorily with the experimental data. The model also predicts
the effect of forced convection cooling on the surface temperature of the cell for
different heat transfer coefficient values. Surface temperature of the cell remains
nearly constant after 50% of discharge time for high heat transfer coefficient values
attributing to zero heat dissipation from the cell after 50%SOC. It is also observed that
the cell surface temperature is contained within the threshold limits for heat transfer
co-efficient of 100W/m2 °C. The core and surface temperature non-uniformity across
the radius of the cell is found to be around ~3 °C for a given SOC. Temperature
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Fig. 4 a Surface temperature profile of the cell under natural and forced convection cooling, b
Core and surface temperature variation of the cell for forced cooling
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Fig. 5 Temperature variation across the radius of the cell at different SOC

gradient between the core and the surface of the cell remains almost constant with
any heat transfer coefficient values higher than 50 W/m2 ºC.
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Mathematical Modeling and Parametric
FEM Study on the Thermal Management
of a Rectangular Microchannel Heat Sink

Ria Ann Zachariah, Neelima Kuttappa Mukkatira, M. Sachin Bharadwaj,
V. Krishna, and Babu Rao Ponangi

Abstract Due to the fast-paced depletion of natural energy resources such as
petroleum, more sustainable alternatives, like Electric Vehicles (EVs) are destined
to become the new norm. This new demand has increased the amount of research
happening in this field, especially with regard to the controllers of the EV, which act
as the brain of the operation. Of all the factors that affect the efficiency and func-
tioning of any power electronic system, temperature is the most important. Thermal
management should therefore be considered early in the design process. In this
discourse, microchannels are considered to be the cooling mechanism applied on a
microchannel heat sink system. A mathematical model is proposed based on Finite
Element Methods which simplifies the discretization and assembly of parallel and
tapered microchannel systems and validates their rates of cooling against similar
models constructed using CFD methods. The goal of the study is to obtain a robust
mathematical model that can be used to generate data for all attempts at optimizing
the cooling rates using combinations of genetic algorithms.

Keywords Mathematical modeling ·Microchannel · Finite element · Thermal
management

R. A. Zachariah (B) · N. K. Mukkatira · M. S. Bharadwaj · V. Krishna · B. R. Ponangi
PMR Lab, Department of Mechanical Engineering, PES University, 100 ft Ring Road,
Banashankari Stage 3, Bangalore, India
e-mail: riazach29@gmail.com

N. K. Mukkatira
e-mail: neelimakuttappa@gmail.com

M. S. Bharadwaj
e-mail: sachinbharadwaj98@gmail.com

V. Krishna
e-mail: vkrishna@pes.edu

B. R. Ponangi
e-mail: baburaoponangi@pes.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
V. Krishna et al. (eds.), Recent Advances in Hybrid and Electric Automotive
Technologies, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-19-2091-2_3

25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2091-2_3&domain=pdf
mailto:riazach29@gmail.com
mailto:neelimakuttappa@gmail.com
mailto:sachinbharadwaj98@gmail.com
mailto:vkrishna@pes.edu
mailto:baburaoponangi@pes.edu
https://doi.org/10.1007/978-981-19-2091-2_3


26 R. A. Zachariah et al.

Nomenclature

μf Dynamic viscosity of the fluid (Ns/m2)
Cp Specific heat capacity at constant pressure (J/kgK)
D Hydraulic Diameter of channel (μm, mm)
f Friction factor
Hc Height of the channel containing the coolant (μm, mm)
hc Overall heat transfer coefficient (W/m2K)
k Channel thermal conductivity (W/mK)
kf Coolant thermal conductivity (W/mK)
L Length of the channel containing the coolant (cm)
m Mass flow rate (Kg/s)
Nu Nusselt number
Pr Prandtl number
Re Reynolds number
T Average wall temperature (K)
t Fin half thickness (μm)
Tf Average fluid temperature (K)
V Inlet velocity of the coolant (m/s)
wc Width of the channel containing the coolant (μm, mm)

1 Introduction

In a sustainable world, innovation revolving around natural resources like petroleum
and natural oils cannot survive indefinitely as the core of our industries especially the
mobility market. Cleaner alternatives such as Electric Vehicles (EVs) are emerging at
the present, to combat the fast depleting petroleum issue. To achieve the best solution
for this issue, researchers around the world are working toward optimizing the effi-
ciency and life of EVs. The controller of an EV helps monitoring the overall system
and ensure proper flow of energy and balance within the EV and hence its optimal
functioning is extremely critical for best vehicle performance. The functioning of the
controller is entirely due to power electronics, which are economical, lightweight,
compact, integrated, and can operate efficiently at high switching frequencies and
operational temperatures [1]. Despite these exceptional qualities, its performance
can be sensitive to temperature which can affect the performance of the controller as
a whole. For high performance electronics, the heat must be conducted away from
the small surface area of the chip to ensure maximum efficiency. The thermal distri-
bution within the substrate can also pose a threat to the overall electronic system [2].
Hence, thermal management of the controller must be considered at an early stage in
design. Various techniques have been studied and employed to support the advancing
computational power. Passive and active cooling methods were analyzed [3, 4] in
1981, presented a new technique of scaling liquid-cooled heat exchangers down to the
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microscopic dimensions. This technique, now referred to as microchannel heat sinks,
increased the limit of power density from 20W/sqcm to 1000 W/sqcm. The usage of
microchannels resulted in compact configurations enabling it to be integratedwith the
miniaturized silicon chips. This makes microchannels the most sought-after cooling
technique and hence was considered to be the system for our study. The analysis of
microchannels can be done using different methods, both numerically and with the
help of computer aided simulations [1].

2 Methodology

2.1 Problem Formulation

Microchannel cooling is commonly achieved with the aid of a heat sink that contains
a large number of small channels. A suitable coolant is passed through these channels
and hence heat is transferred through convection by the fluid, thereby cooling the
device. Analysis for these microchannels with their own specific environments can
be done using different methods, both numerical and with the help of computer aided
simulation. The primary intent in this paper is to create a mathematical FEA model
for amicrochannel systemwhich can be generalized for any geometric configuration.
This model would be further used to determine the maximum wall temperatures and
the pressure drop experienced across the channel for a given flow. This model was
further used to analyze a parametric sweep study for varying height and width of the
channel.

3 Mathematical Model

3.1 Creating a Mathematical Model for Wall Surface
Temperature

Quadir et al. [5] were considered as the base study upon which a mathematical FEA
model of a microchannel system was built. This would be applicable on any future
geometrical configuration.

In Fig. 1, a uniform heat flux from a chip is imposed on the externally exposed
face of the base. The other side of the base contains a series of rectangular channels
which help in directing the flow of the coolant to enable heat transfer. The first
step was to discretize the domain under study, which is described in Fig. 2. Each
elemental microchannel wall was further defined using four noded bilinear elements.
Conduction heat transfer was considered in two directions in both the vertical walls.
The base wall had conduction from the heat sources and convective cooling from
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Fig. 1 General structure of
the rectangular microchannel
arrangement

Fig. 2 Discretized domain
under study

the coolant flowing above. Once the control volume was defined, energy balance
equations for two walls and the coolant were stated.

Left:

k
d2T

dx2
+ k

d2T

dz2
− hc

t

(
T − T f

)
Right = 0 (1)

Right:

k
d2T

dx2
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d2T

dz2
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t

(
T − T f

)
Right

= 0 (2)
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Table 1 Coolant properties Properties Value

Fluid velocity 1.973 m/s

Coolant inlet temperature 10

Coolant thermal conductivity(kf ) 0.609 W/mK

Coolant absolute viscosity(μf ) 9.8 × 10−4Ns/m2

Coolant specific heat capacity(Cpf ) 4180 J/kgK

Coolant density(ρf ) 1000 kg/m3

Coolant:

mCp
dT f

dx
− hcHc

(
T − T f

)
Le f t − hcHc

(
T − T f

)
Right − hcwc

(
T − T f

)
Bottom = 0

(3)

The finite element formulation of these equations was performed using the
Galerkin method [6]. The temperature driving potential for the convective heat
transfer was assumed to be the weighted residual integral. These equations were
solved on the Maple software simultaneously for each node in the control volume.
The coefficients obtained were arranged to attain a global matrix for an elemental
microchannel. Subsequently, an algorithm for an assembly of such elemental
microchannels was created, which enabled us to get further converging results with
[5]. The dimensions used to build the geometry in Fig. 1 are as follows:

– Channel height—200 µm.
– Channel width—56 µm.
– Fin half thickness—12 µm.
– Channel length—0.5 cm.

The channel is made of silicon and its thermal conductivity is 125 W/mK. The
coolant considered is water and its general properties are given in Table 1. The overall
heat transfer coefficient for this study is 54,290 W/m2K.

3.2 Parametric Study

In parametric studies, the mathematical model formed was further tested by varying
channel height and width while keeping the channel length constant which helped
analyze the cooling effect of the heat sink using the specific coolant.

Two variations were analyzed as follows:

Varying height with width constant.
Varying width with height constant.

The parameter values used are as follows:
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Height: 11 mm, 12 mm, 13 mm, 14 mm.
Width: 3.80mm, 3.85mm, 3.90mm, 3.95mm.

The other dimensions and properties of the channel are as follows:

Half fin thickness—2 mm.
Channel length—60 mm.
Channel Thermal Conductivity (Aluminum)—237 W/mK.

The coolant considered in this scenario was water and its properties are given in
Table 1.

3.3 Maximum Wall Surface Temperature

To calculate the maximum wall surface temperature, heat transfer coefficient for this
was calculated using two different formulas for Nusselt number.

Equation 1:

Nu = 0.023Re0.8Prn (4)

where n = 0.4 for heating of fluids Eq. 2:

Nu =
(

f
8

)
RePr

1.07+ 12.7
(

f
8

)0.5[
Pr0.67 − 1

] (
μm

μw

)
n

(5)

where

μm

μw

(6)

was assumed to be 1. Here, f = 0.184Re−0.2.

3.4 Pressure Drop Across Microchannel

The friction factor was calculated using a generalized formula for smooth tubes

f = 0.184Re−0.2; Re > 104 (7)

From this the pressure drop was calculated using
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Fig. 3 Maximum surface temperature obtained using the developed mathematical model against
the values given in Quadir et al

�P = f
L

D
(
V 2

2
) (8)

4 Results and Discussions

4.1 Creating a Mathematical Model for Wall Surface
Temperature

The maximum surface temperature obtained using the mathematical model
mentioned above is plotted in Fig. 3 against the values given in [5]. This also portrays
that post eight elements, the maximum surface temperature is independent of the
number of elements undertaken for study. With this Quadir et al. were validated and
the developed mathematical model is ready to be used for any given configuration.

4.2 Parametric Study: Maximum Wall Surface Temperature

The first variation was done by keeping the width constant and varying the height.
The maximum surface temperature obtained for this, with both the heat transfer
values have been plotted in Fig. 4. From this it can be concluded that by keeping
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Fig. 4 Maximum surface temperature obtained at constant 3.8 mm width with varying height

Fig. 5 Maximum surface temperature obtained at constant 11 mm height with varying width

the width constant and increasing the height, maximum surface temperature tends to
decrease.

The second variation was done by keeping the height constant and varying the
width.Themaximumsurface temperature obtained for this,with both theheat transfer
values have been plotted in Fig. 5. From this it can be concluded that by keeping
height constant and increasing the width, maximum surface temperature tends to
increase.

Both these trends are consistent with those observed in [7].

4.3 Parametric Study: Pressure Drop Across Microchannel

The first variation was done by keeping the width constant and varying the height.
The pressure drop values obtained have been plotted in Fig. 6. From this it can be
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Fig. 6 Pressure drop obtained at constant 3.8 mm width with varying height

concluded that with the increase in height, keeping width constant, the pressure drop
value decreases.

The second variation was done by keeping the height constant and varying the
width. The pressure drop values obtained have been plotted in Fig. 7. From this it can
be concluded that with the increase in width, keeping height constant, the pressure
drop value decreases.

These trends are consistent with similar studies that correlate the varying dimen-
sions of the microchannel setup to the pressure drop across the channel. Pressure
drop decreases marginally both with the increase in height and width [7].

Fig. 7 Pressure drop obtained at constant 11 mm height with varying width
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5 Conclusion

Quadir et al. were validated and the maximum wall surface temperature values were
attained with no error. The mathematical model generated in this validation was
further used in the parametric study of the microchannel for varying values of the
height andwidth to analyze the sensitivity of these parameters and the optimal perfor-
mance of the heat sink under the specified coolant. Through this it was observed that
the maximum surface temperature is directly proportional to the increase in width
and inversely proportional to the increase in height. Another conclusion obtained
from the parametric study was the variation of pressure drop across the channel with
the change in height and width of the microchannel. The pressure drop was found
to decreases by 18.28% for 1 mm increase in width compared to 2.56% decrease for
1mm increase in height.
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Production of Cotton Seed Biodiesel
and Its Usage in a C I Engine
with Methyl Ester and A12O3 Additives

Basavaraj Ganiger and B. Yuvaraj

Abstract In this work, cotton seed crude oil was obtained from the dried seeds
using mechanical device called expeller. The free fatty acid (FFA) of cotton seed
crude oil was found higher so it was subjected to double stage transesterification
process. The maximum yield of cotton seed biodiesel was found with optimized
variables; catalytic concentration, molar ratio and reaction time. In addition to pure
biodiesel usage the methyl ester (neat diesel) and Al2O3 nano particle additives were
used to blend the biodiesel in different proportions. The properties of the blend made
of 20% cotton seed biodiesel and 80% methyl ester and Al2O3 nanoparticles were
found close to pure diesel properties. A single cylinder, four strokes diesel engine
was tested at different loads bymaintaining constant speedwith cotton seed biodiesel
and its blends with methyl ester and Al2O3. It is observed that comparatively higher
brake thermal efficiency (BTE), lesser brake specific fuel consumption (BSFC) and
higher exhaust gas temperature (EGT) for blend made of 20% cotton seed biodiesel
and 80% methyl ester and Al2O3 nanoparticles.

Keywords Cotton seed ·Mechanical expeller · Trans-esterification process ·
Methyl ester · Al2O3 · BTE · BSFC & EGT
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B20A60 20% Biodiesel with 60 ppm Nano particles
B40A30 40% Biodiesel with 30 ppm Nano particles
B40A60 40% Biodiesel with 60 ppm Nano particles
Al2O3 Aluminum Oxide
CO Carbon monoxide
CO2 Carbon dioxide
FFA Free Fatty Acids
CNG Compressed Natural gas
EGT Exhaust gas temperature
RSM Response Surface Methodology

1 Introduction

The depletion of fossil fuel attachedwith an increase in fuel charges has been directed
the research for other alternatives such as biodiesel, ethyl alcohol andmany renewable
energies. A Biodiesel is an alkyl ester of fatty acids obtained from plants or animals.
These fatty acids can be converted into short chain alcohols such as methanol and
ethanol by the trans-esterification process [1]. Biodiesel has numerous advantages
over conventional diesel with respect to renewability, nontoxicity, biodegradability
etc. Biodiesel contains lesser amount of sulphur compounds and a higher flash point
(>1300 °C), lower CO2 and hydrocarbon emissions and also considerably lesser
particulate matter [2].

Higher worth of crude oil and in the view of environmental pollution reduction,
the biodiesel as an alternate fuel is extremely concern subject. The biodiesel is the
demand of many Asian countries as an alternate fuel to substitute for costly crude
oil. The utilization of vegetable oils for cookery purpose raises the matter of their
disposal. The correct utilization of these oils is an advantageous by the biodiesel
production. The vegetable oil alkyl radical organic compound might be one in all the
nice sources for production of biodiesel that is an alternate fuel of diesel [3].

In addition to reduction of dependency on crude oil, biodiesel has a helpful social
impact by encouraging farmers to produce oil crops and receive an income [4]. The
oils from diverse sources have varying fatty acid compositions. The fatty acids have
variations with respect to degree of unsaturation and the chain length. There is a
growing interest on non- edible tropical crops such as Honge, Jatropha curcas etc. It
is found that algae have oil productivities more than any land-based crops and can
meet global demand for transport fuels [5, 14].

The biodiesel production process requires either base or acidic materials as cata-
lysts. The Sodium methoxide, Sodium hydroxide and Potassium hydroxide are the
most normally used catalysts. Depending on the alcohol triglyceride ratio, concen-
tration, mixing and temperature base catalyzed reactions are quite faster. Compared
to base catalysts, acid catalysts (sulfuric and phosphoric acids) reactions have been
noticed to be slower [6, 15].
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Low-emission fuels like fermentation alcohol, methyl ester and compressed
natural gas (CNG) for diesel engines should be developed crucially [7–9]. Cheap
oils can be used for C I engine if there is any shortage of crude oils. Biodiesel is
popular because of its inexhaustibility, biodegradability and harmlessness. Methyl
ester can be manufactured by trans-esterification process. The biodiesels have higher
cetane number and free from foul smell [10–13].

2 Methodology

2.1 Biodiesel Production

The process of biodiesel production is having several steps as shown in Fig. 1. The

Fig. 1 Production of biodiesel from cotton seed oil
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flow chart explains the biodiesel production from cotton seed oil by alkali base trans-
esterification process. In this pretreated oil subjected to a trans-esterification process
under the suitable alcohol generally methanol and catalyst at given temperature and
reaction time. After the process, taken the reaction solution in a separating flask to
separate glycerol formation and soap residuals. Based on their densities biodiesel,
glycerol and residuals are separated in separating flask two hour later. Separated the
glycerol and soap residual from the biodiesel and then carried water wash to the
biodiesel and then heated the biodiesel above 100 °C.

50 kg cotton seeds were collected andmechanical expeller was used and got an oil
yield of 25 percentages means, 250 ml of oil per kg of cotton seed. In the cotton oil
production process it is necessary to remove some impurities by filtration. Since the
free fatty acid content was found more, alkali acid trans-esterification was followed.
The apparatus used in the biodiesel production has shown in Fig. 2.

The trans-esterification process was carried out by pouring one liter filtered cotton
oil into three flasks and fixed a condenser to the flask andmixed 5.5 grams of Sodium
Hydroxide (NaOH) and 250 ml methanol, solution was prepared. The solution was
heated to 600 ºC using heater and simultaneously stirred regularly with magnetic

Fig. 2 Apparatus used in the Biodiesel Production; aOil Expeller, bOil Heater, c Separation Flask,
d Magnetic Stirrer and e Sonicator
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stirrer at speed 600 rpm. The solution was poured into a beaker. The solution was
stirred for 2 hours to achieve appropriate reaction. The mixture was transferred into
a separate flask and allowed to settle. After the 2 hours settling time in the separation
flask two phases were formed; Methyl ester and Glycerol. The glycerol was removed
from the separation flask then Poured 1 liter of hot water (600 ºC) into the separation
flask for water wash. Also to separate soap content 4 to 5 times the water washing
was repeated. The methyl ester from the separation flask was transferred to open
measuring glass and heated using electrical radiator for around 1200 ºC. Somethanol
vaporized and only methyl ester remained in the flask. It is recorded that from 1 liter
of cotton seed oil, 947 ml of biodiesel can be obtained.

2.2 Preparation of Biodiesel Blends with and Without
Addition of Aluminum Oxide Nano Particle

Biodiesel extracted from the cotton seed oil is blended with diesel and aluminum
oxide nano particles. TheB20 (20%Biodiesel and 80%NeatDiesel) taken in a beaker
and 0.03 grams of Al2O3 per 100 ml blend (30 ppm) was injected. The solution was
placed on magnetic stirrer at constant speed and constant temperature of 400 °C for
thorough mixing of added nano particles up to 1 hour. This Biodiesel blend with
Al2O3 was used directly for combustion in diesel engine without any modification.
Similarly the Al2O3 nano particles added in distinctive proportion of 30 ppm and 60
ppm for B20 (20% Biodiesel and 80% neat diesel), B40 (40% Biodiesel and 60%
neat diesel) and B60 (60% Biodiesel ester and 40% neat diesel).

2.3 Experimental Details and Instruments Used

Performance characteristics were studied by using water cooled, single cylinder, 4
strokes diesel engine which had BP of 5.2 kW at 1500 rpm. The experimental set up
has shown in Fig. 3. The experimental setup made in such way that by maintaining
constant water flow to cool down the engine and heat transfer in the exhaust line.
The engine specifications are listed in Table 1. An eddy current dynamometer was
used to give load to engine and it was computer interfaced to record the digital data.
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Fig. 3 Experimental set up; a Test rig and b Control unit

Table 1 Test engine
specifications

Particulers Details

Type of engine 4 stroke diesel engine

Engine make Kirloskar TV1

Number of cylinder Single

Engine capacity 661 cm3

Compression ratio 16.7:1

Bore 87.5 mm

Stroke 110 mm

Brake power 5.2 kW@ 1500 rpm

3 Results and Discussions

3.1 Effect of Al2O3 Additive on Cotton Seed Oil Properties

The flashpoint of pure biodiesel is more compared to petro diesel but it is possible
to reach the flash point of diesel by adding the aluminum oxide to biodiesel. From
Fig. 4a-e, it can be observed that as biodiesel percentage increases in the blends there
is an increase in flash point. Among blends B20A60 has flash point nearer to diesel
(67 °C). Also the blend B20A60 has fire point nearer to diesel; 700 °C, viscosity
nearer to diesel; 3.45 cSt.

Cotton seed biodiesel has maximum density of 900 kg/m3 and Al2O3 has a
maximum density of 3700 kg/m3. It can be observed from Fig. 4 that addition of
Al2O3 causes increase in the density of biodiesel. Among blends B20A60 has density
close to Diesel; 833.8 kg/m3. It can also be observed that as biodiesel percentage in
blends increases there is a decrease in calorific value. It is because of the reason that
biodiesel is an oxygenated fuel; its calorific value is less compared to diesel. Diesel



Production of Cotton Seed Biodiesel … 41

Fig. 4 a–e Comparison of fuel properties; a Flash point, b Fire point, c Viscosity, d Density and
e Calorific value

has a highest calorific value of 44800 kJ/kg and B20A60 has calorific value nearer
to diesel; 44795.52 kJ/kg.

3.2 Effect of Al2O3 Additive on Engine Performances

The performance parameters such as brake thermal efficiency, specific fuel consump-
tion and exhaust gas temperature have been studied using neat diesel and biodiesel
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blends with and without catalysts and results have shown in Fig. 5a-f. Brake Thermal
Efficiency (BTE) is a parameter that shows the amount of heat energy of fuel
converted into mechanical energy. It can be observed that addition of Al2O3 to
biodiesel and/or diesel blends resulted in an increase of BTE. Highest BTE was
noticed for the blend B40A60 (48.18%). Even though the calorific value of blend
B40A60 is less than diesel highest BTE was achieved because of better mixing of
fuel and air and good combustion.

Brake specific fuel consumption (BSFC) is another parameter that measures the
amount of heat energy of fuel converted into mechanical energy. The Al2O3 blended
fuels have lower BSFC than blends without Al2O3 because at high temperatures
it mixes properly with air, resulting in good combustion process, producing higher
power output and reduced BSFC. Least BSFC of 0.0029 kg/kW-min noticed with
the blend B20A60.

Fig. 5 a–f Variations in performance characteristics; a BTE without Al2O3, b BTE with Al2O3, c
BSFC with Al2O3, d BSFC without Al2O3, e EGT without Al2O3 and f EGT with Al2O3
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Exhaust gas temperature (EGT) of a fuel depends on properties like kinematic
viscosity, calorific value and cetane number. It can be observed that, with an increase
in load EGT also increases sincemore fuel is injected tomaintain same power output.
As biodiesel percentage increases in the blends, EGT also increases compared to
diesel fuel. It is because biodiesel has more viscosity than diesel which results in
poor atomization, because of which proper mixing of fuel and air couldn’t happen
and hence incomplete combustion occurs during combustion process hence increase
in EGT. It can also be observed that addition of Al2O3 to blends increases the EGT
compared to diesel. This is could be due to lower cetane number leads tp longer
ignition delay which again causes incomplete combustion of fuel during combustion
process and Increases the EGT. Highest EGT of 312 °C was observed for the blend
B40A60 at high load condition.

4 Conclusions

• The cotton seed biodiesel production is not costly and it uses simple and basic
system. Response surface methodology was found good and easy procedure in
finding the parameters to expand the biodiesel yield.

• B20 fuel usage shown brake thermal efficiency of 43.83% and when Al2O3 was
added into blends and compared with B20 and B40 fuel, there was BTE 45.43%
in B20A60 and BTE 48.18% in B40A30.

• When diesel and biodiesel blends used for diesel engine, an increase of load
showed reduction of brake specific fuel consumption. B40 blend usage resulted
in 0.0031 kg/kW-min BSFC at extreme load and it is having lower BSFC next to
neat diesel fuel which is 0.0025 kg/kW-min. When Al2O3 was added into blends
and compared with B20 and B40 fuel, there was BSFC 0.0029 kg/kW-min in
B20A60 and 0.003 kg/kW-min B40A30.
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Tribological and Rheological Studies
of Polyolester (POE) Oil and POE +
alumina nanolubricant and its effect
on the Performance of a Refrigeration
System

Subramani Narayanasarma and Biju T. Kuzhiveli

Abstract From the previous few years, diverse studies have been taking place at a
faster rate by implementing innovative practices so as to improve the performance
of lubricating oils and hence the system in which it is used. Using nanolubricants,
bio-lubricants are some of the alternative solutions. In the present study, the various
properties viz; rheological, tribological, and performance studies of polyol ester
(POE) lubricant, a widely used lubricant in household refrigerator compressor, are
evaluated by loading it with alumina nanoparticles and compared the results. The
mass percentage of nanoparticles used is from 0.05 to 0.15%. The rheological prop-
erties were evaluated for the temperature ranges from 25 to 100 °C. High-Frequency
Reciprocating Rig (HFRR) is used to perform tribological studies. The results show
that the viscosity, viscosity index, improvedwith the rise in the proportion of alumina
nanoparticles and all the proportions of nanolubricant showed Newtonian behaviour.
The POE+ 0.125%alumina nanolubricant showcased superior performance in tribo-
logical studies, in the energy utilization of the R134a refrigerant compressor and
COP. Similar studies can also be conducted in various other mechanical systems that
require lubrication, in-view of enhancing its performance and durability.

Keywords Alumina · POE oil · Tribology · COP · Power consumption

1 Introduction

The inclusion of nanoparticles within various heat transfer fluids like water, lubri-
cants, oils, etc. For enhancing its energy transfer capacity has delivered a novel way
to significantly improve the thermal efficiency of such systems for the last few years.
Primarily in early 1990s Choi S found that the thermal conductivity of a heat transfer
fluid gets boosted by the addition of nano-sized particles [1] and also showed a way
to quantify the thermal conductivity of such nanofluids [2]. There onwards many
researches have been started by utilizing various types of nanoparticles, both oxide
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types and metallic types, used alone or as a combination by varying their proportions
and sizes in several types of fluids for heat transfer. Thenanofluids aremadebymixing
nanosized particleswhich are having greater thermal conductivity than the base liquid
in the conventional base liquids. The nanofluids have got the succeeding features,
(a) greater heat transferal rate amongst the particles and fluid molecules on account
of higher heat transfer area (b) superior dispersal stability due to prime Brownian
motion (c) reduced particle agglomeration and (d) abridged pumping power when
related to the base liquid. Adding the nanoparticles also improves the characteristics
of boiling. These nanoparticles can also be made use of in refrigeration systems as a
result of its notable enhancement in thermophysical and energy transfer abilities and
this can be done by the dispersal of nanoparticles in lubricating oil. As the refrigerant
is compressed as it passes over the compressor it transports traces of nanolubricant
mixture along with it to the other parts of the system.

Some researches were conducted [3] so as to analyse the influence of nanoparti-
cles dispersed in base fluid and reported that the thermal conductivity and the critical
heat flux of the nanofluid enhanced substantially in comparison with the base fluid.
Studies were conducted [4] with R134a refrigerant and titanium oxide/mineral oil
nanolubricant in a VCRS (vapour compression refrigeration system) and reported
that the efficient and normal working of the system and the power utilization of the
compressor reduced by 21.2% in comparison with R134a and mineral oil alone. As a
continuation of previous studies experimental analysis was carried out [5] and it was
identified that as a result of the betterment in the thermo-physical properties of the
mineral oil nanolubricant, the freezing capacity improved and the energy consumed
by the compressor abridged. Investigation on another VCR system [6] substituting
R134a with hydrocarbon refrigerant and alumina mineral oil nanolubricant showed
that 60 mass% of R134a and 0.1 mass% of alumina nanoparticles performed better
with a reduction of 2.4% in power consumption and the COP enhanced by 4.4%.
Experimental studies [7] conducted for studying the tribological performance by
adding POE oil with TiO2 nanoparticles found that the introduction of nanoparti-
cles either improve or worsen the performance. Similarly, in another analysis on
a VCRS [8] it was found that the COP (coefficient of performance) enhanced and
the power utilization abridged by 10.32% due to the usage of alumina nanolubri-
cant. Experimental studies conducted [9] in similar system with TiO2 nanolubricant
showed substantial enhancement in COP by 20% and fall in power requirement
of the compressor by 15.4%. Another correspondingly vital property is the fluid’s
viscosity as the change in viscosity of the fluid is affected by the heat transfer coeffi-
cient of convection [10–12, 22] and the same affects the power required to pump the
fluid. Some recent tribological studies using polyolester oil blended with biolubri-
cant showcased encouraging results with reduced CoF andwear rate [23, 24]. Certain
studies also conveyed that at small volume concentrations of nanoparticles, at low
temperatures and at lower shear rates Newtonian behaviour of the base fluid change
to non-Newtonian behaviour [13, 14]. Studies related to tribology, rheology, thermal
properties with various types of nanoparticles were conducted by many researchers
but validating the same by analysing the performance of the actual systems is very
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less.Hence in this contemporarywork, the effect of the addition of alumina nanoparti-
cles in the rheological and tribological features of the base POE lubricant and thereby
how it influences the working of a simple VCR system is also analysed.

2 Materials and Methods

2.1 Lubricant and Nanoparticles Used

Alumina nanoparticleswhich are spherically shapedwere used to prepare the nanolu-
bricant and are procured from SigmaAldrich Ltd, USA. The polyolester (ISOVG68)
oil, which are widely used and commercially available for the use in compressors
using R134a was used for the test. The Scanning Electron Microscope (FESEM-
SU6600), Make: HITACHI was utilized for analysing the alumina nanoparticles. To
break the agglomeration of alumina nanoparticles, the nanoparticle lubricant mixture
is sonicated and magnetically stirred so as to get a uniform suspension.

2.2 Preparation and Stability Analysis of Nanolubricant

With the aim of studying the rheological, tribological, and thereby the performance
effects of adding alumina nanoparticles to the POEoil, five differentmass proportions
(Fig. 1) were made for the analysis (0.05, 0.075, 0.1, 0.125, and 0.15 mass%). The
mass of alumina nanoparticles required for each proportion was planned using Eq. 1,
where mp and mo denote the mass of nanoparticles in grams and quantity of the POE
oil in grams and it is measured using a very precise electronic weighing machine.
Then bymeans of amagnetic stirring unit, the nanolubricants are stirred for a duration
of 2 h, followed by sonication for seven hours. The sonication is done sporadically
in order to offer sufficient cooling time. A UV-Vis (ultraviolet-visible) spectropho-
tometer was used to examine the dispersion stability of the prepared nanolubricants
on the first day till the 6th day of preparation, and surfactants were not used while
preparing the nanolubricants. The 0.2 mass% of alumina was unstable and hence the

Fig. 1 Synthesized POE+alumina nanolubricants
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Fig. 2 a UV-Vis spectrum
of POE + 0.15%alumina on
the 1st and 6th day b
absorbance rate of POE +
0.15%alumina till 42 days

study was limited to 0.15% mass proportion and its stability was examined till 42
days (Fig. 2).

mass% = mp

mp +mo
× 100 (1)

2.3 Assessment of Rheological Properties

The viscosity of all the synthesized POE+alumina nanolubricants was valued using
a Rheometer (Anton Paar 102) and is consistent with the standard ASTM 4473. The
viscosity values were measured for temperatures varied from 25 to 100 °C and for
a shear rate of 1–1500 (1/s). A redwood viscometer was used for evaluating the
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kinematic viscosities of all the lubricants at temperatures 40 and 100 °C. From the
attained results, the viscosity index (V.I) was intended using the ASTM standard
D220.

2.4 Assessment of Tribological Properties

The tribological properties viz; coefficient of friction (CoF) of the synthesized nanol-
ubricants were evaluated using a HFRR, high-frequency reciprocating rig (Make:
DUCOM)) and the surface roughness and thewear scar diameterwere tested utilizing
the Alicona 3D optical profilometer, Make: Bruker, USA. The CoF test was at par
with the ASTM 6079-18 standard. In this test, a 10 mm diameter and 3 mm thick
SS discs were used as the lower specimen upon which a 6 mm SS ball (upper spec-
imen) reciprocates. These discs were polished using 600, 800, 1000 and 1500 silicon
carbide papers fitted in a rotary polishing machine which is followed by a 1 and
3-µm diamond paste. The discs were kept in a disc holder in HFRR and 2 ± 0.2 ml
of the lubricant is poured, and a stroke length of 2± 0.02 mm, a frequency of 50 Hz,
a load of 200 ± 1 g is applied and the lubricant is heated to a constant temperature
of 60 ± 2 °C and the test is carried out for a duration of 75 min, maintaining a 55%
relative humidity.

2.5 Experimental Setup and Instrumentation
for the Performance Study

For conducting refrigeration performance test, a test rig was developed. The rig
comprises of a compressor, a condenser (forced air-circulated), a capillary tube
(expansion device) and an evaporator, (a copper spiral coil, kept fully dipped in
water and that act as a refrigerating load). The pressure gauges (Bourdon type)
were used to quantify the pressures at the outlet of all the components. Thermocou-
ples Type-T (SWG 36), calibrated with a constant temperature source, were used to
quantity the temperature at above-mentioned points with the help of a temperature
scanner. The single phase digital power meter was utilized to measure the energy
consumption of the compressor. In advance of filling the system with R134a refrig-
erant, it was thoroughly tested for leaks by pressurizing the system with Nitrogen
at 200psi followed by evacuation using vacuum pump. Thereafter, the POE oil was
filled in the compressor and after conducting all the performance studies the POE
oil in the compressor was drained and refilled with the POE+alumina nanolubricant
for further performance studies and all the tests were conducted 3 to 4 times in order
to ensure the repeatability. The performance parameters viz; pull-down test, power
consumption of the compressor, cooling capacity, and COP were estimated.
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3 Results and Discussion

3.1 Dispersal Stability of POE+alumina Nanolubricant

The dispersal stability of nanolubricants is evaluated at ambient conditions by
measuring the UV-Vis spectrum absorbance rate on the 1st and 6th day following
the synthesis (Fig. 2a). The peak value of absorbance obtained for the POE+ 0.15%
alumina on the first day was 0.8258 at a wavelength of 216.999 nm, and keeping the
sample idle, the absorbance rate was measured again on the sixth day and was found
to be 0.748 on the same wavelength, which indicates its short-term stability. In order
to know the long-term stability, the absorbance rate was tested after 42 days, and, it
was found that (Fig. 2b) the absorbance rate was 0.709 and this minimal reduction
in absorbance with time may be due to the strong Vander Waals force of attraction
and aggregation effects [15, 16].

3.2 Rheological Physiognomies of POE+alumina
Nanolubricant

The absolute viscosity of all the synthesized nanolubricants (0.05–0.15 mass%) was
measured at shear change rates from 1 to 1500 s−1 and temperatures from 25 to
100 °C.

Influence of temperature on absolute viscosity

The absolute viscosity may be defined as the internal forces of friction developed
amongst different layers of liquids as they move relative to one other. It can be seen
fromFig. 3 that the value of viscosity decreases for allmass fractions of nanolubricant
as the temperature of the nanolubricant increases. The reason for the increase in
viscosity at low-temperature conditions may be due to the development of nano-
racemes which obstruct the movement of layers of lubricating oil on each other and
as the temperature increases, it causes weakening of the intermolecular interactions
and thereby the clustering of nanoparticles to disintegrate due to the remarkable
Vander Waals forces of attraction and which in due course leads to the decrease in
viscosity of the nanolubricant [17].

Influence of nanoparticles mass proportion on absolute viscosity

It is obvious from Fig. 3 that as the mass percentage of the alumina nanoparti-
cles upsurges, the corresponding values of viscosity of the nanolubricant rises. The
enhancement of the viscosity of the nanolubricant is because of the collisions amongst
the suspended nanoparticles and the molecules of the base POE oil. More and more
nano-racemes develop due to Vander Waal forces or the nanoparticles agglomerate
within the suspension as the mass proportion of alumina nanoparticles in the same
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Fig. 3 Variation of viscosity at different temperatures and mass proportions of POE+alumina
nanolubricant

volume or mass of POE oil increases which effects in the intensification of inner
shear stress and thereby the rise in the viscosity of the lubricant.

Kinematic viscosity and viscosity index

The viscidness of a liquid falls with a rise in its temperature and the viscosity index
quantifies this change in viscosity with temperature. The value of the viscosity index
of a liquid shows its ability to retain its viscosity even if its temperature changes and
if a liquid is having a high value of viscosity index it implies that it has high ability
to retain its viscosity than the liquid which is having lower viscosity index. Table
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Table. 1 Kinematic viscosity
and viscosity index (V.I) of
synthesized nanolubricants

Oil Kinematic viscosity (mm2/s) V.I

40 °C 100 °C

Pure POE 42.66 ± 1.96 6.35 ± 0.92 95.47

+0.05% alumina 42.94 ± 1.65 6.42 ± 1.09 97.58

+0.075% alumina 43.25 ± 0.33 6.55 ± 1.17 101.81

+0.1% alumina 43.40 ± 1.23 6.67 ± 1.37 106.29

+0.125% alumina 43.62 ± 1.86 6.73 ± 1.25 107.94

+0.15% alumina 44.23 ± 1.06 6.83 ± 1.45 109.65

1 exhibits the viscosity index and kinematic viscosity of POE and POE+alumina
nanolubricant and it can be noted that the kinematic viscosity falls with an increase
in temperature and escalates with the nanoparticles quantity. As the viscosity gets
lowered at high temperatures, it assists in the reduction of viscous friction and
it endorses the effect of the nanoparticles in subsiding the asperity friction and
thenceforth reduces the power loss due to friction/pumping power loss [15, 20].
The maximum value of kinematic viscosity and viscosity index was shown by POE
+ 0.15%alumina nanolubricant and the percentage rise in the viscosity index was
about 46%. The result also confirms the fact that the degree of fall in the kinematic
viscosity with a rise in temperature of the base oil is suppressed by the addition of
the alumina nanoparticles.

3.3 Tribological Characteristics of POE+alumina
Nanolubricant

Tribological properties likewear scar diameter (WSD),CoF (Friction coefficient) and
surface roughness were evaluated using a high-frequency reciprocating rig (HFRR)
of the base POE oil, POE+alumina nanolubricants. Figure 4a shows the variation of
CoF with the time and Fig. 4b shows the surface roughness and wear scar diameter
values of the tested specimen on all the synthesized lubricants. From Fig. 4a, it is also
to be noted that as the alumina mass proportion in the POE+alumina nanolubricant
rises, the CoF drops and the least value of CoF was recorded by the POE+ 0.125%
alumina nanolubricant and it was about 30.91% lesser than the base POE oil and this
reduction in CoF may be as a result of the rotund shape of the alumina nanoparticles
with the help of which the sliding friction is transformed to rolling friction and/or
establishing a tribological layer on the area of contact [19]. The least minimum value
of surface roughness was shown by POE+ 0.1%alumina nanolubricant followed by
POE + 0.125% alumina nanolubricant whereas the least minimum value of wear
scar diameter was recorded by the POE+ 0.125% alumina nanolubricant. The drop
of CoF and surface roughness may also contribute to the increase in the life and
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Fig. 4 a CoF versus time b
surface roughness and wear
scar diameter (WSD)

efficiency of the compressor [15, 20] as the power loss due to friction reduces which
in turn reduces the power consumption of the compressor [18].

3.4 Influence of POE+alumina Nanolubricant
on the Pull-Down Time and Cooling Capacity

The pull-down time illustrates the time essential for plummeting the cooling load
(water) temperature which was initially at ambient temperature to the required
temperature (here it is 1 °C) and cooling capacity shows the amount of thermal
energy absorbed from the evaporator (water load) while cooling it to the specified
temperature. From the experimental study, it was seen that the pull-down time signif-
icantly reduces with the addition of alumina nanoparticles and the lowest value of
pull-down temperature (Fig. 5) and higher value of cooling capacity (Fig. 6) was
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Fig. 5 Pull-down time of POE and all the synthesized nanolubricants

Fig. 6 Cooling capacity, power consumption and COP of POE and all the synthesized nanolubri-
cants

demonstrated by the POE + 0.15%alumina nanolubricant and the enhancement in
cooling capacity was about 17.39% higher than that of base POE oil.
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3.5 Influence of POE+alumina Nanolubricant
on the Compressor Energy Consumption

Figure 6 shows the influence of using POE lubricant alone and with POE+alumina
nanolubricants on the power consumed by the compressor using R134a refrigerant
and it can be seen that adding nanoparticles in the base lubricant, significantly reduces
the energy consumption of the compressor. The maximum value of energy consump-
tion was shown by POE oil and as the mass proportion of alumina nanoparticle in the
base POE lubricant increased, the energy consumption reduced. The minimum value
of power consumption was recorded by POE + 0.125%alumina followed by POE
+ 0.15%alumina nanolubricant which clearly substantiates the tribological results.
It was also found that the energy consumption slashed by 5.73%, 10.97%, 15.65%,
19.87% and 17.11%, respectively for the 0.05, 0.075, 0.1, 0.125 and 0.15 mass%
alumina+POE nanolubricant.

3.6 Influence of POE+alumina Nanolubricant on the COP
of the System

The influence of POE+alumina nanolubricant on the COP is illustrated in Fig. 6 and
it can be ascertained that the COP value gets enhanced as the proportion by mass
of the alumina nanoparticle rises in the base POE lubricant. The augmentation in
COP of the system may be due to the fact like decrease in energy consumption of the
refrigerant compressor and/or due to the subcooling effect of the refrigerant in the
condenser and/or due to the enhanced cooling capacity. The enhancement of COP
of the system may also be due to the formation of porous layers of nanoparticles
in the refrigerant-lubricant mixture which in turn reduces the thermal resistance of
the mixture [21]. It can be seen that the maximum value of COP was given by the
POE+ 0.125%alumina nanolubricant and it was about 43.62% enhancement which
reestablishes the rheological and tribological results.

4 Conclusions

To analyse the performance of alumina-based POE lubricant in a simple vapour
compression refrigeration system, an extensive experimental assessment has been
carried out by evaluating the rheological properties (at various temperatures viz; 25–
100 °C), tribological performance (CoF, Surface roughness and wear scar diameter),
and performance studies with all the synthesized POE+alumina nanolubricants. The
range of proportions of alumina nanoparticles utilized for the work was from 0.05
to 0.15 mass%. The performance parameters like pull-down time, cooling capacity,
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energy consumption and COP were estimated. The important inferences from the
study are:

• All the proportions of POE+alumina nanolubricant worked safely and efficiently
in the developed vapour compression refrigeration system.

• The viscosity and viscosity index of the base POE lubricant increased with
increase in the mass proportion of alumina nanoparticles and decreased with
increase in temperature and the higher value of viscosity was shown by the 0.15%
POE+alumina nanolubricant.

• The coefficient of friction, surface roughness and the wear scar diameter of
the specimen tested in HFRR decreased with increase in the mass proportion
of alumina nanoparticles and the minimum value of CoF was obtained for
0.125 mass% alumina+POE nanolubricant and it was about 30.91% lesser than
the base POE oil.

• The pull-down time, and power requirement of the compressor decreased whereas
the cooling capacity and COP augmented with the rise in the mass proportion of
alumina nanoparticles.

• However, the cooling capacity of the system increasedwith increase in the alumina
nanoparticles proportion in the POEoil, the highest value of COP and lowest value
of pull-down time and power requirement was shown by POE+ 0.125% alumina
nanolubricant followed by POE + 0.15%alumina nanolubricant.

Hence it can be concluded that with the absence of any surfactants, a 0.125mass%
of alumina in POE lubricant is capable enough and shall reflect in the longevity of
moving parts in refrigerant compressors along with better tribological, rheological
properties and performance characteristics.
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Aerodynamic Effect on Lift
Characteristics of a Sedan Car Due
to Attached Wing

Amrutheswara Krishnamurthy and Suresh Nagesh

Abstract The aerodynamic effect plays a major role in the fuel efficiency and
stability of the vehicle. The contact patch loads between the tire and road also play
a vital role in the stability and fuel efficiency and are directly related to the vehicle
load. In this research, lift force generated because of an additional wing attached to
the car is studied.While the vehiclemoves around 40–130 kmph. Upward vertical lift
force produced from aerodynamics reduces the weight of the car virtually. The wing
or airfoil is attached to use the gap between the car’s top surfaces to the lower surface
of the wing to cause a Venturi-like effect. Lightweight car will be able to make more
efficient use of its tires than a heavier car. Computational fluid dynamics (CFD) anal-
yses are done with ANSYS Fluent. The validation of airflow characteristics, lift and
drag forces from simulations, is done with data from wind tunnel testing. The study
was carried out by varying parameters such as height between the upper surface of
the car and the lower surface of the wing, and wingspan. The result obtained shows
that the weight of the car can be reduced by 11% virtually with the wing forces, and
the payload could increase by 11% or improve the fuel efficiency by 10–15%.

Keywords Aerodynamics · Tire/road · Car-wing · Drag · Lift · Nozzle effect

1 Introduction

The aerodynamics changes the fuel efficiency. The airfoil is used in the race cars to
create a sufficient downforce at high speed with the negative angle of attack, which
increases the stability, but the fuel efficiency decreases, and it is very much required
to steer the vehicle at high-speed stability due to downward force. While the vehicle
is moving with constant velocity, the aerodynamic forces, the tire contact patch, and

A. Krishnamurthy (B)
Research Scholar PES University, Bangalore 560085, India
e-mail: amruthisac@gmail.com

S. Nagesh
CORI-Lab- PES University, Bangalore 560085, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
V. Krishna et al. (eds.), Recent Advances in Hybrid and Electric Automotive
Technologies, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-19-2091-2_6

59

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2091-2_6&domain=pdf
http://orcid.org/0000-0001-7357-5663
mailto:amruthisac@gmail.com
https://doi.org/10.1007/978-981-19-2091-2_6


60 A. Krishnamurthy and S. Nagesh

longitudinal forces almost remain constant. More the contact patch, more stability
and less fuel efficiency, and vice versa. The entire vehicle load is transferred to
the road via the contact patch between the road and the tire [27]. The vertical load
including the lift forces and downward forces on each tire is directly proportional
and has a significant contribution to the longitudinal [2, 3, 6] and lateral forces.
The study done by Ahmed et al. [1] used wind tunnel test to measure the force and
pressure measurements of a basic ground vehicle type of bluff body [5], a generic
shape of the car. The model was studied with varied parameters as base slant angle
from 0 to 40 degrees in steps of 5 degrees. The rear slant angle has been studied by
Guilmineau [7, 8] and Tunay [24]. The underbody of the car studied by Huminic
et al. [11] shows the effect of the nozzle due to the diffuser. The influence of the
underbody was studied by Zhang et al. [28] shows the aerodynamic ground effect to
reduce the upward lift forces due to the gap between ground and wing. The magic
formula [21] of the tire model shows that the contact patch loads depend on the
vertical load and the stiffness. Aerodynamic drag forces [12, 13] reduce due to the
usage of a spoiler [14]; in this study, the wing acts as a spoiler structure but besides
generates lift force. The study done by engineers on realistic car model DrivAer [16,
22, 25] is numerically analyzed and the results are compared with experiments for
better aerodynamic performance.

Being a continuous subject of research, the authors in the current paper propose
a new aspect of attaching a wing at the top surface of the car, which creates the
nozzle effect on the top surface of the car to reduce the drag and utilize the lift
forces to reduce the payload virtually. The wing is attached so that the coefficient of
pressure is passing through the CG of the vehicle. The CFD study shows that the lift
forces generated by a car attached with the wing are slightly more than the lift forces
generated by the wing alone.

2 Tire Loads and Nozzle Effect

The venturi nozzle effect is a jet effect. Figure 1 shows the geometry of the scaled
model attached with the wing and nozzle effect. The inlet is having a higher area due
to the windshield and the airfoil shape. In the middle region, the gap between the
upper surface of the car top and the lower surface of the airfoil makes the nozzle.

In this zone, the pressure is greater than the air at the inlet. The mass flow rate of
air through the nozzle depends on the density of air, area of the flow, and velocity.
The relative velocity of the air on the top surface is higher than that on the lower
surface, and pressure is increased in the nozzle zone.



Aerodynamic Effect on Lift Characteristics … 61

Fig. 1 The nozzle effect due to the wing attached to the car. Volumetric airflow rate Q is given by
velocity multiplied by area.

A area

b breadth

h height

β coefficient of the aerodynamic resistance of
the nozzle

ρair density of air

Du drag at the upper body

Q = v1A1 = v2A2 (1)

where A is the area of cross-section of venturi at any point and v is the velocity of
air at that point.

Considering that the resultant fluid is homogeneous in the entire cross-section of
the nozzle b·h, for the component of the drag of vehicles, Du, determine analytically
the following equation [11]:

Du = β ∗ b ∗ h ∗ ρair∗ϑ3

2 ∗ v∞
. (2)

where β: coefficient of the aerodynamic resistance of the nozzle (top surface of car
geometry). v: average velocity of the air through the constant section of the nozzle.
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As the vehicle speed increases, the force required to overcome the rolling
resistance of friction and the drag forces also increase.

The total load acting on the wheels is given by

Fwheels = TEngine torque ∗ iGear ratio∗ηefficiency

rrdynamic
· = FTotal Force

= FAirdrag + FRolling resistance+F Inertia + FSlope (3)

The aerodynamic lift force generated due to the airfoil attached is given by

Flift = Clcoefficient lift ∗ S ∗ ρair∗ϑ2

2
. (4)

The contact patch load for the front wheel is given by

FContactPatch_load = m ∗ g ∗ (1 − CG
WB )

2
+ FS − Flift

4
+ FAir drag∗COG

4
(5)

The lift force is due to the pressure difference between the upper and lower surface
of the airfoil, which reduces the total load on the wheels without adding much of the
drag component. This is because of the nozzle effect, the drag remains the same but
only lift forces increase.

3 Test Model

The 1:18 scaled [9, 20] car model [29, 30] used in this analysis is replicated using
the CATIA for the CFD analysis [17]. The model is attached with the airfoil NACA
660,215with a differentwingspan. Startingwith a 100mmwingspan is then increased
up to 300mm in steps of 50mm. The gap between the car surface from the top surface
of the car and the wing’s lower surface is maintained as 25 mm and the gap is varied
as a parameter to check the venturi nozzle effect and aerodynamic forces. Figure 2
shows the test facility and model fixed at the wind tunnel lab.

The automotive industrywidely uses the two-equationmodel for theCFD analysis
[17] that is the standard k − ω SST model [18], which is reliable and converges
quickly. Boundary conditions used in the CFD analysis are given in Table 1. The
Geometry used in the analysis is shown in Fig. 3. The CFD mesh is generated with
fine resolution meshes around the vehicle, a body of influence is created around the
vehicle, and a finer mesh size of 4 mm is used. Similarly, one more body of influence
is created around the airfoil with a small mesh to capture the flow separation and
study the lift forces.

The air flows from the inlet at the vehicle’s speed and the car with the wing is
fixed stationary. Assuming the car runs in a straight line with the maximum speed,
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Fig. 2 The car body with the airfoil attached in the wind tunnel test

a velocity from 1 to 40 m/s is given to the airflow. Wall boundary conditions are
given to the solid surfaces of the car model and the airfoil. Pressure outlet boundary
conditions are given at the domain outlet.

4 Results and Discussion

To clearly show the relationship between the nozzle effect, due to the wing attached
to the car and the aerodynamic forces, graphs are presented as shown in Fig. 7. It can
be observed that when the angle of attack is less, upward force increases.

Figure 4 shows the CFD model of the car used in this analysis. The velocity plot
indicates the airflow in the nozzle area and the top surface of the wing (Fig. 5).

The pressure plot from the CFD analysis results is shown in Fig. 6.
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Table 1 Boundary
conditions used in the CFD
analysis

Boundary conditions

Velocity inlet

Velocity specification method Magnitude and direction

Velocity magnitude 30 m/s

X-component of flow direction 1

Specification method Intensity and viscosity Ratio

Backflow turbulent intensity
(%)

5

Backflow turbulent viscosity
ratio

10

Reference values

Compute from Inlet

Area (m2) 0.25617 m2

Density (kg/m3) 1.225

Viscosity (kg/m-s) 179E-05

Reference zone

Solution methods

Scheme Coupled

Gradient Least square cell based

Pressure Second-order

Momentum Second-order upwind

Turbulent kinetic energy Second-order upwind

Specific dissipation rate Second-order upwind

Fig. 3 The geometrical model used for the CFD analysis



Aerodynamic Effect on Lift Characteristics … 65

Fig. 4 CFD mesh of full car body and airfoil

Fig. 5 Velocity plot of CFD model, car attached with wing

Fig. 6 Pressure plot of CFD model, car attached with wing



66 A. Krishnamurthy and S. Nagesh

0

0.2

0.4

0.6

0.8

1

1.2

1.4

0 5 10 15 20

Li
 (N

)

Velocity (m/s)

100 mm Wing span, (CFD and Wind Tunnel test Results)

Wind Tunnel Results

CFD Results
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Fig. 8 Wind Tunnel Results versus CFD Results for 200 mm wingspan attached to the car

Figure 7 shows that results obtained from the wind tunnel test using the 100 mm
wingspan attached to the car produce more lift force than the wing alone. The NACA
662,015 airfoil with a 100 mm wingspan is analyzed with 3D CFD mesh and the
results are compared. The graph shows that the forces are increased in the wind
tunnel due to the nozzle effect.

Figure 8 shows that as the wingspan increased, the lift forces generated also
increased. The lift forces in the 100 mm wingspan and the 200 mm wingspan depict
the same.

Figure 9 shows that when the height between the wing’s lower surface and the car
body is increased, the lift forces generated decrease. Due to the reduction in nozzle
effect, the lift generated reduces as the gap increases; in this experiment, height is
varied from 25 to 50 mm. and velocity is increased from 1 to 40 m/s. The graph
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Fig. 9 Lift versus velocities for symmetric airfoil attached to CAR with a different height between
car and the airfoil

shows that though the wingspan and the angle of attack are the same, the lift force
decreases.

To show the lift force in the actual model, the NACA 660215airfoil with the 3.6 m
wingspan is analyzed and generates 2775 N lift force at 36 m/s airspeed and 5°
of AOA. By converting this lift force into kg, it is almost 282 kg, which virtually
reduces the weight of the car. This much weight reduction adds to fuel consumption
per 100 km = 282 × (0.4/100) = 1.1 L/100 km. This is around 11% fuel efficiency
depending on the weight of the car and driving conditions.

5 Summary/Conclusions

In this paper, the authors present a new aspect of the airflow of a car fitted with a
simple wing with different wingspans. The influence of the top car body geometry
shaped as a venturi nozzle on the main aerodynamic characteristics, lift and drag, is
revealed. The wingspan is varied, and the results are compared with the CFD results.
Venturi nozzle effect generates lift at zero degrees of angle of attack and no drag.
This approach can help to evaluate the contribution of the lift and drag forces on the
car body and loads on the tires, even in an early stage of the design process.

Firstly, it is shown that due to the nozzle effect, the lift force is generated. Secondly,
the height of the wing shows the ground effect, and the lift generated decreases as
the height of the wing increases from the top surface of the car. The fuel efficiency
improves due to the wing attached due to virtual load reduction.
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Modelling and Analysis of Brake Disc
with Various Profiles for EN31 Material

K. Kaviyarasan, R. Soundararajan , R. Abhisheak Richter, K. Siva,
S. Purusothaman, and S. Shiva Gurunathan

Abstract Disc brakes are the existing brake system in automobiles. The disk plays
a vital role in slowing down as well as to stop the vehicle. When brake is applied,
at the juncture, friction will be developed between brake pad and disk. Because
of this braking effect, there generates a large quantity of heat on the contact area.
Different sandwich structures may be designed with the aim that the generated heat
can be ventilated during the braking action. The primary objective of this article is
to study the thermal characteristics of the sandwich ventilated structures of three
different profiles of the brake disc and valuate the obtained results and recommend
a better profile. EN31 is chosen as the brake disc material since it has low density
and good mechanical and thermal properties. X-core, Corrugated and Round O-core
were chosen as the various profiles to be analysed. For the sandwich structures,
the heat and the pressure output parameters were found with a condition that one
face of a sheet is subjected to heating (constant heat flux) while the other face was
cooled (forced air convection). From the analysis, it was found that heat dissipation
of the profile depends upon the property (density and the thermal conductivity) of
the material utilized. Also, O-core sandwich structure offers comparatively better
performance than the other three profiles.

Keywords Disc brake · Thermal analysis · Von mises stress · Deformation

1 Introduction

Disc brake is a vital component in vehicles in order to reduce the speed or stop the
vehicle and it was developed by many researchers from early as 1900s [1, 2]. One
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of the most common brake disc defects is overheating. In case of overheating, the
disc temperature reaches critical values, causing the brake pad to slip on the disc and
reducing the efficiency of the brake system to a minimum. A brake disc is a rotating
part of wheel’s disc brake and it operates by the principle of friction [3]. Due to the
continuous application of braking action, enormous amount of heat is generated and
it is dispersed based on the profile design [4–6]. In few profiles, the heat energy leads
to the expansion of the rotor [7]. It also leads to brake liquid, seals and other segments
to overheat [8, 9]. Sandwich panels offer a wide scope of benefits over customary
solid materials and their utilization is persistently expanding in applications in the
aviation, car, maritime and development ventures [10] and the main objective of
the research is to study the thermal characteristics so, diverse sandwich structure is
designed so that generated heat can be ventilated during the slowing down activity.
Four different profiles such as X-core, Corrugated and Round O-core were chosen
and compared so that suitable ventilation construction is identified. EN31 is taken
as the brake disc material since EN31 is a high strength steel material that has
low density, low coefficient of thermal expansion and good wear resistance. The
corrugated sandwich panel have numerous distinctive features like high flexural
solidness to-weight attribute, its capability to have brilliant ventilation characteristics
[10] than conventional structures X-core have high energy absorption [11]. All of
the three different profiles were analysed at the same operating conditions and their
results were noted [12–18]. Out of the different brake profiles, O-core structure offers
better properties than the other profiles. After conducting analysis, the design which
offers optimum properties can be utilized in automobiles (Figs. 1 (a) and (b)).

Fig. 1 a Boundary conditions (thermal). b Boundary conditions (static structural)
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Fig. 2 3D model of the rotor profiles

2 Methodology

2.1 Software Used

Solid works 2018 is utilized to model the disc brake. Solid Works is modelling
software that allows the user to design and develop products in 3D. The user should
first sketch in 2D and then use the given features and develop it into a 3D model
and is shown in Fig. 2. In order to analyse the designed profile ANSYS 16 software
is used. ANSYS is a software package that lets the user to analyse the real-world
circumstances and various testing conditions and the meshed component is shown
in Fig. 3. The types of elements used are tetrahedral and the maximum skewness for
tetrahedral cells are less than 0.95. The maximum cell squish index for all types of
cells is less than 0.99. The mesh is very fine and accurate.

2.2 Material Selection

Two types of analysis were made on the disc brake system, they were static structural
and transient thermal. The profiles that were compared are X-core, Corrugated and
Round O-core. The properties are shown in Table 1. The design was done using
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Fig. 3 Meshing

Table 1 Results of various materials

Profile Temperature
(°C)

Von Mises stress
(MPa)

Deformation
(mm)

Heat flux
(W/mm2)

X-core 1000 992.65 0.13468 0.24977

Round O-core 1000 961.95 0.091777 2.8499

Corrugated 1000 337.99 0.074692 0.9732

Solidworks 2018 and the analysis study was completed successfully with ANSYS
16 workbench suite. The profiles that are selected offer remarkable ratio of strength
to weight and high corrosion resistance, and biocompatible. EN31 is a high quality
alloy steel with carbon that offers high hardness values with supreme compressive
strength and high abrasion resistance compared to the other steel alloys.

3 Results and Discussion

The Finite Element analysis was completed on the disc brake rotor model using the
ANSYS 16 software. To substantiate the Disc, a static structural and transient state
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thermal analysis study of the rotor was executed for working conditions with fixed
hydraulic pressure and continual angular velocity, and a temperature of 1000 °C is
applied to all thematerials. The stress and the total deformation of the disc brake rotor
with the various materials with similar boundary conditions were fed to the ANSYS
program and the outcomes were presented in Table 1. The values for each of analysis
are shown in Table 1. Using these outcomes, the strength and toughness of the disc
brake rotor can be established. The von mises stress and total deformation outcomes
reveal the stiffness, strength and toughness of the disc material, respectively. The
thermal characteristic for the rotor depends on various criteria such as the application
of the disc, the structure of the disc, the type of cooling and the materials used in
the disc. The transient state is used to present the thermal results for the disc in
this particular study. ANSYS aided to give deeper perspective in thermal behaviour
of all the three different profiles like X-Core, Rounded O-core and corrugated and
the output results were shown in the Figs. 4, 5 and 6 respectively. After analysing
the three profiles, Round O-core has better thermal performance. It is clearly seen
that the magnitude of temperature developed and the deformation are comparatively
lesser than the other two profile. The stress and temperature outcomes are tabulated in
Table 1. The extreme or the highest stress value is found in X-core and the minimum
occurs in Corrugated although the difference is noticeable. A temperature of 1000 °C
was applied to all three profiles. The maximum deformation occurs in X-core and
the least occurs in Corrugated. The heat flux attains highest in Round O-core and
least in the X-core disc brake rotor.

4 Conclusion

From the above analysis of the various profiles, if the brake has been designed where
the main priority is strength, the corrugated profile can be favoured. Since, it is
exposed to a lower quantity of stress and deformation when associated with the other
profiles. Corrugated profile offers 98.39% and 95.99% lesser amount of stress when
compared with X-Core and Round O-Core, respectively. Similarly with respect to
deformation, corrugated profile is 57.30% and 20.52% lesser deformation with X-
Core and RoundO-Core, respectively. Likewise, if it required to be thermal grounded
design Rounded O-core profile may be preferred. Subsequently, the total heat flux
and 167.76% and 98.17% are higher when compared to X-Core and corrugated rotor
profiles, respectively.
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Production of Biodiesel Using Temple
Waste Oil

A. Jagadeesh , Basavaraj M. Shrigiri , and Omprakash D. Hebbal

Abstract Energy need is the main focused area for the overall development of a
country; the world’s most widely used fuel is petroleum fuels. Diesel is the primary
fuel for transportation and commercial usage, as the days passes the fossil fuel are
depleting at alarming range. So in India most of the oils are poured on Hanuman and
Shani god idols, based on mythological and religious belief, the oil poured on idols
are considered not usable for any other purposes. This oil is called as temple waste
oil and same can be used as best source of biodiesel, which is available cheaply at
low cost. Temple waste oil biodiesel gives similar physical characteristics as that
of diesel. Temple waste oil biodiesel blended with diesel can be used as alternative
automobile fuel. In this paper, various blend characteristics are experimented and
out of all the blends T25 will give similar properties as that of diesel, the viscosity
of T25 is 8.25 cSt at 40 °C, density 830 kg/m3 and Calorific value is 41.6 MJ/kg and
can be used in an existing engine. So temple waste oil can be a potential alternative
source for diesel engine.

Keywords Viscosity · Density · Biodiesel · Calorific value · Combustion

1 Introduction

The world is moving on the wheels and at the same time wheels are driven by the
engine. So there is a need for an efficient engine, which gives optimized performance
by consuming a minimal amount of fuel. The resources of fossil fuel are depleting at
a faster rate and even the dependencies on electric vehicles (EV) need up-gradation
of material and technology [1]. As of now, electric vehicles are not replacing the
diesel engine but they act as a substitute for diesel engines. The present world is in
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demand of alternative energy sources to reduce the greenhouse effect and to enhance
performance at a lower cost [2]. There are various forms of alternative energy are
available like solar, wind, hydel, tidal, geothermal energy, etc [3]. Apart from all
sources of energy, themost dependable energy source is a fossil fuel, which is harmful
to the environment [4–6]. So there is a need for an affordable, accessible, and available
energy source. Though any fuel can’t replace diesel surely it will contribute lesser
pollution to the environment there by global temperature can be controlled.

1.1 Alternative Fuels

Fossil fuels are depleting at a rapid rate, so there is a need for alternative fuel for
diesel fuel. The alternative fuel must fulfill the properties of diesel to give the same or
nearer performance given by that of diesel. The fuels chosenmust meet the following
criteria.

i. Local availability
ii. Higher calorific value
iii. Better combustion parameters
iv. Higher safety features
v. Affordability
vi. Accessibility.

The best alternative fuels are alcohol and biodiesel, as alcohol requires additional
fuel handling arrangements. The only fuelwith no orminor arrangements is biodiesel.

1.2 Biodiesel

The eco-friendly, low cost and locally available fuels are known as biodiesel. As
the name indicated it is drawn from sources like vegetable oils and algae. Out of all
these, biodiesel is generally drawn from non-consumable oils like jatropha, honge,
cottonseed, neem oil, etc.

In this, the biodiesel is drawn from the temple waste oil. In our country oil is
poured on Hanuman and Shani god idols. This is followed from ancient days as in
our mythological and religious beliefs. The temple waste oil is one of the abundantly
available sources of biodiesel. The temple waste oil is not used for any other applica-
tions. It is available cheaply, near temples. Biodiesel is derived from vegetable oils
through the process called transesterification process. In this process, the vegetable
oil is treated with alcohol and a catalyst to perform the chemical reaction. Generally,
methanol/ethanol is used as alcohol and sodium hydroxide/potassium hydroxide is
used as a catalyst.
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2 Literature Survey

In this section, the productions of biodiesel from various sources are discussed. Table
1 gives details of various properties of biodiesel compared with diesel. Shrigiri et al.
[7] experimented on Sugar apple seed oil biodiesel and found a greater calorific
value of about 15 MJ/kg compared to diesel, with other properties similar to diesel.
Abhishek Sharma et al. [8] used tyre pyrolysis oil biodiesel as a primary fuel and
o81 unit higher viscosity, 78 kg/m3 of density higher than diesel; this is due to the
chemical nature of the TPO. B. Dhinesh et al. [9] worked on Cymbopogon flexuosus
biodiesel, with 2.06 units of viscosity and 70 kg/m3 of higher density compared
to diesel; these can be minimized with preheating. Further works of many authors
[10–14] concerning castor oil biodiesel, cottonseed oil biodiesel, Neem kernel oil
biodiesel, Pongamia oil biodiesel, Simarouba oil biodiesel, Mahua oil biodiesel,
and waste cooking biodiesel oil are got similar properties with that of diesel with
slight variations in viscosity and density. The other biodiesels are, Tobacco seed oil
biodiesel, Thevetia peruviana oil biodiesel, Polanga (Calophyllum inophyllum) oil
biodiesel, Fish oil biodiesel (FOME), Pithecellobiumdulce biodiesel, andLinseed oil
biodiesel [15–20], experimented with higher flash and fire point with nearer calorific
values (CV) compared to diesel. Higher flash and point assures safety operation with
the use of biodiesel and other properties are a comfort to conduct testing on the given
engine without any minor modifications. From the above literature survey, no or less
work has been carried out on temple waste oil (TWO) as a source of biodiesel. In
our country one can locate at least one of Lord Hanuman, Lord Shiva temple, and
other temples [21, 22]; these temples are the sources of TWO, the TWO can easily
convert to TWOB and it’s sufficient to fulfill the local transportation needs. So this
paper fills the gap and proposes the use of temple waste biodiesel (TWOB) as an
alternative fuel for IC engines.

3 Materials and Methods

This section discusses detailed work on sources of biodiesel and the production of
biodiesel.

3.1 Collection of Temple Waste Oil

The temple waste oil was collected in a clean bottle from Hanuman temple, Toor-
nahalli, Belagavi, India. It is a mixture of various unknown quantities of edible oils
and ghee.
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Table. 1 Physical properties of diesel and other biodiesels

Sl.No Ref.
No

Authors/ref Fuel Flash
point
(°C)

Fire
point
(°C)

Kinematic
viscosity
cSt at
40 °C

Density
(kg/m3)

CV
(MJ/kg)

Diesel 54 63 2.54 835 42.5

1 [7] Shrigiri Sugar apple
seed
oil biodiesel

138 167 5.7 875 57.5

2 [8] Sharma and
Murugan

Tyre pyrolysis
oil biodiesel
(TPO)

49 58 3.35 913 38.1

Jatropha
biodiesel
(JME)

156 171 5.6 881 39.4

3 [9] Dhinesh et al. Cymbopogon
flexuosus
biofuel

55 – 4.6 905 37

4 [10] Arunkumar
et al.

castor oil
methyl ester

168 178 9.86 888 34.4

5 [11] Shrigiri Cotton seed oil
biodiesel
(CSOME)

165 175 4.02 878 39.029

Neem kernel
oil biodiesel
(NOME)

160 175 4.08 896 41.53

6 [12] Jagadeesh
et al.

Pongamia oil
biodiesel
(POME)

144 155 12.5 900 40.273

7 [13] Siddalingappa
et al.

Karanja Oil >200 – 54.14 930 36.48

8 [14] Manjunath
et al.

Simarouba
oil biodiesel

152 – 5.09 878 40.62

Mahua oil
biodiesel

150 – 5.45 874 38.21

Waste cooking
oil biodiesel

150 – 4.72 882 38.91

9 [15] Shrigiri Tobacco seed
oil biodiesel

145 162 4.69 887 38.9

10 [16] Harari et al. Thevetia
peruviana oil
biodiesel
(TPME)

177 – 5.75 892 39.45

(continued)
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Table. 1 (continued)

Sl.No Ref.
No

Authors/ref Fuel Flash
point
(°C)

Fire
point
(°C)

Kinematic
viscosity
cSt at
40 °C

Density
(kg/m3)

CV
(MJ/kg)

11 [17] Sahoo and Das Polanga
(Calophyllum
inophyllum) oil
biodiesel

140 – 3.99 869 41.4

12 [18] Kattimani
et al.

Fish oil
biodiesel
(FOME)

172 185 4.18 898.3 39.5

13 [19] Sekhar et al. Pithecellobium
dulce biodiesel
(PDBD)

158 165 3.54 870 39.51

14 [20] Uyumaz Linseed oil
biodiesel

108 – 16.23 924 39.75

3.2 Biodiesel Preparation

The titration method is used to find the free fatty acid content of temple waste oil
(TWO). Titration is performed in a conical flask as shown in Fig. 1, collection of 1ml
TWO in micropipette, 10 ml isopropyl methanol, and 2–4 drops of phenolphthalein
indicator with continuous shaking. Once the solution turns to faint pink conclude the
reaction. Note down the burette readings. FFA was known to be 1.17%. The mean

Fig. 1 Titration
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Fig. 2 Biodiesel production workflow

burette measurement was divided by 10 and 3.5 were added to get the FFA, which
provides the grams of sodium hydroxide necessary for the transfer of 1 l of TWO
into biodiesel.

The workflow is shown in Fig. 2 which gives detailed biodiesel production [22].
The TWO is filtered to remove dust and dirt. Oil is pre-heated up to 60–70 °C to
reduce the viscosity. The oil was additionally heated up to 100 °C for about 30 min to
eliminate moisture. The basic catalyst (NaOH, 6 g/l of oil) was dissolved inmethanol
(200ml, density 0.792 g/cm3) in a different container andwas transferred into a three-
neck flask containing pre-heated oil and continuously stir the mixture for 2 h with
the help of a magnetic stirrer at 600 RPM to mix the oil with the solution. After
completion of the reaction, the entire mixture is transferred to a separating funnel.
The mixture was allotted to settle for 1 day in a separating funnel. After 1 day one
can easily differentiate the temple waste oil biodiesel (TWOB) in the upper portion
with amber color and in lower part glycerine, excess alcohol, traces of untreated oil,
and catalyst impurities as shown in Fig. 3. At this point, the glycerine was removed
and used to make detergent. The remaining TWOB is washed with water to remove
soap contents.

Transfer TWOB into a heating funnel and heating is done above 100 °C to elimi-
nate traces of moisture present in TWOB as shown in Fig. 4. Now TWOB was used
for characterization.
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Fig. 3 Phase
separation/settling tank

Fig. 4 Temple waste oil
biodiesel (TWOB)

4 Results and Discussions

This chapter gives insights into TWOB properties and their comparison with diesel
and other biodiesels.As theTWO is collected from theTooranahalli Hanuman temple
and converted to TWOB through the transesterification process as mentioned in the
above chapter. Physical characteristics of TWOB are measured at the Government
recognized state-of-the-art laboratory in Gandhi Krishi Vigyana Kendra (GKVK) at
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Table 2 Physical properties of temple waste oil biodiesel, its blends and diesel

Properties Diesel T25 T50 T 75 T 100 TWO

Density (kg/m3) 835 830 845 858 868 910

Kinematic viscosity @ 40 °C cSt 2.54 2.85 3.5 4.3 5 27.02

Flash point (°C) 54 56 78 121 164 202

Fire point (°C) 63 58 82 125 167 209

Calorific value (MJ/kg) 42.5 41.6 39.35 39.17 39.0 38.52

Table 3 Physical properties of TWOB and some other non-edible oil biodiesels

Properties Temple waste
oil biodiesel

Jatropha oil
biodiesel

Pongamia oil
biodiesel

Waste
cooking oil
biodiesel

Fish oil
methyl ester

Density
(kg/m3)

868 881 900 882 900

Kinematic
viscosity @
40 °C cSt

5 5.6 12.5 4.72 4.18

Flash point
(°C)

164 156 144 150 172

Fire point
(°C)

167 171 155 170 185

Calorific
value (MJ/kg)

39.0 39.4 40.2 38.9 39.5

the University of Agricultural Science, Bengaluru according to IS 1448 (P6, P25,
P32, and, P66) and were compared with diesel as listed in the Tables 2 and 3.

4.1 Physical Characteristics of TWOB and Its Blends

The properties of TWOB, its blends are comparedwith diesel, arementioned in Table
2. From the given Table 2 it is clear pure biodiesel (B100–100% TWOB) has similar
physical characteristics as that of diesel. T25 (25% of TWOB and 75% of diesel)
blend has 5 kg/m3 less density compared to diesel, 38 kg/m3 are lesser than of B100.
Viscosity also plays a crucial role in combustion. So T25 has a difference of 0.31 cSt
at 40 0C with diesel, 2.15 cSt lower compared to B100. Flashpoint of T25 is almost
the same as diesel with only 20C difference, further other blends and TWO have
shown an increasing trend in the flashpoint. This is due to the rise in oxygen content
in the respective blends. The fire point of diesel 5 0C larger compared to T25 and
B100 has 1040C differences. From the table, fire point increases as blend percentage
increases and is higher for TWO. A larger fire point makes the fuel operating in safer
conditions with lower emissions. Calorific value (CV) decides the fuel economy and
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combustion performance of an engine. Higher the biodiesel proportion lower will
be the CV. Diesel having a maximum CV compared to all other blends and TWO.
This is due to the chemical nature of biodiesel. Table 2 gives T25 nearer physical
characteristics compared to diesel

Further Table 3 explains the TWOB properties compared with known non-edible
oil biodiesels, the density of TWOB is least as compared to all other biodiesels, this
is due to the chemical nature of the TWO, as it is a mixture of many edible and
non-edible oils. The viscosity is the deciding factor in combustion, larger viscosity
fuels require additional equipment to handle the high viscous fuel, TWOB was 0.6
cSt lower than jatropha biodiesel, 7.5 cSt lesser than Pongamia biodiesel, whereas it
is higher compared to waste cooking oil and fish oil biodiesel. The TWOB has higher
flash and fire points compared to other biodiesels, and it is an added advantage. As
higher the fire point safer will be the engine operation with controlled combustion.
Calorific values of all biodiesel are nearer to 40MJ/kg, but Pongamia biodiesel shows
better results compared to TWOB and remaining biodiesels.

5 Conclusion

The main aim of the article is to prove that temple waste oil is a potential fuel
for an engine. Physical characteristics of temple oil were enhanced through the
transesterification process, and the subsequent conclusions were listed.

1. The waste temple oil is transferred into temple waste oil biodiesel (TWOB) by
the simple transesterification and found that free fatty acid content is below 2%
(1.17% FFA).

2. T25 properties are superior related to diesel, but they are within the standards.
3. T25 has a lesser density (830 kg/m3) compared to conventional fuel (835 kg/m3),

which makes it easy handling of fuel.
4. Calorific value of T25 is found to be 41.6 MJ/kg, it is neared to diesel

(42.5 MK/kg), So temple waste oil biodiesel is a promising substitute fuel
for diesel; this biodiesel is locally available at a low cost compared to other
non-edible vegetable oil biodiesels.

5. The main limitation of temple waste oil biodiesel is that the collected oil sample
contains many other components like ghee, vegetable oil, and other particles,
so there is a need for cleaning and drying before converting TWO to TWOB.
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Experimental Analysis of a Counter Flow
Plate Heat Exchanger by Using
Nanofluids at Different Concentrations

Anil Kumar and Amman Jakhar

Abstract Heat transfer characteristics of nanofluids are improved by increasing the
mass flow and inlet temperature. This article is intended to study the rate of transfer
heat of nanofluids by counter flow conditions using forced convection mode. A two-
step method was used to finalise the alumina nanoparticles. In this experimental
analysis as the size of the particle decreases, the rate of heat transfer increases. In
this experimental analysis, nanoparticles with a diameter size of 30 nm were used.
Distilled water was used as the base fluid to prepare the nanofluids of alumina with
different volume concentrations (0.14, 0.28, 0.4 and 0.52%). The experimental results
show better thermophysical properties of nanofluid, and also Reynolds number and
Prandtl number have been calculated.

Keywords Plate heat exchanger · Nanofluids · Base fluid

1 Introduction

The heat exchanger is a component that uses thermal energy to control the temper-
ature of a substance or system. It can be classified as either a direct contact or
indirect contact device. Pandey et al. [1] have studied that the Reynolds number
for a hydraulic diameter of 750–3200 is varied by the flow rates of air and water.
The data are presented in an experimental analysis. Singh and Ghosh et al. [2]. In
experimental analysis numerical and experimentation results were analysed and got
that the two results are in good agreement. And the results showed an improvement
of approximately 13% in thermal conductivity and 14% in heat transfer rate, and
9% in efficiency in total heat transfer coefficient at the expense of heat loss and
pump power when using nanofluids. “The exergy rate were also reduced by using a
nanofluid with an optimal concentration of 1 vol%” Khanlari et al. [3]. The experi-
ments were performed under different positions to establish the influence of the use
of nanofluid. Mansoury [4] has studied the double HE tube that showed the best
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rate of heat transfer coefficient result with a maximum improvement of 60%. The
use of the nanofluid denoted the lowest penalty at pressure losses with a maximum
improvement of 27% for the HE plate, while the highest penalty was observed at
pressure losses with a maximum improvement of 85% in HE with double tube and
calendar. Barzegarian et al. [5]. The heat transfer assessment revealed that the addi-
tion of nanofluids to the mix increases the Nusselt numbers by almost 30%. It also
showed a significant increase in heat transfer coefficient due to the volume fraction.
The heat transfer result demonstrates the application of nanofluids as compared to
base fluids which leads to an increase in Nusselt numbers up to “9.7, 20.9 and 29.8%
at 0.03, respectively, 14 and 0.3% by volume, respectively”. Since it was found
that the volume fraction of said nanoparticles, the total heat transfer coefficient of
the heat exchanger increased by about “5.4, 10.3 and 19.1%, respectively”. Choi
et al. [6] have found a new class of fluid that can be designed using the principle
of suspending metal nanoparticles in a conventional heat transfer fluid. Pak et al.
[7]. In this experiment, a circular tube has been studied. Measurements of viscosity
were also carried out by using a viscometer of Brookfield rotary. The viscosity of
liquids dispersed with particles of Al2O3 and TiO2 at a concentration of 10% by
volume is about 200 and 3 times that of water. Xuan et al. [8]. It is observed that
the heat transfer rate enhance by nanoparticles which increases nanofluid increases
the thermal conductivity and induces heat dispersion of the flow, it is an new way to
improve heat transfer. Passman et al. [9]. “In this study, an attempt was made for a
nanofluid consisting of water and a volume concentration of 1%Al2O3/water. Al2O3

nanoparticle with a diameter size of 50 nm was used, and it was found that the rate
of heat transfer coefficient and the heat transfer coefficient of the nanofluid were
slightly higher than that of the base liquid at the same mass velocity and at the same
inner temperature”.

2 Word Methodology

The experimental study proposes nanofluid’s heat transfer rate in plate-type heat
exchanger (PHE). A sequence of steps for this work is shown below (Fig. 1).

Nanofluids 
perpara on

Apply to PHE for 
es mate outer 
tempratue and mass 
flow rate 

Apply to PHE fpr 
es mate inlet 
tempratue and mass 
flow rate 

Two step method 
used to prepare

Fig. 1 .
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Fig. 2 Ultrasonic cleaner

Table 1 Properties of basic liquids and nanoparticles at atmospheric temperature 27 °C

(ρ) (kg/m3) Cp (J/kg K) K (W/m K) Viscosity μ

(kg/m s)
A (m2/s) Prandtl no.

(Pr)

Water 1000 4200 0.65 838.2 ×
10–6

0.147 × 10–6 5.8

Al2O3 2925 745 45

2.1 Preparation of Nanofluids

Alumina is amixture of aluminium and oxygen. Preparation of nanofluid plays a very
important role. Nanofluids were prepared by using commercially available alumina
of approximate 30 nm diameter with the base fluid being distilled water. The Nano
alumina powder is dispersed in 1,000 common basic liquids such as water at different
volume concentrations of 2, 3, 4 and 5% using an ultrasonicator that is available in
the nanotechnology lab (Fig. 2 and Table 1).

2.2 Experimental Setup

The counter flow heat exchangers are made up of mild steel. In this work is included
a photograph of the experimental setup fabricated to find out the characteristics of
different flow rates at different fluid volume concentrations. It includes a hot water
and coolant loop and measuring system. The main components of the setup are
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Fig. 3 Setup

numbered in schematics. It includes a water tank containing a heater, pump and the
flow rate and temperature measuring instruments. Pump flow rate is 0.4 kg/s and
surface area (A) of the heat exchanger is 0.3 m2 (Fig. 3).

Nanofluids thermophysical properties

Experimentally, thermophysical properties of nanofluids were measured. The
viscosity of nanofluid is measured by viscometer at room temperature and thermal
conductivity by K-type thermocouple, and specific heat by measuring thermal
instruments.

3 Heat Transfer Rate and Nanofluid Properties’ Evaluation

3.1 Heat Transfer Rate

Nanofluid density by Pak and Cho [9] relations is

ρnf = (1 − ϕ)ρbf + ϕρp (1)

where Nanofluid density is ρnf, ϕ is the nanoparticle volume concentration, and base
liquid ρp is nanoparticles density.

Specific heat of nanofluid from Xuan [10] is

(
ρCp

)
nf = (1 − ϕ)

(
ρCp

)
f + ϕ

(
ρCp

)
p (2)
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where Nanofluid specific heat is (Cp)nf and (Cp)p is Nanoparticle specific heat and
(Cpf) is heat capacity of the base fluid.

The heat transfer rate is

Q = m
(
Cp

)
nf�T (3)

where heat transfer rate isQ andm is themass flow rate of nanofluid flow, temperature
difference of cooling fluid is �T.

The logarithmic mean temperature difference (LMTD) is determined according
to the following relationship:

�Tlm = [(Tbi − Tno) − (Tbo − Tni)/ln(Tbi − Tno/Tbo − Tni)] (4)

When the logarithmic mean temperature difference (LMTD) is�T lm, T bi and T bo

are inlet and outlet temperatures of the base liquid, where T ni, T no are nanofluid inlet
temperature and outlet temperature.

The heat transfer coefficient is determined according to the relation given below.

Q = U As�Tlm (5)

In this relationship, the total heat transfer coefficient is U and the surface area of
the heat exchanger is As.

Nanofluids thermal conductivity from Choi and Yu [8] relation is

Knf = Kbf ∗ (
Kp + 2Kbf

) − 2ϕ
(
Kbf − Kp

)
/Kp + 2Kbf + ϕ

(
Kbf + Kp

)
(6)

where the thermal conductivity of the nanofluid is Knf, and thermal conductivity of
the nanoparticle is Kp and thermal conductivity of the base fluid is Kbf.

Drew and Passman [11] proposed an equation to calculate nanofluid viscosity as
follows:

μnf = (1 + 2.5)μbf (7)

where μnf is the viscosity of the nanofluid and μbf is for base fluid.
To assess the accuracy of the measurement, the test was performed on distilled

water, before checking the characteristics of heat transfer of different volume concen-
trations of Al2O3/water. From the experimental system, the measured values are
the inner and outer temperatures of the inlet of distilled water and the different
concentrations of the nanofluid as well as for hot water at different flow rates.

“Friction factor (f ) calculated by using the Gnielinski equation for base fluid and
Duangthongsuk and Wongwises relation for nanofluid is as follows”:

f = [1.58 ln Re − 3.82]−2 (8)
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Table 2 The result for base
fluid and nanofluids in
counter flow conditions

Counter flow condition

LMTD U Q

Water 52.5 247.23 3761.12

0.14% 45 423.12 6104

0.28% 47 468.24 6427.98

0.4% 42 678.18 8121

0.52% 38 895.00 8665.89

This equation indicates to find out the friction factor, where f denotes the friction
factor and Re denotes the Reynolds number.

Find the Reynolds number and Prandtl number by using the relation

Re = ρV D/μ (9)

Pr = μ/ρα (10)

In this relation, velocity is V, diameter is D and viscosity is μ of the nanofluid
and α denotes thermal diffusivity of fluid.

Andwe calculated thermal diffusivity and the Peclet number by using the equation

α = [
K/ρCp

]
(11)

and

Peclet number (Pe) = [V D/α] (12)

For finding the Nusselt number (Table 2),

Nu = [(0.125 f )(Re − 1000)Pr/1 + 12.7(0.125 f )0.5
(
Pr2/3 − 1

)
for base fluid

(13)

Nu = [
0.074Re0.707Pr0.385ϕ0.074] for nanofluid. (14)

4 Result and Discussion

Heat was measured from the experimental analysis. In this experiment, first we
calculated the values of heat transfer characteristics for purewater and then calculated
the values ofAl2O3/water at the samemass flow rate and inlet and outlet temperatures
at the same values. In this experiment, the nanofluid concentrations are 0.14, 0.28, 0.4



Experimental Analysis of a Counter Flow Plate Heat Exchanger … 97

and 0.52% and then applied for the heat exchanger and calculated the heat transfer
characteristics for counter flow conditions. In the counter flow conditions, the highest
rate observed for 0.52% volume percentage is 8665.89W.And as the Nusselt number
increases, the Prandtl number also increases (Figs. 4 and 5).
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5 Conclusion

The rate of heat transfer on counter flow plate-type heat exchanger by using Al2O3

nanofluid has been investigated experimentally. And heat transfer rate, Reynolds
number, Prandtl number, friction factor and overall heat transfer coefficient were
measured for counter flow conditions. Important results were measured in this
experiment as follows:

1. The heat transfer rate of the nanofluid increases as the volumetric concentration
of the nanofluid increases.

2. Reynolds number increases with decreasing friction factor for nanofluid.
3. In counter flow conditions, the rate of heat transfer is more for 0.52%, and

volume concentrations of nanofluids is 8665.89 W. The total heat transfer rate
of nanofluids is more than 2 times that of the base liquid.

4. The stability of nanofluid for 30 nm size is incipient.
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Design Evaluation in Reconfigurable
Manufacturing System (RMS):
A Multi-Objective Squirrel Search
Algorithm

N. Swamy, U. M. Daivagna, A. Thimmana Gouda,
and R. H. M. Somanath Swamy

Abstract In recent years, the manufacturing situation is considered through the
requirement of cost-effectively, coping speedily, in addition customized flexibility
toward manage market requirements. These issues should be satisfied by minimizing
time, cost, andmodularity index. This paper has proposed aMulti-Objective Squirrel
Search Algorithm (MOSSA) to optimize the Reconfigurable Manufacturing System
(RMS) design. To empower the RMS performance, three different objectives are
considered such as system cost minimization, system completion time minimiza-
tion, and system modularity maximization. The main objective of the research is
the optimization of RMS machine selection. The optimal selection of machines is
modular and observed as solitary of the most essential machineries of RMS. The
optimal selection of machines is to generate at a high volume though consuming
the capability to process operations otherwise parts within the invention family.
The proposed methodology is utilized to select a set of modular machines from a
machine and the required set of design that consist these machines. This projected
methodology is validated by numerical analysis.

Keywords Reconfigurable manufacturing system · Squirrel search algorithm ·
Reconfigurable machine tool · Cost · Time · And modularity index

1 Introduction

The intensity of market formation these days goes hand in hand with cost and time
productivity as it is naturally harmless [1]. The distribution of the reportOurCommon
Future through the United Nations in 1987 recognized the most usually utilized
meaning of fair progress, “the ability of people to solve their problems in the future

N. Swamy (B) · A. T. Gouda · R. H. M. S. Swamy
Department of Mechanical Engineering, RYMEC, Ballari, India
e-mail: swamyrockers@gmail.com

U. M. Daivagna
Department of Mechanical Engineering, BITM, Ballari, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
V. Krishna et al. (eds.), Recent Advances in Hybrid and Electric Automotive
Technologies, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-19-2091-2_10

99

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2091-2_10&domain=pdf
mailto:swamyrockers@gmail.com
https://doi.org/10.1007/978-981-19-2091-2_10


100 N. Swamy et al.

without compromising the problems of the present.” Maintenance potential applies
to many locations including design, assembling, and planning. RMS is a most recent
assembly models that consider a few perspectives, for example, the standards of
the two assembly structures, separately, dedicated to the transitional market varia-
tions, financial globalization, form customization, speedy mechanical development
changes, in addition of late friendly and natural variations. Flexible Manufacturing
system (FMS) and Dedicated Manufacturing System (DMS) are brilliant improve-
ments. “RMS aims to integrate FMS’s high adaptability capability with DMS’s high
build rate,” due to its adaptive design and graph center [2]. Modular product design
(MPD) is the best strategy to produce a large product variety. MPD’s configuration
phase represents a key step for mass customization because it allows customers to be
integrated into the value creation process [3]. A reconfigurablemanufacturing system
(RMS) is a manufacturing paradigm that is proven to be time and cost-effectively
adaptable to a wide range of market changes due to its customizable capacity and
functionality [4].

Of late, RMS is believed to be the most relevant standard with prerequisites
for support. RMS is also known as ‘reconfiguration’, which has various properties
such as modularity: a measured design for equipment components and program-
ming, integration: a custom interface that helps to effectively integrate modules
and machines, customization: basic adaptation around an item family, adaptability:
improving usability over the long-term capacity, each of these attributes provides the
required amount of response to an RMS according to different levels [5]. In this way,
the idea of RMS has received extensive consideration among established researchers,
with some 60%of logical documents being distributed somewhere between 2010 and
2017. Including the course of operation of RMS design inquiry machines, hardware
selection, and operational tasks affecting the exhibition of assembly companies. RMS
configuration analysis is important for the assembly business for two reasons [3]. The
six characteristics, modularity, Integrability, and Diagnosability are essential char-
acteristics that allow rapid reconfiguration [6]. First and foremost, RMS configura-
tion analysis is fundamental to achieving high adaptation, dynamic market interest,
expanding customization, better products, interchangeable clusters, and extended
item life cycles critical to expanded assembling intensity. Besides, studies suggest
that RMS setup triggers more advanced execution when varied with conventional
generating framework arrangements, including performance, responsiveness, and
cost. Previous attempts at multi-target explanation for RMS system investigation
have zero and dominate genetic algorithms (GA) [7]. Similarly, it reads the GAs
applied to review how tasks are assigned to machines/stages, while at the same time,
restricting the size of the machines used to come to a certain limit or increasing the
configuration limit for a convinced number of machines. Similarly, the usage aimed
at RMS-CA is random, and does not include multi-objective development, in addi-
tion, requires substantial computational exertions toward show up in arrangements
in this manner. As a result, new efficient technology is needed to improve RMS
performance with productivity. Researchers have investigated various RMS existing
literature in order to get an idea of the present amount of research in this domain. We
will try to do our best to showcase the most important research publications related
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to RMS in this section, with a priority on the problem at hand and the proposed
algorithm to tackle it.

The remaining section of the article is pre-arranged as surveys, Sect. 2 provides
the literature review of the related papers. The problem formulation of the RMS
configuration is presented in Sect. 3. A detailed description of the objective function
and the proposed method is given in Sect. 4. The arithmetical analysis of the paper
is given in Sect. 5. The conclusion of the paper is presented in Sect. 5.

2 Literature Review

Different kinds of methods are developed by the researcher to reconfigure the RMS
system efficiently. Some of the methods are reviewed in this section.

Massim et al. [8] have presented a heuristic-based nonlinearmixed-integermethod
to optimize modularity and integrability in a sustainable RMS environment. This
approach was selected to optimize the energy consumption in an RMS with the
consideration of integrability and modularity, this objective function was used to
reduce the energy issue. Dou et al. [9] have introduced, a multi-objective particle
swarm optimization (MoPSO) case that shows the adequacy of MoPSO. The similar
outcomes amongMoPSOand non-dominated sorting genetic algorithm II (NSGA-II)
against eight issues show that the MoPSO outflanks the NSGA-II in both arrange-
ment quality and calculation effectiveness for the coordinated advancement issue.
Battaia et al. [10] have introduced a cost optimization issue for streamlines outfitted
with reconfigurable machines which convey turrets, machining modules, and single
shafts. The objective has to limit hardware cost while arriving at a given yield and
fulfilling everyone’s requirements. A Mixed Integer Program (MIP) was created for
the thought about improvement issues. Khettabi et al. [11] have introduced nonlinear
multi-objective integer program (NL-MOIP), where four destinations were limited
separately, the all-out creation cost, the absolute creation time, the measure of the
ozone harming substances discharged by machines, and the unsafe fluid squanders.
Second, to tackle the issue, introduced four adjusted adaptations of developmental
methodologies, specifically two forms of the notable random weighted genetic algo-
rithms (RWGA), weighted genetic algorithms (WGA) and non-dominated sorting
genetic algorithm (NSGA-II and NSGA-III). Pal Singh et al. [12] have introduced
another measurement for item stream setup choice for RMS that thinks about nine
modernly applicable significant elements. The created strategy of CPM gives the
client to select either an abstract or a targeted way to deal with allotting reason-
able loads for every one of the nine-execution measurements. Created CPM has been
applied in amechanical climatewith the help of an assembling organization by taking
two contextual investigation parts and substitute arrangements to lead the review.
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3 Problem Formulation

Mainly, RMS is designed to improve responsiveness to customer variations and
markets through customized flexibility in the manufacturing system design. To
empower higher production rates and provide faster throughput, the improvement of
flexibility in RMS is essential. This kind of alteration is described as a key behavior of
a reconfigurable system emphasis. The flexibility improvement should be considered
different types of products such as tools, configurations, tasks, modules, and different
machines. Additionally, the main process of the system strategy is to choose a set of
machines that are combined in the production procedure. This research develops a
multi-objective SSA method for the optimal RMS machine selection. In the RMS,
RMT is an essential machine that is modular. The different parts of the reconfigurable
machine are illustrated in Fig. 1.

In Fig. 1, two types of modules are considered such as auxiliary module and basic
module. An auxiliary module can be removed or added and it is called a reconfig-
urable component in the RMT. Normally, this module is defined as motion-providing
modules and kinematic modules like spindle heads, angle structures, tool changers,
and adapter plates. In basic modules, it can be a fixed component in the RMT and it is
normally structural like columns, bases, and slideways. The RMT aims to generate at
a high volume and it can produce parts or operations within an RMS system [13]. The
RMTcan be changed by required hardware and softwaremodule variations to various
positions. Hence, the proposed methodology is utilized to select a set of segmental
machines after the incline of identified additional candidate machines for designing

Module 3

Basic Module 2 Basic Module 3Basic Module 1

Module 7

Module 8

Module 6 Module 9

Module 1 Module 4

Module 5Module 2

Configuration 1

Configuration 2

Reconfigurable part

Basic part

RMT

Fig. 1 Reconfigurable machine with various parts



Design Evaluation in Reconfigurable Manufacturing System … 103

a new configurable system. A detailed description of the proposed methodology is
presented in the below section.

4 Proposed System Module

This research proposed a multi-objective SSA method for machine chosen issue in
the RMS design with the consideration of the single-product case. To analyze the
proposed methodology, the product is considered which contains N features. Every
feature is containing different operations which are formulated as follows:

K = (K = 1, . . . , N )NOPFK (1)

where K can be described as features and NOPFK can be described as a number
of operations of the feature FK . The operations consisting of common operation
(COPs) in the RMS structure. The issue of the proposed methodology can be
formulated as follows:

OpK
U

(
K = 1, . . . NOPFK , U = 1, . . . , N

)
(2)

Set of machines

MJ = (
J = 1, . . . , NM

)
(3)

Constraint to

(
NMod ≤ Num

)
(4)

whereMJ can be considered as a set ofmachines,OpK
U can be described as operations

of features, Num can be described as a limited number of modules, and NMod can
be described as a total number of distinct auxiliary modules. Every machine has a
different configuration and it contains different functionalities. Hence, the optimal
set of machines is selected based on their process. Initially, detection of the machine
operation associated with that process can be achieved in the RMS system. After that,
recognize the presence of every auxiliary unit required for the scheme. Additionally,
the sequence and order of operations are computed. The above mentioned problems
are the minimization of completion time, maximization of the system modularity,
and total cost of the production process.
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4.1 Objective Function

To design an optimal RMS structure, three different types of objective functions are
considered such as system cost minimization, system completion time minimiza-
tion, and systemmodularity maximization. The detailed formulation of the objective
functions is presented in this section.

4.1.1 System Cost Minimization

The system cost minimization is considered as a first objective function which
consists of three cost functions such as configuration changing cost, auxiliarymodule
use cost, basic module cost, and machine exploitation cost [14].

Configuration changing cost
The configuration changing cost is defined as the generator cost for changing

configuration from one to another, which is formulated as follows:

CCC =
OPT N∑

U=0

Num∑

I=0

∣
∣∣∣∣
mcModR[MJ ][C1(U )][aModI ]

−mcModr
[
M ′

J

]
C ′
1

(
U ′)[aMod ′

J

]

∣
∣∣∣∣
× α (5)

where aMod ′
J can be described as an auxiliary unit for the machine J which equals 1

if the machine J required unit 0, otherwise, C1 can be described as the configuration
of the machine, OPT N can be considered as the total number of operations for
complete operations, cost of machines is described as mc and a is computed as
follows:

α = NModI × ModhCI (6)

where ModhCI is described as the modeling cost of the machines.

Auxiliary module use cost

The auxiliary module use cost can be a cost incurred if utilizing a specified design
for a single time unit. It is formulated as follows:

AMC =
OPT N∑

U=0

Num∑

I=0

∣∣∣∣
∣
ModOp[OpU ][aModI ] − AMC

[
aMod ′

J

]

× P(time)MJ
(
OpK

U

)[
C J
1

(
OpK

U

)]

∣∣∣∣
∣

(7)

Basic module cost

BMC =
OPT N∑

U=0

Num∑

I=0

BMCR
J × σ × P(time)MJ

(
OpK

U

)[
C J
1

(
OpK

U

)]
(8)
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where BMC can be described as the cost of utilizing a basic module R of machine
j intended for a single time unit and σ = 1 can be described as the machine J to the
processing operation U .

Machine exploitation cost

It is defined as the cost that happened when using any specified machine for a given
operation. This cost is formulated as follows:

MEC =
OPT N∑

U=0

muC
[
MJ

(
OpK

U

) + mcC[MJ (OpU )]
[
M ′

J Op′
U

]]
(9)

where muCMJ
(
OpK

U

)
can be described as machine use cost and mcC can be

described as machine changing cost. From the formulations, the first objective
function is formulated as follows:

FF1 = Min((Cost)) (10)

= CCC + AMC + BMC + MEC (11)

4.1.2 System Completion Time Minimization

System completion time is considered as the second objective function which
contains operation processing time, tool changeover time, configuration change time,
and machine change time.

Operation processing time

PT =
N∑

K=1

NFK∑

U=1

P(time)MJ
(
OpK

U

)[
C J
1

(
OpK

U

)]
(12)

Tool changeover time

TCT =
OPT N∑

U=0

T (T ime)
[
[TR(OpU )]

[
T ′
ROp′

U

]]
(13)
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Configuration change time

CCT =
OPT N∑

U=0

Num∑

I=0

∣∣∣
∣∣
mcModR[MJ ][C1(U )][aModI ]

−mcModr
[
M ′

J

]
C ′
1

(
U ′)[aMod ′

J

]

∣∣∣
∣∣
× ModHTI (14)

where ModR[MJ ] can be described as a three-dimensional matrix which is a rela-
tionship among a machine in the auxiliary module, ModHTI can be described as
module handling time.

Machine change time

MCT =
N∑

K=1

NFK∑

U=1

MC(time)MJ
(
OpK

U

)[
MJ

1

(
OpK

U

)]
(15)

From the formulations, the second objective function is formulated as follows:

FF2 = Min(F(T ime)) (16)

= PT + TCT + CCT + MCT (17)

4.1.3 System Modularity Maximization

The system modularity index is considered as the third objective function which
consists of Machine–module relationship, Number of shared modules, Product–
module relationship, Process plan–machine relationship, andProduct family–module
relationship. This objective function is presented in this section.

Machine–module relationship

CMod =
Num∑

I=0

Nsm∑

I=0

aMod ′
J

N SM
(18)

where NSM can be described as a RMS design selected machines.

Number of shared modules

SMod =
Num∑

I=0

NModI
∑OPT N

U=0

∑T NC
I=0 |mcModR[MJ ][C1][aModI ]|

(19)
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where NModI can be described as a number of obtainable incidences of a specified
auxiliary design I and T NC can be described as a total number of configurations.

Product–module relationship

PMod =
OPT N∑

U=0

∑Num
U=0

(
NModI × aModU

I

)

NModOpU × Num
(20)

Process plan–machine relationship

DF = 1
∑NSM

J=0

∑OPT N
U=0 (MJ(OpK

U ))
NSM

(21)

Product family–module relationship

FMod =
Num∑

I=0

Ncop∑

Cop=0

aModcop
I

Ncop × Num
(22)

where Ncop can be described as the number of common operations. From the
formulations, the third objective function is formulated as follows:

FF3 = Max(F(Modulari t y)) (23)

= DF × (SMod + PMod) + CMod + FMod (24)

4.2 Squirrel Search Algorithm

In the SSA, the search procedure starts when foraging characteristics are started in
flying squirrels. In the warm weather (autumn) condition, the squirrel searches for
food resources with the consideration of the gliding process from one tree to another
tree. In hot weather conditions, the flying squirrel search to achieve daily energy
requirements very fast. Once completing daily energy needs, they start to collect
optimal food sources for warm weather conditions. In the weather condition, the
hickory nut helps to maintain their daily energy requirements which decreases the
foraging costs and improves the survival probability condition. In the winter condi-
tion, leaf covers loss is an augmented danger of predation, henceforth, flying squirrels
are less active but do not overwinter. Once the midwinter season is completed, the
flying squirrels change to inactive condition. This is defined as the repetitive process
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and lifecycle of the flying squirrels [15]. In the SSA, some of the assumptions should
be considered for developing a mathematical model which is presented as follows:

A flying squirrels are considered in a forest in addition each squirrel can be
presented in each tree.

Each and every flying squirrel is searching intended for food separately in addi-
tion optimally used obtainable food capitals through processing a lively foraging
characteristic.

In the SSA, the three types of trees are considered such as a normal tree, oak tree,
and hickory tree.

The considered forest area is assumed to contain one hickory tree and three oak
trees.

Step by step procedure of SSA

In the SSA, the random location initialization of flying squirrel is an initial step. The
flying squirrel location is denoted as a vector and dimensional search space.

Step 1: Random initialization

The location of the flying squirrels in the forest is mentioned by the vector. The flying
squirrels can be formulated as follows:

S =

⎡

⎢⎢
⎢⎢⎢
⎣

S1,1 S1,2 . . . . . . S1,D
S2,1 S2,2 . . . . . . S2,D
. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .

SN ,1 SN ,2 . . . . . . SN ,D

⎤

⎥⎥
⎥⎥⎥
⎦

(25)

where flying squirrel location is mentioned as SI,J , Jth dimension of Ith. The initial
location of the squirrel is formulated as follows:

SI = SL +U (0, 1) × (SU − SL) (26)

where the SU can be represented as upper bounds, SL can be represented as lower
bound of squirrels in the J th dimension, random number is denoted asU (0, 1)which
is in the range of [0,1].

Step 2: Fitness Evaluation

In the flying squirrel, fitness is considered as the location of each squirrel which is
computed by putting the parameters of the solution vector (RMS design parameter)
into a fitness function. The fitness function is formulated as follows:

FF = A.Min(F(Cost)) + B.Min(F(T ime)) + C.Max(F(Modulari t y))
(27)
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The fitness function-based parameters are stored in the array which is formulated
as follows:

FF(S) =

⎡

⎢⎢⎢
⎢⎢
⎣

F1
([
S1,1, S1,2, . . . , S1,D

])

F2
([
S1,1, S1,2, . . . , S2,D

])

. . .

. . .

FN
([
SN ,1, SN ,2, . . . , SN ,D

])

⎤

⎥⎥⎥
⎥⎥
⎦

(28)

Based on the foraging behavior, the fitness parameter of every squirrel is
computed. Additionally, the fitness value is dependent on the squirrel’s location
which is computed from the best food source. Three kinds of food sources are obtain-
able, such as normal tree (squirrel is on the normal tree), acorn tree (normal food
source), and in addition, hickory tree (optimal food source). The optimal location
also depends on their probability function [16].

Step 3: Random selection, declaration, and sorting

The optimal location of the squirrels is stored in the array. After that, it is sorted in
ascending order. The best fitness value of SSA is described as a hickory nut tree. The
following best fitness value of SSA is described as acorn nuts, it tries to change to
hickory nut tree. The extra squirrels can be considered as the final fitness value which
is taken as normal trees. By adding the random selection, approximately squirrels are
change to hickory nut trees which assumes that they have satisfied their day-to-day
dynamism needs. This foraging characteristic of squirrels is continuously pretentious
with the consideration of marauders. These normal characteristics are designed by
considering the location updating technique with the probability function of the
predator [17].

Step 4: Generate new locations

The generating of the new location depends on the three different situations in the
dynamic foraging behavior such as the presence of predators which creates cautions
and is forced to utilizeminor randomwalks, squirrel gliders, and hunts professionally
through the forest and the absence of predator.

Scenario 1: In the present scenario, the squirrels are presented in acorn nut trees
which move to the hickory tree. In this condition, the squirrel’s new location is
computed by the following equation:

ST+1
AT =

{
STAT + dg × gC × (

STHT − STAT
)
r1 ≥ PDP

Random location otherwise
(29)

where STHT can be described as a location of a flying squirrel in a hickory nut tree, r1
can be described as a random number, dg can be described as the gliding distance,
and T can be described as the current iteration. The balance between exploitation and
exploration is computed with the consideration of the constant value of gliding (gC).
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The gliding constant value has affected the performance of the proposed technique.
This constant value is taken as 1.9 which is computed with the consideration of
rigorous analysis.

Scenario 2: In this scenario, the flying squirrels are moved to the acorn nut trees
to achieve the required food. In this condition, the new location is computed based
on the below conditions

ST+1
NT =

{
STNT + dg × gC × (

STAT − STNT

)
r2 ≥ PDP

Random location otherwise
(30)

Here, the r2 can be described as a random parameter in the variety [0,1].
Scenario 3: In this sitution, the squirrels are on normal trees which previously

spent acorn nuts may change near hickory nut trees to store hickory nuts that can
be considered at the period of food shortage. The new site of squirrels is achieved
follows:

ST+1
NT =

{
STNT + dg × gC × (

STHT − STNT

)
r3 ≥ PDP

Random location otherwise
(31)

Here, the r3 can be described as an arbitrary parameter in the period [0,1]. PDP

can be described as a probability function taken as 0.1 for three scenarios.

4.2.1 Aerodynamics of Gliding

The slithering process of squirrels can be presented with the consideration of equi-
librium glide. It is the summation of drag (D) and Lift (L) force and it makes the
resultant force (R) whose magnitude is opposite and equal to the way which depends
on squirrel weight. The lift to drag ratio is presented as follows:

L

D
= 1

tan θ
(32)

where θ can be described as glide angle. The flying squirrels can improve their
slither way distancewhich increases the drag ratio. The lift outcomes fromdownward
deflection are presented as follows:

L = 1

2ρclv2s
(33)

where s can be described as the surface area of the body (i.e., 154 cm2), speed is
denoted by v = 5.25 ms−1, lift coefficient can be denoted as cl , and density of air is
denoted as ρ = 1.204 kg m−3. The frictional drag can be presented as follows:
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D = 1

2ρclv2scd
(34)

where cd can be represented as frictional drag coefficient. At sluggish speed, the
drag parameter can be high. Similarly, at a huge speed, it develops smaller. The glide
angle at a steady state can be computed as follows:

∅ = arctan

(
D

L

)
(35)

The gliding distance is computed based on the below equation,

dg =
(

Hg

tan θ

)
(36)

where Hg can be considered as a loss in height which is taken as 8 m.

4.2.2 Seasonal Monitoring Scenario

In theSSA, seasonal variationsmeaningfully touch the scavenging action of squirrels.
They affect heat loss at very low temperatures. The seasonal constant value should
be considered to enhance the performance which is presented as follows:

STC =
√√√√

D∑

K=1

(
STAT,K − STHT,K

)2
(37)

where T = 1, 2, 3.

4.2.3 Random Rearrangement at the End of the Winter Period

The relocation of the flying squirrels is designed with the below equation

SnewNT = SL + Levy(N ) × (SU − SL) (38)

where the levy can be described as a levy distribution function that empowers the
best and well-organized search space exploration. Levy distribution function can be
presented as follows:

L(S, γ, μ) =
{√

γ

2π exp
[
− γ

2(s−μ)

]
1

(s−μ)3/2
0 < μ < s < ∞

0 otherwise
(39)
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where μ, γ > 0, μ can be described shift parameter, γ can be described as the scale
parameter. The levy flight can be computed as follows:

Levy(x) = 0.01 × ra × σ
∣∣rb

∣∣
1
β

(40)

where β can be considered as constant (i.e. 1.5), rb and ra can be described as two
usually dispersed arbitrary statistics in [0,1].

σ =
⎡

⎢
⎣

	(1 + β) × sin
(

πβ

2

)

	
(
1+β

2

)
× β × 2

(
β−1
2

)

⎤

⎥
⎦

1
β

(41)

where 	(x) = (x − 1)!

4.2.4 Stopping Condition

Broadmindness is a usually utilized convergence condition in which allowable but
small threshold parameter can be defined among the last two upcoming outcomes. In
this condition, maximum iteration is checked. Based on the algorithm, the optimal
RMS design parameters are selected. Once complete, the MOSSA algorithm orga-
nizes a set of explanations that are given to the decision-maker in the manufacturing
industry.

5 Result and Discussion

In this section, the performance of the proposed methodology is evaluated and
compared. The simulation is carried out withMATLAB 2021a on an i5machine with
4 GB of RAM. To evaluate the proposed methodology, an RMS module library with
six auxiliary modules and four basic modules are considered. The product consists of
four important features that are required to do five, four, three, and two operations.
Every operation required the tools which are presented in Table 1. The proposed
implementation parameters are presented in Table 2. The candidate machine config-
uration is presented in Table 3. The three objective function parameters are evaluated
in Table 4 (Fig. 2).

The objective functions are achieved and reconfigured with the RMS design with
the help of a multi-objective SSA algorithm. The RMS system is reconfigured by
considering three objective functions such as time, cost, and modularity index. With
the help of the proposed methodology, the optimal parameters are selected and the
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Table 1 Tool Requirements for every operation

S. No. Operations Features NModI Required Tool

1 Operation 1 Feature 4 2 Tool 3

2 Operation 2 3 Tool 4

3 Operation 3 1 Tool 1

4 Operation 1 Feature 3 3 Tool 1

5 Operation 2 2 Tool 5

6 Operation 3 1 Tool 1

7 Operation 4 1 Tool 5

8 Operation 5 2 Tool 2

9 Operation 1 Feature 2 3 Tool 1

10 Operation 2 3 Tool 5

11 Operation 3 2 Tool 4

12 Operation 4 2 Tool 1

13 Operation 5 3 Tool 4

14 Operation 1 Feature 1 2 Tool 1

15 Operation 2 3 Tool 5

Table 2 Implementation
parameters of the proposed
method

S. No. Description Parameters

1 Number of iterations 1000

2 Hard limit 10

3 Soft limit 20

4 Minimum temperature 1

5 Maximum temperature 5000

6 Cooling rate 95%

7 Perturbation rate 45%

RMS system is reconfigured. This proposed methodology is validated by numerical
analysis. The best solution in terms of the cost function is with the machines (M1M2
M3 M4 M7 M8 M10) with the less value of 56,601.95. The best modularity index
is obtained with the machines (M1 M2 M3 M4 M7 M8 M10) with the high value of
20.1, and in terms of time, the function is obtained with the machines (M1 M2 M3
M4 M7 M8 M10) with the less value of 4837. In the future, an efficient method will
be developed to reduce the cost and time compared with the proposed methodology.
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Table 3 Machine specifications

Machines Auxiliary
modules

Basic modules Using cost Tools Configuration

Machine 1 A1, A2,
A5

B1, B2 50 T1, T2, T3, T4,
T5

C1

A1, A2,
A3

C2

A1, A2,
A4

C3

Machine 2 A3, A4 B1, B4 20 T3, T5 C1

A1, A4 C2

A1, A4,
A5

C3

A2, A3,
A4

C4

Machine 3 A1, A3,
A4, A5

B1, B3 25 T4 C1

A1, A2,
A3, A6

C2

Machine 4 A1, A3,
A4

B1 22 T3 C1

Machine 5 A3, A5,
A6

B3 30 T2 C1

Machine 6 A2, A3,
A4, A5

B2, B3 19 T3 C1

A2, A3,
A1, A6

C2

Machine 7 A2, A3,
A5

B2 26 T2 C1

Machine 8 A4, A5,
A6

B4 39 T3, T4 C1

A3, A4,
A5

C2

A3, A4,
A6

C3

Machine 9 A1, A3 B1, B3 36 T2, T3 C1

A1, A3,
A6

C2

Machine 10 A1, A2 B2 24 T3, T4 C1

A2, A5,
A6

C2
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Table 4 Proposed selected values based on objective functions

S. No. Objective 1 (cost
function)

Objective 2
(time function)

Objective 3
(modularity
index)

Solution Chosen machine
sets

1 66,189.85 4886 18.99 A M1 M2 M3 M4
M7 M8 M10

2 64,936.05 4865 15.29 B M1 M2 M4 M5
M8 M10

3 64,775.25 4884 11.69 C M1 M2 M4 M5
M8 M10

4 64,861.35 4948 12.32 D M1 M2 M4 M5
M8 M10

5 64,881.85 4886 14.10 E M1 M2 M4 M5
M8 M10

6 77,170.85 5558 19.22 F M1 M2 M3 M4
M7 M8 M10

7 65,491.25 4905 16.39 G M1 M2 M3 M4
M7 M8 M10

8 66,345.45 4852 13.72 H M1 M2 M3 M4
M7 M8 M10

9 67,072.05 4885 15.78 I M1 M2 M3 M4
M7 M8 M10

10 67,088.65 4885 17.53 J M1 M2 M3 M4
M7 M8 M10

11 64,927.85 4865 14.14 K M1 M2 M4 M5
M8 M10

12 64,425.45 4837 14.98 L M1 M2 M3 M4
M7 M8 M10

13 64,880.05 4857 9.51 M M1 M2 M4 M5
M8 M10

14 66,182.65 4926 18.10 N M1 M2 M3 M4
M7 M8 M10

15 58,097.05 5113 14.59 O M1 M2 M4 M8
M9 M10

16 61,411.35 5231 15.23 P M1 M2 M3 M4
M7 M8

17 56,881.25 5023 13.35 Q M1 M2 M3 M5
M8 M10

18 56,601.95 4926 12.81 R M1 M2 M3 M4
M7 M8 M10

19 58,094.65 4985 14.31 S M1 M2 M3 M7
M8 M10

20 72,470.55 5119 20.01 T M1 M2 M3 M4
M7 M8 M10
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Fig. 2 Convergence analysis of the proposed method

6 Conclusions

This paper has proposed a MOSSA to optimize the RMS design. To empower the
RMS performance, three different objectives are considered, such as system cost
minimization, system completion time minimization, and system modularity maxi-
mization. The main objective of the research is the optimization of RMS machine
selection. The optimal selection of machines is modular and observed as unique of
the most essential mechanisms of RMS. The optimal selection of machines can be
to produce at a high volume though consuming the capability to generate operations
or parts within the product family. The proposed methodology has been utilized to
select a set of modular machines from a machine and, the required set of compo-
nents that comprise these machineries. This proposed methodology is validated by
numerical analysis. The best solution in terms of the cost function is obtained with
the machines (M1 M2 M3 M4 M7 M8 M10) with the less value of 56,601.95. The
best modularity index is obtained with the machines (M1 M2 M3 M4 M7 M8 M10)
with the high value of 20.1, and in terms of time, the function is obtained with the
machines (M1 M2 M3 M4 M7 M8 M10) with the less value of 4837. In the future,
an efficient method will be developed to reduce the cost and time compared with the
proposed methodology.
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Development of Drive Cycle
and Resultant Powertrain Calculations
of Electric Bicycle

Tejas Savadi, V. N. Abhilash, Kean Fernandes, and Sharanbassappa S. Patil

Abstract To model the powertrain for an electric bicycle, it was observed that the
drive cycle was a critical input required to get accurate results. While trying to
find a priorly available drive cycle in the past literature, it was observed that there
were no good reference points for powertrain calculations of an electric bicycle and
the corresponding drive cycle used. Hence, this paper demonstrates the process of
creating a drive cycle that is used to then obtain the powertrain requirements of an
electric bicycle. The process of creating a drive cycle consists of data collection,
analysis, and generation of the final drive cycle. The features of the drive cycle are
compared with standard drive cycles like World Motorcycle Drive Cycle (WMTC).
This drive cycle is then used as input to a powertrain model which was built. The
powertrainmodel consists of 4 components, namely the chassis, transmission, motor,
and battery. The salient features of each individual component are explained briefly.
The battery and motor requirements pertaining to our unique inputs are shown and
the variation of battery power with respect to bicycle speed is explained graphically.

Keywords Drive cycle · Powertrain · Electric bicycle · Micro-trips · Motor power

1 Introduction

Drive cycle is a critical component of the vehicle representing the traffic behavior.
To obtain, the driving cycle is a representative plot of the driving behavior of a given
city or a region and is characterized by speed and acceleration versus time.

As part of our project, we need to obtain the powertrain parameters like wheel
speed, motor torque, motor speed, motor power, and battery capacity for our electric
bike. A drive cycle is needed as input for our powertrain model. Online resources and
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papers yielded drive cycles that did not fit our requirements in speed and acceleration
pertaining to an e-bike [1]. All of the online resources and paper had redundancies
when it came to velocity and acceleration generally, the velocity being too high as they
were donewithmotor cars andbikes inmindwhile also not having a realistic portrayal
of acceleration changes in real-time traffic. For example, the Indian Drive Cycle
(IDC) assumes all vehicle activities to be homogeneous irrespective of variations
in traffic and driving characteristics. Since the driving pattern varies from region to
region and vehicle to vehicle and the data pertaining to this is not available readily,
the most accurate results would be obtained with a custom drive cycle which can
then be used to model the powertrain.

2 Methodology

The most common characteristic related to methodology to develop the cycle as
seen in Kamble and Mathew [2] is by taking into account various parameters like
average speed, percentage time spent accelerating, percentage time spent idle, etc.
The steps involved in this methodology are a collection of driving data (speed–time),
generation of micro-trips, data analysis, and construction of the driving cycle.

Data is collected using a mounted sensor on an electric bike which is taken by an
operator for repeated trips on selected routes. The data is collected at varying times
to get a good distribution of traffic conditions during peak and non-peak hours. From
this data, speed, time, and distance values are obtained.

Further on, another facet shown in [1] is that the development of a drive cycle is
dependent on micro-trips which are representative of the existing traffic conditions.
To generate these micro-trips, the period in between two periods of rest is considered
as one micro-trip. Taking this into account, all the data collected is split into micro-
trips with their individual speed–time data. Analysis of the data is then done in two
parts, first on the base data which is the total data collected, and second on each
individual micro-trip generated.

For analysis, acceleration frequency matrices need to be made which requires
us to calculate acceleration at each interval from the speed–time data. Next, data
analysis of our obtained acceleration values needed to be carried out to see whether
the data obtained was valid and usable for our purposes. This means checking for
anomalies in any of the acceleration values exceeding sensible values. On doing a
basic analysis of these acceleration values, multiple intervals had acceleration greater
than 4 m/s2. Also, maximum acceleration was in values greater than 9.8 m/s2 which
is physically impossible. To offset this issue, the abnormal data was removed and
replaced with values obtained through interpolation. Once the validation of obtained
data was completed, next, analysis of the base data collected and micro-trips needed
to be done.

To obtain parameters, an acceleration frequency matrix is made for the base data
and then normalized so that they can be compared later. From the normalized matrix,
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Table 1 Drive cycle
parameters of base data

Percentage acceleration 40.00761

Percentage deceleration 35.64055

Percentage cruise 24.35184

parameters like percentage acceleration, percentage deceleration, and percentage
cruise are calculated as shown (Table 1).

Subsequently, similar parameter values are calculated for each individual micro-
trip and tabulated. Out of 51 micro-trips, 8 micro-trips with parameters similar to the
base data parameters were chosen and combined to generate the drive cycle (Fig. 1
and Table 2).

Characteristics of the generated drive cycle:
Percentage acceleration: 41.69014, Duration: 2130 s
Percentage deceleration: 35.77465, Total Distance: 9.6 km
Percentage idle: 22.53521
Using SCILAB-XCos, we made a powertrain model to get values like wheel

speed, motor torque, battery capacity, etc.
To calculate battery power required, the energy flow from chassis to the battery

as shown in the figure is used. The chassis model consists of two components, wheel
torque and wheel speed, with the input as our custom drive cycle mentioned earlier.
To calculate the wheel torque, we take the product of the sum of the resistance forces

Fig. 1 User-generated drive cycle

Table 2 Comparison of drive
cycle parameters with
WMTC drive cycle [3]

Custom drive cycle WMTC drive cycle

Percentage
acceleration

41.69014 30.22

Percentage
deceleration

35.77465 33.22

Percentage cruise or
idle

22.53521 36.72

Total time 2130 s 1800 s

Total distance 9.6 km 28.8 km
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Fig. 2 Energy flow diagram of power train model

acting on the bike and wheel radius, and to obtain wheel speed, we convert bike
speed from kmph to rpm (Fig. 2).

For the transmission model, taking the wheel torque and wheel speed as inputs,
we obtain motor torque and motor speed with the help of gear ratio and transmission
efficiency using the following formulas:

Motor Torque (Nm) = Wheel Torque/(Gear Ratio × Transmission Efficiency)

Motor Speed (RPM) = Wheel Speed × Gear Ratio

In the motor component, we calculate the output motor power by taking the
product of motor rpm in the form of radians/s and motor torque.

In the battery component, we integrate the motor power to get the battery capacity
which we divide with cell capacity to get the number of cells in parallel and divide
battery voltage by cell voltage to get the number of cells in series (Table 3).

The outputs generated by the steps described previously are tabulated and
displayed above.

Table 3 Motor and battery
requirements between
different drive cycles

Sl. No. Parameters WMTC Custom drive cycle

1 Motor

Peak torque (Nm) 22 20

Nominal torque
(Nm)

10 8

Peak power (W) 2100 1200

Nominal power (W) 800 260

Max speed (rpm) 820 820

Nominal speed (rpm) 400 500

2 Battery

No of cell (S,P) 10,4 10,4

Capacity (Ah) 12.5 11.3

3 Force acting on the
wheel (N)

280 220
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Fig. 3 Behavior of nominal power requirement at various speeds

Table 4 Nominal power
values at different speeds

Speeds (km/h) Power (Watts)

5 4.914

10 50.939

15 91.334

20 126.099

25 155.234

To show the behavior of power requirement at different speeds, we make a cluster
graph between speed and power values obtained from the powertrain after which a
rough best fit line is drawn to get a rough estimation of nominal power (Fig. 3).

Equation of the best fit line where y is power and x is the corresponding speed is
given by

y = −0.1126 ∗ x2 + 10.894 ∗ x − 46.741 (1)

Subsequently, the nominal power requirements for our motor at various speeds
up to our maximum speed of 25 km/h are calculated (Table 4).

We know empirically that power varies with the square of the speed, hence that’s
why we get quadratically increasing power values at increasing speeds according to
Eq. (1).

3 Conclusion

Here, we can see that the nominal power required by the motor at different speeds is
well within the 250W limit given by the guidelines with a reasonable variance, hence
we can assume that the drive cycle we use is suitable for our purposes. As observed
in Table 3, the motor peak and nominal power of our drive cycle are considerably
lesser owing to the fact that acceleration slopes are much steeper in theWMTC drive
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cycle which is not realistic for an E-Bike. Therefore, the values in the second column
are a much more accurate representation of our powertrain requirements.
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Dynamic Analysis of Electric Train Bogie
Using MATLAB Simulink

C. Prithvi, Surajgouda C. Policepatil, and Srinidhi Ramachandracharya

Abstract The dynamic analysis of Railway Bogies is an important field of research
in the design of Railcar to improve the ride comfort of the passengers. TheBogie used
in this research is Fabric Italina deAutomobil Torino, Switzerland (FIAT) Bogie used
by Indian Railways. The paper aims at dynamic analysis of the FIAT Bogie under
step input condition which simulates the repeated disturbances caused bywheel wear
due to fretting. The quarter suspension of the Bogie is modeled as a spring, mass,
and damper system with 3 degrees of freedom. The equations of motion are derived
for the model, and it is built accordingly in MATLAB Simulink. The parameters
and specifications of the FIAT Bogie obtained from the Indian Railway Manual are
assigned to the spring, mass and damper system, and it is simulated for a step input.
The displacement, velocity, and acceleration of the coach, Bogie frame, and wheel-
sets are obtained in time domain. The results show that majority of the vibrations
occur in thewheel-sets and theBogie frame. The suggestion for redesigning ofwheel-
sets and suspension system is suggested. Suspension system can be redesigned for
better ride comfort by the use of hydraulic actuator controlled by PID controller.

Keywords Electric train · FIAT bogie · LHB coach · Quarter suspension ·
Dynamic analysis

1 Introduction

The Indian Railways have been transporting passengers mainly through the coaches
of Integral Coach Factory (ICF) design since the beginning of the Railway era. But
the ICF coaches have limitations in terms of speed potential, poor riding comfort,
heavy corrosion, and frequent wearing of parts. To overcome these limitations the
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Indian Railways have introduced Linke Hofmann Busch (LHB) coaches which are
capable of overcoming the limitations of ICF coaches especially in terms of speed
potential and superior ride comfort.

The Indian Railways joined hands with M/s. ALSTOMLHB/Germany for design
and manufacturing of the LHB Coaches. In the year 2001, 24 coaches were supplied
which consisted of 19AC chair cars, 2 AC executive class chair cars, and 3 generators
cum brake vans. The Bogies used in these coaches are Fabric Italina de Automobil
Torino, Switzerland (FIAT) Bogies. The Bogies are manufactured byM/s. FIAT/SIG
Switzerland [1].

1.1 Need of This Research in Railways

The development in the field of Railways has been very slow, especially in India. The
world has come a long way in the field of automotive sector in terms of design and
technology, but no significant improvements have been done in the field of Railways.
Since Railway being one of the major mode of transport, there is a need for further
improvement in the design of the coaches.

Bogies are the important part of the coach because they carry the whole weight
of the Car body and are also responsible for transferring the disturbances from track
to the Car body which are in turn transferred to the passengers. The generation of
vibration is primarily due to irregularities in the track and excitation of the wheel
when running on the track. The irregularities may be in the form of defects in track
or the wheels and also due to presence of foreign substances on the track. Also due to
the long run, the surfaces of the wheel and track surfaces are not smooth, hence the
vibration occurs due to series of peaks and troughs. Vehicle suspension is the other
source of vibration in the train. The vibrations caused due to the above mentioned
factors affect the ride comfort of the passengers. Hence there is a need for analysis
and improvement of the Bogie for their advancement. In this work, FIAT Bogie is
used for analysis.

2 Structure of a Railway Coach

For effective modeling of any physical system, its structure should be studied prop-
erly. A Railway coach consists of 1 Car body and 2 Bogies. The Car body carries the
passengers or goods and the Bogie acts as the chassis of the coach. Figure 1 shows
a side view of a coach consisting of a Car body and a Bogie attached with two axle
wheel-sets, connected by primary and secondary suspension elements.
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Fig. 1 Structure of a railway coach [2]

2.1 Degrees of Freedom of a Coach

The types of motions occurring in a structure determine the transmission of forces
to its various parts. A rail coach has 6 Degrees of freedom, 3 linear, and 3 rotational
movements. Figure 2 represents the 6 degrees of freedomof theCar body in the spatial
views and shows the difference between 3 Linear and 3 rotational movements.

The longitudinal and pitching motions occur during acceleration and braking.
The lateral, yawing, and rolling motions occur while the train is taking a turn. The
vertical motion takes place when the Bogie passes through the disturbances on the
track or due to wheel wear. Sometimes these motions can occur simultaneously due
to a combination of the above-mentioned situations.

Fig. 2 Degrees of freedom (DoF) of a rail vehicle [3]
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2.2 Principles of Force Transmissions

Force transmission in the Bogie is as follows:

• Vertical forces: Body—bolster beam-secondary suspension—Bogie frame—
primary suspension—axles

• Lateral forces: Body—bolster beam—lateral damper—secondary springs—
Bogie frame—primary suspension—axles

• Longitudinal traction efforts and braking powers: Body—bolster beam—trac-
tion center—traction rods—traction lever—Bogie frame—primary suspension—
axles.

3 Analytical Modelling of the Quarter Suspension System

Any mechanical system can be modelled as a spring, mass, and damper system. The
accuracy of the results obtained from the model depends on how close the model
represents the physical system. The quarter suspension system of the FIAT Bogie is
modelled as a linear spring, mass, and damper system having 3 degrees of freedom.
Figure 3 represents the quarter suspension model of FIAT Bogie.

The mass of Car body is represented by m1. The equivalent secondary spring
stiffness is represented by k1 and its damping coefficient is represented by c1. The

Fig. 3 Quarter suspension
model of FIAT bogie [4]
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Fig. 4 Free body diagrams of the masses

mass of the Bogie frame is represented bym2. The equivalent primary spring stiffness
is represented by k2, and its damping coefficient is represented by c2. The mass
of the wheel-set is represented by m3, and its stiffness is represented by k3. The
displacements ofmassesm1,m2, andm3 are represented by u1, u2, and u3 respectively.
The track input is represented by t.

3.1 Free Body Diagrams

Free body diagrams help to analyze the various forces acting on the individual bodies
by freeing them by adjacent elements and replacing the elements with the forces.
Figure 4 represents the free body diagrams of masses m1, m2, and m3.

3.2 Equations of Motion

The equations of motion are derived using Newton’s second law of motion, i.e., sum
of all forces is equal to inertia force. The forces in the direction of motion are taken
as positive, and the forces opposite to the direction of motion are taken as negative.

The derived equations of motion are as follows:

m1ü1 = −c1(u̇1 − u̇2)− k1(u1 − u2) (1)

m2ü2 = −c1(u̇2 − u̇1)− c2(u̇2 − u̇3)− k1(u2 − u1)− k2(u2 − u3) (2)
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m3ü3 = −c2(u̇3 − u̇2)− k2(u3 − u2)− k3(u3 − t) (3)

The derived equations of motions are modelled using MATLAB Simulink.

4 Equivalent Simulink Model of the Quarter Suspension
System

To study the dynamic response of the quarter suspension system, it needs to be
simulated. MATLAB Simulink is used for the simulation. Figure 5 represents the
equivalent Simulink model of the quarter suspension system.

The parameters and specifications for the spring, mass, and damper are obtained
from Indian RailwayManual for LHBCoaches. Since this is a simulation of a quarter
suspension system, the masses are divided accordingly. Table 1 shows the values of
the parameters used for simulation. The system is simulated for the fixed parameters
of the system.

4.1 Step Input

The track or wheel disturbances are given as a step input for 0.2 s with amplitude
of 1 unit. The displacement, velocity, and acceleration of the system are obtained in
time domain. Figure 6 shows the type of input signal.

5 Results

5.1 Displacements of Masses m1, m2, and m3

Displacement results help to understand the motion of the masses about their mean
position. A maximum displacement of 1.6, 1.25, and 1.75 units is observed for the
Car body, Bogie frame, and the wheel-set respectively.

5.2 Velocities of Masses m1, m2, and m3

Velocity results give an idea of, with what velocity the masses are moving about
their mean position. The Car body displays a maximum velocity of 10 units for the
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Fig. 5 Equivalent Simulink model of quarter suspension

Table 1 Parameters and
specifications used for
simulation [5, 6]

Parameters Symbol Values

Mass of the car body m1 5200 kg

Mass of bogie frame m2 650 kg

Mass of the wheel-set m3 800 kg

Secondary spring stiffness k1 6.1 × 105 N/m

Primary spring stiffness k2 11 × 105 N/m

Stiffness of wheel-set k3 100 × 106 N/m

Secondary damping coefficient c1 40.2 × 103 N s/m

Primary damping coefficient c2 32.6 × 103 N s/m
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Fig. 6 Step input signal

excitation at the wheel. The Bogie frame and the wheel-set have maximum velocities
of 70 and 310 units respectively.

5.3 Accelerations of Masses m1, m2, and m3

Acceleration analysis of the masses gives an idea about the amount of jerk undergone
by themasses. TheCar body experiences almost no jerk.A sudden jerk of 10,000units
is observed at the Bogie frame when the wheels are excited. The jerk is experienced
just for a fraction of seconds.

5.4 Summary of Simulation Results

The results of the simulation are summarized in Table 2.
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Table 2 Results table Part Parameter Value

Car body Displacement 1.6 units

Velocity 10 units

Acceleration 0 units

Bogie frame Displacement 1.25 units

Velocity 70 units

Acceleration 10,000 units

Wheel-set Displacement 1.75 units

Velocity 310 units

Acceleration 125,000 units

6 Inference

From Fig. 7, the results show that major displacement takes place in the wheel sets
with the highest frequency but has a less settling time. The Car body has more
displacement compared to the Bogie frame which may affect the ride comfort.

Fig. 7 Displacement versus time plot
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Fig. 8 Velocity versus time plot

From Fig. 8, there is maximum velocity recorded for the wheel-sets with highest
settling time. The Car body has lowest velocity compared to the Bogie frame and
wheel-sets.

From Fig. 9, we can observe maximum acceleration in wheel-sets, which may
lead to jerk in the system. The Bogie frame also shows a minimum amount of
acceleration with lesser settling time. The Car body shows almost negligible amount
of acceleration, which indicates that the passengers do not feel jerk.

7 Conclusion

The results for simulation of quarter suspension of the FIAT Bogie show that the
wheel-sets have higher amplitudes of vibrations compared to the Car body and Bogie
frame. Therefore the wheel-sets can be redesigned to have better damping properties.
The web can be redesigned or the rim of the wheels can be reinforced with materials
having good damping properties.

Since the world is moving toward electric vehicles, which demand lightweight
structure, the Bogie frame can also be further optimized for weight and damping
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Fig. 9 Acceleration versus time plot

properties. Currently steel is being used whose composition is not disclosed by
the Railways. For reducing the weight aluminum alloy can be used and composite
structures can be used for the parts on which heavy forces are not acting.

TheCar body is observed to haveminimumvibration compared to its counterparts,
but it can be further optimized for better ride comfort by using an active suspension
systemordifferent damping techniques.Hydraulic actuator connected inparallelwith
secondary dampers controlled by PID is suggested as the active suspension system.
The hydraulic actuator will control the damping force on the connected parts by the
actuation of the piston, and this force will be regulated by the PID controller by its
tuned set points.

Therefore, there is a scope of work to improve the vibration characteristics of the
LHB Coach or designing of a new coach for improving ride comfort. In this work
the system is simulated only for step input, thus there is also scope for simulation of
the system for different types of inputs.
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Design and Development of Electric
Powertrain for a Proposed Three-Wheel
Personal Mobility Vehicle

Arvind Srivatsan Varadharajan, R. Shreekara, Suman Emmanuel Salins,
and Sharanabassappa S. Patil

Abstract This paper presents the design and development of the powertrain for a
three-wheeled electric vehicle having a tadpole configuration with rear wheel drive.
This three-wheeler, aimed at personal mobility, is designed for a top speed of 50
kmph with a range of 20–25 km per charge fueled by highly efficient Lithium-ion
batteries with a reduction ratio of 6.2:1 split into two stages and powered by a 6 kW
electric motor. Tractive force simulations for the prescribed vehicle parameters were
carried out using theQSS toolboxofMATLAB-Simulink by choosing the appropriate
drive cycle post the drive cycle analysis. Motor Sizing and Battery Sizing procedures
along with suitable reduction ratio ensured the perfect selection of motor and battery
pack combination for the required performance parameters and efficient output of
the system. Following sizing procedures, the various components of the drivetrain
were checked for interference and finally integrated on the swing-arm of the vehicle
post analysis of all the components involved.

Keywords Electric vehicle · Tadpole design · Range · Tractive force simulations ·
QSS toolbox · Drive cycle analysis · Reduction ratio · Motor sizing · Battery
sizing · Drivetrain integration

1 Introduction

In the present scenario, transportation accounts for one-fourth of all carbon emis-
sions. The transport sector is witnessing rapid growth and is expected to reach one-
third of the overall carbon emissions. Although developing countries have the fastest
growing fleets, the majority of them have no vehicle emissions standards, programs
and incentives in place to promote zero emission vehicles. Introduction of electric
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vehicles especially three wheelers for congested city traffic serves to be an excellent
alternative to combat the pollution caused by ICE vehicles. In order to achieve a
cleaner transport sector, a combination of measures such as well-designed cities,
increased usage of public transport and cleaner on-road fleets like electric vehicles
have to be implemented. Of the above-suggested measures, the introduction of Elec-
tric Buses, Electric Light duty Vehicles and Electric Two and Three Wheelers offers
a higher impact towards green mobility solutions. Thus, the first priority in moving
towards electric mobility is by replacing the present conventional two and three
wheelers with electric ones.

1.1 Electric Motor Versus IC Engine

The electric motor or an IC Engine are designed to convert one form of energy into
useful mechanical work to propel a vehicle.

The IC Engine: An IC engine, by design, must rotate to generate torque. It must
suck in air, compress it and remove it. This cannot be achieved at low RPM. A piston
makes power only 25% of the time and it has to pay for the remainder of the strokes.
So, it must rotate at a modest speed to generate ample power. ICEs convert linear
motion from pistons into rotational motion and hence have to overcome a lot of
internal friction. For this reason, ICE’s do not operate much below 700 RPM and
do not establish any serious torque until at least 1000 RPM and max torque around
3500 RPM.

The Electric Motor: Electric motors, on the other hand, include just wires and
magnets. When current is passed through the wire, it becomes a magnet, this pushes
against another magnet and develops force. More the current supply, more the force.
The greatest current usually runs at 0 RPM, as there’s practically zero resistance
in the wires. Compared to an ICE, they have very few components and very low
internal friction. Electric motors can also operate at any speed from 0 RPM up to
their maximum RPM. They have an almost constant torque profile from 0 RPM up
to their highest rated power (Figs. 1 and 2).

Fig. 1 A typical IC engine
performance curve
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Fig. 2 A typical electric motor performance curve

1.2 Electric Powertrain

The powertrain of any vehicle includes the components which generate the required
power and transmit the same to the wheels in order to propel the vehicle. In an
electric powertrain, the source of the propulsive energy arises from an electric motor.
The other major components in an electric powertrain include the battery pack,
transmission system and controllers.

1.3 Challenges in City Mobility—Last Mile Connectivity

Last Mile connectivity often describes the means of transport which is responsible
for getting people from various transportation hubs to their final destination. Environ-
mentalists are facing a lot of challenges as people often revert back to conventional
combustion vehicles. Electric vehicles, when used for this specific purpose, need not
worry about the range, charging facilities etc. while providing pollution-free rides.
Personalizing mobility by the introduction of electric two and three wheelers will
help in achieving a greener last mile connectivity.

1.4 Three Wheelers

Three wheelers have two different orientations namely:

• Tadpole: This orientation consists of two wheels in the front and a single wheel
in the rear.

• Delta: This orientation consists of two wheels in the rear and a single wheel in
the front (Figs. 3 and 4).



140 A. S. Varadharajan et al.

Fig. 3 Delta and Tadpole
configuration

Fig. 4 The steering wheels
in Delta and Tadpole

Tadpole Design: The Tadpole design as mentioned above, has higher stability during
hard braking, also the two wheels in the front provide greater support while taking
sharp turns and handling lateral acceleration loads. This configuration has improved
aerodynamics and it also facilitates the usage of small lightweight motors in the rear.
Furthermore, the usage of a front wheel drive vehicle will increase the transversal
stability and the rear wheel-driven tadpole design ensures the complete transfer of
drive to surface. Hence, this configuration is more advantageous than Delta type and
is subsequently used for the construction of this mobility vehicle.

2 Literature Review

Łebkowski [1], in his work on electric vehicles mentions that electric vehicles can
substantially reduce the local emission of noxious gasses into the environment. He
also mentions the decreased energy consumption and efficiency of electric vehicles
during their operation. Choi and Jahns [3] have worked on a specialized design eval-
uation tool for electric machines intended for use in electric vehicles that seek to
maximize the machine’s efficiency in the operating regions that most closely corre-
spond to the vehicle’s driving schedules and influences of different designs on a
production battery-electric vehicle based on different driving cycles for optimization
of EV range are studied. Karamuk [4] has extended the study on operation modes
of an electric vehicle on the torque-speed curve of an electric motor for different
driving scenarios. He has conducted a survey to review the essential components of
an electric powertrain and based on simulations in Matlab-Simulink for sizing of
electric motors considering the vehicle performance. Balamurugan and Manoharan
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[5] have stressed on the selection of PMDC motor over a commercially available
induction motor and suggested that the increased number of bushes would appar-
ently improve the overall motor efficiency. Butler et al. [6] have mentioned that
computer modelling and simulation, if done, lead to reduction in the expense and
the length of design cycle of electric vehicles before the prototype construction
begins. They have also carried out various simulations implementing drive cycles
and compared the energy consumption between them. Andres et al. [7] suggested
that the utilization of a reduction gearbox in an electric vehicle results in an improve-
ment of overall energy consumption along with the required torque for a defined
acceleration performance. The investigation also proved that the efficiency increase
is achieved by selecting appropriate gear ratios thereby reducing machine losses and
energy demands. Lee and Ahmed [9] mentioned during their work on development
of electric powertrain that the battery package can be used as a rechargeable energy
source. They also suggested the use of LiFePO4 as battery cells for a better life and
compact packaging. Their experiments proved that properly designed battery packs
provide the required energy to the motor successfully. Park et al. [11], mentioned in
their work related to dynamics of EV that Integrated modelling considering both the
mechanical and electrical systems is essential. They acknowledged that integrated
modelling is necessary in order to assess ultimate kinetic and dynamic characteristics
of an Electric Vehicle.

2.1 Problem Statement

One of the major causes for the constant degradation of the air quality especially
in urban areas is the emissions from combustion vehicles. With the reference to the
above-stated text along with the literature survey carried out, it is the need of the
hour to find a replacement for the conventional IC engine run vehicles. With this as
background, we came up with the idea of designing a pure electric powertrain for a
three-wheel vehicle which would be used within city limits as a personal mobility
vehicle aiming to solve the above stated challenges.

2.2 Vehicle Parameters

Since the Electric Powertrain is specifically designed for a vehicle which is targeting
the urban transport sector, it aims to solve trivial problems like last mile connectivity
and the most important being to cut down harmful emissions.With this as foundation
we will have to design a Powertrain which meets the above standards while most of
the parameters of the proposed vehicle will be defined only after a thorough investi-
gation. The proposed vehicle parameters are as—Top Speed: 50 kmph; Acceleration:
2.2 m/s2; Max Gradient: 14°.
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2.3 Methodology

Thework is split into three phases consisting of literature survey, design and develop-
ment and finally integration and optimization of the electric powertrain for improved
performance. The initial phase of the literature survey involves the understanding of
the electric powertrain and the challenges faced in the current scenario. In further
stages, studies on different driving cycles are carried out. After the selection of a
suitable driving cycle, motor and wheel selection is done, wherein the appropriate
motor and wheel dimensions as per power requirements are chosen in coordination
with the suspension and brakes team. Simulations are performed on the QSSModule
of MATLAB-Simulink, to cross verify the different parameters for the considered
vehicle performance. Post selection of motor and wheels, the required size of the
battery and the reduction ratios are calculated. Battery sizing is also done on the
QSSmodule ofMATLAB-Simulink to cross verify the results after which the drive is
selected. Post battery sizing and drive selection, final drive components are designed
on SOLIDWORKS. Modal and structural analysis are performed on the designed
components on ANSYS. The components are then assembled in SOLIDWORKS for
efficient packaging.

3 Driving Cycle

DrivingCycle is a series of data points representing the speed of a vehiclewith respect
to time developed by various countries and organizations. There are two major types
of driving cycles:

• Transient—Involves many changes that represent the continuous change in speed
of a vehicle as seen in typical on-road vehicles.

• Modal—Represents protracted periods at constant speeds.

The transient kind of driving cycle is the most preferred kind as it gives us a
continuous change in vehicle parameterswith respect to timeunlike themodal driving
cycle, which gives changes in parameters only after a certain fixed time. Knowledge
of driving cycles in various regions is important for comparative testing and vehicle
design purposes. The various uses of driving cycles are:

• Analyze powertrain operation and resulting fuel consumption
• Variation of road gradients and it’s effect on performance parameters.
• Performance variation by considering various conditions like traffic density,

environmental effects etc.
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3.1 Available Driving Cycles

Most of the currently used driving cycles originated in Europe. Further, the United
States, China and India have played a significant role in adding new driving cycles.
Some of the commonly used driving cycles are NEDC—NewEuropean Drive Cycle,
FTP—Federal Test Procedure and WLTC—Worldwide Harmonized Light vehicle
Test Cycle.

The following observations are noted from the above-listed drive cycles:

• FTP—75 cycle does not take into consideration the road gradient and this scenario
does not hold good for Indian roads.

• The New York City cycle was developed with the aim to represent driving in
highly congested urban traffic, typical for a city with frequent stops and idling.

• The NEDC driving cycle was the most widely followed drive cycle in the automo-
tive industry before the introduction of the WLTP cycle as it includes both urban
and highway driving regimes.

• WLTP has been in use since September 2017 and is a global standard driving cycle
as it has data from all major countries and all types of road conditions. WLTP
Class 01 is used specifically for low-speed vehicles.

Based on the above study, it was decided that NYCC and WLTP Class 3–2 low
were themost suitable cycles, which can be considered for the design of our proposed
personal mobility vehicle.

The consolidated data collected from various standard driving cycles is mentioned
in Table 1 (Fig. 5).

4 Motor Sizing

Motor sizing refers to the process of selecting the correct motor for a given load.
The sizing method enables the usage of the maximum machine speed to reduce the
torque requirement on the electric machine which in turn minimizes its size, cost and
power.

Table 1 Consolidated drive cycle data

Cycle name Run time (s) Distance (km) Avg. speed
(km/h)

Top speed
(km/h)

Max
acceleration
(m/s2)

FTP – 75 1372 11.9 38.3 91.2 1.48

NYCC 598 2.0 16.8 44.6 2.68

NEDC 1180 10.65 32.5 90 1.04

WLTP 589 3.09 18.9 56.5 1.60
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Fig. 5 Image comparing WLTC Class 2 and 3 Cycle

4.1 Procedure

The steps to determine the size of the motor suitable for our application is as follows:

1. Determine the traction forces of the vehicle, based on its performance require-
ments.

2. Select the speed and operating range of the motor required, through market
research and survey.

3. Determine the required gear reduction ratio, based on the maximum required
vehicle speed and the maximum motor speed.

4. Determine the maximum required torque to overcome the maximum traction
force.

5. Determine the power required based on the maximum required torque, which
is the required motor power.

4.2 Quasi-Static Simulation (QSS) Approach

QSS toolbox is aMATLAB-Simulink toolbox developed by theUniversity of Zurich.
It follows a backward simulation approach that is quasi-stationary simulation of
Hybrid and Electrical powertrain mainly directed towards their correct sizing, opti-
mization and energy flow in them. This tool consists of several blocks representing
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Fig. 6 An overview of the
QSS toolbox

Fig. 7 The vehicle model in
QSS toolbox library

the main components of a powertrain like the engines, electrical motors, electrical
storage devices, transmissions and othermechanical coupling equipment. The above-
mentioned toolbox is implemented for the calculation of the tractive force required
to overcome the various resistances that the vehicle is expected to encounter by the
utilization of the vehicle model (Figs. 6 and 7).

4.3 Vehicle Driving Forces

The major resistive forces experienced by a vehicle are rolling resistance of tires,
aerodynamic drag, gradient and acceleration forces.

The above-mentioned forces on the car are given by the following mathematical
equations:

• Rolling resistance,

Froll = μr ∗ m ∗ g (1)

• Aerodynamic drag,

Faero = 0.5 ∗ ρ ∗ Cd ∗ A ∗ v2 (2)

• Gradient force,

Fgrade = m ∗ g ∗ sin α (3)
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Fig. 8 The various elements of the vehicle block

• Acceleration force,

FNet = m ∗ a (4)

• Traction force,

FTrac = FNet + Fgrade + Faero + Froll‘ (5)

These forces add up to make the tractive force required by the vehicle to meet
the desired performance parameters. The force from the vehicle powertrain should
exceed the tractive force of the vehicle for the vehicle to move from rest.

A simulator model is then built in MATLAB-Simulink to determine the tractive
force of the vehicle under different conditions. The model is as shown (Fig. 8).

This model contains a vehicle block, which requires a ramp generator function
for providing the time varying velocity input to the vehicle block and also requires
scope and an XY—Plot for viewing the output in the required graphical format.
The addition of the appropriate driving cycle block to the module is necessary for
obtaining accurate values of the simulation. City-2 driving cycle was chosen for
this iteration. The vehicle block requires various input parameters which are further
explained.

4.4 Vehicle Parameters

• Considered Mass of the Vehicle – 270 kg (Driver and Pillion)
• Frontal Area of the Vehicle – 0.6 m2

• Drag coefficient – 0.5 [13]
• Rolling resistance coefficient – 0.02 [14]
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Table 2 The results of the traction force iterations

Inputs Outputs

Case Speed, v(m/s) Acceleration, a(m/s2) Road inclination, α
(rad)

Traction force, Ftrac (N)

1 0 – 13.89 2.2 0.052 847.7

2 13.89 0 0.052 226.6

3 9.722 0 0.122 391.7

4 6.95 0 0.122 383.5

5 9.72 0 0.244 708

6 6.95 0 0.244 698.8

• Mass increase due to Rotating inertia – 5%
• Top Speed to be achieved – 50 kmph/ 13.88 m/s
• Assumed gradients are - 3° (0.052 rad), 7° (0.122 rad) & 14° (0.244 rad)

Input parameters: Vehicle speed, Vehicle acceleration, Road inclination angle.
Output parameter: Traction force of the vehicle.

The vehicle performance requirements for different conditions are shown in Table 2.
After obtaining the traction forces (FTrac) for different driving conditions,wemove

onto the subsequent steps, taking the highest possible value of traction force (FTrac)
for further calculations. The obtained values were validated by hand calculations
using:

FTrac = FNet + FRoll + FAero+FGrade (6)

The values obtained were found to have a deviation of 3.8%, 0.37% and 0.14%
respectively, hence validating our results.

4.5 Gear Reduction

If the electric machine is at its maximum speed when the vehicle runs at its top
speed, the highest possible gear ratio is achieved. The highest gear ratio minimizes
the required torque of the electric machine. As cost is roughly proportional to the
torque of the machine, it is clear that using the highest possible gear ratio reduces
the machine cost. The required gear ratio is calculated from the equation:

Gear ratio, i = ωEM ∗ rwheel

Vvehicle
(7)
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The vehicle has a wheel radius of, rwheel= 0.203 m and is required to travel at a
speed of, Vvehicle = 50 kmph at a motor speed of, ωEM = 428.4 rad/s. Substituting
these values in the above equation results in the gear ratio, i = 6.2.

4.6 Torque Requirements

The torque required from the motor is given by,

TEM = FTrac ∗ rwheel

i
(8)

We have already calculated the values of parameters required to calculate the
torque. The vehicle experiences a traction force of, FTrac = 848 N with a wheel
radius of, rwheel= 0.203 m and a gear reduction value of, i = 6.2.

Substituting these values in the above equation results in a torque value of, TEM

= 27.7 Nm, which is the maximum required torque from the electric motor.

4.7 Power Requirements

The power output required from the motor is given by:

PEM = ωEM ∗ TEM (9)

Torque required from the electric motor as per the previous calculation is, TEM =
27.7 Nm at a motor speed of, ωEM = 428.4 rad/s.

Substituting these values in the above equation results in a power output of, PEM
= 11.86 kW, which is the required power from the electric motor for the necessary
vehicle performance.

4.8 Motor Availability

Based on the above calculations, an electric motor having a power rating of 11.86 kW
and torque in the range of 27.7 Nm is to be used, if the vehicle is to reach the
performance levels previously mentioned. A motor having the above specifications
is not readily available in the University. So, a 6 kW motor with a peak power of
8.6 kW is used in this case. By using a lower power motor, we will be compromising
our acceleration, against the desired value.
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5 Reduction Ratio

When it comes to electric vehicles, multi-speed gearboxes are not necessary. As a
single reduction ratio is sufficient for operation, the ratio must be chosen to support
both acceleration and top speed. A very low ratio might prove good for high speeds
but will fall back in acceleration and vice versa. The gear ratio of transmission is
selected to make the vehicle meet the desired dynamic performance. Three indexes
will be used to indicate the vehicle dynamic performance namely grade ability, top
speed and acceleration.

5.1 Torque and Speed Requirements of the Vehicle

The maximum required traction is 848 N and the max rated speed is 50 kmph. Based
on this, the reduction ratio is then calculated.

• Reduction ratio for max speed: To calculate the reduction ratio for max speed, we
need to consider the max rated RPM of the motor that is 4091 RPM. Considering
a wheel of 0.406 m (16 inches) diameter. Therefore, for Vvehicle = 50 kmph =
13.88 m/s, ωwheel = 68.37 rad/s, Nwheel = 652.84 RPM. Thus:

Reduction ratio ( i )=Nmotor

Nwheel
= 4091

652.84
= 6.266 (10)

• Reduction ratio for max traction: Max traction demanded by the vehicle is during
the maximum acceleration that is 848 N. The torque required at the wheels during
the maximum acceleration is 848 × 0.203 = 172.144 Nm.

Max torque produced by motor = 28.2 Nm

Reduction ratio ( i )=Twheel

Tmotor
=172.144

28.2
= 6.10 (11)

5.2 Ratio Finalization

Based on the above two calculations a ratio of 6.26:1 was selected giving importance
to limiting the vehicle’s top speed to only 50 kmph as the EV is specially designed
for the purpose of urban transportation. Using the above ratio also gives the EV a
slightly better acceleration at higher gradients due to the availability of higher torque
at the wheels (Fig. 9).
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Fig. 9 Torque versus RPM—6 kW Motor

6 Battery Sizing

The primary source of propulsive energy for the electric vehicles is provided by the
batteries. This battery is a collection of one or more cells which are stacked together
into modules. Furthermore, the battery cells inside modules are connected in series
and parallel to provide the required amount of voltage for the vehicle. Cells connected
in series create a higher voltage potential for the battery pack which in turn provides
higher efficiency and lower losses over its usage. The cells connected in parallel are
predominantly used to support the main pack and power up the auxiliaries.

6.1 Why is Sizing Required?

The main function of the battery is to meet the energy demands of the powertrain,
to generate the required tractive force to propel the vehicle at the desired speeds
and acceleration. The inputs for the desired battery characteristics will be the power
demand and the driven distance requirements from the powertrain towhich the battery
has to provide the energy consumption in kWh per 100 kms as a standard for compar-
ison. The sizing of the battery is also vital to determine the range of the electric vehicle
per charge.
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6.2 Preliminary Battery Calculations

Since it is a pure electric vehicle, the usage of energy-optimized batteries over power-
optimized batteries is recommended.

Motor Requirements to be satisfied by the battery—Rated power: 6 kW; Peak
power: 8.6 kW; Operating Voltage: 72 V;

Peak current: 157 Amperes.
Input Parameters−Distance per charge: 20 km; Speed at Max power: 37.3 kmph;

Max Power: 8.6 kW

Energy consumption/km = Power

Speed
= 230.56 Wh/km (12)

Motor operating voltage = 72 V

Ampere hour used/km = Wh/km

V
= 3.22 Ah/km (13)

Capacity of battery = 3.22 × 20 × 1.20 = 80.5 Ah (14)

For lithium-ion batteries we take into consideration Peukert’s constant of 1.05.

Therefore, total capacity = 80.5 × 1.05 = 84.525 Ah (15)

The consolidated capacity required for the battery,with respect to themotor testing
data is as listed in the data below (Figs. 10 and 11).

From the above table, we get an average capacity rating of 59.6 Ah and the C
rating will be decided based on the loading scenarios.

6.3 Battery Sizing Using QSS

The battery model in QSS is a continuation of the vehicle model with addition of the
simple transmission block, electric motor block and the battery with SOC block. The
input to this battery model consists of the gear ratio, efficiency of the transmission,
idling losses, power of electric motor (kW), capacity of the battery (Ah) and initial
charge of the battery while maintaining the same inputs provided for the vehicle
model during tractive force calculations. There is also an inclusion of the integrator
block into themodel, which receives the power demand from the electric motor block
as its input and provides the energy consumed in kWh as the output.

This battery model along with the implementation of the ‘To workspace’ block
will provide time series values of the power generated from the electric motor, which
when passed through an integrator block will give the curve of Energy (kWh) v/s
DrivenDistance (km), the slope ofwhichwill provide the average energy requirement
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Fig. 10 Consolidated motor test data

in Wh/km for the required driving range. Hence for the required distance the vehicle
is expected to travel for a given charge we can determine accurately the exact amount
of energy required in kWh for the specified driving cycle. The energy curve obtained
from this model will also be helpful in deciding the max discharge current limit for
the battery operating region. The battery operating region in the Power versus Energy
curve consists of only the discharge limits, as there is no regenerative braking. This
region is formed by the minimum and maximum SOC limits which are derived from
the battery model above, along with the under voltage limit which ensures that the
battery will not be exhausted (Figs. 12 and 13).

7 Final Drive Integration

The drive train in an electric vehicle consists of numerous components similar to
a conventional vehicle Powertrain. The vehicle will be able to deliver the desired
performance only if these components function in perfect harmony when integrated
efficiently.
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Fig. 11 Consolidated capacity of battery from motor test data

Fig. 12 To workspace model in QSS module

7.1 Drive Selection

Following the process of sizing the motor and the battery, the required reduction
ratio of 6.2:1 (Motor to Wheel) has to be achieved and we proceeded to design this
reduction with two approaches.
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Fig. 13 Battery model layout in QSS module

Single Stage reduction using roller chain and sprocket—Preliminary Design:
In this case, the entire reduction ratio of 6.2:1 was achieved using a single roller
chain and sprocket setup having the above-mentioned ratio. For this purpose, a chain
and sprocket with the following parameters were chosen: ANSI Chain Number: 41;
Pitch: 12.70 mm; Roller Diameter: 7.77 mm.

Based on the above parameters we achieved a roller chain setup with the following
values: C to C distance: 323.23 mm; No of Links: 109; No of teeth on driving
sprocket: 15; No of teeth on driven sprocket: 90.

As it can be seen from the assembly, the size of the driven sprocket and the wheel
are not in perfect proportion. As the diameter of the driven sprocket is very close to
the diameter of the wheel the clearance between the sprocket and the ground would
cause a problem even in case of a slightest undulation in the road surface.

Two-stage reduction using gearbox and roller chain and sprocket—Final
Design: The total reduction ratio of 6.266:1 was suitably split into two stages
consisting of a custom gearbox followed by a chain and sprocket setup. The gearbox
carried a ratio of 2.2:1 and the remaining ratio of 2.84:1 was provided by the chain
and sprocket. The following are the parameters considered for the gearbox: Gear
module: 2; No Teeth on Pinion: 15; No of Teeth on Gear: 33.

For the chain and sprocket setup an OEM product was used after modifying the
links as per our C to C distances. As it can be observed in the model, the drive train
looks more compact and better integrated compared to the preliminary design. In this
case, the dimensions of the driven sprocket are reduced and have a safe clearance to
the ground (Figs. 14 and 15).
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Fig. 14 Preliminary
design—single roller chain

Fig. 15 Final
design—gearbox and roller
chain

7.2 First Stage Reduction—Gearbox

The first step reduction consists of a single-stage gearbox having a reduction ratio
of 2.2:1. This was achieved by a pair of shaft integrated spur gears with a module
of 2 and a face width of 38 mm. The implementation of the shaft integrated gears
enabled the design of a very compact and robust gearbox, thus providing a perfect
fit of this gearbox into the current swing-arm assembly. The gears will be fabricated
using EN36C, a very high yield material which withstands the high bending loads of
the teeth and provides the perfect wear resistance to the gears during its service. The
mounting brackets of the gearbox have been ergonomically placed on the swing-arm
for better access and higher serviceability of the gearbox at all times. The shafts on
the gearbox have been adequately supported by the bearings on either sides of the
shaft hence ensuring a smooth transmission of the drive power from the motor to
chain sprocket (Figs. 16 and 17).
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Fig. 16 Model and prototype—gearbox

Fig. 17 Exploded view of
the gearbox

7.3 Second Stage Reduction—Chain and Sprocket

The second stage reduction consists of the chain and sprocket setup which connects
the output of the gearbox to the wheels with a reduction of 2.8:1. An OEM chain and
sprocket setup was selected for this purpose. The setup consists of a 14-teeth driving
sprocket and 39 teeth driven sprocket. The reduction ratio of the above-mentioned
gearbox was finalized by obtaining the ratio of the OEM setup and back calculating
to the required overall ratio. Based on the position of the gearbox output shaft, where
the driving sprocket is placed and the location of the drive axle, where the driven
sprocket is placed, the center-to-center distance of the second stage reduction is
determined to be 314 mm.

The selected chain sprocket setup belongs to amotorcycle gradewith the following
dimensions as per the standard charts as follows (Fig. 18):

• Chain Grade No—520
• Pitch—15.875 mm
• Width—6.35 mm
• Roller Diameter—10.16 mm
• Pin Diameter—5.06 mm
• Pin Length—8.50 mm
• Inner Link Diameter—13 mm
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Fig. 18 Driven and driving
sprocket

• Outer Link Diameter—14.80 mm
• Link Thickness—2 mm
• Average Strength—3100 kg

7.4 Drivetrain Integration

• Entire powertrain setup is assembled on the trailing arm after considering Bump
and Rebound limits.

• The drive is transmitted to the wheel with the help of couplers fastened to the
driveshaft.

• The driveshaft is supported by roller bearings for smooth rotation (Figs. 19 and
20).

8 Analysis

8.1 Modal Analysis

Modal analysis involves the study of dynamic properties of systems in the frequency
domain and includes measuring and analyzing the dynamic response of structures

Fig. 19 Chain sprocket
setup after assembly
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Fig. 20 Exploded view of
final assembly

during excitation. It also involves the determination of natural frequencies and asso-
ciated mode shapes of a component or structure under free vibration. The procedure
of computerized modal analysis involves:

• Building the model of the component to be analyzed.
• Defining the frequency range followed by meshing.
• Expanding the modes to obtain mode shapes.
• Evaluating the mode shapes and identifying the natural frequency.

8.2 Motor Operating Range

• Minimum speed of motor—0 rpm
• Maximum speed of motor—5000 rpm
• Converting the above into frequency domain, we obtain themotor frequency range

to be 0–84 Hz.

8.3 Modal Analysis of Various Components

See Tables 3 and 4, Figs. 21, 22, 23 and 24.

Results:

1. Six rigid modes are obtained for all the components analyzed.
2. Mode frequencies of the components lie outside the range of motor, gears and

gearbox frequencies. This ensures resonance-free operation during its service.
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Table 3 Mode
frequencies—left and right
casing

Gearbox left casing Gearbox right casing

Modes Frequency (Hz) Modes Frequency (Hz)

Rigid 0 Rigid 0

0 0

0 1.80E-03

2.50E-03 4.03E-03

4.47E-03 5.05E-03

5.76E-03 6.46E-03

1 2102.5 1 2102.7

2 2969.5 2 2976.9

Table 4 Mode
frequencies-driving and
driven sprocket

Driving sprocket Driven sprocket

Modes Frequency (Hz) Modes Frequency (Hz)

Rigid 0 Rigid 0

0 0

0 1.70E-03

2.39E-03 3.89E-03

1.15E-02 5.03E-03

1.29E-02 9.16E-03

1 6138.7 1 559.58

2 6144 2 615.92

Fig. 21 Modal analysis of
left casing
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Fig. 22 Modal analysis of
right casing

Fig. 23 Modal analysis of
the driving sprocket

8.4 Static Structural Analysis

A static structural analysis determines the stresses, strains, displacements and forces
in components primarily caused by loads that do not induce significant inertia and
associated damping effects on the component.

8.5 Structural Analysis of Gears

Material properties of EN36C are applied to the gears. The gears are then assembled
such that there is contact between the teeth of both gears. It is followed by meshing
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Fig. 24 Modal analysis of
the driven sprocket

the gears to an element size of 1 mm. Cylindrical supports are provided for shafts on
which bearings are placed. A torque of 28.8 Nm is applied to the shaft connected to
the motor shaft.

8.6 Structural Analysis of Gearbox Casing

The major loads acting on the gearbox is through the faces of the bearing pocket. As
the current gearbox encloses only spur gears, the axial loads are totally neglected.
The radial loads are the ones that are predominant and hence are considered for
analysis. The radial load of the gears is taken by the bearings, which in turn transfer
these loads to the gearbox casing through the bearing pocket faces. Along with the
radial loads, the Chain pull acting through the output shaft is also applied through
remote force acting via remote point. These loads are resolved usingmoment balance
equations to find out the respective bearing reaction force and the source of these
forces being the gears they act through the center of the shaft (Figs. 25, 26 and 27).

8.7 Structural Analysis of Sprockets and Couplings

Material properties of AISI 1045 are applied to both the sprockets and coupling.
They are then meshed to an element size of 1 mm. Fixed supports are provided to
the mounting points of the sprocket while cylindrical supports are provided to the
portion in contact with the shafts for the couplings. In case of sprockets, torques of
63.6 Nm and 177.6 Nm are applied to the driving and driven sprockets to the portion
of the sprocket which is in contact with the chain during its operation. On the other
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Fig. 25 Stress distribution
on the gears

Fig. 26 Stress distribution
on gear box

hand, torque is applied on the mounting points of the coupling through which it is
connected to the respective sprockets and based on the torque experienced by the
respective sprockets, torque values are applied (Figs. 28 and 29).

8.8 Results

Post analysis, it has beenobserved that all the custom-designed components including
gears, couplings, gearbox exhibit safe operating stresses with satisfactory FOS
values. The results of the analysis have been mentioned in Table 5.
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Fig. 27 Loads acting on the bearings

Fig. 28 Stress distribution on the driven and driving sprockets

Fig. 29 Stress distribution on the sprocket couplings
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Table 5 Results of static structural analysis

Components Material Yield strength (MPa) Max stress (MPa) FOS

GEARTRAIN EN36C 737.9 337.42 2.18

GEARBOX ALUMINIUM (6S) 276 86.527 3.18

DRIVING COUPLER AISI 1045 (MS) 310 95.287 3.25

DRIVEN COUPLER AISI 1045 (MS) 310 166.82 1.85

9 Results and Conclusions

The final outcome was a working prototype of our designed powertrain, which was
installed in a tadpole configuration three-wheel vehicle as seen in the images below.
When tested, the vehicle was able to achieve speeds of 25–30 kmph and was able
to successfully scale a gradient of 15°. There were no issues concerning the power
transmission from the motor to the wheels. The prototype is powered by a lead
acid battery pack against the desired lithium-ion cells due to the unavailability of the
same. For this reason, in the prototype the position of the pillion rider is compromised
to accommodate the battery pack. Conclusively it can be said that the vehicle was
completed successfully along with the fabrication of a running prototype (Figs. 30
and 31).

Fig. 30 Powertrain
assembly with the battery
pack
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Fig. 31 Prototype testing on
campus
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Artificial Intelligence-Based Trajectory
Planning for Driverless
Vehicles—A Review

Aathira G. Menon and S. Bindu

Abstract One of the hurdles in implementing self-driving automobiles is their
precise decision-making in uncertain traffic conditions. The paper reviews various
Artificial Intelligence-based trajectory planning algorithms addressing this issue.
The review focuses on lane changing, trajectory selection, and safety to model a
Level-5 autonomous vehicle. The prominent algorithms are discussed in terms of
their features, status, and scope. The algorithms are analysed in the increasing order
of levels of automation. As the trajectory planning algorithm mimics human intelli-
gence, it is more probable to develop the characteristics of a trustworthy self-driving
vehicle capable ofmaking accurate decisions in extreme roador traffic circumstances.
In addition to the major traffic elements, pedestrian interaction, vehicle dynamics,
and the usage of an adaptive controller can ensure more promising results to achieve
safe lane changing/selection.

Keywords Autonomous vehicles · Lane changing algorithms · Artificial
Intelligence

1 Introduction

Autonomous Vehicles (AVs) have been tipped as the answer to road safety-related
concerns by taking humans out of the equation. While still in its infancy, self-driving
technology is increasingly becoming mainstream and could drastically change our
transport system, our economy, and society. An AV can sense and operate in its
environmentwithout human interference, thus avoiding road traffic collision fatalities
due to human mistakes like drink and drive, drowsy or distracted driving, and illegal
manoeuvres. AVs with advanced sensing and control capabilities can also reduce the
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possibility of accidents due to bad conditions or topology of the roads or lack of
visibility. Self-driven vehicles depend on sensors, actuators, and complex Machine
Learning (ML) systems. Advancements in Artificial Intelligence (AI) technologies
have made self-driving vehicles a reality sooner than expected. Self-driving systems
use large quantities of data from image recognition systems and various sensors. This
data is fed into AI models, which identify the data patterns to classify drivable paths
and obstruction detection such as pedestrians and other road users in each driving
environment. TomakeAVmimic human intelligence, it is crucial to use sophisticated
lane changing algorithms that can tackle any emergency or unpredictable situations
that are obvious to occur during driving.

This paper reviews some prominent motion planning algorithms based on AI and
ML. This paper aims to highlight different AI-based algorithms to develop suitable
motion strategies for autonomous driving by targeting the algorithms’ effectiveness
in real-time scenarios. No effort is put to rank the methods; instead, various algo-
rithms that would drive the self-driving system to the level-5 types of AVs are anal-
ysed. An analysis is laid down regarding the constraints considered for modelling
the algorithms, their advantages, and drawbacks. The objective is to ensure a contin-
uous path for the ego vehicle following the ego lane and adapting its longitudinal
states. Section-2 traverses through several prominent AI-ML-based trajectory plan-
ning algorithms to achieve a smooth, reliable, and quick navigation, with minimal
to no human intervention required. The paper is concluded with future scope for
research in the field of AVs.

2 AI-Based Safe Lane Changing Algorithms

A review on prominent AI-ML-based trajectory planning algorithms to achieve a
dependable and fast navigation, with minimal to no human intervention required, is
presented in this section. The algorithms are divided into various categories based
on their nature of functioning [1].

2.1 AI Logic-Based Algorithms

AI Logic-based algorithms can be classified as rule-based, decision tree-based, and
Markov Decision Process (MDP)-based algorithms.

Rule-Based Algorithms

These algorithms are one of the purest forms of AI-based models. They are based on
expert systems, which mimic the human brain’s reasoning in analysing and solving a
complex problem.A simple rule-basedmodel is built-in [2, 3] to provide an optimised
decision on lane changing. Depending on whether the system wants to turn left or
right, a relation is drawn between the ego vehicle’s velocity and position. If the AV
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intends to turn left or right, it must readjust the velocity to its preceding vehicle in the
same lane and the vehicle in the adjacent lane (to which manoeuvre is desired). Two
broad classifications of manoeuvre cues are longitudinal intention cues and lateral
intention cues. The former considers the lateral velocity and position relative to the
lane boundaries. The latter considers the relative velocity, time gap, and time-to-
collision to the preceding vehicle in the current lane. Based on the longitudinal and
lateral intention cues, a confusion matrix is created, using which the direction of
the lane changing can be predicted. A variety of error and accuracy measures are
deduced to evaluate the model precisely from the confusion matrix.

Decision Tree-Based Algorithm

The work presented in [4] aims to choose the desired trajectory from a set of parame-
terised candidate trajectories to optimise the required criteria. This choice is complex
in keeping off collisions and eliciting natural behaviour for passenger consolation.
Under the shape of a selection tree, a finite set of deterministic candidate paths
is considered. To ensure continuous driving, specific regulations are imposed on
these paths. Hence, it forms to be a minor subset of all the possible paths [4]. Algo-
rithms usingmotion primitives [5] or probabilistic procedures [6] optimise the model
described. The decision tree branches are snipped if the paths depicted by the decision
trees are hazardous to the automobile or ask for any compromise for the passenger’s
comfort factor. This strategy helps in restricting the growth of the decision tree.
Hence, a limited number of optimal paths are deduced with the aid of the decision
tree. These paths are chosen to satisfy all the constraints imposed on the model to
ensure a few requisites such as maximising travelled distance, reducing journey time
or gas consumption, and providing a smooth journey.

The binary decision diagrams (BDD) are incorporated as a framework for the
suggested method of trajectory planning. BDD is an intuitive approach that seeks to
imitate humans’ decision-making skills to achieve optimal lane change and velocity
adaptation. The methodology used in [4] is novel because it is predicated on the crit-
ical assumption that an intelligent controller for trajectory planning is self-predictive
and capable of avoiding collisions. Hence, it rules out the possibility of having a
highly predictable route planner and a quick response system for risky situations.
The required intelligent route tracker is carried out using Model Predictive Control
(MPC). Because of (i) the non-linearity of automobile dynamics and (ii) the inclusion
of state and input constraints to prevent collisions which directs the AV to follow
a preferred path, a Markov planner proves as an effective manipulation method for
self-driving vehicles because of its potential to systematically deal with nonlinear-
ities and constraints at the design level [7, 8]. Depending upon the need for the
change of path, several candidate rules are defined based on certain assumptions.
These candidate rules are evaluated based on the following constraints.

(i) The major and minor axis of the ellipsoidal region around the ego vehicle.
(ii) Longitudinal distance to the fictional collision point, Ld .
(iii) Sum of the distance of the ego vehicle and the imaginary collision point about

the corresponding obstacle, Sd .
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Table 1 The truth table for the first criteria (Ld_Straight = ‘Ld_S’, Ld_Left = ‘Ld_L’, Ld_Right
= ‘Ld_R’)

Is it the highest value?

Ld_S Ld_L Ld_R Decision

No No No Impossible

No No Yes Turn right

No Yes No Turn left

No Yes Yes Table 2

Yes No No Continue straight

Yes No Yes Table 2

Yes Yes No Table 2

Yes Yes Yes Table 2

Table 2 The truth table for the second criteria

Is it the highest value?

Sd_Left Sd_Right Decision

No No Turn left

No Yes Turn right

Yes No Turn left

Yes Yes Turn left

In [3], the optimal trajectory is determined by considering the value of the param-
eters such as Ld and Sd. The path is said to be optimal if it has a large value of
Ld.

In case of a tie between two or more paths, the decision is made by considering
the Sd value. If a second tie occurs, the route with the highest quality position within
the first-order profile matrix is selected. Tables 1 and 2 present the first and second
tie criteria [4].

The first stage of the decision tree consists of a maximum of three candidate paths
and wards off the combined outbreak of the decision tree. A similar approach is
laid for each of the three branches from the first level, forming the decision tree’s
second level [4]. Hence, a maximum of nine candidate paths is generated at the end
of the second level. A pictorial representation of the BDD is depicted in Fig. 1. The
algorithm works faster even in a complex environment and predicts the safe path
during the manoeuvre. This approach uses an MPC-based manipulation to evaluate
a route planner corresponding to a defined reward function. Each branch of a deci-
sion tree corresponds to a chain of motions over a predicted horizon, apply the first
action of sequence with the greatest cumulative reward, and repeat this process at
each updating step. Even though this method is evident in the structure and can be
implementedwithout difficulty, it requiresmultiple simulations to evaluate the action
sequences. The depth of the tree (the number of layers) for onboard implementation
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Fig. 1 A decision tree with
nine candidate rules

is limited by the computational effort needed to run these simulations. State transi-
tion models must represent the state’s evolution due to actions; deterministic state
transition models are widely used.

Thus, in [9], a specific decision tree technique is proposed to successfully address
the above demanding situations. An AV’s decision-making process is modelled as
a Partially Observable Markov Decision Process (POMDP), with traffic represented
as a Markov chain with only partially observable states. This work’s dynamic traffic
model comprises more than one automobile as a discrete-time Markov chain, with
the state partially observable via the ego vehicle. The state space is supposed to be
continuous and bounded. A message is a piece of fixed data about the state space
that the AV may examine. To reflect the quantisation of sensor signals, the messages
will be pairwise disjoint units. A one-step reward function is used to determine
monitored coverage for AVs. The objective is to maximise the cumulative reward
over a specified horizon. Due to the most cumulative reward value, given the current
message, a Q-value for themessage-motion pair is defined as the immediate response
over all possible mixtures of subsequent actions.

MDP-Based Algorithm

Avital aspect of lane changing is to choose between lane-staying and lane navigation
while avoiding collisions. To attain this objective, a sophisticated MDP planner is
formulated in [10, 11] to generate the decisions robotically without degrading the
benefits, desirability, and opportunity. A few of the constraints are passed to the lower
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lever controls as the actions’ choice is streamlined. Hence, the latency and execution
errors are eliminated. The chances of collision include unexpected braking or speed
reduction of the preceding vehicle. As these cases have quick response times, they
cause a mismatch with the actual execution time. Therefore, it is challenging for the
excessive level planner to make an appropriate choice.

As a result, with a constant velocity profile, a low degree longitudinal control
is proposed to change vehicle navigation, following, and collision avoidance all at
once. By making acceleration decisions through a high-level planner and designing
a simple planner with a sophisticated controller, control discontinuity and execution
errors are minimised. A non-linear dynamic vehicle model is incorporated into this
work. Two vehicle control inputs, namely acceleration command and Front wheel
steering angle command, are introduced in [10, 11] for the steering command.

A reference trajectory with continuous curvature is to be determined in real time.
The lane changing decision is made with respect to two general highway actions:

i. Lane-staying: Maintaining a favoured velocity and a safe distance from a
preceding automobile even when staying on a lane.

ii. Lane-converting: Equipped for lane navigation because of various purposes like
collision avoidance, passing a gradual speed automobile, and getting ready for
merging ahead or to exit.

The proposed Markov planner aims to determine if the lane change is consistent
with necessity, desirability, and possibility. The lane change necessity is described
as that the automobile will continuously choose to continue within the original lane
until there are unavoidable situations in advance that compel the AV to the alternate
road. Various benefits describe the desirability of the vehicle to initiate a lane change.
The benefits include a speed boom, sidestepping a halted obstacle, or approaching
a smaller road curvature for the vehicle’s higher manoeuvrability. The probability is
determined by whether the ego vehicle is much more stable and physically capable
of carrying out the expected motion and fully executing it as deliberate.

For the planner’s formulation, a reward function is designed to address layout
problems such as riding as quickly as possible without exceeding the speed limit,
driving precisely and avoiding excessive lane navigation, and decelerating for balance
during intense flips.

Hence, one can conclude that by directly coupling sensing to actuation, an uncom-
plicated environmental hazard can be treated quicklywithout the aid of any high-level
models. Near the surrounding obstacles and control command delay, the automobile
could efficiently navigate its deduced trajectory and maintain a smooth velocity
profile.

2.2 AI-Heuristics

When traditional approaches are too gradual, the heuristic method is used to solve
a problem quicker or find an estimated solution when traditional methods fail to
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determine an exact solution. Execution is done with the aid of trading optimality,
completeness, accuracy, or precision for velocity. Two of the well-known methods
that fall under heuristics are discussed below.

Support Vector Machine

Oneof the crucial parts ofmodelling a self-driving system is tomake its lane changing
behaviour highly efficient by choosing an appropriate collision-free and safe path. It is
observed that ten per cent of all parkway crashes occur at some stage in alternate lane
manoeuvres. The authors in [12] have put forth a Support Vector Machine (SVM)
model for deciding a suitable route during the lane change. SVM is a supervised
algorithm that can be used for each category or regression challenge.

Several SVMshave been trained on the demonstrations given by the human drivers
by using real-time lane navigation and lane statistics. The SVM decides whether
to remain on track or begin lane navigation based solely on the individual driver’s
verified opportunity. The output of the classifier is then used to determine a trajectory.
A predictive control structure optimises the control inputs to follow the reference
trajectory while remaining within safe and convenient limits. It is possible to capture
and reflect natural human driving through experimental lane change training data.
The focus of the work implemented in [12] is to enhance the confidence of the
passenger, which leads to fewer human interventions andmore secure self-sustaining
automobile operations.

A lane navigation selectionmodel calculates a binary mode that indicates whether
the current driving environment will serve a particular motive force to hold lane
retaining (mode-1) or trigger a lane change (mode-2). The mode is calculated using
an SVM classifier trained on experimental lane changing data obtained from the
expert drivers. This technique ensures that the AV produces lane navigation initiation
behaviour close to human’s natural driving, based on the which the SVM is trained.
An N-sized data set with k features are modelled, and these data sets are expected
to belong to either of the two modes. The working process of the proposed model in
[12] is depicted in Fig. 2.

Suppose the SVM model determines that the driving force can maintain the lane,
then the motion planner produces a lane-middle reference trajectory in the current
lane. If, on the other hand, the model decides that lane changing should begin, the
motion planner generates a reference trajectory along the centre of the adjacent lane
starting at the instant when the model changes the modes. Finally, a controller is
used to fine-tune the motion planner’s reference trajectory while staying within the
vehicle actuator’s safety limits and boundaries.

Evolutionary Genetics

A Genetic algorithm (GA) is a heuristic technique used in AI and computing. It
is used for locating optimised answers to look at problems primarily based on the
principle of natural selection and evolutionary biology. GA is powerful for searching
through large and complex information sets. It is based onCharles Darwin’s theory of
natural selection. Two of the algorithms that are modelled based on GA are discussed
below.
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Fig. 2 Process flow of SVM

Two-Chromosome GA

In [13, 14], the authors have developed a fuzzy controller which seeks the aid of GA
to attain the level-5 type of AVs. A two-chromosome GA is used to meet the desired
goal. The chromosomes’ populace evolves through the years via recursive mutation
and competition. Controlled mutation represents a feasible candidate solution. This
strategy forms the foundation of the GA. Each chromosome within the population
has a related fitness to choose a new and better chromosome throughout the compe-
tition. This method is known as selection. With the aid of genetic operators along
with crossover and mutation, new chromosomes are created. Fuzzy controllers are
examined and optimised with GA. In this approach, initially, a part of the informa-
tion that approximately imitates the human driver’s driving strategy is recorded and
processed to get accurate statistics that depict the driver’s approximate mindset.

A model that returns a proper fuzzy controller based on the statistics mentioned
above is created via an iterative genetic set of rules. The proposed GA method is
achieved with the aid of two iterative stages. The first stage is the enhancement
performed on the membership functions and the second stage is the optimisation of
the fuzzy controller. In private and experimental regions, the designed controller is
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tested and affirmed that the controller shows similar behaviour to the proven statistics
by using human driving force.

The generated fuzzy controller takes in two inputs from the Global Positioning
System (GPS) cartography. The inputs are lateral and angular errors [13]. The first
step in the action plan of the algorithm includes GPS cartography. The desired direc-
tion is built mechanically by tracking the route with an automobile equipped with
a GPS. Based on the GPS’s recorded value, the computer picks the most precise
factors to use as a reference line to measure the lateral and angular errors of the
moves rendered by the human. The distance between the present and the vehicle’s
theoretical position is defined as the lateral error, Le if it is on the reference trajectory.
Lateral error values are defined in the interval (−∞, + ∞). The angle subtended by
the reference line and the car’s velocity vector is defined as the angular error, Φ. The
value of angular error swings in the interval (−180,+ 180). A pictorial representation
of these errors [13] is presented in Fig. 3.

Based on the vast amount of processed data, a set of input variables is fed into
the GA to deduce the output variables. The statistics set contains statistics on the
vehicle’s lateral and angular errors and human drivers’ moves. This information is
processed. The final sets of factors may be visible, used as inputs to the genetic set of
rules to ensure similarity with the human behaviour and freedom to generate fuzzy
controllers with a smooth floor. Thus, the AV will be able to hold the same direction
without any brusque steering moves.

For modelling the controller, a Mamdani fuzzy system is used. There are two
fuzzy inputs to the controller, i.e., Lateral error and Angular error. Lane selection is
decided by analysing these inputs as shown in Table 3.

Fig. 3 Pictorial representation of the inputs to the Fuzzy controller

Table 3 Trajectory selection using the fuzzy inputs

Le (in left
direction)

�. (in left
direction)

Le (in right
direction)

�. (in right
direction)

Trajectory
selection

Maximum Maximum NA NA Move to right
lane

NA NA Maximum Maximum Move to left lane
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The fuzzification of each input variable is achieved with the aid of four or five
membership functions. There is one handy fuzzy output variable, referred to as
steering, with 21 linguistic labels, whose membership functions are described via
singletons. At last, GA is implemented in two exceptional stages, which are repeated
in various instances and represent two GA. Thus, a relatively good controller is
designed that can trace a smooth path in alignment with the reference path.

Four-Chromosome GA

A four-chromosome GA makes the collision avoidance decision more efficient and
reliable, taking four factors: Speed, Brake, Angle, and Time To Avoidance (TTA).
The set of rules initially computes the front, rear, left, and right distances between
vehicles, then consistent with those values, the set of rules shows the best selection
to keep away from the collision. It also deduces the decision parameters or initiated
gene. It then calculates every gene’s fitness and offers the most appropriate approach
to avoid the collision.

The GA technique works as follows. Firstly, it examines the colliding object or
vehicle within the horizon of the AV. In case of any obstacle detected, a pool of
feasible solutions to address the given obstacle is produced. Finally, an optimised
solution is selected. GA uses the idea of organic traits, such as chromosomes and
genes. Functions like crossover and mutation are implemented on these chromo-
somes to get the subsequent populace of the solutions. There is an opportunity for
the brand-new pool of decisions to be higher than those within the authentic populace
or evenworse than the original set of decisions. In thework proposed in [15], an initial
population of 100 chromosomes is considered. The GA chooses the best offspring
based on the fitness function, and the selection is made using the Roulette Wheel
selection method. The probability associated with each chromosome and its fitness
function is evaluated. The Roulette Wheel selection states that the higher probability
chromosomes should survive for the next generation, and lower probability chromo-
somes should be restricted to transfer into the next generation. The next phase in the
GA is crossover and mutation after selecting the higher fitness chromosomes. Thus,
a collision-free and safe trajectory is determined with the aid of GA.

2.3 AI-Based Approximate Reasoning

Approximate Reasoning is the procedure or technique bywhich a probable vague end
is deduced from a collection of imprecise premises. Fuzzy logic plays the principal
position in approximate reasoning. It has the potential to cope with one-of-a-kind
varieties of uncertainty. The prominent models are the Fuzzy-based and ANN-based
models.
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Fuzzy Inference System

Mandatory and discretionary lane changing models form the two Fuzzy Inference
Systems (FIS) [16, 17]. When a car shifts from the left or middle lane to the right-
most lane to exit an expressway, this is known as a forced or necessary lane shift.
Mandatory lane change can also occur when a vehicle enters the parkway from an
on-ramp and tries to drive to the middle or left lane to avoid a downstream exit
lane. It is a microscopic manifestation of the macroscopic behaviour of route choice.
Discretionary lane changing is also known as unrestricted lane changing or preferred
lane changing. It can happen when a driver wants to speed up the pace or searches for
more accessible surroundings, such as other lanes, before moving to the next lane.
The motivations and ensuing riding behaviour for the two forms of lane alternate
are distinctive. Therefore, a driving force is predicted to have one-of-a-kind choice
guidelines and risk-taking behaviour for the two-lane change forms.

ANN-Based Approximate Reasoning

Artificial neurons are the set of related nodes that relatively present the structure of a
biological brain. ANN is based on these artificial nodes. A connection between each
node depicts the process of synapses, which is used in the biological brain to transmit
signals between the neurons. The artificial neuron that is signalled may approach the
other neurons to carry out the communication. ANN-based self-driving is used in
[18] for driving an AV. Various driving techniques are acquired from human drivers.
The motivation is twofold. The foremost one is that the AVs can get assistance from
the expertise gained from human drivers’ years of driving experience—secondly, a
vivid perspective shared by the driver regarding the AV’s behaviour on the lane.

The model comprises two main processing models, namely trajectory generator
and trajectory controller. Learning-by-demonstration and a predictive controlmethod
are used as the framework for the same. A learn-by-demonstration model [18] is as
shown in Fig. 4. The former generates commands that sense natural to the passengers.
The latter ensures safety and balance by depending upon the decisions given out
by the model-based predictions. The learning-based driver generates instructions
reminiscent of a human motive force.

This model’s two main peculiar features are the modification implemented on the
conventional trajectory generator and the controller. A driver model is incorporated
instead of using a trajectory planner. The driving force model uses the technique
of learn with the aid of demonstration: it is trained using actual driving statistics
shared by expert human drivers. It might generate instructions that imitate the human
drivers’ driving pattern on whose data the model was trained. The dependability of
the reference command generated by the motion planner is inferred by deducing the
confidence value. The confidence value would be high for the driving scenario that
shares certain traits with the training data set.

The commands generated by the trajectory generator are fed into the trajectory
controller model. The controller’s position is to assure safety and trace the trajectory
set by the reference command dispatched through the human driving model. When
the safety conditions are met along with a high value of confidence, it can be inferred
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Fig. 4 A learn-by-demonstration model with ANN

that the command computed via the controller will suit the reference command. On
the contrary, it can be deduced that there is a deviation in the reference command or
any violation of the safety constraints for low confidence value.

A controller is designed to provide a balance to the deduced confidence value
and to attain the required objectives. The controller directs the acceleration of the
self-driving automobile. It aims to follow the human driver’s reference acceleration
while ensuring that the AV operates beneath the speed limit and no longer crashes
into the preceding car. To ensure the AV is safe, a robust, MPC-based control strategy
is implemented in this work. The predominant idea is to make sure the constraint
is fulfilled for all possible realisations of the disturbance. Here, acceleration of the
preceding automobile is considered as a bounded disturbance.

This approach can deal with normal driving conditions and unusual ones. The
outcomes show that the proposed technique functions effectively and efficiently at
the challenge for which it was designed, that is, to pick up the driving facts and
imitate driving styles while making sure that its safety constraint is met.
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Another ANN-based model is implemented in [18]. The main intention of using
ANN in modelling self-driving vehicles is to develop a model to fit the driver’s speed
profiles under diverse driving situations. This study focuses on mastering human
drivers’ skills in navigating through sharp curves and turning at intersections while
maintaining a velocity profile, where the speed limits cannot be determined directly
from the map, and a large number of accidents occur.

Naturalistically, data on human drivers’ experience and tactful driving skills in
various driving situations were collected using GPS from six different locations.
With 1 and 10 Hz frequencies, GPS records range, longitudes, and speed, while
onboard sensor statistics such as Lateral and longitudinal acceleration and network
velocity are collected. Up to eight targets in front of the vehicle can be detected
using its radar sensor. A unique non-zero address is allocated for each target. After
the data collection, it is to be fed into the ANN algorithm. It has the functionality
of modelling complicated and ill-described relationships among entering and output
variables. In model classification, clustering, forecasting, and optimisation, neural
networks were widely used as they were robust and frequently used models. ANN
models have the following advantages: precise fault-tolerant general performance
for noisy and incomplete statistics, functionality to deal with complicated and non-
linear disorders, and trained prototypes with accurate prediction and generalisation
performance for huge interrelated factors.

For the variable selection, the variables ought to be defined cautiously. In this
method, human drivers’ driving patterns need to enhance AVs’ speed control capa-
bility in curvy paths. It is impossible to include all the driver’s traits and peculiar
information about their driving styles in the model. Unlike prior studies, this tech-
nique examines the typical patterns of naturalistic driving records on a large scale.
This system’s final output no longer attempts to match the driver’s mindset but
imitates a driver group’s typical patterns. This project’s feasibility was determined
by four highway parameters: curvature for each trajectory, maximum path curvature,
end-state velocity, and relative longitudinal distance to the end state. Five prediction
steps were added to this ANN-based model to produce five models, each of which
was evaluated separately.

A three-layer ANN has been created with twenty hidden nodes [19] with the
Levenberg–Marquardt learning algorithm. For the activation of the hidden layer and
the output layer, a hyperbolic tangent sigmoid transfer feature and the linear transfer
characteristic have been used. The suggested model can produce human-like speeds
for curvilinear trajectories for a distinctive driving pattern, which can be predicted
using the AV’s higher level models. Therefore, the proposed model can capture
human drivers’ driving patterns for certain scenarios up to a few seconds, which can
be explained with geometric track features, pedestrians on the avenue, directional
features, and environmental conditions. A keen selection of the prediction length is
crucial when implementing this model.
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2.4 AI–Human-Like Convolutional Neural Network

The model used for the implementation of self-driving vehicles is intended to mimic
human behaviour in the various decisions about driving that are highly crucial to
make the AVs reliable and predictable. One of the most preferred algorithms among
the neural network is the Convolutional Neural Network (CNN), which is best suited
for image recognition and image classification. Object detections and recognition
are the areas wherein CNNs are broadly used.

Due to its exceptional properties, CNN is preferred in [20, 21] to model an end-
to-end learning approach for the self-driving automobile. A typical CNNmodel [20]
is depicted in Fig. 5. Three cameras are hooked up at the back of the windshield auto-
mobile for the acquisition of data. Time-stamped video from the cameras is captured
simultaneously with the steering perspective carried out through the human motive
force. This steerage command is acquired by tapping into the vehicle’s Controller
Area Network (CAN) bus. The guidance command is represented as the turning
radius’s reciprocal to make the system unbiased of the car geometry. CNN computes
a steerage command based on the images fed into the neural network. The predicted
command is compared to the favoured command for that image, and the weights of
the CNN are adjusted so that the predicted output fromCNN converges to the desired
outcome.

The weight adjustment is attained by the back-propagation technique as imple-
mented in the Torch-7 ML package, where the training data is collected from various
types of roads and diverse weather conditions. Weights of the network are trained in

Fig. 5 Training the Neural Network-CNN model
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such a way to reduce the mean square error between the network predicted steering
command and the command of the human driver. In [20], the authors have designed
a nine-layer network that comprises five convolutional layers, three fully connected
layers, and a normalisation layer. The image normalisation is carried out in the first
layer, and this layer is hardcoded and is not adopted in the learning process. Three are
connected out of the five convolutional layers, determining the output control value
that corresponds to the inverse turning radius. Though the fully connected layers are
implemented to function as a controller to the steerage command, it is barely possible
to decide which subsystem of the network works as a feature extractor and operates
as a controller.

During data acquisition, each collected data is labelled by considering its road
conditions, driving activity, and weather. The first step in the training process is
the selection of frames. The frames in which the driver occupies the central lane
are considered, and the rest are discarded. After selecting the frames, the data is
augmented with artificial shifts to improve poor position or orientation. To rate the
simulation’s efficiency performed by this CNN model, a metric called autonomy
is deduced. It infers the percentage of the time the neural network could drive.
Autonomy is calculated by the number of human interventions that occur during the
simulation phase. It is estimated that about six seconds is required for the human
to restore the control of the automobile, re-align it to the central lane, and resume
the self-driving mode of operation. Without manual breakdown into road or lane
marking recognition, semantic abstraction, path control and planning, CNNs can
learn the entire process of lane and road following. Thus, the CNN can acquire
relevant road attributes from a sparse training input. However, the robustness of the
system and the visualisation of the processing steps need further improvement.

A comparative analysis between all the above-discussed algorithms is described
in Table 4. The comparison is drawn w.r.t. the performance of the algorithm for
highway driving.

3 Conclusion and Future Scope

The purpose of this literature review is to draw light on the prominent AI-based algo-
rithms used for lane changing, lane following, and ensuring the safety of self-driving
vehicles. This work does not claim to have collected information about all the algo-
rithms present in this scope. Here, an effort is put to review methods that lead to the
completion of modelling self-driving vehicles, which are level 4 or higher. A review
of the generalised view and practical implementation of each approach is briefly
discussed. It can be observed that as themodel algorithm imitates human intelligence,
it is more likely to acquire an AV of level 5, which would be capable of making deci-
sions even in uncertain and extreme road/traffic conditions. Pedestrian interaction and
vehicle dynamics must be considered as the critical parameters while modelling the
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Table 4 Comparative analysis of the AI-ML algorithms towards lane changing (‘H’ = High, ‘M’
= Moderate, and ‘L’ = Low)

AI-ML
algorithms

Ease of
modelling

Adaptive Real-time Robust Ability to
handle
vagueness

Computational
cost and time

Rule-based
[2, 3]

M L L L L L

Decision Tree
[4–9]

M L L M L H

MDP [10, 11] M H M M H H

SVM [12] H M M L L L

Genetic
Algorithm
[13–15]

M H H M L L

Fuzzy-Logic
[16, 17]

L M M M H H

ANN [18, 19] L H H H M H

CNN [20, 21] L H H H H H

lane changing algorithms. Incorporating an adaptive proportional–integral–differen-
tial controller can make the lane changing algorithm more reliable. Further eval-
uation of AVs’ performance, practical situations, and compatibility analyses with
human-driven vehicles can contribute to this area.
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An Automatic Indian Traffic Signs
Detection and Recognition System Using
OpenCV

Chinmay Srinivas and Sharanbassappa S. Patil

Abstract The main objective of this research is to develop an automatic Indian
traffic signs detection and recognition (TSDR) system which is fast and efficient for
real-time implementation in autonomous vehicles. A TSDR system is an essential
component of autonomous vehicles and a fast algorithm is necessary for its imple-
mentation in a real-time environment. This paper presents a TSDR system devel-
oped using Open Source Computer Vision Library (OpenCV) which includes two
working stages: traffic sign detection and traffic sign recognition. A robust shape and
colour-based approach is adapted for the detection of traffic signs. Image processing
techniques such as image thresholding, Gaussian filter, contour detection and RGB
color segmentation have been applied for traffic sign detection. The detected traffic
signs are classified based on the shape and color properties of the Indian traffic signs
and recognized by region of interest (ROI) segmentation based on feature matching.
The developed technique is efficient in detecting and recognizing traffic signs with
complex natural backgrounds under various lighting conditions and requires a low
processing time of 0.30 s, allowing for real-time applications.

Keywords Traffic sign detection and recognition · Autonomous vehicles · Image
processing · OpenCV

1 Introduction

Traffic sign detection and recognition (TSDR) systems can detect and recognize
traffic signs from the images captured by cameras or imaging sensors. TSDR is an
essential component of autonomous vehicles and advanced driver assistance systems
(ADAS). In the context of autonomous vehicles, object and event detection and
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response (OEDR) is the ability to detect objects and events that immediately affect
the driving task and to react to them appropriately. According to the SAE standard
J3016 [1], driving automation of level 3 and higher requires the automated driving
system (ADS) to perform the OEDR. Detection and recognition of static objects such
as traffic signs is an important goal for perception, a crucial part of OEDR. Hence,
a TSDR system is essential for the development of a fully autonomous vehicle.

In a traffic environment, a TSDR system is used to warn the driver and command
or prohibit certain actions. An accurate TSDR system is important for ensuring the
appropriate response of the vehicle to the traffic sign. For example, detection of a stop
sign at an intersection is critical for stopping the vehicle at the intersection for safe
maneuvering. Another response could be adjusting the vehicle’s speed according to
the detected speed limit. In the current era of autonomous vehicles, TSDR systems
can establish strict regulation of traffic laws by following the regulatory signs and
quickly responding to cautionary signs, assuring the safety of occupants as well as
pedestrians.

For implementation in real-time environments, TSDR systems must have a fast
algorithm and shouldn’t be erroneous to avoid false sign detection. It should also
be highly reliable and efficient considering the environmental constraints including
lighting, weather conditions as well as additional image distortions such as motion
blur. This research aims to develop an automatic Indian traffic signs detection
and recognition system which is fast and efficient for real-time implementation in
autonomous vehicles. The proposed TSDR system is based on shape detection, color
segmentation, traffic sign classification and region of interest (ROI) segmentation
developed using Open-Source Computer Vision Library (OpenCV) [2].

2 Methodology

The first work on an automatic TSDR system can be dated back to 1984 in Japan
according to [3]. Following this many attempts were made by different researchers
to develop an efficient TSDR system using several methods. Different shape-based
approaches such as Hough Transformation [4], Similarity Detection [5] and colour-
based approaches such as HSI/HSV Transformation [6] and Colour Indexing [7]
are used by the researchers to detect the ROI. However, the identification of traffic
signs having various complex natural backgrounds remains a challenging task in
the field of image processing. OpenCV, Scikit-image, SciPy and Pillow are a few
of the widely used libraries for image processing. OpenCV package for Python is
used here as it includes highly optimized algorithms for real-time computer vision
applications. OpenCV has over 2500 optimized algorithms which can be applied for
detecting faces, identifying and tracking objects, augmented reality and more.

The developed TSDR system can be divided into mainly two stages: traffic sign
detection and traffic sign recognition. Extraction of the region of interest (ROI), i.e.,
the region in which a traffic sign is found is the primary goal of traffic sign detection.
To achieve this, the acquired image is first pre-processed by image smoothing for
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Fig. 1 a Methodology b input test image, c sign detection, d sign recognition

removing noise. Then, a shape and colour-based approach is adapted to detect the
traffic sign. Once a traffic sign is detected, it is classified based on the identified shape
and color characteristics.

In the sign recognition stage, the detected sign is firstly classified based on its
shape and color properties. Then certain ROI segments of the detected sign are
compared with all possible traffic signs in the identified class. If a sign is matched
and verified, the recognized traffic sign is the output of the TSDR system. Figure 1
gives an overview of the TSDR system methodology for an image taken in broad
daylight containing a speed breaker-ahead sign.

3 Traffic Sign Detection

The first stage in the developed TSDR system is traffic sign detection. The algorithm
implemented here for the traffic sign detection is shown in Fig. 2. Firstly, the image
input or a frame from a video sequence is fed into the system. The image data is then
read with OpenCV both in color and in grayscale. NumPy library in Python is used in
conjunction with OpenCV to store this image data in a Numpy array which contains
information on every pixel in the image. In each color-space, the pixel values range
from 0 to 255. The grayscale image is the source image for shape detection and the
color image is used for color segmentation. Before the images are processed, image
smoothening is performed with a Gaussian filter to remove noise and enhance the
image to obtain the required region. For shape detection, the grayscale image is first
converted into a binary image by the binary thresholding method. The threshold is
the criterion to change an image from grayscale to binary image. If the pixel value
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Fig. 2 The overall block diagram of the traffic sign detection system

is smaller than the threshold, it is set to 0 (black) otherwise, it is set to 255 (white).
The binary image is used to find contours for shape detection.

If a sign shape is detected, the region of interest (ROI) is determined and the color
segmentation process continues. However, when a sign shape is not detected, the
value of the threshold is increased and the conversion of grayscale image to binary
image is done using this new threshold. This process is repeated until a shape is
detected or the threshold value reaches its maximum, i.e., 255 which implies that
no traffic sign shape has been detected in the image. This process ensures that a
sign shape is detected under different lighting conditions. Once the ROI is found, the
color image is cropped and processedwith color segmentation based on the identified
traffic sign shape. If the shape and color of the traffic sign are identified, the traffic
sign detection stage is concluded. The flow charts of the algorithm for shape detection
and color segmentation are shown in Figs. 3 and 4.



An Automatic Indian Traffic Signs Detection and Recognition … 189

Fig. 3 Flow charts of a shape detection, b color segmentation

Fig. 4 Speedbreaker sign shapedetection a only according to the number of sidesb after accounting
for rounded corners and equal lengths

3.1 Shape Detection

The shape detection algorithm followed is shown in Fig. 3a. Traffic sign shapes
include triangle, rectangle, octagon and circle. The traffic sign shapes triangle, rect-
angle and octagon can be identified by detecting the contours in an image. The
contours are retrieved from the binary image as a NumPy array containing the x and
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y coordinates of boundary points of each contour. The detected contours are approx-
imated to polygonal curves which can be considered as the sides of the contour. The
sign shape is determined based on the number of sides obtained. For the purpose of
detecting circular sign shape, the Hough transform method is used. A median blur
filter is applied to the grayscale image for accurate detection of circles.

Traffic signs have rounded corners in their outer boundary which could be falsely
detected as a side. To account for this, the sides whose lengths are very much lesser
compared to the average lengths of all the sides are ignored.Also, triangle andoctagon
sign shapes have sides of equal lengths. Hence, for more accurate shape detection,
it is checked whether each of the side’s length lies within a range determined by the
average length of all the sides. Finally, if multiple shapes are detected in an image, the
shapes whose boundaries are within the boundaries of another shape are eliminated.

3.2 Color Segmentation

Color segmentation is required to identify whether the detected sign shape contains
a particular color. The algorithm used for color segmentation is shown in Fig. 3b.
Based upon the identified shape, a list of boundaries is defined in the RGB color-
space pertaining to the color which is to be detected. The traffic sign colors that are
considered here are red, blue and yellow. A binary mask is created using the ROI
image where the pixels that fall into the upper and lower limit range in the boundary
are represented as white pixels (255), otherwise as black pixels (0).

In the binary mask, the white pixels represent the pixels that are of the required
color. Using the binary mask, the percentage fraction of white pixels is found with
respect to the total number of pixels, which is referred to here as color percentage. If
there is a possibility of signs with different colors having the same detected shape,
color segmentation is performed for all the individual colors and the dominant color,
i.e., the color having the highest color percentage is selected as the sign color.

Figure 5 shows the combined shape detection and color segmentation process for
an image of a stop sign taken during night time.

4 Traffic Sign Recognition

Traffic sign recognition is the second and final stage of TSDR. The shape and color of
the detected traffic sign along with the ROI from the first stage is the input. The traffic
sign recognition is based on the classification of the detected traffic sign and ROI
segmentation-basedmatching. The proposedTSDR system is developed to recognize
some of the common traffic signs found on Indian roads as listed in Table 1.
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Fig. 5 Stop sign detection a input image, b binary image, c shape detection, d ROI, e color
segmentation (red)

4.1 Indian Traffic Signs Characteristics and Classification

The detected traffic sign is categorized into different classes based on its shape and
color since there could be multiple traffic signs having the same shape and color
properties. These are circular and blue signs, triangular and red signs, rectangular
and yellow signs having 4, 3 and 2 possible traffic sign matches as seen in Table 1.

4.2 ROI Segmentation and Matching

After the classification of the detected traffic sign, ROI segments are defined based
on this identified class. The segments for each class are shown in Fig. 6. These
segments are defined to extract the features of the sign in particular regions for
feature matching. The ROI image is converted to a binary image by thresholding.
The fraction of white pixels to the total number of pixels is found for each segment
in the ROI. These fractions corresponding to each segment of the ROI are compared
to the fractions of the respective segment in all possible traffic signs of the identified
class. If all the segments of the ROI match with any of the possible traffic sign, then
the detected traffic sign is thus recognized as the matched traffic sign.

For the recognition of speed limit signs, the numerical digits on the sign need to
be read and extracted. Therefore, optical character recognition (OCR) of the detected
ROI is achieved using the Pytesseract OCR library in Python. OCR is also helpful for
extracting text from informatory signs. Figure 7 shows the detection and recognition
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Table 1 Indian traffic signs classification

Traffic sign Name Shape Color Type

Stop Octagon Red Regulatory

Speed limit Circle Red Regulatory

Compulsory Straight Ahead Circle Blue Regulatory

Compulsory Right Turn Circle Blue Regulatory

Compulsory Left Turn Circle Blue Regulatory

Keep Left Circle Blue Regulatory

Right-Hand Curve Triangle Red Cautionary

Left-Hand
Curve

Triangle Red Cautionary

Speed Breaker Triangle Red Cautionary

Dangerous Right Turn Rectangle Yellow Cautionary

Dangerous
Left Turn

Rectangle Yellow Cautionary
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Fig. 6 Binary image ROI segments for a circular and blue signs, b triangular and red signs, c
rectangular and yellow signs

Fig. 7 Speed limit sign recognition a detected traffic sign of circular shape and red color, b ROI
and ROI segment used for OCR, c recognized speed limit sign

of a speed limit sign situated under the shade with a complex natural background.

5 Results and Conclusion

In order to test the performance of the developed TSDR system, the images of traffic
signs are resized to 150 × 150 pixels to reduce the computational complexity and
fed to the system. The tests were performed using a 2.5 GHz Intel i5 processor. The
resulting processing time required for the detection and recognition of each traffic
sign is shown in Table 2.

The overall processing time of the developed TSDR system is 0.3 s. This result
is compared with several existing TSDR systems in Table 3, which use different
methods and detection features for traffic sign detection and recognition. A few
methods that are commonly used are support vector machine (SVM) [8, 9] and
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Table 2 Processing time for detection and recognition of traffic signs

Traffic sign name Processing time (seconds)

Stop 0.1984

Speed limit 0.8927

Compulsory straight ahead 0.2656

Compulsory right turn 0.2154

Compulsory left turn 0.2235

Keep left 0.2758

Right-hand curve 0.1765

Left-hand curve 0.1260

Speed breaker 0.1645

Dangerous right turn 0.3249

Dangerous left turn 0.3156

Table 3 Comparison of TSDR systems that use different methods

References Method Detection feature Processing time (s)

[8] SVM YCbCr and normalized
cross correlation

0.2

[9] SVM Color segmentation and
shape matching

0.43

[10] ANN Adaptive shape analysis 0.6

Proposed method ROI segments matching
and OCR

Shape detection and RGB
color segmentation

0.3

artificial neural network (ANN) [10]. It can be observed that the processing time of
the proposed method is lower than [9] and [10] and slightly higher than [8]. Hence,
compared with other TSDR systems, the average processing time of 0.30 s in the
proposed method is good.

Thiswork discussed the development of an automatic Indian traffic signs detection
and recognition system which is fast and efficient for real-time implementation in
autonomous vehicles. A robust shape and colour-based approach is adapted for the
detection of traffic signs. Image processing techniques such as image thresholding,
Gaussian filter, contour detection and RGB color segmentation have been applied for
traffic sign detection. The detected traffic signs are classified based on the shape and
color properties of the Indian traffic signs and recognized byROI segmentation-based
feature matching. The developed TSDR system has shown promising results and is
efficient in detecting and recognizing traffic signs with complex natural backgrounds
and under various lighting conditions. The proposed method is fast and has a low
average processing time of 0.30 s, allowing for real-time applications.
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AWaypoint Tracking Controller
for Autonomous Vehicles Using CARLA
Simulator

Chinmay Srinivas and Sharanbassappa S. Patil

Abstract The main objective of this work is the development and testing of
a waypoint tracking controller for autonomous vehicles. The waypoint tracking
controller is developed in Python and tested using CARLA Simulator, an open-
source simulator for autonomous driving research. The waypoint tracking controller
is developed by implementing a PID controller for longitudinal control and a pure
pursuit controller for lateral control. The PID gains are tuned to precisely track the
reference speed profile. The pure pursuit controller is implemented to accurately
follow the desired path. The developed controller is tested in CARLA Simulator and
the simulation results indicate that the vehicle tracks 100% of the waypoints speci-
fied in the trajectory. The waypoint tracking controller also performs well in closely
tracking the reference speed profile. The developed waypoint tracking controller
is precise and suitable for application in autonomous vehicles for urban driving
environments

Keywords Waypoint tracking controller · Autonomous vehicles · Autonomous
driving simulation · CARLA simulator

Nomenclature

v Actual speed
vd Desired speed
u Acceleration
KP Proportional gain
KI Integral gain
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KD Derivative gain
TP Throttle position
BP Brake position
δ Steering angle
ld Look-ahead distance

1 Introduction

Autonomous vehicles are the future ofmobility and they are changing theway people
think about travel. They can bring about a significant improvement in road safety and
provide mobility for everyone while drastically reducing the cost of driving. A fully
autonomous vehicle requires the automated driving system (ADS) to entirely perform
the dynamic driving task (DDT) [1]. The driving task consists mainly of three sub-
tasks namely perception, motion planning and vehicle control. Perception involves
perceiving the driving surroundings including tracking and predicting a vehicle’s
motion, recognizing various elements such as road surface, road signs, vehicles and
pedestrians. Motion planning contributes to defining the path or trajectory which can
be tracked to reach the destination successfully. Finally, vehicle control is responsible
for taking the appropriate steering, acceleration and braking decisions to control the
vehicle’s position, orientation and velocity.

At any point in time, the appropriate driving behaviour is decided by interpretation
of the estimated vehicle pose and information on the current scene, obtained from the
various on-board sensors such as GPS/IMU units, odometry, cameras and LIDARs.
The driving behaviour which needs to be accomplished in the current situation is
translated into a path or a trajectory, defined by a sequence of future waypoints
that the vehicle should track. The generated waypoints can be tracked precisely
by implementing a waypoint tracking controller. The waypoint tracking controller
includes longitudinal and lateral control of the vehicle. In the developed waypoint
tracking controller, a PID controller and a pure pursuit controller are implemented
for longitudinal and lateral control, respectively.

A robust control system allows for safe and precise execution of the plannedmove-
ments. For specified path waypoints and reference speed specifications, the vehicle
should be able to track the specified path with minimum error. Vehicle dynamics,
feasibility and comfort must be considered by the controller to precisely track the
waypoints and follow the required trajectory. The objective of this work is to develop
and simulate a waypoint tracking controller for autonomous vehicles. The developed
waypoint tracking controller is programmed in Python [2] and tested using the hyper-
realistic CARLA Simulator [3], an open-source simulator for autonomous driving
research.
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2 Controller Design

Navigating an autonomous vehicle to a specified destination requires motion plan-
ning and vehicle control. Currently, many applications such as OpenDRIVE [4]
and OpenStreetMaps [5] provide the tools for the effortless creation of maps for
navigation. Route planning provides a path to a specific destination that should be
tracked by the path tracking controller for successfully reaching that destination. A
vehicle state estimator uses a GPS-based positioning system, inertial measurement
unit (IMU) and wheel odometer to estimate the current position, orientation and
velocity of the vehicle. The role of the controller then is to regulate these states of the
vehicle by generating appropriate actuator signals based on the desired and currently
estimated states (Fig. 1).

A waypoint tracking controller obtains a set of path waypoints and reference
speed specifications along with the estimated state of the vehicle as inputs and
generates the vehicle control signals as outputs. The waypoint tracking controller is
further comprised of two controllers, a longitudinal controller and a lateral controller.
The longitudinal controller regulates the vehicle’s longitudinal motion via throttle
or braking whereas the lateral controller regulates the vehicle’s lateral motion via
steering.

Some of the basic controllers such as proportional integral and derivative (PID)
controller [6] or a combination of feedback and feedforward controller [7] can be
employed for longitudinal control. For lateral control, the most popular controllers
are the geometric ones such as pure pursuit [8] and Stanley [9] controllers. Also,
advanced applied control strategies like model predictive control (MPC) [10] can
be incorporated for joint longitudinal and lateral control. In the developed waypoint
tracking controller, a PID controller and a pure pursuit controller are employed for
longitudinal control and lateral control, respectively.

Fig. 1 General navigation architecture of an autonomous vehicle
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2.1 Waypoints and Reference Speed Profile

The RaceTrack map in CARLA Simulator is chosen for the deployment of the
waypoint tracking controller. A starting point and destination are selected in this
track and the roadway between these two points is taken as the path that must be
tracked. This path is defined by equally spaced waypoints that are stored in a sorted
list. In this track, a total of 1724 waypoints are defined which are equally spaced at
1 m apart along the path. Each of the waypoints includes their positions defined by
the x and y coordinates, as well as the speed which the vehicle should attain. Hence,
the waypoints become the reference signal for the waypoint tracking controller and
navigating through all the waypoints effectively completes the full path.

The set of waypoints is updated as the vehicle progresses on the path by finding
the nearest waypoint. The controller directly uses the next waypoint in the path
for implementing vehicle control. At higher speeds, the controller performs better
with a continuous path. Since the waypoints are discrete, interpolating between each
waypoint will reduce the spacing between each waypoint and provide a finer reso-
lution path. The linear interpolation method is adopted to generate a smoother path
and reference speed profile (Fig. 2).

(a)  (b)

Fig. 2 Track used for simulation: a path waypoints b reference speed profile
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2.2 Longitudinal Control

The longitudinal controller regulates the vehicle’s longitudinal motion by applying
throttle or brake. A well-known example of longitudinal control is cruise control. A
cruise control system performs the function of maintaining a fixed reference speed
as well as accelerating or decelerating to a new desired speed using throttle and
brake commands. A typical longitudinal controller can be split into two levels, an
upper level controller and a lower level controller. Based on the speed error, i.e., the
difference between the desired speed and the vehicle’s actual speed, the upper level
controller determines the acceleration needed at each time step to match the desired
speed. The lower level controller generates the throttle or braking actuation to track
the desired acceleration (Fig. 3).

The developed waypoint tracking controller uses a PID controller for longitudinal
control. The desired speed is fed to this PID controller as a reference and it outputs the
throttle and brake commands for actuation. In urban environments, assuming that the
desired speed is reasonably low and stable, the lower level controller is completely
overridden (Fig. 4).

The PID controller includes three gain terms. First, a proportional gain term KP

multiplies the acceleration of the vehicle with a magnitude proportional to the speed
error, ensuring that the vehicle accelerates in the right direction. Second, an integral
gain term KI considers the previously accumulated speed errors to make certain the
steady-state errors are removed in the output. Finally, the derivative gain term KD

reduces the settling time by damping the overshoot caused by the integration term
based on the rate of change of speed errors. The acceleration of the vehicle given by
the PID controller output is,

u = KP(vd − v) + KI

t∫

0

(vd − v)dt + KD
d(vd − v)

dt
(1)

Proper selection of the PID gains is critical for precise tracking of the desired
speed.

A good PID controller response should have minimal overshoot and steady-state
error with a low rise time and settling time. The comparison between the response of
a P, PD and PID controller is shown in Fig. 5. The P controller has a higher overshoot

Fig. 3 Longitudinal control system
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Fig. 4 Longitudinal controller implemented in the waypoint tracking controller

(a) (b) (c)

Fig. 5 Longitudinal controller response: a P controller b PD controller c PID controller

and a longer settling time than PD and PID controllers. But the PD controller has a
slightly larger steady-state error than the PID controller. Hence, the PID controller
performs better in precisely tracking the desired speed.

Finally in the longitudinal controller, the PID controller output, i.e. the obtained
acceleration value is converted into throttle and brake commands. To generate the
throttle and brake actuation signals, the throttle and brake outputs are clamped
between 0 and 1. The positive acceleration outputs correspond to throttle and nega-
tive acceleration outputs correspond to brake. The throttle and brake outputs of the
longitudinal controller can be written as,

I f u ≥ 0 : TP = u, BP = 0 (2)

I f u < 0 : TP = 0, BP = −u (3)

2.3 Lateral Control

The lateral controller regulates the vehicle’s lateral motion via steering. A type of
lateral controller is the geometric path tracking controller. Assuming the no-slip
condition is true at thewheels, the geometric path tracking controller ignores dynamic
forces on vehicles. This controller depends on a kinematic bicycle model to create
and regulate the steering commands for path tracking. However, this approach cannot
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Fig. 6 Pure pursuit method for geometric path tracking

be applied for aggressive driving andmanoeuvres with high lateral acceleration as its
accuracy declines once the no-slip assumption doesn’t hold true.Hence this controller
is more suitable for driving in urban environments.

The waypoint tracking ontroler uses a pure pursuit controller which is a geometric
path tracking controller for lateral control (Fig. 6). In the pure pursuit method, the
centre of the rear axle in the vehicle is taken as the reference point and at a fixed
distance from this point, a target point is determined on the path. This fixed distance
is termed as the look-ahead distance (ld). The angle between the line connecting these
two points and the heading of the vehicle is called as alpha (α). Based on this the
constant steering angle required to meet the target point is calculated. This steering
angle is then finally converted into steering commands that must be followed by the
vehicle to accurately track the path.While the vehicle heads towards the desired path,
the target point also shifts ahead on the path and thus gradually reduces the steering
angle. This allows for a safe and gentle manoeuvre of the vehicle towards the path
that needs to be tracked.

For precise tracking of the trajectory at all vehicle speeds, the lateral controller
should also take into account the forward velocity of the vehicle. Hence, the look-
ahead distance (ld) is assigned as a function of the vehicle forward speed (vf ) by
adding a proportionality constant (Kdd) with its units in seconds. This constant can be
tuned to change the stability and tracking performance of the pure pursuit controller
for a particular course.

ld = Kddv f (4)

The steering angle output from the pure pursuit controller is given by Eq. 5. For
practical purposes, this steering angle is limited from −1.22 rad to 1.22 rad.

δ = tan−1

(
2L sin α

ld

)
= tan−1

(
2L sin α

Kddv f

)
(5)
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Fig. 7 Snapshots of the simulation in CARLA Simulator

Finally, in the lateral controller, the steering angle output is bound to −1 to 1
range limits to generate the steering command for steer actuation.

3 Simulation

A realistic simulation environment is essential for the development of an autonomous
vehicle because it enables testing of the autonomous vehicle under various condi-
tions and scenarios without even stepping into it. The simulation allows monitoring
the vehicle’s performance to ensure that the vehicle operates safely before deploying
it on actual roads. One such highly realistic simulator used by a large number of
researchers is CARLA Simulator. CARLA is an open-source simulator built using
the Unreal game engine solely for autonomous driving research. It features highly
detailed virtual worlds with vast selectable maps, numerous vehicle models, pedes-
trians, buildings and traffic signs including a wide range of adjustable environmental
conditions (Fig. 7).

To test the accuracy and precision of the developed waypoint tracking controller,
a path tracking simulation is carried out in CARLA using the specifications listed
in Table 1. The PID controller is tuned to improve its performance in tracking the
reference speed profile and the best resulting gain values KP, KI and KD are chosen
as 2.5, 1 and 0.225, respectively for the simulation. The value of Kdd is chosen as 1
for this path to accurately track all the waypoints in the test bench.

4 Results and Conclusion

The throttle, brake and steer outputs from the waypoint tracking controller are shown
in Fig. 8. The throttle and brake outputs range from 0 to 1, corresponding to the accel-
eration output from the PID controller. These throttle and brake outputs function as



AWaypoint Tracking Controller for Autonomous Vehicles … 205

Table 1 Simulation
specifications

Parameter Value

Processor Intel i5-7300HQ @ 2.5 GHz

Simulator resolution 640 × 480

Simulator Frames Per Second
(FPS)

30

Proportional Gain (KD) 2.5

Integral Gain (KI) 1

Derivative Gain (KD) 0.225

Proportional constant (Kdd) 1

the actuation signals for adjusting the throttle and brake pedal position of the vehicle
to accelerate accordingly. The steer output ranges from −1 to 1, corresponding to
the steering angle output from the pure pursuit controller. This steer output actuates
the steering of the vehicle to turn the vehicle accordingly.

The test results indicate that the vehicle tracks 100% of the specified waypoints
in the trajectory. Further, the waypoint tracking controller performs well in closely
tracking the reference speed profile (Fig. 9).

This work discussed the development and simulation of a waypoint tracking
controller for autonomous vehicles. The waypoint tracking controller is devel-
oped by implementing a PID controller for longitudinal control and a pure pursuit
controller for lateral control. The PID gains are tuned to precisely track the refer-
ence speed profile. A pure pursuit controller is implemented for lateral control to
accurately follow the desired path. The developed waypoint controller is deployed
in CARLA Simulator. The simulation results indicate that the vehicle tracks 100%
of the waypoints specified in the trajectory. The waypoint tracking controller also
performswell in closely tracking the reference speed profile. The developedwaypoint
tracking controller is precise and suitable for application in autonomous vehicles for
urban driving environments.

(a) (b) (c)

Fig. 8 Waypoint tracking controller outputs: a throttle b brake c steer
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(a) (b)

Fig. 9 Simulation results: a vehicle trajectory b vehicle speed profile
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An Economic Feasibility Study of Electric
Vehicle Charging Stations in India

Sajan Jerome and M. Udayakumar

Abstract To address the ever-increasing issue of greenhouse gas emissions, reduce
dependence on crude oil, and increase in fuel prices in the Indian context, electric
vehicles (EV) are considered a possible solution in a long run.With incentive schemes
initiated by the Government of India (GoI), the adoption of EVs is happening on a
large scale. A core requirement for the mass adoption of EVs is the availability
of charging infrastructure at an affordable rate and without intermittency to relieve
range anxiety. However, the deficiency of public charging infrastructure is consid-
ered a major hindrance to a wide-scale adoption of EVs. This paper elaborates on
factors affecting the location of charging infrastructure and highlights the existingEV
charging standards in India. Also, the economic feasibility of establishing an elec-
tric vehicle charging station (EVCS) as per the standards and guidelines prescribed
by the government is carried out using the net present value (NPV) method. With
careful planning, establishing slow as well as fast EVCSs at existing parking stations
with nominal parking fees at retail spaces, workplaces, street parking areas, and
along highways can encourage extensive use of EVs, leading to a profitable business
opportunity.

Keywords Electric vehicle charging station · Electric vehicles · Net present value

1 Introduction

The burning of fossil fuels for transportation releases large quantities of carbon into
the environment leading to air pollution and global warming. Hence, alternative
energy technologies are to be introduced on a large scale [1]. The most promising
method to decarbonize the transport sector is to replace conventional vehicles with
EVs which are energy efficient and clean [2]. With the increasing electrification of
the transportation sector, EVs represent a promising way to alleviate the pollution

S. Jerome (B) · M. Udayakumar
Department of Mechanical Engineering, National Institute of Technology, Tiruchirappalli 620015,
Tamil Nadu, India
e-mail: sajanjerome@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
V. Krishna et al. (eds.), Recent Advances in Hybrid and Electric Automotive
Technologies, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-19-2091-2_17

207

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2091-2_17&domain=pdf
mailto:sajanjerome@gmail.com
https://doi.org/10.1007/978-981-19-2091-2_17


208 S. Jerome and M. Udayakumar

and greenhouse gas emissions caused by conventional vehicles [3]. The market share
of EVs is increasing globally and the GoI has also devised programs to enhance their
market penetration. Economic charging solution needs to be in place tomeet the rising
charging requirement from transport sector. As per the infrastructure guidelines set
by the GoI, in any case, one charging station must be accessible in a network of 3 km
× 3 km in cities and at every 25 km on both sides of the highways. For heavy-duty
EVs, like buses and trucks, there ought to be one charging station at every 100 km on
both sides of the road along highways [4]. Studies reveal that the shortage of public
charging infrastructure is a major deterrent to the widespread adoption of EVs [5].
The availability of publicly accessible chargers makes people show interest in EVs.
To enhance the growth of public charging infrastructure, continuous support from
the government, utility grid authorities, and EV manufacturers is necessary.

The major factor hindering EV adoption is range anxiety, which is the fear of
running out of battery power before it can be recharged and this concern is amplified
due to limited public charging infrastructure. A lack of sufficient charging infras-
tructure can lead to range anxiety among the EV users, impeding their widespread
acceptance [6]. Hence a wide network of public charging infrastructure is essen-
tial. Installing EVCSs at several locations can overcome range anxiety. At lower
EV adoption rates, the investment in EVCSs will be hardly profitable. Hence, the
EVCS investors are unsure of investing now or waiting till the critical mass of EVs
is reached. The economic feasibility of establishing EVCS from an investor’s point
of view is not widely discussed in the literature. In the current study, we carry out
an economic feasibility study on establishing an EVCS in the Indian scenario using
the NPV method. Higher power rates for fast-charging stations are desired by the
customers so that a time similar to the refueling time of the conventional vehicles
could be obtained for EV charging [7]. Fast and ultra-fast-charging stations can
reduce the charging time to a minimum level, thereby enhancing the acceptance
level of EVs [8]. The study has been carried out for establishing both slow and fast-
charging stations taking into account the varying amounts of incentives provided by
GoI for the purchase of EV charging equipment commonly known as electric vehicle
supply equipment (EVSE).

2 Methodology

EV chargers vary from 0.50 kW to as high as 500 kW, and with advances in battery
chemistry, higher charging rates can be achieved in the future [9]. At lower EV
adoption rates, the investment in EVCSs will be hardly profitable. Hence, the EVCS
investors are unsure of investing now or waiting till the critical mass of EVs is
reached. The GoI has delicenced EVCS business for EVs, whereby individuals can
set up such facilities but at a regulated tariff, provided they meet the technical,
safety, and performance standards as laid down by theMinistry of Power and Central
Electricity Authority [10]. The government has categorized the EVCSs to provide
demand incentives under the Faster Adoption and Manufacturing of Hybrid and
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Table 1 Demand incentive provided for EVCS under FAME scheme

Category Incentive Location

I 70% Public place for commercial purpose:
Municipal parking lot
Petrol stations
Streets
Malls
Market Complexes
Airports/Railway/Metro stations
Bus stops

II 100% Premises of state or central government office complexes:
Government hospitals/Clinics/Dispensaries
Government educational institutions
Public offices for non-commercial use

III 50% Semi-restricted premises for commercial or non-commercial purpose:
Taxi aggregators for charging of taxis
Co-operative housing societies

Source [11]

Electric Vehicle (FAME) Phase II scheme and the guidelines are shown in Table 1
[11]. This demand incentive is provided for the cost of EVSE excluding the upstream
infrastructure including the cost of transformer required for bringing power supply
to the EVCS. The economic feasibility of EVCSs is analyzed using the NPVmethod.
The NPV is calculated using Eq. (1).

NPV =
∑

[(Ct /(1 + r)t)] − C0, (1)

whereCt represents the net cash flow for a period ‘t’; C0 is the total initial investment;
r is the discount rate. The discount rate considered in this study is 15%, which is
higher than the usual percentage of 10% as the EVCS industry is novel in India and
therefore, the associated risk involved is comparatively high [12]. The sum of the
present values (PV) of all the cash inflows and outflows determines the NPV of an
investment. A positive sign is assigned to cash inflows whereas the cash outflows are
assigned a negative sign. The knowledge of the amount of each cash flow, as well as
the time of occurrence of the cash flow, is necessary for the accurate calculation of
NPV. A positive NPVmeans the investment makes sense financially. As explained in
Table 2, when multiple options are available, an investor will select the option with
maximum NPV, as it provides a maximum value addition for the firm.

The EVSE for the charging stations is selected as per the guidelines laid down by
the Ministry of Power, GoI for establishing EVCSs in India [4]. In both slow- and
fast-charging stations, we have assumed that the Bharat DC001 charger is provided
to meet the demand of EVs currently in the Indian automobile market. The slow-
charging station consists of four Bharat DC001 chargers and two Bharat AC001
chargers which can charge four and six EVs simultaneously. In the slow-charging
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Table 2 NPV decision table

Outcome Decision

NPV > 0 The investment would add value to the
firm

The project may be accepted

NPV < 0 The investment would subtract value
from the firm

The project should be rejected

NPV = 0 The investment would neither gain nor
lose value for the firm

The project adds no monetary value.
Decision should be based on some other
criteria such as strategic positioning

stations, 4W, 3W, and 2W vehicles can be charged. This is significant in a country
like India, where there is a larger preference towards 2 W vehicles followed by 3Ws
as a means of public transport. In case of fast-charging stations, two CCS chargers
and four Bharat DC001 chargers are provided which can charge two and four EVs
simultaneously. CCS charger can be used to charge 4W EVs only, whereas 4W, 3W,
and 2W EVs can be charged using a Bharat DC001 charger.

The cost components for an EV charging station comprise capital as well as
operational expenditures. The cost estimates for EVSE are obtained from [13] as
shown in Table 3. Apart from the procurement cost of EVSE, the capital expendi-
ture involves costs associated with new electricity connection including transformer,
associated civil works, EVSE software procurement, and CCTV setup. The details
are summarized in Table 4.

The safety provisions for EVCSs in India are detailed in the Measures Relating
to Safety and Electric Supply (Amendment) act 2019 [14]. This specifies the general
safety necessities for EVCSs which include earth protection systems, fire safety,

Table 3 Cost estimates and specifications of EVSE for EVCSs

Type of Charger Output Power
(kW)

Number of EVs
that can be
charged
simultaneously

Charging vehicle
type

Cost of
equipment (Rs)

Bharat DC 001 15 1 4W, 3W, 2W 230,000

Bharat AC 001 10 3 4W, 3W, 2W 55,000

CCS 60 1 4W 1,200,000

Source [13]

Table 4 Capital expenditure
associated with establishing
an EVCS

Particulars Capital expenditure (Rs)

New electricity connection 400,000

Civil works 250,000

EVSE software 40,000

CCTV setup 30,000
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testing of EVSE, inspection and periodic assessment, and maintenance of records
as per international standards that need to be followed. In the guidelines for estab-
lishing EVCSs in India [4], it is specified that the EVSE is to be type tested by an
agency accredited by the National Accreditation Board for Testing and Calibration
Laboratories (NABL) from time to time. EVSE are provided with safety measures
that protect EV users from potential electric as well as fire hazards. In case of any
fault, the EVSE will stop the power transfer to the EV immediately and deenergize
the cable.

The annual operating expenditure consists of the salary for the EVSE technician
at Rs.25000 per month and the annual maintenance cost is assumed as 10% of the
total EVSE cost. Even though the procurement of land, either purchased or lease
agreement involves a huge amount, depending on the location and availability of
land, in this paper, it is assumed that land will be made available by the government
or municipal bodies free of cost. This involves a policy decision from the government
to encourage the mass adoption of EVs into the market. In course of time, as EV
charging becomes a profitable business, the land can be procured by the business
operators.

The following assumptions are made in the analysis:

1. The hours of charging per day are 20.
2. Capacity utilization factor for the EVCSs increases from 10 to 100% over a time

span of 10 years.
3. Electricity tariff paid to the Discom by the EVCS operator is fully passed on to

the consumer.
4. The existing electrical utility has spare capacity.

3 Results and Discussion

This section provides an insight into the economics of fast- and slow-charging tech-
nologies in India which may guide the investors as well as policymakers in framing
policies for setting up EVCSs from a broader perspective. We first analyze the case
in which a flat tariff is applied across the year and see the margin on electricity
tariff to be imposed on the customer by the EVCS service provider to achieve a
profitable business. We find the amount of margin on electricity to be imposed on
the customers to make EVCS a successful business opportunity. The feasibility of
establishing EVCSs with various amounts of demand incentives for the purchase of
EVSE for Categories I, II, and III with 70%, 100%, and 50% incentives for estab-
lishing charging infrastructure at various locations as shown in Table 1 is carried
out for slow as well as fast-charging stations. The analysis is carried out for various
amounts of incentives being provided for the purchase of the EVSE combined with
parking fees being imposed for utilizing the EVCS as shown in Figs. 1, 2, and
3. This study considers parking fees of Rs.0.00, Rs.10.00, and Rs.20.00 per hour
for slow- and fast-charging stations. S/0, S/10, and S/20 represent slow-charging
stations imposing Rs.0.00, Rs.10.00, and Rs.20.00 per hour, respectively, as parking
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Fig. 1 Margin on electricity tariff required with various incentives on charging equipment with
zero parking fee

Fig. 2 Margin on electricity tariff required with various incentives on charging equipment with
parking fee of Rs.10.00 per hour
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Fig. 3 Margin on electricity tariff required with various incentives on charging equipment with
parking fee of Rs. 20.00 per hour

fee, whereas F/0, F/10, and F/20 represent the same for fast charging stations. To
find out the breakeven for the EVCS business, when the cash flows become equal to
the initial investment, we set NPV equal to zero in Eq. (1). This gives the condition
required to achieve a non-profit and no-loss situation.

As seen in Fig. 1, with zero parking fees, the margin on electricity tariff required
for the EV charging business to be profitable is higher for slow-charging stations
when compared to fast-charging stations. Even though a higher capital expenditure
is associated with a fast-charging station, the amount of electricity sold from a fast-
charging station daily would be higher when compared to slow-charging stations.
This makes the margin on electricity for slow-charging stations to be higher when
compared to fast-charging stations with zero parking fees.

However, when a parking fee is imposed for utilizing the facility, the margin on
the electricity required for fast-charging stations becomes high in comparison to
slow-charging stations as seen in Figs. 2 and 3. This is because a greater number of
vehicles could be charged simultaneously in slow charging stations when compared
to fast-charging stations. With a parking fee of Rs. 20 per hour as shown in Fig. 3,
it would be possible to forgo the margin on the electricity tariff required by slow-
charging stations. This makes electricity much cheaper for charging the vehicle. In
malls, parking lots, bus depots, railway stations, and airports, where the customers
park the vehicle for a long duration of time, the slow-charging stations may be
established which are more economically feasible, especially in India where there
is a preference for low-cost vehicles in the two-, three-, and four-wheeler segments.
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Also, the onboard charger used in Indian vehicles cannot take power more than 3 kW,
which further limits the use of charging equipment with higher charging rates.

The minimum incentive to be provided for the purchase of EVSE to make EVCS
profitable for slow- and fast-charging infrastructure for various fixed margins on
electricity tariff is shown in Tables 5 and 6.As seen in Table 5, a slow-charging station
imposing zero parking fee, with the margin on electricity tariff varying from Rs.0.00
to Rs. 2.00 per kWh, even with 100% incentive on EVSE, the EVCS business will be
non-profitable. With an incentive above 55.23%, the EVCS can become profitable
with a margin of Rs. 2.50 per kWh without imposing any parking fee, whereas with
a margin of Rs. 3.00 per kWh, no incentive will be required to make the business
profitable. In charging stations where a parking fee of Rs. 10 per hour is imposed,
incentives above 85.94 and 23.73% for a margin of Rs. 1.00 and Rs. 1.50 per kWh,
respectively, will be required for EVCS to become profitable. By imposing a margin
on electricity of Rs. 2.00 per kWh and above, no incentives will be required for a
profitable business opportunity. With a lower margin on electricity up to Rs. 0.50 per
kWh, the charging station is not profitable even with a 100% incentive. By imposing
a higher parking fee of Rs. 20 per hour, an incentive above 54.45% is required to offer
zero margins on electricity to be imposed on the customers. Further, no incentive on

Table 5 Inventive required
to slow charging station for
profit (fixed margin on tariff)

Margin on tariff (Rs/kWh)↓ Parking fee (Rs/h)

S/0 S/10 S/20

0.00 NPa NP 54.45%

0.50 NP NP 0.00%

1.00 NP 85.94% 0.00%

1.50 NP 23.73% 0.00%

2.00 NP 0.00% 0.00%

2.50 55.23% 0.00% 0.00%

3.00 0.00% 0.00% 0.00%

a Not profitable

Table 6 Inventive required
to fast-charging station for
profit (fixed margin on tariff)

Margin on tariff (Rs/kWh)↓ Parking fee (Rs/h)

F/0 F/10 F/20

0.00 NP NP NP

0.50 NP NP NP

1.00 NP NP 72.12%

1.50 86.63% 57.60% 28.58%

2.00 43.09% 14.07% 0.00%

2.50 0.00% 0.00% 0.00%

3.00 0.00% 0.00% 0.00%
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EVSE will be required for a margin on electricity greater than or equal to Rs. 0.50
per kWh for EVCS to be profitable.

As shown in Table 6, a fast-charging station imposing zero parking fee, with the
margin on electricity varying from Rs.0.00 to Rs. 1.00, even with 100% incentive
on EVSE, the EVCS business will be non-profitable. With incentives above 86.63%
and 43.09%, the EVCS can become profitable with a margin of Rs.1.50 and Rs.2.00
per kWh, respectively, without imposing any parking fee, whereas with a margin
of Rs. 2.50 per kWh and above, no incentive will be required to make the business
profitable. In charging stations where a parking fee of Rs. 10 per hour is imposed,
incentives above 57.60 and 14.07% for a margin of Rs. 1.50 and Rs. 2.00 per kWh
respectively will be required for EVCS to become profitable. By imposing a margin
on electricity of Rs. 2.50 per kWh and above, no incentives will be required for a
profitable business opportunity. With a lower margin on electricity up to Rs. 1.00 per
kWh, the charging station is not profitable even with a 100% incentive. By imposing
a higher parking fee of Rs. 20 per hour, incentives on EVSE above 72.12 and 28.58%
for a margin of Rs. 1.00 and Rs. 1.50 per kWh respectively will be required for EVCS
to become profitable. By imposing a margin on electricity of Rs. 2.00 per kWh and
above, no incentives on EVSE will be required for a profitable business opportunity.
With a lower margin on electricity up to Rs. 0.50 per kWh, the charging station is
not profitable even with a 100% incentive.

The fixed margin on electricity tariff required for EVCSs to become profitable
under the categories I, II and III as shown in Table 1, for slow as well as fast-charging
stations for various parking fees considered in this study are shown in Fig. 4. As seen
in Fig. 4a, for slow charging stations, the highestmargin on the electricity required for
a profitable business is Rs. 3.00 per kWh for category III with zero parking fee. The
margin on the electricity required for a profitable business for a slow-charging station
is zero for categories I and II when a parking fee of Rs.20.00 per hour is imposed.
As shown in Fig. 4b, for fast-charging stations the highest margin on electricity tariff
required for a profitable business is Rs.2.00 per kW h for categories I and III, with
zero parking fee, whereas with a parking fee of Rs. 20.00 per hour the lowest margin
is Rs. 1.00 per kWh for category II.

From Fig. 4a, b, it is observed that the highest margin required on electricity
tariff for a profitable charging station business is for category III whereas the lowest
margin is obtained for category II for all parking fees considered in this study. The EV
customerswill prefer a lowermargin on electricity tariff and hence awider acceptance
for using the EVCSs can be obtained by establishing them at category II locations
which include the premises of state and central government office complexes as
mentioned in Table 1.

We now consider the case in which there is a yearly escalation on the margin
of electricity tariff with increments of Rs. 0.25, 0.30, 0.35, 0.40, 0.45, and 0.50 per
kWh of electricity. The profitability for slow- and fast-charging stations with yearly
increments in the margin on electricity varying from Rs. 0.25 to Rs. 0.50 per kWh
for various parking fees considered are as shown in Tables 7 and 8, respectively.

As seen in Table 7, for a slow-charging station, with zero parking fees, the EVCS
business will not be profitable up to annual increments in the margin of electricity up
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Fig. 4 Fixed margin on electricity tariff required for EVCSs to become profitable under the
categories I, II, and III

Table 7 Incentive required
to slow-charging stations to
become profitable
(incremental margin on tariff)

Annual increment (Rs/kWh)↓ Parking fee (Rs/h)

S/0 S/10 S/20

0.25 NP 20.84% 0.00%

0.30 NP 0.00% 0.00%

0.35 NP 0.00% 0.00%

0.40 63.03% 0.00% 0.00%

0.45 25.13% 0.00% 0.00%

0.50 0.00% 0.00% 0.00%
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Table 8 Incentive required
to fast-charging stations to
become profitable
(incremental margin on tariff)

Annual increment (Rs/kWh)↓ Parking fee (Rs/h)

F/0 F/10 F/20

0.25 84.60% 55.58% 26.55%

0.30 58.07% 29.05% 0.03%

0.35 31.55% 2.53% 0.00%

0.40 5.02% 0.00% 0.00%

0.45 0.00% 0.00% 0.00%

0.50 0.00% 0.00% 0.00%

to Rs. 0.35 per kWh. Incentives above 63.03 and 25.13% on EVSEwill be required to
support the EVCSbusiness to become profitablewith annual increments in electricity
tariff of Rs.0.40 and 0.45 per kWh, respectively. With an increment of Rs.0.50 per
kWh annually, no incentive on the purchase price of the EVSE is required for a
profitable business. By imposing a parking fee of Rs.10 per hour, incentive above
20.84% will be required for annual increment of Rs.0.25 per kWh on the margin on
electricity for a profitable business. With annual increments of Rs. 0.30 per kWh and
above on margin on electricity, no incentive for EVSE is required for a profitable
business. There is no requirement of incentive for EVSE on imposing a parking fee
of Rs.20 per hour for all increments in the margin of electricity for a profitable EVCS
business.

As seen in Table 8, for a fast-charging station, varying amounts of incentives for
EVSE will be required for increments up to Rs. 0.40 per kWh for the business to
become successful without imposing any parking fee. With increments above Rs.
0.45 per kW h, no incentives on EVSE will be required for a successful business
proposition. With an hourly parking fee of Rs.10, there is no incentive to be provided
for an annual incremental margin on electricity of Rs. 0.40 per kWh and above. The
incentives required for profit with Rs.0.25, Rs. 0.30, and Rs.0.35 per kWh annual
increments are above 55.58%, 29.05%, and 2.53%, respectively. With an hourly
parking fee of Rs.20.00, no incentives will be required for the annual increment of
Rs. 0.35 per kW h and above for the business to become viable. An incentive above
26.55% on EVSE is required for an incremental margin of Rs. 0.25 per kWh for a
successful business, whereas a negligible amount of incentive may be required for
tariff rise of Rs.0.30 per kWh of electricity annually.

The incremental margin on electricity tariff required for EVCSs to become prof-
itable under the categories I, II, and III as shown in Table 1, for slow- as well as
fast-charging stations for various parking fees considered in this study are shown in
Fig. 5. As seen in Fig. 5a, for slow-charging stations, the highest margin on annual
increment in electricity tariff required for profitable business for EVCS is Rs. 0.45
per kWh for category III with zero parking fee. The least incremental margin required
is Rs.0.25 per kWh for slow-charging stations with a parking fee of Rs.10.00 and
Rs.20.00 per hour. As shown in Fig. 5b, for fast-charging stations, the highest incre-
mental margin on the electricity tariff is Rs.0.35 per kWh for category III with zero
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Fig. 5 Incremental margin on electricity tariff required for EVCSs to become profitable under the
categories I, II, and III

parking fee, whereas the least margin required is Rs. 0.25 per kWh for all categories
of charging stations with a parking fee of Rs. 20.00 per hour.

From Fig. 5a, b, it can be observed that the least incremental tariff required for a
profitable charging station business is Rs. 0.25 per kWh, which is the same for all
categories with S/10, S/20, and F/20 and for categories I and II for F/10. In the case
of F/0, category II has the same lowest incremental tariff required for a profitable
charging station business.

Thus, while establishing a slow or fast-charging station with incremental tariff,
with parking fee applied, the incremental tariff to be employed is the same for all
categories except for category III with F/10, for which a slightly higher incremental
tariff is required for a profitable business. For fast charging stations with zero parking
fees, the incremental margin required for a profitable business can be reduced to
Rs.0.25 per kWh, if the incentive on the purchase of EVSE could be increased to
100% as that for category II. In doing so, the incremental margin on electricity tariff
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can be reduced for category I and category III, which can attract EV users on a large
scale, thereby increasing the market penetration of EVs.

In general, it is suggested that an incentive of 100% for the purchase of EVSE
must be provided for category I, instead of category II, which includes municipal
parking lots, petrol stations, malls, market complexes, airports, railway stations,
metro stations, and bus stops, which are public places used for commercial purposes
where the customer spends more amount of time. This helps the customer to utilize
their time, while the vehicle is getting charged. This can help to improve the market
acceptance of EVs on a large scale as they have an opportunity to charge their
EVs at much lower rates. Category III, which includes the location for setting up
charging stations for taxi aggregators, is provided with an incentive of only 50% on
the purchase of EVSE. Under the FAME India scheme, public transportation is to be
given incentives in respect of reduction in their upfront cost of the vehicle.

As shown in Figs. 4 and 5, the highest margin in electricity tariff for all parking
fees is for category III and hence they have to pay a higher margin on the electricity
tariff leading to a higher operating cost. Hence, it is suggested that a higher incentive
on the purchase of EVSE for category III as that of category II is to be implemented
to decrease the margin on electricity tariff so that it becomes beneficial for the taxi
aggregators thus encouraging public transportation.

4 Conclusion

With the government’s intention to provide subsidies in the range of 50, 70, and 100%
on the EVSE cost, a better return can be obtained from the EVCS business thereby
enabling the service providers to establish a greater number of charging infrastruc-
ture, encouraging the use of EVs by relieving the customers of the range anxiety.
Currently, as per the guidelines set by the government, the incentive for the purchase
of EVSE for establishing EVCSs at the premises of state and central government
offices (category II) is 100%, whereas that for public places for commercial purpose
(category I) is 70% and for semi-restricted premises such as taxi aggregators for
charging of taxis (category III) is 50%. The following conclusions are made from
this study:

• The purchase incentive on EVSE in category I locations has to be enhanced from
the current rate of 70 to 100% as provided for category II locations. This can
lead to a decrease in the margin on electricity required for EVCSs established in
municipal parking lots, malls, market complexes aswell as airport, railway,metro,
and bus stations, where the EV customers are expected to park their vehicle for
an adequate amount of time required to charge the EVs while completing other
tasks.

• Currently, the least incentive of 50% for the purchase of EVSE is offered to cate-
gory III locations. This includes semi-restricted premises used by taxi aggregators
for charging their electric taxis which leads to a higher margin on electricity tariff
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required for charging EV used for taxi services which include 3Ws and 4Ws.
With an increase in incentive for the purchase of EVSE for establishing EVCSs
in category III locations, the margin on the electricity required for a profitable
charging station business can be reduced making the taxi rides more economical
thereby encouraging public transportation.

With the wider establishment of EVCSs, EV user confidence can be improved,
leading to their wider adoption. Hence, the government should consider enhancing
the incentive on the purchase of EVSE for category I and category III locations to
100% as that of category II locations leading to greater use of EVs.
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Liquid Cooled Battery Thermal
Management System for 3S2P Li-Ion
Battery Configuration

Divya D. Shetty, Aditya Nair, Rishab Agarwal, and Kshitij Gupta

Abstract Lithium-ion batteries are the future of the automotive industry. Due to
their zero-emission technology, lithium-ion powered electric vehicles are hyped as
the power source of the future. However, one of the main drawbacks of the cell is its
high heat generation,which, in turn, affects the performance of the vehicle. Currently,
research is being conducted into developing an efficient battery thermal management
system (BTMS). The present study will be looking into developing a liquid battery
thermal management system. To determine the efficiency of the cooling system, heat
generation on a smaller battery pack was modelled with the help of the MSMD
model on Ansys fluent. A smaller battery pack of a 3s2p configuration was selected
to validate the results. The parameters of the cell were available on the datasheet.
Materials were selected based on the data present on Ansys fluent. The simulation
was conducted for two discharge rates 1C and 2C. As a result, it was observed that
for the 3s2p configuration, the maximum temperatures go up to 320 K and 335 K for
a discharge rate of 1C and 2C, respectively. After this, the battery pack is subjected
to a liquid thermal management system. The effect of various mass flow rate on
temperature are as follows at flow rate of 1e-5 the maximum temperature decreases
by 5.31%, whereas the maximum temperatures at 1e-4 and 1e-3 flowrate decreases
by 5.93% and 6.01% respectively at 1C discharge rate. In case of 2C discharge rate, at
the mass flow rate of 1e-5, the maximum temperature decrease is by 8.65%, whereas
for 1e-4 and 1e-3, the maximum temperature decrease is by 9.85% and 10.14%,
respectively. A crossflow design is adopted and was compared with the normal flow;
it is observed that there is no significant effect of flow direction on temperature.
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1 Introduction

Electric vehicles are the future of the automotive industry. With the rising prices of
crude oil and the depleting natural resources around the world, we are forced to look
for alternative ways of providing energy to the vehicle. The experts in the automobile
industry thus came upwith a solution to this problem by attaching and trying to power
the car with a battery, motor and generator, thus giving rise to Electric Vehicles,
commonly known as EVs [1]. These EVs are powered by a battery connected to
a motor, which, in turn, drives the wheels. These motors act as a generator also,
thus recharging the battery as the vehicle moves. Electric Vehicles are being used
in passenger vehicles and motorsports with the introduction of Formula-E [2]. A
Lithium-ion battery is the most popular battery used in Electric vehicles. There exist
several cells with similar chemistry to that of Li-ion cells like Li-nickel-manganese-
cobalt (NMC), Li-phosphate and Li manganese, with each cell being advantageous
over its peers in a few sectors [3]. However, holistically, Li-ion cells have been found
to be superior, chemistry-wise, to drive the powertrain of an electric vehicle for the
following reasons: Higher energy density, high power density and longer cycle life
[4]. In addition to high energy and power density, lithium-ion batteries have shown
high life cycle, particularly when operated under shallow cycling conditions [3].

One of the major challenges is keeping the battery pack cool even after long
durations of discharging and charging cycles. The solution to this problem is still
in the early stages of research and development and still requires a lot of attention.
This heating issue in the battery pack occurs due to the following reasons [6]: a.
ThermalRunaway [7], b.Ageing, c.Gassing andd.Cost of production. Inmany cases,
Panasonic, the supplier of cells to tesla, makes use of a Lithium cobalt aluminium
configuration [8]. The need for a battery management system has increased over
the years because the companies are also incorporating more and more motors in
their vehicles, for example, Rimac, an electric supercar maker who has successfully
developed an electric hypercar by the name of Rimac concept 1, which drives on
four motors, each for one wheel. Due to this the battery heat up exponentially, thus
becoming less effective in the upper region of the torque curve [7]. Another reason
for a battery management system includes increasing the efficiency of the battery and
the vehicle, thus increasing the range of the vehicle. Under normal use, an electric
vehicle’s batteries like to be in the 15 to 35 °C range [6].

1.1 Types of Battery Cooling Systems

The different types of battery thermal management systems are air-cooled, liquid-
cooled, PCM-based, thermoelectric and heat pipes. The air cooled is further classified
as active and passive, for active air-cooling system, some external means are required
to circulate air through cooling channels. In a passive system, the atmospheric air
will directly come in contact with the cell surface [9]. Aside from air, the liquid is
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another heat transfer fluid that can be used to transmit heat. For thermal management
systems, there are two types of liquids. Mineral oil, for example, is a direct contact
liquid that can come into direct touch with the battery cells. The other is an indirect
contact liquid, such as a combination of ethylene glycol and water, that can only
make indirect contact with the battery cells [10]. In a direct contact system, the
battery pack is directly submerged in liquid, and in an indirect contact liquid-cooled
system, the fluid is circulated through a cooling jacket by some external means [11].
Heat is absorbed by PCM during melting and stored as latent heat until it reaches
its maximum. The temperature is held at a melting point for a length of time, and
the increase in temperature is postponed. As a result, PCM is employed in battery
temperature management systems as a conductor and buffer. To manage the battery
temperature, a PCM is always paired with an air-cooling system or a liquid-cooling
system [7].

1.2 Innovations in Battery Solutions

Cylindrical lithium-ion batteries are preferred over their counterparts due to their
high power density and ability to be produced faster. Hence, the following report
summarized various literature of cooling systems for cylindrical batteries [10]. Zhao
et al. [10] conducted research around a novel cooling system. The construction of
the cooling system is as follows: the battery is enclosed in a cylindrical shell that
consists of channels, through which liquid flows, called the liquid cooling cylinder
(LCC). A liquid cooling plate (LCP) supplies the cooling liquid to the LCC and acts
as a reservoir at the outlet of the LCC. The author investigated four parameters—no
of channels, inlet size, mass flow rate and flow direction. The trend observed is that
maximum temperature keeps decreasingwith an increasing number of channelswhen
the number of channels is greater than 4 up to 8 channels. In the case of maximum
temperature difference �T, there is a decreasing trend found with increasing chan-
nels, but the effect of cooling decreases. In case of inlet size, it can be concluded
that the capacity of heat exchange is enhanced first and then weaken along with the
rising of entrance size. Flow direction also plays an important role. When the inlet
and outlet were located on the same side, there was a change and a decrease in the
maximum temperature. However, due to the challenges in designing a circulatory
system around this, this method was not advised to be implemented.

Wang et al. [12] modified the above system by designing a transfer contact surface
(TCS), which is a diamond curved shape in contact with 3 cells at a time. While
investigating mass flow rate, the heat generation process was divided into three time
periods: 0–100 s, 100–600 s and 600–720 s. During phase 1, themax temperature and
temperature difference rise irrespective of the mass flow rate. In the second phase,
the temperature can be kept constant at 1× 10–4 kg/s. There is not a significant effect
of cooling on the decrease of maximum temperature difference. Upon investigating
inner diameter, it was found that decreasing inner diameter increases the velocity,
which would lead to the assumption of increased heat transfer coefficient. However,
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decreasing the diameter decreases the contact surface. Hence, overall, there is little
effect of diameter on cooling performance. The Temperature increases gently by
decreasing the height of the inlet. The optimum height is obtained when h = 55 mm.
By increasing the contact angle, the max temperature and temperature difference
reduce as the contact area increases.

Jiang et al. [13] investigated the tesla cooling system. However, a critical anal-
ysis was conducted, and a comparison was made between two different approaches
adopted. In the multiple short channel approach, the U-bend is removed, and two
short channels are compared with the long channel. It is observed that the short chan-
nels yield a lesser maximum temperature than the u-bend channel. This can be due to
the less flow resistance caused due to the U-bend. The magnification of the contact
area was also investigated. It was found that there is a decrease in the maximum
temperature yield. A greater outcome of the system is the temperature uniformity of
the cell obtained. Mahmud et al. [14] implemented the idea of thermoelectric cooling
to cool a battery. The thermoelectric module used is connected electrically in series
and thermally in parallel. There are aluminum sinks with a cooling fan and channels
containing coolant to cool the hot side of the TEC module. Hence, it is a conjunction
of Air and liquid cooling. The maximum temperature was investigated, and the test
was first conducted without the TECmodule, in the presence of water alone and then
in the presence of air alone, and then with the TEC module. In comparison, the TEC
module showed a drastic reduction in temperature. The cooling rate was found to be
double when compared to the water and air only conditions.

Yang et al. [15] implemented a composite PCM (Composite PCM) to cool the
battery pack. The C-PCM is made by first melting paraffin, and then it is melted
together with expanded graphite. This is done to increase the thermal conductivity
of the PCM. Low-density polyethylene is introduced. Upon discharge of the battery
pack, it was found that the L-CPCM performs better cooling performance. However,
during higher discharge rates above 3C, the temperature of the batterywas beyond the
safe limit of the lithium-ion battery. To tackle this issue, an aluminium fin was used
as a heat sink to dissipate heat further away from the system. Upon experimentation,
it was found that the aluminium fin has a positive effect on the cooling performance
of the battery. At higher discharge rates, the maximum temperature has been found
to be well within the safe limits of the lithium-ion battery. Yulong Dinga et al. [16]
investigated the use of metallic foam in conjunction with a PCM, and a copper
pipe module containing a coolant. In this paper. A comparison is made between
paraffin wax alone in the material module and copper foam/paraffin wax (C-PCM)
as a material module. After discharge operation at 1800s, the outlet temperature of
the copper pipe is more in case of the C-PCM, than in the standalone paraffin setup.
The outlet temperature is also found to increase with increasing velocity. In case of
the battery surface, the temperature of just PCM was found to rise by 16 degrees
to 39 °C. However, in case of C-PCM, the temperature of the battery surface was
found to be 25 °C. This is because the metallic copper foam offers greater thermal
conductivity, which is less in case of paraffin wax.

From the literature, it is observed that the advantages of liquid cooling systems are
as follows: (a) A liquid cooling system helps in effectively controlling the maximum
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temperature and temperature difference of the cell. (b) Making use of nanofluids can
help control the temperature at a velocity lesser than that used for a normal coolant,
hence preventing excessive power consumption. (c) A liquid system can also be used
to heat the battery pack in cold countries where ambient temperatures are below the
freezing point. Disadvantages of a liquid cooling system are as follows: (a) Due to
unforeseen circumstances, accidental leakage of the coolant may occur, leading to
damage to the battery pack. (b) A liquid cooling system is heavier compared to other
cooling systems. Hence, in order to reduce weight, a microchannel may be used. (c)
A liquid cooling system consumes additional power to circulate the coolant across
the battery pack. Usage of microchannels in order to reduce weight may increase
the pressure drop due to which the power consumption will increase. Despite the
disadvantages, the advantages outweigh them, and hence is a system preferred by
many automotive companies to implement on a large scale.

2 Methodology

2.1 Modelling and Meshing

3s2p

In the present analysis, a battery pack consisting of six cells is considered. The
cell used in the 3s2p configuration as shown in Fig. 1 is 18650 Li-ion cells, the
diameter of the cell is 18 mm and length of the cell is 650 mm. The configuration of
the battery pack is 3 in series and 2 in parallel. After naming each part of the cell, a
battery connection is established byAnsys fluent. The batteries had a centre-to-centre
distance of 3 mm across all directions. The cells were placed in an aluminium block.
Due to its higher heat transfer coefficient, heat generated by the battery would be
rapidly transferred, hence aluminium was selected as the material. Twelve channels
were cut out from the aluminiumblock as represented in Fig. 2, which act as a channel
for the coolant to flow through. The geometrical parameters of aluminium block are
as follows (Fig. 3): length, breadth and height of the block are 86 mm, 64 mm and
65 mm, respectively. The diameter of the channel pierced through the aluminium
block is 8 mm. Figure 1 is the 3D model of Li-ion cell with a 3s2p configuration.

Meshing

The fluid channel and body are meshed using the quad and tri elements. The cell
body and cell terminals weremeshed using the sweepmethod and the rest of the body
was meshed with tetrahedral cells. The mesh element size is given as 8.49e–003 m,4
inflation layer was used near fluid channels in aluminium block to better simulate
the effect of the boundary layer. The battery connections are setup using the dual
potential Multi Scale Multi Domain (MSMD) model in Ansys. This model solves
the potential across two domains: positive and negative zones of the cell. The cell
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Fig. 1 Cell arrangement

Fig. 2 Entire thermal
management system

capacity of a single cell is as follows: Nominal Cell Capacity—3.5 Ah, Min Stop
Voltage—2.6 V and Max Stop Voltage—4.2 V.
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Fig. 3 Dimensions of
thermal management system

2.2 Boundary Conditions

In the given setup, there are 12 inlets and outlets. The inlet values are mass-flow-rate
for inlet condition. The inside of the channels was assigned a no-slip condition. The
inlet temperature of the fluid is assumed to be at room temperature, i.e., 300 K. The
battery pack parameters, as well as materials used for cell, are discussed in Table 1
and Table 2, respectively. The walls of the cell, terminals, and busbars were allotted
to the material based on the data given in the Ansys fluent user guide (Table 3). The
UDS diffusivity for busbars and terminals is a user-defined function in Ansys. The
UDS diffusivity for the cell is UDS-0 = 1.19e06, UDS-1 = 9.83e05 [17].

2.3 Thermal Behaviour

In this case, LG 18650 cell was investigated. To obtain the thermal behaviour, the
dual potential multi-scale multi-domain model is provided within Ansys fluent. In
this method, governing equations are solved across two domains to simulate the
current drawn, and hence heat generated by the battery is based on various discharge
rates. To determine the various coefficients, a voltage versus time graph is obtained
for the cells by inserting input using the TUI console. Temperature corrections are
obtained using the following equations [17].
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Table 1 Battery pack parameters [17]

MSMD parameters

Parameter Value Unit

Cell parameters

Nominal cell capacity 3.5 mAh

C-rate 1

Min. stop voltage 2.6 V

Max stop voltage 4.2 V

NTGK polarization parameters

Initial DOD 0

Reference capacity 7 mAh

U coefficient: a1, a2, a3, a4, a5 4.19, −1.711, 8.90, −37.28, 62.418, −35.26

Y coefficient: b1, b2, b3, b4, b5 66.196, −397.891, 2706.86, −7378.21,
8258.162, −3235.86

Temperature corrections: C1, C2 0,0

Table 2 Cell material [17] Density 678 J/kg K

Specific Heat 18.4 W/m–K

Thermal Conductivity 1.19 × 106 kg/m-s

UDS-0 9.83 × 105 kg/m-s

UDS-1 3.541 × 107 Siemens/m

Electrical Conductivity 678 J/kg K

Table 3 Terminal material
[17]

Density 8978 kg/m3

Specific Heat 381 J/kg K

Thermal Conductivity 387.6 W/m–K

UDS diffusivity Model Defined kg/m-s

Electrical Conductivity 1 × 107 Siemens/m

δpCpT

δT
− ∇ · (k∇T ) = q (1)

∇ · (σ+∇σ+) = − j (2)

∇ · (σ−∇σ−) = j (3)

Here, ∅ is electric potential, σ iselectricconductivity, and neg and pos refer to
negative and positive electrode
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U =
[

3∑
n=0

bn(DOD)n

]
− C2

(
T − Tref

)
(4)

Y =
[

5∑
n=0

bn(DOD)n

]
exp

[
−C1

(
1

T
− 1

Tref

)]
(5)

U = a0 + a1DOD + a2DOD2 + a3DOD3 + a4DOD4 + a5DOD5 (6)

Y = b0 + b1DOD + b2DOD2 + b3DOD3 + b4DOD4 + b5DOD5 (7)

Here, DOD means the depth of discharge of the cell.
C-rate is the discharge rate atwhich the battery discharges relative to themaximum

battery capacity of the cell. C-rate is calculated using the following formula [19]:

C = Current drawn(A)

Capacity(Ah)
(8)

3 Result Analysis

3.1 Thermal Behaviour

3series2parallel configuration

After simulating the given battery pack at 1C and 2C discharge rates, an analysis
of the maximum temperature of each cell in the pack was carried out as shown in
Figs. 3 and 4.

After simulating the given battery pack at 1C and 2Cdischarge rates, themaximum
temperature difference of each cell in the pack was analyzed as shown in Figs. 3 and
4. From Fig. 5, it is observed that Cell 3 has attained the highest temperature, whereas
cell 1 has attained the lowest temperature. It was also observed that the temperature
change for all the cells is greater than 15 K for 1C and 28 K for 2C, posing a
threat of instability to the battery pack. It is noticed that the battery pack gets heated
the most at the centre. Hence, while designing the thermal management system, it
was important to make sure the centre of the battery pack is cooled effectively. To
summarize the thermal distribution results:(a) The heat is generated due to joule heat
and electrochemical heat source. (b) From Fig. 5a, c, it can be concluded that the
maximum temperatures go up to 320 K and 335 K for discharge rates of 1C and
2C, respectively, for configuration of 3s2p. (c) It was also interesting to note that the
temperatures across the parallel connections were the highest. These temperatures
were well beyond the tolerable limit of the lithium-ion battery. Hence, to prevent
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Fig. 4 Temperature
distribution for 1C

Fig. 5 Temperature
distribution for 2C

thermal runaway of the battery, it is important to maintain these temperatures within
the optimum operating range of a lithium-ion cell.

3.2 Cooling of 3s2p

Effect of Mass flow rate: In this section, the effect of mass flow rate was investigated.
Figure 6 below depict the maximum temperature and temperature difference of the
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battery pack with cooling at a discharge rate of 1C and 2C. For the first two minutes
of runtime at a discharge rate of 1C, the rise in temperature is the same irrespective
of the mass flow rate. This is because the temperature difference between the cell and
the fluid is far lesser than the heat generation of the battery. Beyond this, the cooling
effect of the mass flow rate influences the temperature of the cell as shown in Fig. 6.
For the mass flow rate of 1e-5 as shown in Fig. 6a, the maximum temperature at the
end of the simulation is close to 303 K (5.31% decrease), whereas the maximum
temperatures at the end of the simulation time for 1e-4 and 1e-3 are 301 K (5.93%
decrease) and 300.75 K (6.01% decrease), respectively, for 1C discharge rate. In
case of a discharge rate of 2C (Fig. 6c), the mass flow rate of 1e-5 results in a
maximum temperature of 306 K (8.65% decrease), whereas for 1e-4 and 1e-3, the
maximum temperatures were 302 K (9.85% decrease) and 301 K (10.14% decrease).
The temperature difference is defined as the difference between the maximum and
minimum temperature of the cell. It is important to maintain a temperature difference
as low as possible to prevent thermal runaway issues in the cell. With respect to 1C,
for all mass flow rates, the temperature difference lies within 1 K as represented in
Fig. 6b. For a discharge rate of 2C, the mass flow rate of 1e-3 is the most effective,
keeping it within 1 K as depicted in Fig. 6d.

Effect of direction of flow

In the following case, the direction of flow for the middle channels has been reversed
and its effect has been investigated and compared with the normal flow as depicted
in Fig. 7. For this case, a mass flow rate of 1e-4 was chosen and discharge rates
of 1C and 2C were applied. After the simulation, it is noticed that there is not any

Fig. 6 Maximum temperature at (a) 1CRate (c) 2C rate and temperature difference of the individual
cell at (b) 1C (d) 2C without a thermal management system
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Fig. 7 Maximum temperature at (a) 1C Rate (c) 2C Rate and Temperature difference of the
individual cell at (b) 1C (d) 2C with thermal management system at different mass flow rates

Fig. 8 Temperature distribution at (a) 1C Rate (b) 2C Rate and comparison of maximum
temperature rise as well as Temperature difference at normal flow and crossflow (b) 1C (d) 2C
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significant effect of the flow direction on the temperature and temperature difference
of the battery pack as represented in Fig. 7.

4 Conclusion

Due to thermal issues surrounding lithium-ion batteries, the efficiency of the battery
pack is reduced and the cost of the battery pack is increased. Hence, to solve these
issues, a cooling system is the need of the hour. A lithium-ion cell best operates in the
range of 20–35 °C. Hence, the objective of the liquid thermal management system is
tomaintain the temperature of these cells in a safe operating range. First, the discharge
rates were chosen, in this case, 1C and 2C, and the temperatures were recorded. (a)
From the results obtained, it can be concluded that the maximum temperatures go up
to 320 K and 335 K for discharge rates of 1C and 2C, respectively, for configuration
of 3s2p. (b) After this, the battery pack is subjected to a liquid thermal management
system of various mass flow rates and recorded. For the mass flow rate of 1e-5, the
maximum temperature at the end of the simulation is close to 303K (5.31%decrease),
whereas the maximum temperatures at the end of the simulation time for 1e-4 and
1e-3 are 301 K (5.93% decrease) and 300.75 K (6.01% decrease), respectively, for
1C discharge rate. In case of a discharge rate of 2C, the mass flow rate of 1e-5
results in a maximum temperature of 306 K (8.65% decrease), whereas for 1e-4 and
1e-3, the maximum temperatures were 302 K (9.85% decrease) and 301 K (10.14%
decrease). (c) A crossflow design is adopted and was compared with the normal flow.
It is observed that there is no significant effect of flow direction on temperature.
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Implementation of Multi-carrier
Modulation Techniques to Increase
Image Quality for Underwater Sonar
Image Transmission

Rishav Kumar Kedia, Aditi Goyal, Rohan Vashishtha, and G. Swetha

Abstract Sonar image transmission is very important for undersea expeditions as it
has many applications in real world but it is very tough due to the limited bandwidth
and multi-path fading. Therefore, to improve the quality of multi-carrier modulation
for the purpose of sonar image transmission, various techniques are implemented.
Dual-tree complexwavelet transform-basedOFDM(Orthogonal FrequencyDivision
Multiplexing), discrete wavelet transform-based OFDM, and conventional OFDM
are implemented. The results show that DTCWT-OWDM and DWT-OFDM perform
much better than conventional OFDM with improved Peak Signal-to-Noise Ratio
(PSNR) and Peak-to-Average Power Ratio(PAPR).

Index Terms OFDM · OWDM · AWGN channel · DTCWT

1 Introduction

Sonar image transmission is considered very important for undersea expeditions as
it has many applications in real world such as ocean rescue and locating underwater
debris. Image quality that has many applications in various fields such as medical
imaging, underwater debris, and many others is taken as the main parameter. This
also finds application in underwater communication in times of medical emergency,
war threats, and other such conditions where the quality and clarity of the image play
an important role. It is essential in such conditions that the image transmission be
prompt and the received image be as limitedly distorted as can be. Another important
parameter is PAPR which stands for peak power to average power ratio. Large PAPR
causes nonlinear distortions of signals and nonorthogonality of signal of sub-carrier
and produce peak power value of signal so the performance of OFDM system will
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decrease. It also causes difficulty in the implementation of power amplifiers and high
cost of implementation.

To overcome these points, new techniques are implemented and compared with
OFDM.Underwater acoustic channel ismost preferably used for underwater commu-
nication as electromagnetic waves get attenuated at a very fast pace in underwater
condition.

2 Single-carrier FDMA

FDMA stands for frequency division multiple access systems. It is also called
linear pre-coded OFDMA (LP-OFDMA). It usually deals in shared communica-
tion resource in which multiple users are assigned. SC-FDMA can also be taken as
linearly pre-coded OFDMA scheme which means additional DFT processing step is
added when compared to conventional OFDMA processing.

SC-FDMA is considered an alternate to OFDMA as it has lower peak to average
power which is very useful for mobile terminals when we talk about transmit power
efficiency. SC-FDMA utilizes frequency domain quantization at receiver and single-
carrier modulation at transmitter and it has same overall structure as OFDMA.

In a single-carrier modulation system, the symbol period must be greater than the
delay time to avoid ISI. Since the data rate is inversely proportional to the symbol
period, it means having a long symbol period is low data rate and communication
inefficiency. ISI which stands for inter-symbol interference is desired to be avoided,
therefore symbol period must be greater than delay time in single-carrier modulation
system. Long symbol period is inversely proportional to data rate which indicates
that long symbol period leads to system inefficiency as low data will be there.

3 Multi-carrier Modulation

MCM or multi-carrier modulation system is very useful in sending data more effi-
ciently with less corruption of data. The principle used in MCM is division of
stream into multiple sub-stream to transmit data at a lower rate and uses these sub-
streams to modulate several carriers. First, such a system was developed by military
in the 1950s–1960s. Earlier conducted experiments indicate that the selection of
modulation technique is critical for wireless data transmission.

Carriers are placed closely in spectrum to achieve a high overall data rate. This
sometimes leads to interference between them which is known as ICI which stands
for inter-carrier interference. To avoid this condition, guard bands are placed between
adjacent sub-carriers.

OFDM is a key technology used inmulti-carrier digital communication scheme to
address both the issues. The orthogonal nature of sub-carriers gives reason for closely
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spaced sub-carriers and even overlapped without ICI. OFDM usually combines a
large number of low data rate carriers to composite communication system.

4 Orthogonal Frequency Division Multiplexing

OFDM is the most used multi-carrier modulation technique and it is a type of digital
transmission and method of putting into code the digital data on multiple carrier
frequencies. Wideband or frequency selective is tough channel and OFDM has
emerged as a key technology in recent times and famous strategy for these types
of channel sand is used in applications like television (digital) and for audio broad-
casting, 4G mobile communications, and wireless networks. The principle by which
OFDM works is by dividing or splitting the signal into multiple sub-signals that are
transmitted to receiver at different frequencies simultaneously. OFDM provides a
high degree of spectral efficiency and is very buoyant to selective fading, interfer-
ence, andmulti-path effects asOFDMuses a hugenumber of carrierswith each carrier
having low bit rate data. OFDM has various advantages and one such advantage is its
ability to cope with severe channel conditions without complex equalization filters
over a single-carrier scheme. In case of OFDM, channel equalization simplifies as it
may be viewed as using many slowly modulated narrowband signals instead of one
rapidlymodulated wideband signal. However, OFDM requires strict synchronization
between the receiver and transmitter because sub-carriers lose orthogonality between
them due to frequency deviation which leads to inter-carrier interference. The main
cause of frequency offsets are mismatched transmitter and receiver oscillators or
even by Doppler shift due to movement.

High-rate serial data stream is split up into many low rate sub-streams in parallel
transmission technique (OFDM) and each sub-stream is modulated on a separate
sub-carrier. When the sub-carriers have enough spacing to satisfy orthogonality,
their spectra will overlap. Sub-carrier spectra overlap when sub-carriers have enough
spacing and satisfy orthogonality. The main aspect of OFDM is maintaining the
orthogonality of the sub-carriers. The equation for orthogonality is

∫ n/2

0
cos(2π f mt) cos(2π f nt)dt = 0 m �= n (1)

OFDM system removes Intersymbol Interference (ISI) by allocating sub-carrier
frequencies such that they are integer multiples of the symbol rate. By dividing the
total available bandwidth into independent sub-channels, multiple access is achieved
by distributing sub-channels between users (Fig. 1).

Some important techniques used throughout the OFDM system are explained
below.

(1) FFT : It stands for fast Fourier transform. It is an algorithm that computes
the discrete Fourier transform of a sequence or its inverse. An FFT rapidly
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Fig. 1 Block Diagram for
OFDM

computes transformations by factorizing the DFT matrix into a product of
sparse factors. It takes time domain input data and converts it into frequency
domain data.

(2) IFFT : It stands for inverse fast Fourier transform. It takes frequency domain
input data and converts it into time domain data. The IFFT block provides a
simple way to modulate data on to N orthogonal sub-carrier. It is also known
as backward Fourier transform.

(3) Orthogonality: If the integral of the product of two signals is zero, the signals
are said to be orthogonal. The equation we are using here is:

∫ n/2

0
cos(2π f0mt) · cos(2π f0nt)dt = 0 m �= n (2)

(4) Constellation Mapping: It is a procedure to map the number of bits to symbols
after converting them into parallel blocks (bits) from serial bits. Symbols are
present in the IQ plane (frequency domain). After using IFFT, each group
of symbols is moved from the IQ plane to time domain. Some examples are
BPSK, QAM, etc. (Fig. 2).

(5) Modulation: Modulation means imposing the input signal which has low
frequency on carrierwave of high frequency, so it can travel through the channel
efficiently.

(6) QAM: It stands for quadrature amplitude modulation. It’s a name of a family of
digital modulation methods and related family of analog modulation method
(Figs. 3 and 4).

Various modulation techniques used:

(6.1) 4-QAM: 4 QAM stands for 4 quadrature amplitude modulation. In this type
of modulation, 2 bits are present per symbol yielded by 2 in-phase values
and 2 quadrature values. 4 QAM takes more time to transmit data than any
other QAM technique but it has the best BER when compared with every
other technique.

(6.2) 16-QAM: 16 QAM stands for 16 quadrature amplitude modulation. In
16 QAM, 4 bits per symbol are presently yielded by four I values and



Implementation of Multi-carrier Modulation Techniques … 241

Fig. 2 Constellation mapping

Fig. 3 QAM modulation

Fig. 4 QAM demodulation

four Q values where I stands for in-phase and Q stands for quadrature.
4bits/second/Hz is the theoretical bandwidth efficiency for 16QAM.16QAM
has 4-bits symbols, so to encode our 12 bits, we break them into three groups
of four, thereby using three symbols. It takes less time but the bit error rate
is more than 4 QAM.
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Fig. 5 Uncoded OFDM
block diagram

(6.3) 64-QAM: 64 QAM is another quadrature modulation scheme which gives
64 signal combinations and has 6 bits per symbol. Transmission rate is six
times the signal rate in this type of complex modulation scheme. To encode
12 bits in 64 QAM, we break 12 bits strings into two symbols each having 6
bits as it has dense symbols. It is used for high data rate transmission at the
expense of a more bit error rate as constellation diagram has closely packed
symbols which is more prone to noise.

(6.4) 256-QAM: 256QAM is the schemewhich has 8 bits per symbol. This scheme
provides the highest data rate and it is very fast but due to the closely compact
constellation diagram, it is more prone to error and has the highest BERwhen
compared to above-mentioned schemes. To encode 8 bits data, it uses only
one symbol whereas schemes like 4 QAM and 16 QAM use 4 symbols and
2 symbols, respectively.

The OFDM system is one among the modern techniques which are most abundantly
used in next-generation wireless communication networks for transmitting many
forms of digital data in an efficient manner.

5 Uncoded OFDM

This is a basic type of OFDMwhich consist of the following transmitter and receiver
(Fig. 5).

6 Proposed System

Our project is split into three main sub-tasks:

(a) Many different modulation schemes based on OFDM, namely, 4QAM, 16
QAM, 64QAM, and 256 QAM separately. Each of these schemes is explained
above.

(b) AWGN/UWA channel.
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Input Data Output Data 

Fig. 6 Coded OFDM Block Diagram

(c) Calculation of PSNR BER and PAPR.

(A) Coded OFDM:
This is the type of OFDM which we are using in our project.
In this scheme, data is taken as input bits and divided into multiple

packets and encoded convolutionally. After that interleaving of data is
done usingmatrix interleaver and pilot insertion is used for channel esti-
mation. It also includes cyclic prefix which is responsible for synchro-
nization of sub-carriers between receiver and transmitter to overcome
the effect of ISI and to maintain orthogonality (Fig. 6).

(B) Convolutional Encoding:
Convolutional encoding is used as error-correcting code. Convo-

lution encoding uses sliding operation feature of a Boolean polyno-
mial function to generate parity symbols to a data stream. “Convo-
lutional encoding” term is used as the sliding application represents
encoder convolution with data. Convolution codes’ sliding nature facil-
itates trellis decoding by using time-invariant trellis. With reason-
able complexity, convolutional codes are to be maximum likeli-
hood softdecision decoded which is allowed by time-invariant trellis
decoding.

The major benefit of convolutional codes is their ability to perform
economicalmaximum likelihood soft decision decoding. Base code rate
and the depth of the encoder are characteristics of convolutional codes.
The base rate is defined as n/k, where k is the output symbol rate and
n is the input data rate. Depth or memory of encoder is also called
“constraint length” where output is a function of previous and current
inputs.

Reliable data transfer is achieved using convolutional codes.
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Fig. 7 Shift register for the
(7,[171 133]) convolutional
code polynomial

Some of the most used convolutional codes are given below:

(1) Constant length = 5 Polynomials = [35 23]
(2) Constant length = 6 Polynomials = [51 73]
(3) Constant length = 7 Polynomials = [171 133]
(4) Constant length = 8 Polynomials = [371 247]
(5) Constant length = 9 Polynomials = [753 561]

As we increase constant length, the BER of system decreases but the
complexity of system increases exponentially. So basically, there is the
trade-off between BER and complexity of system.

In our project, we have used constant length = 7 with polynomials [171
133] to get the best result with respect to both BER and complexity of system
(Fig. 7).

(C) Trellis:
Trellis is a vertical representation of nodes in slices(time) where each node

is connected to at least two nodes. One node represents the earlier time and
the other represents the later time. Trellis can be used as encoder and decoder
for encryption and communication theory. The data symbol in each node will
be the combination of 0s and 1s (00,01,10,11) (Fig. 8).

(D) Interleaver:
A technique which is used to convert a transmission channel into memory-

less channel. Interleaving process is used as coded data is passed through this
process to increase the performance of forward error correction in presence of
burst errors.

Alteration of input symbol sequence at transmitter is the main function of
interleaver. At the receiving side, input to de-interleaver is altered to get the
original signal.

(E) Pilot Insertion:

Fig. 8 Convolutional code
trellis diagram
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Pilot insertion is used for channel estimation.
In our project, we are using 256 sub-carriers out of which 192 are payload

sub-carriers and 8 are used as pilot insertion. Therefore, we are using 1 pilot
sub-carriers at every 25th position.

(F) Cyclic Prefix:
Cyclic prefixes are used as guard band to reduce ISI. Cyclic prefix makes

channel estimation easy by combatingmultipath effects. Usage of cyclic prefix
is a key element in enabling theOFDMsignal to operate reliably. In our project,
we have taken 1/4 of the total sub-carriers as cyclic prefix.

7 Channel

AWGNChannel stands for “AdditiveWhiteGaussianNoise. It is oneof themost basic
noise models used in Information Theory and communication systems to replicate
the results of many random processes in real world that occur naturally. The terms
refer to the specific features of the noise”:

“Additive” as it just gets numerically added to any other noise that might be
present in the communication system.

“White” as it has uniform power across all the frequency bands of the
communication system.

“Gaussian” as the channel has a normal distribution in the time domain. It has a
mean equal to zero.

AWGN is very frequently used as a channel in various real-world models for
various experiments. The only difficulty it introduces is a linear addition of white
noise. It has a Gaussian distribution of amplitude.

UWA Channel: UWA channel stands for Underwater Acoustic channel and it is
considered as the toughest means of communication. Signal is propagated through
the means of sound as the speed of sound underwater is 1500m/s. UWA channel
has various noises such as thermal noise, wave noise, turbulence noise, and shipping
noise. In our project, we have considered a calm water body with only the effect of
thermal noise.

Thermal noise varies with temperature and distance of the link. Transmission of
data is very tough underwater and leads to a higher bit error rate and distortion of
signal, therefore, we have used 4 QAM in our project which uses 2 bits per symbol
and provides the least BER among all techniques applied in our project.

Underwater channel has the following parameters:

(1) Multipath: Multipath arises from either wave reflection from the surface,
bottom, and other objects, or wave refraction caused by sound speed vari-
ations with depth. Acoustic waves always bend towards regions where the
propagation speed is lower. Multipath propagation can severely deteriorate the
acoustic signal as it generates ISI.
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Table 1 Parameters for
UWA channel

Channel parameters Specifications

Speed of sound (m/s) 1500

Total subcarriers 256

Bandwidth (KHz) 10

Channel length (m) 1000

Modulation scheme 4QAM

(2) Propagation loss: UWA channel propagation loss is affected by three parame-
ters characterizing the geometrical spreading, attenuation, and the abnormality
of spreading.

(3) Ambient noise:The significant factors on the level of theUWAchannel ambient
noises are shipping, turbulence, wind waves, and thermal noise.

(4) Doppler shift: A Doppler shift in the UWA channel is very challenging and it
is relevant to the frequency shift and low propagation speed (Table 1).

8 Peak Signal-to-Noise Ratio (PSNR)

PSNR stands for Peak signal-to-noise ratio. It is a metric that compares the lumi-
nance value of pixel coefficients of test and reference images and shows the
difference between them. The difference is computed as an assessment of image
quality. The PSNR is calculated by the following equation with mean square error
(MSE):

PSNR
(
I, I

) = 10 × log10 255
2/MSE

(
I, I

)
(dB), (3)

where I and I represent the pixel values of test image and reference image,
respectively.
The term PSNR is an expression for the ratio between the maximum possible
value (power) of a signal and the power of distorting noise that affects the quality
of its representation.

9 Bit error rate (BER)

Bit error rate is used as an assessment of data transmitted and received. When
we send bits through channel, noise is added to some bits causing distortion and
corruption of data. The more the BER, the more is the corruption of signal. Bit
error ratio is a unitless performance measure.
BER is given by
BER = Number of errors in received bits/total number of bits sent
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10 Results

(A) Input and Output Images

Performance comparison between uncoded and coded OFDM (Figs. 9, 10, 11,
12, and 13).

(1) Baboon

Observations: Coded OFDM is outperforming uncoded OFDM in MSE
OBSERVATION: Coded OFDM is outperforming uncoded OFDM (Figs. 14, 15,

16, and 17)
Observations: Coded OFDM outperforms uncoded OFDM

Fig. 9 BABOON

Fig. 10 Uncoded OFDM
output image
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Fig. 11 Coded OFDM output image

Fig. 12 Coded OFDM MSE

11 Results

By seeing the above observations, we can conclude that coded OFDM outperforms
uncoded OFDM in all three parameters which are PSNR, BER, and MSE.

Coded OFDM with various modulation techniques.
Input and Output Images

(1) Baboon

Observation: AT SNR = 14 Db, best image quality is of 4 QAM when SNR is
lower and as we increase SNR value 16 QAM is best with less time and high-quality
image (Figs. 18, 19, 20, 21, and 22).
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Fig. 13 Uncoded OFDM MSE

Fig. 14 Coded OFDM BER

Observations: 4 QAM outperforms every other modulation technique in terms of
BER when the SNR value is low (Figs. 23, 24, 25, and 26).

Observations: 4 QAM outperforms every other modulation technique in terms of
MSE when the SNR value is low (Figs. 27, 28, 29, and 30).

Observations: 4 QAM outperforms every other modulation technique in terms of
PSNR when the SNR value is low (Figs. 31, 32, 33, and 34).



250 R. K. Kedia et al.

Fig. 15 Uncoded OFDM BER

Fig. 16 Coded OFDM PSNR

12 Peak-to-Average Power Ratio (PAPR)

The ratio of peak power of the signal to average power of the signal is known as
PAPR. It is desired to reduce the PAPR for better efficiency and use lesser power for
transmission (Table 2).
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Fig. 17 Uncoded OFDM PSNR

Fig. 18 Input image

PAPR(x(t)) = max
(|x(t)|2)/E{|x(t)|2} (4)

13 Results

4QAMoutperforms othermodulation techniques in terms of BER, PSNR, and PAPR
when SNR is lower but the time taken is too long. So, there is a trade-off between
throughput and quality of signals.As we increase the modulation value, the symbols



252 R. K. Kedia et al.

Fig. 19 4-QAM SNR =
infinity

Fig. 20 16 QAM PSNR =
60.5

Fig. 21 64 QAM, PSNR =
37.5
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Fig. 22 256 QAM PSNR = 19.6

Fig. 23 4-QAM BER

come closer to each other which leads to more noise errors. Therefore, we conclude
for higher SNR 16 QAM is best for AWGN. But BER is the highest in UWA channel
and noise is very prominent, and sending more bits per symbol will lead to higher
distortion and BER, therefore, we choose 4 QAM.

UWA CHANNEL OUTPUT (4 QAM AND 256 SUBCARRIERS) (Figs. 35, 36,
37, and 38):

Observations: By Observing the above values and graphs, we can conclude that
distortion is very high in underwater channels and it is very tough to communicate and
transmit images underwater as PSNR for 4QAMis 10.6 and image quality is not good
as in case of AWGN. 4 QAM is the best technique for underwater communication as
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Fig. 24 16-QAM BER

Fig. 25 64 QAM
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Fig. 26 256 QAM BER

Fig. 27 4-QAM MSE

higher modulation schemes gives very distorted and corrupt images because of the
noise present in underwater communication.
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Fig. 28 16 QAM MSE

Fig. 29 64 QAM MSE

14 Applications

We have successfully proposed and implemented FFT-based coded OFDM.We have
also seen the improvement in PAPR with 4 QAM and as the modulation scheme
increases, PAPR also increases, and with 4 QAM improved PSNR value which has
many applications in various fields such as medical imaging, underwater debris, and
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Fig. 30 256 QAM MSE

Fig. 31 4-QAM PSNR

many others where noise is very prominently present. This also finds application in
underwater communication in times of medical emergency, war threats, and other
such conditions where the quality and clarity of the image play an important role. It is
essential in such conditions that the image transmission be prompt and the received
image be as limitedly distorted as can be.



258 R. K. Kedia et al.

Fig. 32 16 QAM PSNR

Fig. 33 64 QAM PSNR

15 Conclusion

The scheme based on coded OFDM was successfully implemented and results were
compared with uncoded OFDM and coded OFDM outperforms the latter. Coded
OFDMbased onmultiple modulation schemes, namely, 4 QAM, 16 QAM, 64 QAM,
and 256 QAM was also implemented successfully. By observing the results, we
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Fig. 34 256 QAM PSNR

Table 2 PAPR and time
elapsed comparison for
different modulation schemes
in coded OFDM with 256
sub-carriers

Technique PAPR Time taken (s)

4 QAM 10.3364 36.729036 s

16 QAM 18.0112 26.290217 s

64 QAM 24.3959 19.410710 s

256 QAM 30.6103 13.579218 s

Fig. 35 QAM, PSNR =
10.6
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Fig. 36 PSNR in UWA (4-QAM)

Fig. 37 BER in UWA
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Fig. 38 MSE in UWA

can conclude that (4 QAM) PSNR and PAPR of Coded OFDM are better than the
traditional OFDM for lower SNR values when noise is present very prominently and
the best option (4 QAM) for underwater image transmission where noise is a very
serious concern.
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Design and Analysis of Skateboard
Chassis

N. Sharath Chandra and R. Vikas

Abstract Due to rising fuel prices and pollution, the focus of this research is on
electric vehicles. The Tata Ace engine chassis is being used as a model for the skate-
board chassis that will be created. Themain aim of this work is to design a skateboard
chassis for the Tata Ace that is lighter than the current Tata Ace engine chassis. The
skateboard chassis will be created with CATIA V5, and the structural analysis will
be completed with Ansys software. The modal analysis is used to examine the mode
shapes of the skateboard at the chassis at various frequencies ranging from 18.34 to
84.98 Hz, as well as the tradeoff between deformation rate and mode shape. Finally,
the findings are compared to the engine chassis based on total deformation, geometric
mass, and stress intensity, indicating aweight reduction of 15.72%,whichwill reduce
the vehicle’s weight, resulting in lower energy consumption andmanufacturing costs.

Keywords Electric vehicle · CATIA V5 · Vehicle’s weight

1 Introduction

India and other Western countries, which were early connectors for the zap of trans-
portation, are seeing an increase in demand for electric automobiles. Nations with
large cities and dense populations have begun to consider electric vehicles as a solu-
tion to air pollution problems in their major cities. A vehicle’s chassis is an impor-
tant component. It serves as the vehicle’s backbone, supporting all of the vehicle’s
components. The chassis of a vehicle consists of the frame, transmission system, and
suspension system, among other things. The automotive chassis is designed to keep
all components together while driving and to distribute loads to various parts, which
are created by acceleration and loads on the chassis via the suspension and wheels.
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It also covered the steering, braking, and suspension systems. India is also one of the
world’s largest vehicle manufacturer [1, 2].

Backbone, ladder, spaceframe, monocoque, and skateboard are the most common
chassis types. A static analysis combines steady inertia loads and time-varying loads
which will be approximated as static equivalent hundreds. Strength, stiffness, and
vibrational behavior are all significant parts of structural analysis [3, 4]. According
to research, a 4mm thickness is safe enough to carry a 15-ton load on truck chassis
[5]. Finite element techniques may be used to easily examine structural systems such
as the chassis. As a result, an appropriate chassis finite element model must be built.
In ANSYS, the chassis is modelled [6]. Natural frequencies and mode shapes can
be determined using modal analysis and the Finite Element Method (FEM) [7]. The
alloy steel material used to make the chassis has a design stress of 500 MPa [8].

The traditional chassis design technique is based on the chassis’ strength and
stiffness, and if the chassis’ weight is reduced, which reduces power usage and
lowers the material’s overall cost. The design of a vehicle chassis is critical to the
overall performance of the vehicle. The stress investigation is crucial because it will
help us determine themaximum load that can be applied to the vehicle. The load point
is consequently critical in order to resolve and optimize the mounting of segments
such as motors/batteries, suspension, gearbox, and others.

This project focuses on vehicle chassis, which is the backbone of autos, making
chassis design one of themost important and difficult tasks in the automotive industry.
CATIA is the software that is utilized to model the chassis in this project. It is
CAD/CAM/CAE software that is advanced, and ANSYS is the software that is
utilized for finite element analysis. Themajor features of this study are stress analysis
and weight loss. The location of high stress zones and load capabilities are identified
during the design and study of chassis. The skateboard chassis is the chassis design
employed in this work.

2 Design Consideration for Skateboard Chassis

Designing is a multi-stage, integrated process that must be adaptable to allow for
changes in response to unique challenges and requirements that develop along the
process. Integrated Product and Process Development (IPPD) is one of the design
management techniques.

2.1 CATIA V5 R20

Computer Aided Three-dimensional Interactive Application (CATIA) is a multi-
platform software package developed by Dassualt Systems for Computer Aided
Design (CAD), Computer Aided Manufacturing (CAM), Computer Aided Engi-
neering (CAE), PLM, and 3D.
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2.2 Design Concepts

Weight, stress, and deformation are the parameters used to choose the best design.
This method generates a 3× 3 matrix of design approaches for determining the best
answer to the problem statement (Fig. 1).

Design Concept 1:

The above design in Fig. 2 is created using the FAE chassis as a reference, and this
formwas created to see if the weight of this skateboard chassis is less than the current
Tata ace engine chassis, which was verified using the Catia V5 software. The weight
of structural steel with a thickness of 3mm is calculated, and the results are displayed
in Fig. 3. The weight of this design is 155kg, which is significantly more than the
current Tata ace engine chassis. The stress value for this concept is 126.7MPa, which

Fig. 1 Design concept 1

Fig. 2 Mass of design concept 1
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Fig. 3 Design concept 2

is less than the yield strength, and the deformation is 8.51mm, indicating that it is
safe to proceed.

Design Concept 2:

The chassis weight is calculated for structural steel with a thickness of 3mm as
shown in Figs. 4 and 5 displays the weight derived from this notion. The weight of
this design is 157 kg, which is significantly more than the current Tata ace engine
chassis. The stress value for this concept is 125.23 MPa, which is less than the yield
strength, and the deformation is 7.92 mm, indicating that it is safe to proceed.

Design Concept 3:

Similarly in design concept 3 as shown in Fig. 6 the chassis’ weight was determined
by using structural steel with a thickness of 3mm, resulting in a weight of 99.3 kg.
The stress and deformation values are 130.22MPa and 9.08mm, respectively. Electric

Fig. 4 Mass of design concept 2
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Fig. 5 Design concept 3

(a) (b) (c) (d)

Fig. 6 a Displacement for aluminum tube (3 mm Thickness), b stress intensity for aluminum tube
(3 mm Thickness), c displacement for grey cast iron tube (3 mm thickness), and d stress intensity
for grey cast iron tube (3 mm thickness)

vehicle chassis design uses the rectangular cross section in the middle portion so that
more space will be available for the vehicle components.

2.3 Parameters Comparison

The major goal of this work is to minimize chassis weight while reducing stress
and deformation. The characteristics in design concept 3 satisfy our requirements.
Although the stress and deformation values in concepts 2 and 3 are slightly lower
than in idea 3, the weight of these concepts 1 and 2 exceeds that of the existing
chassis. When comparing the weights of the three concepts for structural steel 3mm
thickness, the concept 3 skateboard chassis is lighter than the design concepts 1 and
2, with better stress and deformation values as indicated in Table 1.
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Table 1 Comparison of
parameters

Parameters Concept 1 Concept 2 Concept 3

Weight (kg) 155.465 157.805 99.3

Stress (Mpa) 126.7 125.32 130.22

Deformation (mm) 8.51 7.92 9.08

3 Structural and Modal Analysis of Skateboard Chassis

Finite element techniques may be used to easily examine structural systems such
as the chassis. For weight loss, a sensitivity analysis is performed. As a result, an
appropriate chassis finite element model must be built. CATIAV5was used to model
the chassis. TheANSYSWorkbench is used to performFEAon the simulated chassis.

ANSYS Software:

ANSYS is a general-purpose programme that engineers can use to simulate inter-
actions across several disciplines of physics, including as structural, vibration, fluid
dynamics, heat transfer, and electromagnetics.

Materials used in ANSYS:

The materials are chosen based on considerations such as cost and material strength.
Materials which are considered are

a. Aluminum b. Grey Cast Iron c. Structural Steel.

Dimensions and Assumptions made from the present Tata Ace:

The Tata Ace pickup truck for this analysis.
Model—TATA Ace
Length of the chassis—4072 mm
Width of the chassis—1500 mm
Wheel base—2100
Tube Outer Diameter—25 mm
Kerb weight—950 kg
Payload Capacity—750 kg
Total Load to be applied = (950 + 750) × 9.81 = 16,677 N

4 Structural Analysis on Different Materials

A structural analysis is done using weights derived theoretically by the preceding
chassis and applied to various materials [10]. For this work purposes, structural steel,
aluminum, and grey cast iron are chosen for better pricing efficiency and because
they are the most widely utilized, and then an analysis is performed.
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(a) (b) (c)

Fig. 7 a Displacement for structural steel tube (3 mm thickness), b stress intensity for structural
steel tube (3 mm thickness), and c material properties of structural steel for 3 mm thickness

When all of the data were compared, it was discovered that structural steel with
a thickness of 3 mm produced better results in terms of weight and capacity. As a
consequence, structural steel with a thickness of 3 mm is the ideal configuration for
conducting the impact test.

The stress and displacement chart for the 3mmaluminum tube is shown in Fig. 6a,
b. After applying 16677N force to the 6 rods and fixing the differential position, we
obtained a deformation value of 25.609mm and a stress value of 130.91 MPa. Both
stress and displacement are high, despite being better than the 1.5 mm thickness
configuration. The stress and displacement chart for the 3 mm aluminum tube is
shown in Fig. 6c, d. After applying 16,677 N force to the 6 rods and fixing the
differential position, we obtained a deformation value of 25.609 mm and a stress
value of 130.91 MPa. Both stress and displacement are high, despite being better
than the 1.5 mm thickness configuration.

The above image in figure (a) and figure (b) shows the stress and displacement
chart for the 3mmstructural tube, after applying 16,677N force to the 6 rods by fixing
the differential position we got the deformation value as 9.0897 mm and stress value
as 130.22MPa, as it can be noticed in the above images there is a huge improvement in
the value of displacement here, and also the stress is falling under permissible range.
The chassis is analyzed for 3 mm thickness using material properties which are
listed in Fig. 7c. The weight reference comes from TATA Ace’s Structural Analysis
of Automotive Chassis and Optimization, and Material Properties of aluminum for
1.5 mm, 3 mm, and 4.5 mm thickness are examined in ANSYS programme is given
in Table 2 (Figs. 8, 9, and 10).

5 Modal Analysis

The most fundamental and significant aspect of dynamic character analysis is modal
analysis. The inherent frequency and mode forms of the structures were discovered
using this current technology. It was possible to analyze the stiffness and avoid
resonance vibrations. For example: In the 1st mode the frequency observed is 18.34
Hz and behavior of the structure at this particular natural frequency is shown in
Fig. 11 at this mode displacement of the chassis is 11.198 mm and it is occurring at
the center of the skateboard chassis. The behavior of the at the skateboard chassis at
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Table 2 Comparison of
structural analysis results

Material Thickness
(mm)

Stress (MPa) Deformation
(mm)

Aluminum 1.5 300 48.84

3 130 25.6

4.5 83.5 18.6

Grey cast iron 1.5 297.78 31.532

3 129.78 16.524

4.5 82.301 12.185

Structural steel 1.5 298.95 17.342

3 130.22 9.089

4.5 82.642 6.7038

Fig. 8 1st mode shape

Fig. 9 2nd mode shape
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Fig. 10 15th mode shape

Fig. 11 17th mode shape

the 2nd mode shape is shown in Fig. 12 and the deformation is causing in the side
member of the chassis the frequency and deformation at this node is observed as
22.292 Hz and 6.9697 mm. Similarly at the 15th mode the deformation is occurring
at both the side and center members, and it is shown in Fig. 13 the frequency and
deformation value is observed as 53.441 Hz and 9.2035 mm. The structural behavior
at the 17th mode is shown in Fig. 14 the frequency is observed as 59.765 Hz and at
this mode deformation is observed as 6.9697 mm occurring at side members of the
chassis.

The behavior of the at the skateboard chassis at the 20th mode shape is shown
in Fig. 15, and the deformation is causing in the side member of the chassis the
frequency and deformation at this node is observed as 65.325 Hz and 10.619 mm.
In the 25th mode the frequency observed is 76.558 Hz and behavior of the structure
at this particular natural frequency is shown in Fig. 16 at this mode displacement of
the chassis is 12.386mm, and it is occurring at the side member of the skateboard
chassis. The deformation at 28th mode is occurring at side and center members of
the skateboard chassis, and it is shown in Fig. 16. At the 30th mode, deformation of
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Fig. 12 20th mode shape

Fig. 13 25th mode shape

Fig. 14 28th mode shape
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Fig. 15 30th mode shape

9.2035 mm occurs at the side and center members at a frequency of 84.981 Hz, as
illustrated in Fig. 16.

This analysis is performed to study the dynamic behavior of the skateboard chassis
at different modes FE analysis is carried out in ANSYS workbench for the 30 mode
shapes each natural frequencies with respectivemode shape the resulting frequencies
are shown in Table 3.

6 Results and Discussions

Aluminum, grey cast iron, and structural steel are the most often used and efficient
materials, according to the literature review. The Tata Ace pickup truck for this anal-
ysis. To analyze the dynamic behavior of the skateboard chassis, modal analysis was
performed for 30 possible mode shapes and all frequencies. When comparing the
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Fig. 16 Frequency versus mode number graph

Table 3 Natural frequencies and deformation

Mode shape Frequencies
(Hz)

Deformation
(mm)

Mode shape Frequencies
(Hz)

Deformation
(mm)

1 18.34 11.198 16 57.145 11.198

2 22.292 6.9697 17 59.765 6.9697

3 22.448 6.9866 18 64.176 6.9866

4 29.818 10.077 19 64.373 10.047

5 30.211 10.619 20 65.325 10.619

6 33.972 9.9092 21 73.24 9.9092

7 37.053 9.9154 22 74.62 9.9148

8 35.515 10.326 23 75.764 10.326

9 36.088 11.137 24 75.829 11.134

10 45.046 12.386 25 76.558 12.386

11 45.066 12.398 26 76.803 12.398

12 46.648 4.953 27 82.319 4.983

13 49.036 8.6907 28 83.271 8.6907

14 51.657 10.418 29 83.803 10.418

15 53.441 9.2035 30 84.98 9.2035
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Table 4 Comparison of chassis [3]

Sl. No. Parameter Original chassis Skateboard chassis Percentage difference

1 Total deformation 4.51 mm 9.08 mm −101.33%

2 Geometric mass 117.83 99.3 kg 15.72%

3 Stress intensity 113.62 130.22 −15.04%

structural analysis results to the original chassis, it was discovered that structural steel
with a thickness of 4.5 mm has the lowest deformation value and stress value when
compared to 3 mm thickness, but the weight of the 4.5 mm thickness structural steel
material is 149 kg, which is heavier than the original chassis. The maximal defor-
mations and stresses, as well as their location on the chassis, are determined using
the finite element analysis technique in the static analysis study. We had successfully
assessed the chassis’ resistance to a front-end impact. On the basis of total deforma-
tion, geometric mass, and stress intensity, the newly developed Skateboard chassis
was compared to the original TATA Ace IC engine chassis. The outcomes are listed
in Table 4.

The comparison between the two chassis is shown in the table above. It can be
observed that aweight reductionof 15.72%hasbeen accomplished,whichwill reduce
the weight of the vehicle, resulting in lower energy consumption and manufacturing
costs. The purpose of this analysis is to investigate the dynamic behavior of the
skateboard chassis in various modes. For each of the 30 mode forms, FE analysis
is performed in ansys workbench, and the resulting frequencies are shown in the
corresponding graph in Fig. 19.

The goal of this work was to create a skateboard chassis for a pickup truck based
on the Tata Ace. Lightweight, running period, safety factor, flexibility, hazardous
emission, design quality, and reduced chassis weight are all elements to consider
while designing a chassis that can handle 1.5 tonnes of cargo. To examine the behavior
of the skateboard chassis under various conditions, a modal analysis is done for 30
different frequencies.

7 Conclusion

The current study looked at a variety of sources. Various sorts of electric vehicle
chassis designs have been investigated, and certain changes have been included into
the new model. Reverse engineering of the new model was completed successfully,
and design changes were made. To evaluate the design, a detailed finite element
analysis with bump analysis was done. The chassis’ weight has been reduced signif-
icantly, and the design has been confirmed using FE analysis. Different mode forms
were evaluated using modal analysis. The entire load, which includes the prod-
ucts and vehicle body, is used to construct the supporting structure. As a result, the
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components can be fine-tuned and optimized with updated mass, saving materials
and making them more cost effective.
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Electro-Thermal Model for Field
Effective Transistors

Allen Denny, Neelkanth Kirloskar, Babu Rao Ponangi, Rex Joseph,
and V. Krishna

Abstract This paper describes an electro-thermal model, which gives the real-
time junction temperature of the MOSFET. The thermal model is obtained from
the thermal impedance curve given in the datasheet of the selected MOSFET
(IAUT260N10S5N019). The RC network models are obtained from the thermal
impedance curve given in the MOSFET datasheet. The resistance and capacitance
values for the thermal network are obtained after curve fitting the thermal impedance
curve. The obtained thermal networkmodel is then validated onMATLABSimulink.
The simulations are carried out on MATLAB Simulink, the software results were
validated using NEXPERIA application note experiments, and the results conclude
the validity of the Simulink model. The simulations were run by constructing a
thermal network from the obtained resistance and capacitance values and supplying
power of a predetermined value through the thermal network to obtain the thermal
impedance. This is then compared with the thermal impedance curve in the datasheet
of the MOSFET. The comparison shows that the results obtained from the thermal
network are similar to the thermal impedance curve of the MOSFET.

Keywords Thermal model · Thermal network model · Foster model · Cauer
model · Thermal impedance · Thermal resistance · Thermal capacitance · RC
network
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1 Introduction

Ametal-oxide semiconductor field-effect transistor (MOSFET) is a field-effect tran-
sistor where the gate voltage determines the conductivity of the device. It is widely
used in power electronics applications. MOSFETs generate a lot of heat due to
their switching operation and this heat has to be carried away from the component
for its long life and smooth operation. Over the years, the power density of power
electronics components has exponentially increased. This means that the heat dissi-
pated per unit area of the power electronics components is very high and will go
on increasing over the coming years. Hence, a good understanding of the heating
of the MOSFETs is necessary and this is done through the thermal analysis of the
MOSFET. The MOSFETs used in the automotive sector have varying input powers
and hence a transient thermal model is needed to analyze the heating of theMOSFET
during its operation. The thermal behavior of power MOSFETs is done using RC
thermal models.

Qian et al. [1] review the various thermal management methods available for
thermal management of power electronic devices. It talks about the different thermal
failures in power electronic components and the current studies on the subject.

Kojima et al. [2] describe a compact electro-thermal model for a hybrid vehicle.
The paper describes the method to calculate the parameters for the RC—thermal
model while considering lateral heat dissipation and Si-chip interference. Kojima
et al.[3] describe an efficient method to create multi-chip thermal models. The model
depicts thermal interference between each chip and model. The effects of Thermal
interference are considered in the model.

Luo et al. [4] describe the methodology to calculate the thermal impedance
between junction and ambient for an IGBT power module.

Igic et al. [5] describe the generation of a compact electro-thermal model. The
thermal model is generated based on prior simulation using FEM. The thermal
impedance calculated is then used to create the thermal network model. The elec-
trical model is generated in SPICE based on the different MOSFETs. The results and
model are validated against the experimental results.

Zhou et al. [6] describe the generation of a compact electro-thermal model for
variable speed drivers. The thermal model is generated based on the FEM simu-
lation results. The thermal impedance was used to calculate the thermal resistance
and capacitance of the thermal model. The electrical model is created to depict the
working of the power module while connected to the motor. The model is vali-
dated experimentally by supplying a constant three-phase load to the module and the
simulation results are in good agreement with experimental results.

In this work, a thermal model was developed for the Infineon power transistor,
IAUT260N10S5N019 [8]. This paper describes the methodology to calculate the RC
values of the Foster model using the thermal impedance curve and the conversion
of the Foster model to the Cauer model. The models and simulations are run on
MATLAB Simulink, and the software is validated based on experiments depicted in
Nexperia application note [9].
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2 Methodology

The thermal modeling of power MOSFETs is done using RC thermal-network
models. The two models considered in this paper are the Foster and Cauer thermal
network model.

Foster models are derived by semi-empirically fitting a curve to the Thermal
Impedance (Zth), the result of which is a one-dimensional RC network, as shown in
Fig. 1. The resistance and capacitance values in the Foster model do not correspond
to geometrical locations on the physical device, therefore these values cannot be
calculated from a device material constant. The Foster models have the benefit of
ease of expression and are calculated using the following expressions [7].

Zth(t) =
n∑

i=1

Ri ∗
[
1 − e

−t
T

]
(1)

Ti = Ri ∗ Ci (2)

The Cauer model consists of an RC network but the thermal capacitances are all
connected to the thermal ground (ambient temperature) as shown in Fig. 1. The nodes
of the Cauer model can have physical meaning and allow access to the temperature
of the internal layers of the semiconductor structure. The Foster model is generated
by curve fitting the Thermal Impedance curve.

From the curve-fit equation, the R–C values are calculated. The Cauer model
is calculated by mathematical equations to calculate the R–C values for the Cauer
model. The thermal network models are generated and simulated for the power
MOSFET, IAUT260N10S5N019.

2.1 Mathematical Model

Foster Model of the IAUT260N10S5N09 MOSFET was created using the steps
mentioned in [7]. The thermal impedance vs time curve of the IAUT260N10S5N09

Fig. 1 a Foster and b Cauer RC Model [6]
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MOSFET was obtained from the datasheet of the MOSFET [8], and the values were
extracted for the single pulse case of the IAUT260N10S5N09 MOSFET given in the
thermal impedance vs time graph in [8].

The extracted data were fed to MATLAB and using the curve fitting app available
on MATLAB. The data were curve fit using a custom equation depicted below:

RTh = R1(t)
(
1 − e1−

t
T1

)
+ R2(t)

(
1 − e1−

t
T2

)

+ R3(t)
(
1 − e1−

t
T3

)
+ R4(t)

(
1 − e1−

t
T4

)
(3)

where R1, R2, R3, R4 are the resistances of the Foster model, and τ 1, τ 2, τ 3, τ 3 are
the thermal time constants, the capacitance values for the Foster model are obtained
from Eq. 4,

Cx = Tx
Rx

(4)

where Cx is the capacitance of the Foster model, τx is the thermal time constant, and
Rx is the resistance of the Foster model. These values of resistances and capacitance
for the Foster model are obtained from the curve fitting app in MATLAB. The values
are shown in the table below.

Cauer Model was generated by converting the Foster model obtained in the
previous section. The algorithm for conversion was obtained from [10], and the
MATLAB code is used for calculation using [11]. The thermal impedance vs time
curve of the Cauer model was validated against the single pulse case curve of
IAUT260N10S5N09 MOSFET [8] and Simulink Foster model of the MOSFET.
The process of converting the Foster model to the Cauer model involves the calcula-
tion of Thermal impedance Zn for the Foster model. The thermal impedance is given
in Eq. 5.

Zn(s) = Nn(s)

Dn(s)
=

m∑

s=1

Rs

1 + STs
= 1

sCn + 1
Rn+Zn−1(s)

(5)

where n is the index of RC node of Foster model, Z is thermal impedance, N is the
numerator, D the denominator, Rs is the resistance of the Foster model, τ s, is the
product of resistance and capacitance of the Foster model, Cn and Rn are capacitance
and resistance of the Cauer model, respectively.

The Foster model RC values are used as input in Eq. 5 and simplified to get the
RC values for the Cauer model. Table 2 depicts the calculated Cauer RC values.
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2.2 Simulation Setup

Foster Model Using the values in Table 1, a Foster model was created in MATLAB
Simulink for the IAUT260N10S5N09MOSFET. The Foster model generated for the
IAUT260N10S5N09 MOSFET is depicted in Fig. 2. The power dissipated is fixed
as 1 W, and the simulation was run for 1 s. In the model, the power dissipated by
the MOSFET is represented as current, the temperature is represented as voltage,
the thermal resistances are represented as electrical resistors, and the thermal mass
is represented as electrical capacitors. A voltage sensor was used to get the transient
junction temperature of the MOSFET during the simulation. The ambient tempera-
turewas assumed to be 25 °C [8]. The thermal impedance of theMOSFET is obtained
from the junction temperature using the following Eq. 6.

Table 1 Resistance and
capacitance values for Foster
model of
IAUT260N10S5N09
MOSFET

Capacitance (C) Resistance (R)

0.1068 0.0455

0.0038 0.1549

0.1061 0.2954

739.2596 4.376e-05

Fig. 2 Foster model of IAUT260N10S5N09 MOSFET

Table 2 Resistance and
Capacitance values for Cauer
model of
IAUT260N10S5N09
MOSFET

Capacitance (C) Resistance (R)

0.0036 0.177

0.0578 0.1487

0.0976 0.1701

1.0498E + 06 3.0842E-08
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Fig. 3 Cauer model of IAUT260N10S5N09 MOSFET

ZTh = TJ − Tamb ∗ P (6)

where TJ is the junction temperature, Tamb is the ambient temperature, and P is
the power dissipated by the MOSFET. Since the power dissipated is 1 W, and the
ambient temperature was assumed to be 25 °C, the values from the voltage sensor
were reduced by 25 to get the thermal impedance of the MOSFET. These data were
logged for validation.

Cauer Model RC Values on the four Cauer nodes as depicted in Fig. 3 are taken
from Table 2. The voltage source, current source, power, ambient temperature and
simulation time are kept the same as the Foster model. The junction temperature is
calculated using Eq. 6, and the results of the study were recorded for validation.

3 Results and Discussion

3.1 Validation

The software was validated using [9]. Nexperia Application note describes the exper-
imental setup and results of the thermal network model. The experimental setup was
recreated in MATLAB Simulink, and the results were validated.

Generating Thermal Impedance Curve The simulation setup is as depicted in
[8]. On running the simulation, the thermal behavior of the curve was plotted in
the scope. Figure 4 shows the comparison of the thermal behavior as plotted in [8]
and those plotted by our simulations in Simulink. The curve displays the junction
temperature at each instance of time. The thermal behavior of the Simulink plot is
in good agreement. The error is less than 1%.
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Fig. 4 Thermal behavior curve Nexperia Document [9] and Simulink simulations

3.2 Results

The Foster and Cauer model thermal impedances were plotted in logarithmic axis
and compared with the values of thermal impedance obtained from the datasheet [8].
Fig. 5 compares the three values.

Fig. 5 Comparison of thermal impedance versus time graphs obtained from IAUT260N10S5N09
MOSFET datasheet [8] and the Simulink Foster and Cauer model simulation
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4 Conclusions

The comparison shows that the values obtained from the Foster and Cauer model
created in Simulink and those obtained from the datasheet of the IAUT260N10S5N09
MOSFET [8] are in good agreement with error less than 1%. This shows that the
Foster and Cauer model can accurately predict the transient junction temperature of
the MOSFET for different values of power dissipated.

The Cauer and Foster model curves completely overlap one another showing the
complete conversion of the Foster model to the Cauer model.

Acknowledgements The authors acknowledge the financial support fromM/sGarrett—Advancing
Motion for conducting the present study.
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A Parametric CFD Study on the Cooling
Capability of a Rectangular Channel
Heat Sink

Akhilesh Danesh Jatti, Mayur Chetan Shanbhag, D. S. Shashwath,
Babu Rao Ponangi, and V. Krishna

Abstract This paper is focused on the study to determine an effective method for
the thermal management and cooling of power electronic packages used in Hybrid
ElectricVehicles (HEVs). It has been carried outwith the help ofComputational Fluid
Dynamics (CFD). After extensive study, one such method chosen for the cooling
application is the use of fluid-cooled heat sinks. Modeling and simulation have been
carried out using COMSOL Multiphysics. Validation of the CFD results from the
research paper byQuadir et al. was performed. Building upon the validation, a simple
rectangular channeled heat sink was built for analysis. Furthermore, a parametric
analysis was carried out by varying the channel height and channel width of the heat
sink to study their effects on cooling. It was determined that an increase in the height
and width together leads to a decrease in the outlet temperature and also a decrease
in heat transfer coefficient.

Keywords Hybrid electric vehicles ·Microchannel heat sink · Electronics
cooling · Computational fluid dynamics · Parametric sweep

1 Introduction

Due to the depletion of natural and non-renewable energy resources such as crude
oil, the need for alternative and clean energy resources has become an impending
necessity. One such advancement is the invention and use of HEVs, which make use
of both, an internal combustion engine as well as an electrical power pack. These
HEVsmake use of various electronic packages to run the vehicle.With technological
advancement in electronic packages possessing greater computing ability, there is
an increase in power requirement to run them. With increasing power requirement,
there is a proportionate increase in heat dissipation, which necessitates the need for
thermal management of these electronic packages.
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1.1 Literature Review

The following points were summarized from the literature that was reviewed
pertaining to the subject of study:

– Wu et al. [5] created and studied a setup for an immersed jet array impingement
cooling device. In this setup, the integrated circuit is submerged in the coolant,
and it is sprayed onto all the surface of the electronic package with the help of
jets as well.

– Turek et al. [4] summarized the evaporative spray cooling to remove heat using
the phase change process by using the latent heat of vaporization. The cooling is
done by integrating a spray cooling mechanism, which cools the bottom of the
boards of the inverters with specified coolant.

– Pease et al. [3] first proposed the idea of a microchannel heat sink in 1981. Their
work explained the physics of a microchannel heat sink setting the foundation for
further studies in this topic.

– Khan et al. [1] studied the effects of various shapes for the microchannel heat sink
and evaluated them and presented them via this paper. Along with shapes, they
evaluated the effect of Reynolds number on the thermal resistance.

– Quadir et al. [2] talk about the improvement of a finite element formulation
using Galerkin method to study the performance of a microchannel heat sink
that is utilized in thermal management of electronic packages. The outcomes
were contrasted with CFD results, and it was resolved that the strategy utilized
could be an alternative to massive CFD calculations.

From the literature reviewed, several cooling techniques such as immersed jet
array impingement cooling, microchannel heat sink, evaporative spray cooling, etc.
have been explored. Microchannel heat sinks are especially suited to our needs as
they can be etched/bonded onto the surface of a control package and are thus not
counterproductive to the proposed miniaturization. Parallel microchannel heat sinks
were proposed by the original proposers of this method.

2 Methodology

2.1 Validation of Paper by Quadir et al. [2]

The data obtained from this paper are validated with CFD analysis performed. This
comparison of the results obtained in the paper along with CFD results proves that
this model built can predict surface temperature and fluid temperature. The geometry
used in the setup is taken up from [2], and the dimensions are mentioned in Table 1.

The coolant chosen is water. The general properties of conduction and flow are
shown in Table 2.
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Table 1 Dimensions used to
build the geometry

Parameter Value

Channel height 200 μm

Channel width 56 μm

Fin half-thickness 12 μm

Channel length 0.5 cm

Base thickness 2 μm

Table 2 Properties of
conduction and fluid

Parameter Value

Fluid velocity 1.973 m/s

Coolant inlet temperature 10 °C

Channel thermal conductivity (Silicon) 125 W/mK

Coolant thermal conductivity 0.609 W/mK

Coolant absolute viscosity 9.8 * 10−4Ns/m2

Coolant specific heat capacity 4180 J/kgK

Coolant density 1000 kg/m3

Geometric Modeling. The geometry (Fig. 1) was modeled based on the details
from Table 1 in COMSOL Multiphysics.

Fig. 1 Geometry on COMSOL
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2.2 Heat Sink with Rectangular Channels

A circuit board houses several parts such as the resistors, transistors, capacitors,
inductors, diodes, etc. however, one of the most important parts of a circuit board
is the control unit, which performs the function as the brain of the board. As such,
the tasks conducted by the controller are complicated and thus power intensive. This
power requirement is accompanied by the need for a method to cool the controller.
One such method that has been applied in this paper is the use of a simple rectangular
channel heat sink.

Geometric Modeling. A heat sink as shown in Fig. 2 was modeled with the
following dimensions:

Length: 60 mm Width: 50 mm Base thickness: 2 mm.
Initial Channel height: 10 mm Initial Channel width: 3.67 mm.
As seen in Fig. 2, the grey portion is the heat sink, and the blue portion is the

channels containing the coolant.
Parametric Sweep is the study of a model for varying parameters, which can be

used to optimize the model. This function was used from COMSOL Multiphysics.
In this study, a parametric sweep was conducted to analyze the variation of cooling
effect of the heat sink by varying the channel height and width.

Using parametric sweep, the height and width of the channel were varied to study
the heat sink behavior. This process was carried out in three steps, i.e., variation of
height alone, variation of width alone, finally varying both the parameters together.

Varied Parameter values are as follows:
Channel Height: 1. 11 mm 2. 12 mm 3. 13 mm 4. 14 mm.
Channel Width: 1. 3.80 mm 2. 3.85 mm 3. 3.90 mm 4. 3.95 mm.
Meshing. The model was meshed with the following mesh statistics (Table 3)

with the mesh in Fig. 3.

Fig. 2 Geometry of the heat sink analyzed
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Table 3 Mesh statistics of
the parametric sweep model

Parameter Value

Number of elements 1,544,742

Average element quality 0.677

Fig. 3 Mesh of the geometry used in the study of parametric sweep

Table 4 Boundary
conditions in the analysis of
parametric sweep model

Parameter Value

Physics Turbulent flow k-ε model

Velocity inlet 1.973 m/s

Pressure outlet 0 Pa (Gauge pressure)

Heat flux 106 W/m2 given at base of heat
sink

Coolant (density, viscosity) Water (1000 kg/m3,9.8*10–4

Ns/m2)

Reynolds number from calculations was found to be 10,811.23 and was observed
to be greater than 2300. Thus, a Turbulent Flow model was used. The boundary
conditions used for the simulation are given in Table 4.
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3 Results and Discussions

3.1 Validation of Research Paper by Quadir et al. [2]

The results of a newly developed methodology must be validated against previously
known results, ideally against experimental results or results from other numerical or
analytical methods, in order to establish its credibility. This paper has been validated
against CFD results reported and used by Quadir et al. [2]

The single microchannel model that was studied was simulated on two softwares,
i.e., COMSOL Multiphysics (Fig. 4a) and ANSYS Fluent (Fig. 4b). For the given

(a)

(b)

Fig. 4 Temperature plot on COMSOL (a) and Ansys (b) in °C
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boundary conditions, the outlet temperature of the single microchannel was found to
be 14.612 °C. The temperature at the outlet mentioned in the paper [2] was 15.16 °C.
Thus, an error of 3.61% was seen. Similarly, the maximum temperature observed at
the surface of the microchannel was 18.197 °C. However, the paper [2] mentioned a
value of 20.006 °C. Thus an error of 9.04% was seen.

These error percentage values were greater than 2.5% and thus due to unsatis-
factory results, the same model was analyzed on Fluent. For the same boundary
conditions, the maximum surface temperature and the outlet temperature values are
found to be 20.3512 °C and 15.1053 °C, respectively. Thus, error values of 1.69% and
0.36% were found for the maximum surface temperature and outlet temperatures,
respectively. Since these values are within the acceptable limit, the CFD part of the
paper [2] has been validated.

3.2 Parametric Sweep

The CFD analysis was carried out for three different combinations of the varying
parameters. From the graph in Fig. 5a, where only channel height is varied, it is
observed that increasing height decreased the outlet temperatures. From Fig. 5b,
where channel width is varied, it is seen that increasing width decreased the outlet
temperature. From Fig. 6, as expected, for the combination of the highest values
of width and height, the outlet temperature was minimum. Figure 7 gives us the
variation in the heat transfer coefficient as observed in the model.

4 Conclusions

The analysis was carried out on the microchannel heat sink proposed in the paper [2].
We were able to validate the paper with an error of 1.36% and 0.35% in the values of
the outlet temperature and maximum surface temperature by using the Ansys Fluent
software as done by the paper.

The next analysis was a parametric sweep done in COMSOL Multiphysics for
different values of height andwidth in order to understand the variation and sensitivity
of these parameters. In this study, it was found out that, increasing in height alone
and width alone decreases the temperature of the fluid at the outlet.

More importantly, when both the variations in height and width are combined, we
find that the results from the previous models are held true. An increase in the height
and width together leads to a decrease in the outlet temperature.

Another important finding from these studies happens to be the massive reduction
in pressure between the inlet and the outlet. As seen from Fig. 8, the pressure drop
in the parametric sweep model was as high as 0.33 kPa for a mere channel length
of 60 mm. From this, we can conclude that the pumping power needed to push the
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(a)

(b)

Fig. 5 Outlet temperature graph for increasing (a) channel height (b) channel width

coolant through the channel is going to be relatively high; thus making the pressure
drop a very significant factor while designing any microchannel heat sink.

After taking into the consideration, several determining constraints such as pres-
sure drop, surface temperature and heat transfer coefficient, the critical factors which
determined the optimum cooling capability of the heat sink corresponded to the
maximum channel height and minimum channel width.
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Fig. 6 Variation of outlet temperature with channel height for different channel width

Fig. 7 Variation of heat transfer coefficient with channel height for different channel width
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Fig. 8 Variation of pressure drop with channel height for different channel width
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Estimation of Tire Scaling Coefficients
and Simulation of On-Road Vehicle
Behaviour

Nandish H S, Prajwal P, and Patil S S

Abstract The paper aims at estimating the tire scaling coefficients to predict the
on-road handling behaviour of a car. The effect of amplified tire forces due to the
constant deposition of tire rubber on the tire testing belt can be compensated by
the tire scaling coefficient. Scaling coefficients along with the tire force coefficients
can be helpful in estimating the on-road tire forces and moments. The tire’s lateral
scaling coefficients were evaluated using the data from tire testing and the on-road
tests. A full car model was developed using VI-CarRealTime considering parameters
fromdifferent subsystems like vehicle body/frame, power-train, suspension, steering,
tires, brakes and wheels. Skid-pad simulations were followed by skid-pad tests to
validate the full car model.

Keywords Tire scaling coefficient · Data acquisition system · Vehicle testing ·
Skid-pad ·MMM diagram ·MF tire model

Nomenclature

Fx Tire Longitudinal Force, in N,
Fy Tire Lateral Force, in N
Fz Tire Normal Load, in N
SA Tire Slip angle, in deg
Fy/Fz Coefficient of friction of the tire in lateral direction
DOF Degrees of Freedom
MMM MRA Moment Method
TTC Tire Testing Consortium
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GPS Global Positioning System
GLONASS Global Navigation Satellite System
MF Tire Model Magic Formula Tire Model
IMU Inertial Measurement Unit
RPM Revolutions per minute
Cg Centre of gravity
VI-Car RealTime A software used for building full vehicle simulation

model
Lotus Suspension Analysis A software used to design the kinematics of a car

1 Introduction

A good handling response of a car gives the driver much-needed confidence to drive.
The car’s response to driver’s input is crucial when the car is operating at its limits.
Hence, it is important to optimize the parameters influencing the handling. Testing the
car at its limits and optimizing the parameters imposes life risk. Hence a simulation
model can be used as a substitute to reduce iteration in real-time testing to optimize
the limiting parameters. This can also be helpful in educating the driver about car’s
expected behavior under various maneuvering conditions.

The importance of simulations in vehicle development can be understood by
comparing the old school approach to the current approach. The conventional or old
school approach as shown in Fig. 1, requires incorporating changes or rebuilding a
prototype for iterative optimization of vehicle parameters. This method of building

Fig. 1 Conventional method
of vehicle development
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Fig. 2 Simulation driven vehicle development

prototypes for every iteration is both time-consuming and is not cost-intensive. The
steps involved in conventional method of vehicle development coupled with system
level simulation are shown in Fig. 2.

A full car model which can predict the limits of the car helps cut down the overall
development time. Tires are the most critical components of simulations especially
if the vehicles limits must be estimated. Hence, accurate modelling of tires gives a
good platform for vehicle simulations. The approach to tune the vehicle platform and
the tires can be understood from references [1, 2] respectively. A formula student
car was considered for this research. Formula student events are engineering design
competition in which students design, build and test formula style open wheeled race
cars.

Testing was carried out on the said car post instrumentation. The normalized tire
forces were calculated from testing to estimate the scaling coefficients for theMF tire
model. The estimated coefficients were fed into the full car simulation model build
using VI-CarRealTime software. The model was further validated with the on-road
test data.

2 Testing of Formula Student Car

The formula student car was rigged up with VBOX 3i data logging systemwhich had
sensors like GPS, IMU, steering angle sensor and so on. Racelogic VBOX 3i data
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logger recorded data such as lateral, longitudinal accelerations, longitudinal speed,
yaw-rate, heading angle, steering wheel angle, etc.

2.1 Instrumentation

A potentiometer of 10 k�max resistance was used to measure the angular deflection
of the steering wheel. VBOX 3i uses a GPS/GLONASS receiver to log data at a
rate of 100 Hz to achieve high accuracy. Velocity and heading data are calculated
by Doppler Shift method in the GPS signal. The logger has the ability to utilize data
from the IMU and uses a Kalman Filter to improve all parameters measured in real
time. IMU integration ensures accurate test results in areas of unreliable satellite
reception, typically caused by trees, buildings and bridges [3].

Inertia measurement unit (IMU), GPS and power connections were made to the
logger using the allocated ports. The logger has a 4-channel analog input and neces-
sary voltage output for any extra sensors. The potentiometer used to measure the
steering wheel angle was connected to the logger using a D-sub connector. The
connections are depicted in the schematic in Fig. 3. The actual connections are
shown in Fig. 4.

Fig. 3 Indicative diagram of the data logger connection
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Fig. 4 Data logger connections

2.2 Testing and Data Logging

The design of a car involves a trade-off in certain aspects to improve upon the
performance. Vehicle testing is done to validate the design and understand the design
flaws involved.

Skid-pad testing was done to evaluate the steady state parameters of the vehicle.
Skid-pad testing involves running the car around a circular track mainly to evaluate
the forces and moments acting on the vehicle at steady state. The track was setup for
a turning radius of 5 m and the target vehicle speed was 21 kmph.

Human error is inevitable and hence there are small corrections induced by the
driver. The data logged during skid-pad testing after applying Kalman filter is shown
in Fig. 5. The figure shows the variation of speed, lateral acceleration, and yaw-rate.
Figure 6 represents the latitude and longitudinal track map obtained using the GPS
data. This figure indicates the path that the vehicle took during the test.

Tire forces were estimated using bicycle model. The tire forces were then normal-
izedwith respect to the normal load(Fz) on eachwheel in order to overcome the effect
of wheel normal load. The equations for the same can be found in [4].

3 Data Processing

The raw data obtained from tire testing at the Calspan tire research facility needs to
be converted to a format supported by simulation software. MF tire model is one of
the commonly supported models by simulation software. The raw data is converted
to MF Tire model coefficients by a method of regression as explained in the Fig. 7.
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Fig. 5 Test data obtained from VBOX

Fig. 6 GPS data of the
vehicle path using latitude
and longitude

Raw data is compared with the coefficient value. The error so estimated is minimized
using Fmin search in MATLAB.

Thedata collected from testingwas processed and the corresponding lateral forces,
slip angles at the front and the rear wheels were evaluated. These lateral forces are
normalized with respect to the instantaneous wheel normal load as different tires
of the vehicle are operating at different wheel normal loads. A regression method
similar to that used in estimation of MF tire coefficients was used to arrive at the
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Fig. 7 Estimation of MF tire coefficients

scaling factors.The error obtained by the sum of test data, MF tire coefficients and
scaling factors has been minimized using Fmin search inMATLAB. Thus estimating
the scaling factors. The flowchart for this process can be found in Fig. 8.

Fig. 8 Estimation of scaling coefficients
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Fig. 9 Normalized lateral force from tire testing versus data from testing

Figure 9 shows difference in the normalized lateral forces between test data
obtained from Calspan and that from testing. Clearly the test was performed at lower
friction surface compared to that seen on the test belt of the tire testing facility. The
difference between the curves before and after using the tire scaling coefficients can
be seen in Fig. 10.

4 Building Simulation Model

Vehicle simulation (according to Chap. 9 of [5]) can be defined as a set of equations,
typically solved by a computer program, which calculates the response of the entire
vehicle to a set of operating conditions. VI-CarRealTime provides the platform to
build the car model and run the required simulations.

VI-CarRealTime, a virtual modelling and simulation environment is used to build
a simplified 4 wheels vehicle model. Its functionality includes the ability to assemble
vehicle system by collecting its fundamental subsystems, specifying dynamic
maneuver, schedules, launching standalone or MATLAB/SIMULINK embedded
simulations, post processing the obtained results as explained in [6].

The parameters that define the vehicle subsystems control the vehicle behavior
in different maneuvering conditions. The parameters input from various subsystems
are explained in the following sections.
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Fig. 10 Lateral tire force versus slip angle with and without scaling coefficients

4.1 Brake Parameters

Brake parameters like master cylinder pressure gain, effective piston area, brake
bias, etc. were calculated with data available on the master cylinder and calliper
dimensions. A 2 g braking scenario was assumed to calculate the front brake bias.
Parameters like the coefficient of friction between the disc and the brake pad had to
be taken from spec sheets.

4.2 Suspension Parameters

The suspension system was initially designed using Lotus Suspension Analysis, a
simulationmodel used for designing the kinematics of a suspension system. The hard
points were imported to VI-SuspensionGen, which is a part of the Vi-grade software
package. VI-SuspensionGen runs kinematic and elasto-kinematic analysis and the
results are exported to VI-CarRealTime as an input to the full car model.

The front suspension system is a pull rod suspension to reduce the centre of gravity
and for better packaging. A spring stiffness value of 25 N/mm was designed for the
front suspension. Themodelling of the rear suspension system follows the same steps
as the front suspension system. A push-rod suspension was designed for the rear due
to packaging constraints and ease of tuning the rear spring. A spring stiffness value
of 35 N/mm was designed for the rear suspension to account for the required roll
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Fig. 11 Suspension design of the car

couple distribution. The said stiffness of the springs were estimated based on ride
frequency and flat ride analysis. The front and rear suspension systems are as shown
in the Fig. 11.

Dampers act like dynamic springs and controls the rate of change of load transfer.
Custom-made shocks were provided by Gabriel India limited. The damping coeffi-
cients were calculated considering a 7 DOF suspension model. Equation in Chap. 7
of [5] was helpful in estimating the ride frequencies and damping ratios required for
the calculations. The damper force vs velocity curve of the front and rear dampers
are as shown in Fig. 12. The said data was obtained from damper testing at Gabriel’s
test facility.

4.3 Powertrain Parameters

The car uses a single cylinder, liquid-cooled KTM 390 engine. The choice of the
engine is with respect to the convenience of handling and servicing. Also, the light
weight single cylinder engine decreases the polar moment of inertia compared to its
multi-cylinder counterparts. The torque curve is a graph of engine output torque v/s
different operating speeds of the engine. The carwas tested on a chassis dynamometer
and the torque curve was evaluated. The peak torque was obtained close to 6500 rpm.
The parameters input to themodel includes transmission ratio, torque curve as shown
in Fig. 13, transmission ratio, idle RPM, rev limit, stall RPM, shift RPM, etc.



Estimation of Tire Scaling Coefficients and Simulation … 305

Fig. 12 Front and rear damper test data

Fig. 13 Front and rear damper test data

4.4 Vehicle Body Parameters

Vehicle body parameters such as the x, y and z positions of the Cg, the mass, and
inertias of the body are the required inputs. The inertia properties were estimated
based on the CAD design of the full car assembly. The Cg of the car with the driver
was measured by applying force equilibrium equations which are depicted in [7] and
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Fig. 14 Vehicle on
weighing scale during Cg
measurement

the position of the Cg in the x, y and z directions were estimated. The measurement
of Cg is shown in Fig. 14.

The Cg positions and the inputs to the vehicle body model are depicted in Fig. 15.
The inertias were taken by CAD upon assigning material properties to each of the
components.

4.5 Tire Parameters

The simulation model requires a tire property file which defines the tire’s ability
to generate forces and moments. The tire parameters were input based on the MF
tire model (Refs. [5, 8]). The lateral coefficients of the tire were evaluated using the
method of least squares and as explained in Fig. 15. Curve fitting was done to the data
obtained from FSAE TTC [9] and the plot of lateral force v/s slip angle for different
normal loads under combined slip conditions [5, 8, 10] are as shown in Fig. 16.
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Fig. 15 Vehicle body parameters input to VI-CarRealTime

Fig. 16 Vehicle body parameters input to VI-CarRealTime

System was initially designed using Lotus Suspension Analysis, a simulation
model used for designing the kinematics of a suspension system.The hard pointswere
imported to VI-SuspensionGen, which is a part of the Vi-grade software package.
VI-SuspensionGen runs kinematic and elasto-kinematic analysis and the results are
exported to VI-CarRealTime as an input to the full car model.
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Table 1 Cross-weight distribution of the simulated model and the actual car

Simulation corner
weights (in N)

Actual vehicle corner weights
(in N)

Left Right Left Right

Front 697.6 (71.11 kg) 669.23 (68.2 kg) 706.32 (72 kg) 676.89 (69 kg)

Rear 615.95 (62.78 kg) 615.98 (62.8 kg) 568.98 (58 kg) 608.22 (62 kg)

4.6 Static Equilibrium Test

The accuracy of the simulation model’s vehicle inertia properties can be verified by
running a static equilibrium test. The normal loads on the tires are compared with the
actual vehicle corner weights. The total vehicle weight with the driver was found to
be 262 kg. The total weight obtained from the simulation was 264.9 kg. The detailed
cross-weights table is shown in Table 1.

4.7 Skid-Pad Simulation

Skid-pad simulation as described in Chap. 11 of [4], is a way to measure the steady
state vehicle characteristics. The balance of the vehicle at peak lateral accelerations,
the under-steer gradient, etc. can be evaluated using skid-pad simulations or testing.
Skid-pad simulations were run on VI-CarRealTime for a turning radius of 5 m and
a constant speed of 21 kmph.

4.8 MMM Diagram for Steady State Simulation

As presented in Chap. 8 of [4], the MMM, also called Cn-Ay diagrams or Yaw-
moment diagrams are specialized plots representing themeasured or computed forces
and moments from a constrained test or simulated test. In principle, the diagrams
are similar to those from wind tunnel tests which portray the variation of vehicle
aerodynamic forces and moments as a function of attitude (angles of attack or yaw)
and control positions. The calculation of the tire forces using the scaling coefficients
helps in predicting the on-road behaviour of the car.

The MMM diagram uses the scaling coefficients along with the lateral forces
coefficients for evaluating the tire lateral forces. Hence, the diagram so obtained
depicts the steady state behaviour of the vehicle on-road. The procedure of plotting
the yaw moment diagram is shown in Fig. 17.
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Fig. 17 Method of estimation of MMM diagrams

5 Results

The estimated tire scaling coefficients against the test data obtained from tire testing
as shown in figure-10 in the earlier section were used for the simulation model built
using VI-CarRealtime. The scaling coefficients thus estimated are shown in Table 2.

For an average percentage deviation of 1% in the longitudinal speed, the
percentage deviation in the lateral accelerations and yaw-rates were found to be
7.27% and 15.7% respectively. The comparison for longitudinal velocity, lateral
acceleration, and yaw-rate for VI-CarRealTime simulation and the test data from
skid-pad testing are shown in Figs. 18, 19 and 20 respectively.

Table 2 Scaling coefficients
obtained from regression
analysis

LKYG 2.2461

LCY 2.0901

LVY 0.6940

LMUY 0.3717

LKYA −0.3465

LHY 1.0364

LEY 1.7790

LVYK −0.0138

LYK 2.2239
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Fig. 18 Comparison of longitudinal velocity

Fig. 19 Comparison of lateral acceleration
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Fig. 20 Comparison of yaw-rates

TheMMMdiagram for the car at speeds of 60 and 75 kmph is as shown in Figs. 20
and 21.

The inference that can be drawn from the MMM diagrams are:

• The vehicle under-steers at peak lateral acceleration. Hence the vehicle points
away from the corner at its lateral limit.

• The maximum possible lateral acceleration under zero yaw condition is 1.3 g.
• The slope of the constant beta lines gives the aligning effect induced with the

changing steering wheel angle. For example, the beta = 0 line passing through
the origin represents the state of the vehicle at corner entry. The slope of the line
gives the aligning effect of the car at corner entry.

• The increase in the slope of the constant beta lines with increase in the speed of
the vehicle indicate that the aligning effect increases with speed.

The Steer angle and under-steer gradients v/s lateral acceleration is as shown in
Figs. 23 and 24, respectively. It can be seen that the maximum possible steering angle
at 60 kmph is 20 degrees. Beyond this value of steering input the vehicle under-steers
as it goes beyond its peak operating conditions. This kind of information is key to
any driver who is trying to push the car to its limits.

The corresponding under-steer gradient which is the change in steering wheel
angle to the change in lateral acceleration is as shown in Figs. 22, 23 and 24.
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Fig. 21 MMM diagram at 60 kmph

Fig. 22 MMM diagram at 75 kmph The MMM Skid-pad
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Fig. 23 Steer angle v/s lateral acceleration at 60 kmph

Fig. 24 Understeer gradient v/s lateral acceleration at 60 kmph



314 Nandish H S et al.

Acknowledgements We would like to thank Prof. D Jawahar, CEO, PES Institute of Technology
for financial and moral support during the course of the project. We extend our gratitude to Dr. K.S.
Shridhar, Prof. & Head, Department of Mechanical Engineering, PES Institute of Technology for
all his help and support. We express our regards to Dr. N. Rajesh Mathivanan and Prof. Ajay Nayar,
faculty advisors, Team Haya Racing for their support throughout the course of the project.

We would like to thank all members of Team Haya Racing for their unconditional love and
support towards achieving the objective of this project. We express our sincere gratitude to FSAE
TTC and Calspan Tire Research Facility for providing Tire test data. Special thanks to MathWorks
and VI-grade for providing software support to Team Haya Racing.

References

1. Smith C (1978) Tune To win, the art and science of race car development and tuning. Aero
Publishers. Fallbrook, CA 92028

2. PacejkaH (2006) Tire and vehicle dynamics, 2nd edn. Butterworth-Heinemann,Oxford,United
Kingdom

3. Racelogic Logic Support Center. https://racelogic.support
4. Milliken WF, Milliken DL (1995) Race car vehicle dynamics. Society of Automobile

Engineering, Inc. Warrendale, Pa
5. Michael R, Suzanne R (2012) Learn and compete, a primer for formula SAE, formula student

and formula hybrid teams. Racecar Graphic Limited, London
6. Vi-CarRealTime printable document. Vi-CarRealTime 18.1 Documentation. Vi-grade GmbH,

Germany
7. Determination of Vehicle CG position. Informal document No. 11 79th GRSG, 16–20 October

2000 agenda item 4. Regulation 66.
8. MSC software. Using PAC2002 Tire model http://mech.unibg.it/~lorenzi/VD&S/Matlab/Tire/

tire_models_pac2002.pdf
9. Formula SAE tire test consortium, http://www.fsaettc.org
10. Besselink IJM,SchemitzAJC,PacejkaHB(2017)An improvedmagic formula/swift tyremodel

that can handle inflation pressure changes. Eindhoven University of Technology, P.O.Box 513,
5600 MB Eindhoven, The Netherlands

https://racelogic.support
http://mech.unibg.it/~lorenzi/VD&amp;S/Matlab/Tire/tire_models_pac2002.pdf
http://www.fsaettc.org


Multivariable Load Prediction Using
LSTM

G. Satya Rohan, V. Sailaja, K. Deepa, and Abhijith Prakash

Abstract Power supply regulation and load forecast are important factors in elec-
tric power distribution systems. The advent and ever-expanding adoption of renew-
ables and distributed energy resources in the energy sector have introduced a lot of
complexity into the day-to-day operations and maintenance of a wide-area power
grid. Implementation of big data analysis and deep learning tools in power distribu-
tion systems has enabled predictive maintenance, grid health monitoring, demand
forecasting, and reliability analysis, and also provided a host of other features for
overall improvement of grid operations. A thorough analysis reflecting presents and
future patterns can aid in critical decisions regarding generation capacity, transmis-
sion, and distribution systems for a successful load flow system planning. The focus
of this paper is on ways to estimate load using the deep learning technique Long
short-term memory (implemented by Python programming language).

Keywords LSTM · RNN · Time series

1 Introduction

Load forecasting strategy is used by the electric power industry to predict power
production and satisfy load requirements. Forecasting accuracy is significantly
important in operational and administrative stacking for a service organization. It
is critical for different people in the electric power industries, like distribution, trans-
mission and markets, power providers, International Organization for Standardiza-
tion (IOS), and other related establishments. Themost determining techniques utilize
numerical methods or algorithms that involve artificial intelligence such as down-
turn, fuzzy, genetic algorithm, neural systems, and undefined rationale for load fore-
casting and other energy-saving applications [1–5]. Load forecast could be done for
the present circumstances (a couple of hours), medium-term (half a month as long as
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a year), or long haul (longer than a year) [6]. Contingent upon time-series estimating,
outcomes are classified as seasonal, trend, and random.

Power systems extension planning begins with forecasts of future load prereq-
uisites [7–11]. The estimation of both demand and load is pivotal to compelling
system planning. Forecasts are utilized for deciding the age limit, transmission, and
distribution systems parameters.

This topic has been examined as a fundamental research for quite a while.
Numerous researchers have made a lot of examinations on forecast theories and
techniques, and have set forward a few prediction techniques [12, 13]. It requires
the analysis of the attributes related to the load and also considers the demand factor
relationship between the actual demand imposed on the systems and the loads that
have been connected.

In short, forecasting the demand is the main parameter for operations and celerity
in the distribution system to avoid unforeseen outcomes like power failure, etc. [6,
14]. It is essential for the monetary activity, planning load dispatch, and generation in
automatic control [15]. It not only assists the clients with picking a progressive and
proper power utilization scheme but also lessens the electricity intake and improves
equipment usage, subsequently decreasing the manufacturing cost thus adding to the
financial advantage. Distribution and transmission sector has advanced two-fold in
the present scenario; hence, the level of powermarketization is additionally improved,
so theories on how to rapidly and precisely anticipate transient power loads havemade
this field the current topic of research importance This paper focuses on forecasting
the load demand using Long short-term memory (LSTM).

2 Conception

Load estimation is a complex multi-variable and multidimensional problem where
determining techniques, such as numerical analysis-based curve fitting technique
fails to produce precise outcomes; something that deep learning algorithms are better
at [15–17]. Some of the common deep learning algorithms are detailed below.

(A) Recurrent Neural Network (RNN)

In neural systems, outputs are independent of inputs. However, there are cases like
word or phrase prediction, most conventional where the initial set of words or phrases
is necessary to predict the probable expressions that may follow in a sentence. Conse-
quently, the RNN algorithm was developed to handle such issues with the assistance
of a hidden layer. This lowers the multifaceted nature of parameters and simplifies
the problem to a large extent, in contrast to other neural systems.

Adeeper network, for example,mayhave single input andoutputwith three hidden
layers with its own set of weights and biases in each hidden layer. In such cases, RNN
transforms independent actuations into dependent initiations by assigning all layers
with the sameweights and biases. This decreases complications due to a large number
of parameters. Each output of a layer is memorized and fed to the succeeding layer.
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The three hidden layers are combined into a single intermittent layer so that the
same weights can be assigned to all neurons. This process can be simplified using
an algorithm as explained below:

1. A single input is given to RNN for each sampling time.
2. The network ascertains its present status utilizing the current and past data.
3. Present hidden state ht turn out to be ht + 1 in the next sampling time instant.
4. After completion of all inputs, the last state is utilized to compute the final

output.
5. Computed output is compared with the authentic value, for example, objective

output, and if any deviation then the error is identified.
6. This error is assimilated into the system for weight updation and, subsequently,

RNN is updated.

RNN’s advantage is that it has the ability to recollect information over a time
span.

(B) Long Short-Term Memory (LSTM)

The LSTM system is a distinctive case of RNN, used for long-term learning. They
are well suited for many applications and explicitly intended to avoid the long-term
dependency issue. RNNs have repeating blocks of tanh layer, as appeared in Fig. 1
and Eq. 1.

Ĉt = ht = tanh
(
Wc.

[
ht−1, xt

] + bC
)

(1)

LSTMs also have a structure resembling a chain, but rather than a single layer, it
has four layers that interact as described in Fig. 2.

Fig. 1 Structure of the repeating module of RNN
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Fig. 2 Structure of an LSTM module

In Fig. 2, each line conveys a whole vector, from the output of one node to the
input of other nodes. Each circle denotes point-wise tasks of summation and the final
output h is obtained as per the mathematical function of each block.

(i) Step-by-Step working of LSTM

Sigmoid layer, the first step named “forget gate layer” decides on the data to be
discarded from this state. It takes a look at ht−1; the output will be a number in the
range of 0 and 1. For each number in the state Ct−1, “1” means “to totally keep this”
and a “0” means “to totally dispose of this.” Necessary calculations are made from
Eq. 2.

ft = σ
(
W f .

[
ht−1, xt

] + b f
)

(2)

where ft—forget gates activation vector, σ—sigmoid function, W f—weight
matrices, ht−1—hidden state vector, xt—input vector, b f—bias vector parameters.

The next step is to select the kind of new data to be put into the cell state. It involves
two sections: (i) “Input gate layer” to update the appropriate value and (ii) tanh layer.
These two sections are joined to update the state, and necessary calculations aremade
from Eqs. 3 and 4.

it = σ
(
Wi .

[
ht−1, xt

] + bi
)

(3)

Ĉt = tanh
(
Wc.

[
ht−1, xt

] + bC
)

(4)

where it—input gates activation vector, C
∧

t—cell input activation vector,
bi ,Wi , bC ,WC—bias vector and weight matrices for the input and the cell state,
respectively.
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The previous cell state is refreshed into the new cell state as Eq. 5. The old state
is multiplied by f t . and summed with it ∗ Ct . This new value is scaled by the amount
chosen to refresh each state value.

Ct = ft ∗ Ct−1 + it ∗ Ĉt (5)

Ct ,Ct−1—present and previous cell state vectors, respectively.
Finally, the yield is picked. This yield is a filtered version established based on

the cell state. Initially, “sigmoid layer” is run which picks the cells that are going to
be yielded. Cell state is put through tanh so that the value toggles in between − 1
and 1 and incremented by the yield of the sigmoid layer, with the objective that only
the final yield is achieved. Necessary calculations are made from equation Eq. 3.

(C) Time Series (TS)

TS analysis is a statistical technique that manages time series data or pattern exam-
ination [18]. It implies that data is in a progression of specific time spans or spans.
It is a kind of panel data which is a “multidimensional data set”, whereas TS is a
“one-dimensional panel, which is similar to a cross-sectional data set.” Data set has
characteristics of panel and TS data. One approach is to find the difference between
the recordings of one data with other recordings. If the appropriate response is in
the time data field, it represents a TS data set, whereas, if the non-time identifier
responds, then the data set index is a cross-sectional or panel data set.

3 Working and Output

LSTM is implementedwith the Python programming language in thiswork. Libraries
such as TensorFlow, Keras, and NumPy are used as deep learning algorithms. The
program is written in a Jupyter notebook and divided into 39 blocks. And also, output
graphs and other visual information are generated during execution. The flow of the
algorithm implementation is explained in detail below:

Blocks 1–12

The data used in this paper is from Kaggle data sets named Household Electric
Power Consumption [19]. This data consists of global active power, global reactive
power, voltage, and global intensity which is recorded by minute. These data are
downsampled from minutes to hours. For evaluating the performance, 2-year data
with 17520 samples are considered for training and 17039 samples are used for
validation. The libraries from Python, namely, NumPy, scikit-learn, and pandas are
imported for the algorithm. A plain text file that contains values like date, time,
etc., is loaded as the index for the algorithms. The mean of each of the values
provided, i.e., date, time, etc., is identified and resampled. The values are then sorted
into a list. This is essential for fast value search operations as lists consume less
memory and are immensely helpful for visualizing forecasting. The values found
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are assigned to variables named as Global_active_power, Global_reactive_power,
Voltage, Global_intensity, Sub_metering_1, Sub_metering_2, and Sub_metering_3.
The series data is converted to supervised data, where the present values are used
to predict future values. The input sequence is found for “n” number of values and
then used for forecasting. The values are then collated into a file. The algorithmic
sequence of steps is shown in Fig. 3a.

Blocks 13–24

Thirty timestamps are considered, with each hour being one timestamp. “n” features
of data are predicted. This corresponds to a multi-parallel time series forecasting
problem. The frame is then reframed for supervised learning. The columns that
should not predict are then dropped, using reframed.drop(reframed.columns[-6:],
axis = 1, inplace = True). This is used to predict only 1 column (which is variable
1, i.e., global active power). The algorithm is trained with a 2-year span of data so
that it generates an output y(0) for an input x(0). These values are then projected into
three dimensions: samples, time steps, and features, which is an important procedure
in LSTM training. The input shape must be the time steps; here, it is n_features. That
way, it takes one list item of (n_in) time steps of (n_features) columns to predict one
future time step. Some other libraries, like TensorFlow and Keras are imported. The
algorithm is now trying to make a prediction. Since (yhat) has a shape with seven
columns, it can performproperly. If the prediction ismadewith only one column, then
it is needed to get it concatenated with six other random columns (usual convention:
test_X, last six columns are used to concatenate), obtain the inverse transform, and
remove the first column, i.e., the required output. Now, the operation inv_yhat =
np.concatenate((yhat, test_X[:, -6:]), axis = 1) is performed and inv_yhat[0] is used
for output. Then mean squared error is used to optimize the model by using the
Adam optimizer. The corresponding algorithm for these steps is shown in Fig. 3b.
The 4-year data considered is from16December 2006 to 26November 2010, roughly
8500 data are being taken. After training the model, the last 200 samples of predicted
validation samples are plotted. Forecasting is performed for the next 20 h data using
the last 30 samples of available data.

The global active, reactive power, voltage, and metering reading obtained at each
step of the algorithm are presented in Figs. 4 and 5 shows the number of epochs taken
to forecast the data with time and losses. Figure 6a shows the plot of trained and test
data, it is observed that the training was successful since the test data also follows
the trained data with a very small error of 1*e−3 which is in the acceptable range.
The same is further validated in Fig. 6b–h which has the plot of active, reactive,
voltage, global intensity, and all three sub-metering readings. These figures have the
plot of actual and forecasted values and they both follow the same trace for all the
parameters confirming that the forecasted values are accurate.

Blocks 25–39

The main forecasting begins here. The entire data is scaled again. To hold the fore-
casts, test_predictions = [] is carried out. Then, the forecasted values are appended
to our test_predictions. In the last step, the first time step in the batch used to predict
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(a) (b)

(c)

Fig. 3 a Algorithm for the blocks 1–12 b Algorithm for the blocks 13–24 c Algorithm for the
blocks 25–39
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(a) 

(b)

(c) (d)

Fig. 4 a Loaded txt file b Line output c Line 7 output d Line 9 output

is removed and the predicted values are added to the last. Thus, making it, again, time
steps the amount of data to predict one more. This goes on a loop. The time steps are
then forecasted. Now, the values are converted back. For establishing a periodicity,
a table is made with date and time as columns and the variables in the rows. Then
the forecasted values are filled accordingly. The table, which contains the forecasted
values, is being printed. Graphs for each variable are plotted against time. From the
graphs obtained, it looks like the predicted values seem to be almost equal to the
actual values, thereby making a successful forecast. This step can be made into an
algorithm, as depicted in Fig. 3c.

RMSE =
√∑N

i=1

(
xi − xi

∧)2

N
(6)
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Fig. 5 Epoch value

MAE =
∑n

i=1 |yi − xi |
n

(7)

MSE = 1

n

n∑

i=1

(
xi − x̂i

)2
(8)

where xi , xi ,
∧

yi N are the actual, estimated, predicted, and missing data, respectively.
The forecasting results for 1 day before and after sampling are presented in

Fig. 7, while the same is plotted for active, reactive, voltage, global intensity, and
all three sub-metering readings in Fig. 8a–g. The predicted values are for 20 h from
26 November 2010, 22:00 to 27 November 2010, 17:00. The testing data RMSE,
MAE, and MSE are calculated using Eqs. 6, 7, and 8, respectively, and are found to
be RMSE: 0.128, MAE: 0.077, MSE: 0.016. These less values clearly indicate the
exact prediction efforts of the LSTM model.
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(a) (b)

(c) (d)

(e)                                                                                     (f)

(g) (h)

Fig. 6 a–i Line outputs from lines 20, 22–28
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(a)

(b)

Fig. 7 a & b Forecasted values before and after resampling
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(a) (b)

(c) (d)

(e)                                                                                     (f)

(g)

Fig. 8 a–g Outputs at line 39.1–39.6
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4 Conclusion

Load forecasting is the establishment for utility planning and it is a basic busi-
ness issue in the utility industry. Numerous components impact the heap forecasting
precision, for example, geographic good variety, data quality, gauge skyline, figure
source, and client division. A similar model that functions admirably in one utility
may not be the best model for another utility. Indeed, even inside a similar utility, a
model that estimates well in 1 year may not produce a good gauge for one more year.
So as to set up the validity in load determining, utilities need to follow forecasting
standards to build up a steady load estimating approach. Organization of brilliant
systems advancements has made high granular data accessible for load determining.
While redoing the models for each sub-locale or utility would improve the deter-
mining precision at the sub-provincial level or utility level, the exactness picked up
at a lower level can be regularly meant by the upgraded gauges at the amassed levels
as proven by the results of LSTM in this work.
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