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Taxonomy of Security Attacks 
on Internet of Things 

Akashdeep Bhardwaj, Keshav Kaushik, and Manoj Kumar 

Abstract Internet of Things (IoT) are an extensive smart device networked 
ecosystem, which routinely exchange log data and information over the Internet 
with portals and humans. Given the considerable expansion and acceptance of IoT 
as enabling technology paradigm, in recent years, IoT devices face critical safety 
issues and threats to online data security. This chapter reviews and examines the 
security of the devices networked in smart intelligent homes, health care, and trans-
port domains. Improper or unauthorized access of the IoT devices causes avail-
ability issues leading to widespread risks and downtimes. The authors present secu-
rity attack-related taxonomy for the IoT devices, the focus is to assist IoT device 
designers and developers to better understand the risks and threats of security fail-
ures and help to integrate stronger safeguards in the IoT devices. A use-case scenario 
is also discussed related to design and implementation of a smart, secure vehicular 
traffic control using IoT devices. 

Keywords IoT taxonomy · Internet of Things · Industrial IoT · IoT security ·
IoT · Security attacks 

1 Introduction 

The concept of Internet of Things or IoT was introduced by Kevin Ashton, way back 
in 1998 as computers that know everything about “things” and uses information that 
it collects without any aid, then connectively to one another over the Internet. IoT 
refers to interconnection with the sensory capabilities and contextual awareness of 
our commonly used electronic devices [1]. Because IoT technology is efficient and 
economically beneficial, IoT devices around the country are extensively and quickly
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produced. The term intelligent is widely used in IoT applications throughout the 
world, such as smart houses, smartwatches, and smart cities. As an attempt to speed 
up IoT growth across the country, China has created the notion of “Sensing China” 
[2]. IoT components are generally embedded sensors, programmable logic circuits, 
and actuators that gather the backend sensor data, convert it into useful information 
to perform actionable actions. Sensors register timelines for workouts in a smart 
intelligent watch and an actuator calculates the calories. The coordinator’s component 
functions as a device manager to monitor the state and activities of intelligent objects. 
It also gives IoT service providers a cumulative report on their actions. 

A sensor bridge is used to connect the local IoT network and IoT cloud service. 
IoT service is often offered on the cloud (the dependable one) so that IoT objects 
may be accessed every day or anywhere to control all IoT devices with rapid action. 
For instance, you may use your smartphone to give your smart car orders. Three 
features of IoT [3] are present. First, it is a thorough knowledge of the use of intelli-
gent items and network connectivity to gain information. Secondly, it provides high 
precision and real time for the dependable transmission of the system. Thirdly, cogni-
tive processing must be incorporated to make the systems work intelligently. More 
than one IoT device is linked in the ecosystem with each other, laptops connected 
with the smartphone, which in turn connects to a heart rate monitor, etc.; however, 
laptops can be compromised and accessed for gathering the heart rate monitor. By 
2022, it is projected that there were a billion Internet linked and sensor devices [4]. 
The IoT idea provides a free flow of information between different Internet gadgets. 
The increasing number of IoT devices has led to a heightened risk of digital interrup-
tion or pandemonium. Due to the huge data load, it is currently online. IoT is prone 
to several hackers or organized criminals’ attacks on the security system. There are 
certain dangers to any new technology. Security risks are the worst of all. This is 
particularly the case with a rapidly developing technology when all the hazards asso-
ciated are hard to anticipate. On the other side, there is an increase in the number 
of competent and highly driven malicious hackers who are misusing modern tech-
nologies. The likely inventor of the phrase “Internet of Things” [5] Kevin Ashton 
quoted the Internet’s 1999 amount of the data being about 50 petabytes and the 2022 
forecast is that the web data size will be approximately 46 zetabytes. Although for 
security reasons, the global corporate organizations are quite conservative and start 
using new things, IoT is already there. 

Intelligent gadgets are in everything—clever wearables, intelligent medical equip-
ment, clever houses, clever residences, clever automobiles, clever cities, smart grids, 
intelligent farming, and many more facets of life [6]. As IoT devices may manage 
major industry infrastructures, the challenge is growing. This would surely enhance 
the exposure of society to cyberdangers. Cybercrime damage is estimated at around 
$400 billion per year in the current estimates. The intelligent future is nowhere. 
Are we ready? Do we act responsibly so that we are intelligent all around us? Can 
we be confident that our privacy is not affected, is it clever to be surrounded by 
smart things? These intelligent gadgets are intelligent and compact, but they are safe 
enough? Particularly when we know that portions of IoT were not clearly specified, 
built, or still utilize outdated wired-era architecture. This chapter mainly aims at 
summarizing the state of the current IoT security in the smart ecosystems to examine
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the security standards for the next generation of linked systems [7] that need to be 
taken into consideration. 

This chapter discusses the essential aspects of IoT security. The document is 
organized as Sect. 2 sets out a brief IoT schedule, the current state, and future projec-
tions. The security and confidentiality trends of Sect. 3 for IoT development and new 
protocols covering these tendencies and the industrial safety implications of Sect. 4 
of IoT. Section 5 presents a real-time use-case scenario to design and implement 
smart, secure vehicular traffic control system using IoT devices. The chapter ends 
with results and conclusion of the research. 

2 State of IoT Security 

IT security simply aims for securing availability, integrity, and confidentiality, as CIA 
Triad. Cloud computing and remote systems, servers, and devices online provide 
client support and functions. When the system is not available, safety is affected, 
either the system is down or communication is disrupted. Integrity indicates the 
correctness of the information is identical to the initial source as it is on the destination 
when communicating between server and clients or within the network systems and 
nodes [8]. Confidentiality refers in communication (client/server, sender/beneficiary) 
to data protection both on the sides of the data and the network during data transmis-
sion. To read it, only senders and recipients must encrypt and safeguard the data. A 
major security problem for IoT technology is its rapid increase in electronic device 
development. Security requirements are often inadequately applied, not sufficiently 
proved, or simply lacking. In particular, inexpensive gadgets are produced by names 
manufacturers for domestic usage [9]. 

Today, IoT is still dependent on the conventional architecture of the connection 
established for fixed customers or mobile customers controlled by the owner [10]. 
These customers generally are placed in a secured environment and are subject to 
security measures to prevent malaria in all ways. Three fundamental elements of IoT 
architecture are as follows: 

● The perception layer comprises the embedded hardware (RFID, sensors, and actu-
ators), CPU, and memory programmable control units. All of these are needed 
for data collection and transmission or receipt. These devices are connected to 
the network layer—whether independent with an independent ISP wireless link, 
or with a wireless connection to an ISP aggregated by a hub or Internet access 
point. They are all around and are not usually sufficiently safeguarded from illegal 
entry so that they can be readily destroyed or stolen. In this situation, a security 
system will be affected by illegal data access or simply by severing the connection 
between devices and the cloud. In addition, the batteries or solar cells typically 
power these gadgets, raising a major problem—autonomy time. 

● The network layer is used for data transfers between sensors and cloud 
storage. There is a vast range of data-exchange technologies and standards. 
New standards based on existing LAN, WLAN, and WAN standards are being 
continuously developed. These vary by range, data-exchange rate and power
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usage, and radiofrequency spectrum. It is very crucial on this layer to be quickly 
exposed to malicious security attempts. 

● The application layer involves the data management systems and their architecture 
around the cloud as well as the analysis and presentation by applications. Data at 
this stage be secured and anonymized against unauthorized access if utilized for 
public purposes. 

Several new low-energy and broadband protocols are created using well-known 
Wi-Fi technology, NFC, 2G-3G-4G Cell, and Bluetooth [11], including Blubowen 
generation (BLE), 6LowPAN, Zigbee, Z-Wave, Sigfox, Thread, and LoRaWAN. In 
addition, a variety of novel modular systems have been developed. Operators have 
a proposed IoT plan to supply hybrid technology. Existing cellular, LTE, or Wi-Fi 
networks are available for applications requiring long-range and high data rates. 
Short-scale technologies are to be used for small-scale systems, such as building 
systems, smart meters, parking systems, and smart hubs, which may be used in this 
scenario to add devices and transmit data to the cloud [12]. However, to cover vast 
ranges, low-performance WAN equipment with low data rates and cheap costs must 
be used (45 percent of the IoT market). 

Integration of intelligent equipment (“things”) ensures IoT functionality in 
numerous areas, including health care, intelligent homes, intelligent cities, and intel-
ligent transport. However, “things” can lead to unparalleled security problems [13]. 
Several important components of operation are required in the IoT idea. IoT is 
composed of people, smart subjects, technology ecosystems, and processes [14], 
four key components. The doctor examines the patient (person) in the health field, 
for example, to find out the patient’s medical issue. Then, all communication systems 
(technologic ecosystems) use medical equipment (intelligent subjects) such as X-Ray 
units and stethoscopes, heart rate monitors. Inaccurate diagnosis [15] might fail to 
address the security problems in this area. IoTs development leads to a pitfall for the 
user or his gadgets if there are no safety precautions. To ensure that IoT is safe from 
any assaults that may be initiated against it, the IoT thereafter needs safety criteria 
such as identification/authentication, dependability, secrecy, and non-repudiation 
[16]. 

This chapter also examines concerns of safety in three areas: the smart home, 
health care, and transit. To establish safe communication settings in many domains, 
IoT security concerns must be strengthened, provide benefits and benefits for people 
from IoT ecosystems. 

● Smart Home Environment 

92.4% of individuals use Internet-linked clothing according to the World 
Economic Forum [17]. For example, individuals may talk to devices (microns) or 
give them any command to ask home appliances and work. IoT works to allow 
authenticated, authorized users to monitor the devices in their house in a smart 
home environment. To provide security, the house has to be protected against 
theft and intrusion by three criteria: secrecy, auto-immunity, and dependability. 
IoT device passwords should be secret. IoT must be automatically immune to
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predict or notify any malicious problematic events such as attacks on the devices. 
The auto-immunity protects the home against the presence of an invader via an 
alerting sound. 

● Healthcare Domain 

IoT in the healthcare domain includes authentication and tracking, automated 
gathering, and sensing of information. For instance, the progress report on medical 
conditions in patients is secret and requires a safety measure to prevent illegal 
data from being exposed. In doing this, no one can monitor and change data or 
generate fake medical reports and prevent a physician from making the error of 
treating a patient. This may lead to doctors prescribe incorrect medical products 
or treating your patient badly if no safety measure was established. For example, 
manipulated blood test results make because life-death issues for the patient due 
to blood mismatch during blood transfer. 

● Transportation Domain 

IoT investment is bringing a new revolution in passenger experiences. Apple’s 
iBeacon allows the whole operation to simplify the life of passengers [18]. For 
example, at Heathrow airport, Virgin Atlantic uses iBeacons, while at Dallas Fort 
Worth International Airport American airlines implement iBeacons. Today, many 
airlines let customers do self-check-in using their mobile phones for quick and 
quick check-in. For its customers to feel safer and more comfortable during all 
IoT operations, airlines need to safeguard passenger information. Consequently, 
the IoT system security mechanisms should be kept secret by unauthorized users. 
In general, the identity of a traveler is one tag, where only the relationship of 
suppliers with products is involved. Baggage is necessary and requested later. 
The identification sensor must be safeguarded against attackers using the “block 
tags” approach that Juels introduces [19]. 

Jupiter’s study shows that by 2025, around 55 billion IoT devices might well be on 
the Internet [20]. Main devices and gadgets include smart home units, smartphones, 
e-health devices, and smart vehicles, although numerous specialized devices will be 
available for specialized applications (e.g., glasses, watches, body analyzers). With 
more IoT devices, the challenges posed by attack surfaces and attacks for security 
experts will rise, potentially to the extent that they are unable to address these issues. 
This trend will be an incredibly significant and tough challenge for the protection 
of such gadgets. There has been a significant trend since 2017 [21] with the number 
of cyberattacks. This trend forecasts that IoT devices will increase even more in 
the future, given their enormous distribution. Attacks might attempt to rob personal 
data, earn money, and so forth. Attacks can also intrude during regular operations, 
leading to unavailability, molestation, and damage, or they can be used to prepare 
more coordinated threats and attacks. Most dangerous attacks are based on zero-day 
vulnerabilities, previously undiscovered assaults that will generally not be detected
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by malware. The total impact and exposure window might be significant. If there is 
an undiscovered software issue, millions of IoT devices may be suddenly exposed. 

Several examples of major software components (webserver application, encryp-
tion flaws, compressive tools) were uncovered were identified. The problem worsens 
when the new vulnerability is not promptly patched, such that popular attacks seem 
to benefit from the weakness. There should be a great number of null-day vulnera-
bilities, but it is also growing. Other major dangers to configuration mistakes, incor-
rect tool use, and also the human aspect existed, apart from zero daily errors. IoT 
device-related attack surfaces are. 

● IoT device operating system: 

– Software errors like memory corruption or no input data validation checks. 
– Configuration errors like the use of factory-default passwords and use of 

unnecessary services. 

● IoT devices own software: 
– Software errors like utilizing arbitrary code execution via API calls. 
– Configuration errors like no mitigation against DoS attacks and weak authen-

tication. 

● IoT device third-party software: 
– Software errors like file inclusion and upload vulnerabilities. 
– Configuration errors like parameter tampering and no use of encryption. 

● Errors in communication channels with no encryption lead to cryptographic 
weaknesses and MITM. 

● Vulnerabilities: 
– Internal network devices leading to traffic poisoning and information disclo-

sure. 
– External service providers for database, web service. 
– Cloud service providers issues. 

The objective of an attack has been broadened in recent times as the number of 
vulnerabilities rises such as sophisticated spying, cyberterrorism, and steal personally 
identifiable information, causing service downtimes and even damage to system OS 
and hardware. The most significant malicious objectives are as follows: 

● Leakage of information-stealing health or money. 
● Integrity—alter files to the advantage or annoying effect of the attacker. 
● Reputation damage—financial organizations target and traffic service providers. 
● Availability—erase data, denial-of-service assaults impede operations. 
● Malware attacks using C&Cs (Command and Control) servers with user devices 

as BOTS. 
● Cyberwarfare and terrorism by attacking (IoT devices connected to critical state 

infrastructure).
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Typically, specialized IoT device has specific attack surface areas. In recent times, 
more so in the last few years, IoT-related vulnerabilities have been analyzed and 
identified. An online gun will be examined and non-authenticated APIs and a short 
guessing PIN will be found. Millions of IoT devices are found to be at risk in network 
devices’ firmware vulnerability. The vulnerability of baby monitoring devices might 
make families annoyed. On the Internet of Things, the attack is more hazardous 
and has a catastrophic impact when industrial equipment is the targeted computer. 
During the previous decade, several viral attacks against SCADA systems have been 
reported. Stuxnet was the first very sophisticated virus discovered for this purpose. 
Stuxnet targeted particularly programmable logic centrifuges controls for nuclear 
material separation. Stuxnet has been intended to infiltrate SCADA contemporary 
systems. Later it was revealed that a similar virus dubbed Duqu targeted at gathering 
information for other attacks like the Stuxnet. Stuxnet has several versions and is 
possible of the same origin as Stuxnet Secret Twin or Flame. In certain situations, 
malware is designed to target industrial IoT specifically. 

As malware variants develop extremely quickly and may be tailored to certain 
designs and activities, industrial IoT is not different as a goal, but the sociological 
effect of an assault can be far larger than that of attacks on typical consumer-oriented 
IoT devices. Let us focus on the technology industries for process and integrated 
petroleum operations. The process sector is one of the areas for which Industry 4.0 
principles are highly important. One of their primary worries was IoTs during our 
discussion with managers and those responsible for cybersecurity. Equipment manu-
facturers and third-party service providers wished to have internal network access to 
their equipment and sensors or IoT devices. They view IoT as cost and quality advan-
tageous but struggle to establish a security plan that integrates this new paradigm. 
The sharing of information was not the main worry because data from IoT devices 
were typically particular to the equipment and did not reveal much private knowl-
edge about the production process. But if more and more gadgets are deployed, third 
parties will have an unacceptable grasp of industrial operations. Traditional secu-
rity includes VPN with username and password as credentials, routing of firewalls, 
and roles-based access monitoring used for data exchange. After initial registration 
and configuration steps are complete, this might be launched by the external party. 
Data quality is an issue; however, in our case, for the oil and gas sectors, this will 
be explored. Finally, security with assault and hostility was a difficulty for the IoT 
device itself since hacking would have significant costs and threats to the safety 
of the workforce. Other stakeholders, like environmental agencies and health and 
safety authorities, may also be involved with the industry. These have historically 
taken manual samples, but now start using the sensor network for real-time sampling 
within or outside the industry to monitor pollutants or work environment ongoing. 
This is beneficial and the firm may even make use of such constant monitoring to 
optimize industrial operations. However, with overly thorough surveillance of such 
data, privacy and security problems may arise. 

The firm market value might be affected, for instance, by information regarding 
production process issues. To avoid leaking the detailed sensitive information which 
may be used in order, for example, to deduce how the production processes work,
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the process of data access will also be needed for public authorities, including fine-
grained access control and pre-processing (for example, an averaging of sensor data). 
The focus of our oil and gas study was on manufacturers of equipment, mainly for 
the boiling operation, that wished to monitor their equipment while employed by 
oil plants. This monitoring is part of a maintenance service based on condition. In 
this situation, data confidentiality was an enormous issue for exchanging information. 
However, the equipment monitoring would expose several operational characteristics 
since the equipment maker frequently provided a comprehensive boiling package and 
monitored most of its usage. The device operator did not wish to distribute the data to 
the equipment manufacturer. As this demonstrated knowledge of the devices on their 
side, the equipment maker would not allow other parties access to monitoring data. 
These difficulties have not just been connected to IoT, but IoT may be described as 
part of the situation as monitoring sensors are progressing farther. Another problem 
was availability. 

Stable Internet connections with high bandwidth could not be expected while 
boiling activities are being carried out across the world, for example, aboard ships 
where the only means of contact is satellite. The quality of data was mainly an issue of 
manipulation when manipulation may lead to misinformation. False information can 
lead to erroneous judgments and because boiling costs are quite high, poor decisions 
might cost a lot. The use of IoT devices as a backdoor in the control system may have 
catastrophic repercussions on human security and environmental costs. Tampering 
was also a worry for the operators of rigging. Despite all these obstacles, the oil 
and gas sectors are moving quickly to the integrated operations paradigm in which 
information exchange and decision-making based on sensor data play an important 
role. 

3 Taxonomy of Security Attacks on IoT 

Without secure IoT, cyberattacks may well overshadow their desired advantages. IoT 
assaults are of various sorts, including Sybil assaults, DoS/denial-of-service attacks, 
or even IoT node capture attacks. The proposed IoT attack taxonomy would enable 
researchers to comprehend and summarize the overview of different forms of security 
assault. Eight categories may be identified for IoT attackers. 

● Alter, spoof, and replay routing attacks: Direct routing attacks alter, spoof, and 
replay the route information aimed at routing where data interaction between 
nodes takes place. The security challenges of IoT device detection in the system 
issues during the spoofing assaults. Attacks occur when a wrong message is gener-
ated, a routing loop, and many more ways are established [20]. The hacker some-
times doesn’t send out a signal at first but instead waits for it from the matching 
broadcaster. When the legitimate transmitter stops sending a signal to the legal 
receiver, the spoofer starts broadcasting the faulty signal. For example, an adver-
sary may pollute the entire network with bogus routing data such as “I am the base
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station” (dark square spot). Since you may access the Internet, you must first like 
anything on Facebook, after which you will be sent to a fake Facebook login page. 
When a user logs in, this fake website saves the user’s credentials, displays a login 
error, and redirects the user to the real Facebook page. This sample illustrates the 
stolen user information. 

● Sybil attack: Rise of the Internet of Things has revealed a Sybil attack system, 
which is a junction with several identities [21]. This implies that adversaries may 
be present in many locations at the same time. It reduces the completeness of data 
security and resource utilization. Every week, Sybil’s online community (OSN) 
collects information from approximately 76 million (72 percent) fake users on 
Facebook and 20 million Sybil users on Twitter. Sybil attacks are carried out to 
steal information from a website by infecting it with malware. Sybil is like a 
disguise that appears like typical users, but not. Sensible Sybil assaults on new 
media like Facebook, Twitter, and Instagram. Thus, a safety defense is necessary 
to preserve the IoT system, so that it may continue to operate properly. 

● Denial of Service (DoS) is endeavored by initiating the denial of service, to mess 
up or end the network. DoS is a specific assault on a network or a computer resource 
that can help to decrease network capacity as a result of the DoS attack. Two 
categories have been included: Distributing Service Denial (DDoS) and ordinary 
DoS attack in IoT. A tool is needed to deliver packets to a specified system to crash 
the network or force the system occasionally to restart. DDoS, in the meantime, 
may not be a proxy attacker, but a single attacker. As well as disabling the network, 
the impact of this assault prevented access to it for a very broad network. 

● Attacks based on Device Property: Might be class or class of high-end devices 
for low-end devices. These kinds of assaults affect the IoT system differently. IoT 
might lead to a fatal mistake or simply a section of the system could be abnormal 
owing to device properties power. 

– Low-end device class attack: It is a low-energy device attack which is used by 
the IoT system. This is a low-cost class just by connecting the system through 
radio to the outside. They have the same potential and a comparable network 
setup. Few IoT sensor nodes are available. It is available. For example, a wrist-
watch may remotely operate gadgets such as smart TV and smart refrigerators 
in household appliances. 

– High-end device class attacks are unlikely to use full-fledged devices to conduct 
IoT system attacks. This class links its IoT gadgets over the Internet so that a 
laptop (powerful device) may be accessed with superior CPUs anywhere and 
in all cases. 

● Attacks based on access level: Access to the IoT system is based on two approaches 
for attackers: passive and aggressive. The availability of IoT systems is affected 
by the assaults on the access level. 

– Passive attacks entail surveillance and wiretapping without the user’s agree-
ment or knowledge, and without interfering with IoT connectivity. Just the 
system’s information is learned or used by them. Andrew, for example, can
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view the details of Felix’s communications to Mary. Be a result, Andrew is 
referred to as a passive assailant. 

– Active attacks: Active attacks aim to avoid or break the information or data 
security feature by connecting to the district or disturbing the communication 
in networks, unlike passive assaults. If Darren answers Anne the message, 
Felix does not assume. Darren gets an aggressive assault. 

● Attacks based on Adversary Location: An opponent may attack the IoT system 
anywhere. An insider or outsider is assaulted depending on the location of 
opponents. 

– External attacks are adversaries who are positioned outside of the IoT channel’s 
(public) reach yet can nonetheless contact IoT devices online. They have no 
knowledge of the IoT architecture they are attempting to access. Typically, a 
trial-and-error approach is required to ensure an effective connection to the 
appropriate IoT native connection. 

– Internal attacks is an assault launched by a security IoT border component 
(insider). The attacker tries to run its malicious code on IoT devices to begin 
the attack. Insiders are split into four insider assault types: actors at risk, actors 
without intention, emotionally attacking actors, and actors in the perception of 
the technology. 

● Attacks based on Attacks Strategy: Attacker attempts to run their malicious code to 
IoT devices to begin the assault. Attackers have a plan for starting and destroying 
IoT. Two strategic attacks are considered: physical and intellectual. 

– Physical attacks: Physical attacks on IoT infrastructure are effective in neutral-
izing IoT devices. For instance, the attacker might change the behavior or 
architecture of IoT devices. 

– Logical attack: A logical attack happens if a network communication malfunc-
tions as a result of the assailant’s IoT system attacks. Attackers don’t hurt their 
attack via physical equipment. 

● Attacks based on Information Damage Level: All IoT devices have sensors that 
detect parameter variations. The information is easily modified by attackers 
through floating or open information. A collection of levels of information harm 
in six categories: 

– Interruption: The fundamental purpose of interruptions is to make a system 
available. This results in resource depletion if an interruption occurs. During 
the operation of the IoT, an interruption can be performed in IoT mode. 

– Eavesdropping: The recipient stops the purchase of a packet delivered when 
the communication canal has eavesdropped. RFID devices tend to be assaulted 
by eavesdropping. When IoT devices have eavesdropped, the confidentiality 
of IoT systems decreases. 

– Change: Information on IoT devices being updated or changed by attackers 
jeopardizes the completeness of IoTs security standards. It is because the
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attackers mislead the communication protocol that they have done this 
manually. 

– Manufacturing: Manufacture concerns IoT system authentication because 
attackers introduce fake data into regular IoT architecture. The manufac-
turing harm to IoTs information level is caused by overflowing the IoT system 
network. 

– Communication replay: Enable eavesdropping, resending, and modification 
of the originating communication to take advantage of target IoT devices. 
Potentially captures traffic that was posted on a Web Service in Ethereal [12]. 
The present discussion or session is being hosted by attackers, and it will be 
played soon. A repeated message will subsequently confuse the device that 
receives the IoT and hence present a threat to the IoT system. 

– Man in the middle: Intruders are secretly forwarding and possibly changing 
messages between two individuals that believe they are communicating directly 
with one another. If X wishes to communicate in Y, but an assailant wishes to 
steal some Y data, the adversary will create two additional nodes between them 
(X’ near Y and Y’ near X). Because Y is unaware of the attacker’s existence 
after X has supplied data, they think X is correct. Assume that two persons are 
involved in the theft of critical information. Another device is assigned by the 
attacker between phone calls so that assailants might learn about the security 
(bank password) of their client. 

● Host-based attacks: Varieties of hosts engaged in the deployment of IoT security 
risks are breached by users, applications, and hardware. The operating information 
and network software in IoT devices are embedded devices. As a result, the IoT 
network host can target the IoT devices. 

– User compromise: A user may provide information or data regarding security 
credentials such as password or keys. For example, a building insider provides 
an IoT device accessible by an unauthorized user with a password for the 
building. 

– Compromised software: Software vulnerability when the assailant pushes the 
IoT to exhausted condition or overflows the resources buffer. For example, 
because of the low battery, the laptop might suddenly stop. This means, that 
much of the system in “sleeping” mode cannot have interoperability with other 
objects. 

– Hardware compromise: Hardware is the way opponents launch their host 
attacks with an IoT device. Hardware compromise. The host-based hardware 
compromise attack, where attackers inject malicious code or rob the driver 
or connect to a device. In addition, the use of a malicious double loader that 
installs a Trojan on the device can exploit an iPhone. 

● Protocol-based attacks: Two positions might jeopardize IoT systems protocol, 
which could threaten IoT security mechanisms. By departure or disruption from 
the deliberate process, the attackers become selfish when they make certain 
changes to the actual data.
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– Protocol deviation: An assailant does not normally follow the protocol. The 
outsider trend usually acts as an insider and uses malicious programming for 
IoT. Protocol variations may lead to two protocols being attacked. They are a 
protocol for use and networking. 

– Interruption of the protocol: The availability is one of the security attributes 
in the context of IoT security. These functional safety needs are necessary to 
have a great IoT system. Regrettably, the assailants might assault the protocol 
by interrupting both within and outside the IoT network and raise difficulties 
with IoT availability. 

Figure 1 illustrates layer-based assault and an adversary’s effort to strike via the 
communication protocol stack. The attacker tries to hack the objects of IoT at five 
levels. 

There are several difficulties we need to overcome to realize the IoT security goal. 
These obstacles differ from application to application, from contextual to technolog-
ical. A world in which everything is linked, information to communicate and data 
about its local surroundings and the human person in a direct/indirect way toward 
a centralized place paves the way for “Big Boss”. The protection of one’s right to 
privacy is necessary. Trust increases the technological problems of interest: how and 
when can we manage sensors in an environmental environment? IoT governance 
is essential. It is important. Public authorities can ensure the IoT influence from 
economic progress to people’s problems. Technological standardization is also of 
considerable benefit, since it becomes interoperable and therefore reduces funda-
mental issues. Many manufacturers are currently creating solutions with their tech-
nology and tough services. Some standards are necessary to transform the “Intranet 
of Things” into a more comprehensive “Internet of Things”. One positive element of 
IoT is a large number of Internet-related objects, each with data. Key technological

Fig. 1 Mind map of security attacks on IoT
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issues remain the search for few routes to save and analyze the volumes of data via 
scalable usage. Significant challenges to narrate in this section are control of access, 
security, privacy, identity management, norm and interoperability, and flood data.

4 Attacks on IoT Devices 

There are so many chances of attacks on the network in real-time devices and thus 
there are lowered probabilities of assaults in the real world when IoT is implemented. 
It helps make our gadgets more Internet reliable that is neither trustworthy nor reli-
able. The fast development of technology means that our lives are simpler than ever, 
yet many have become technically sound and are misusing their talents. Therefore, 
security concerns in any one network may be decreased if IoT is used in any network. 
Some regions may be affected by the network: 

● Unauthorized persons use security weaknesses, such as, in some circumstances, 
posing threats to physical safety. One participant revealed that he could interrupt 
two insulin pumps remotely linked and also modify their settings so that medicine 
could not be given anymore. One additional participant reveals that the attacker can 
interfere without touching the automobile with the internally operated computer 
network. The attacker may access everything in the vehicle, including integrated 
technologies, telemetric, and the engine can be controlled and also disrupted. 

● In a prone region of attack for IoT devices, the security of the individuals, such 
as public places, is difficult when the attacking person may simply access IoT 
devices from a physical point of view. Anti-temperature measures and other 
design improvements must consider security. Many IoT devices are unable to 
update themselves and thus there are increased risks of an attack. The upgrading 
procedure is lengthy or unworkable. 

● IoT is unsecured in situations like the rainy season, high moisture, high 
temperature is not very conducive and this causes so much harm to IoT equipment. 

IoT is the answer for comfort, technology, and intelligence, smartphone ease, such 
as’ car drivers control the console automatically and drivers can control themselves 
or pacemaker implanted in a patient’s heart, which depends on the driver’s heartbeat 
or blood pressure. Therefore, there is a huge concern about how we can secure IoT 
devices without losing life or being in trouble. When we speak in a general way about 
the way we may secure IoT devices, we must find an alternative to the web since the 
Internet is the source of security risk with the aid of Internet numbers, irrespective 
of what occurs. Many examples of sensitive government documents through Internet 
usage are obtained from sophisticated hackers all around the world. Many strong 
nations invade the information in other countries. Highly safe areas are not secure, 
but if the Internet is hard to talk about, everything may happen in the globe to proclaim 
IoT safe. A way of using the Internet as an alternative is the current response to IoT 
safety. IoT device software updates are essential and it is easy to be susceptible if the 
software is not updated. Software is required to protect these gadgets in due course.



14 A. Bhardwaj et al.

Whether it is a personal computer, smartphone, or another device such as IoT, every 
device linked to the Internet requires updating. But there are large numbers of IoT 
devices, which are extremely tough to update one at a time. Prevent unwanted access 
with high safety codes prevention. This security code must be checked after a specific 
period. The method for virus defense should be quite good. Sign code is the right 
code security solution to prevent malicious code from affecting the system. The main 
problem is energy consumption for IoT because all IoT-related devices function in 
electrical modes and are connected to a network. If the IoT device is cut off from its 
power supply then the security of IoT devices might become problematic. Therefore, 
all IoT devices should be linked to the main power station providing backup power 
to these devices. However, if this centralized power plant is capable of doing what 
would happen with these IoT devices at their empty level, it may be a possibility. 
In such case, a specific IoT device will be installed on the centralized power station 
that will evaluate the voltage levels of the centralized power station so that when 
the power level falls below a certain threshold, the client will be notified via the IoT 
device attached to the central power station. 

Organizations for IoT standards have been set up. Among these are ITU-T, 
ISO/IEC JTC1, IETF, ETSI, oneM2M, and the standardization of IoT security stan-
dards, which are our ultimate objective in analysis. The standards are analyzed in 
Table 1 (Table 2). 

In de Jure Standards organization ITU-T, IoT standards for security (e.g., authen-
tication, access control, sensitive data, protection of privacy, etc.) are laid out. There 
are standards for the application interface security in the sensor network in ISO/IEC 
JTC1, which is the same category as the ITU-T. Security standards are created in de-
facto, national, and organizational standard bodies IETF concerning 6LoWPAN and 
CoAP as restricted resource communication. ETSI is in charge of the published stan-
dards for IoT security, network architecture security, MQTT security, HTTP security, 
CoAP, web-binding socketing, device management systems, such as OMA-DM and 
LWM2M, and mutual interaction security. OneM2M has also published interworking 
standards, IoT devices, and these standards provide content on platform architecture 
access control. Sensitive data security, privacy, interface, and architecture standards 
need authentication, encryption and decryption, and protocol authorization, enabling 
secure IoT communications. 

Verification and authorization are the most complicated aspects of IoT security 
protocols. Guidelines for IoT security, on the other hand, do not address acces-
sibility or non-repudiation. ETSI is in charge of the published standards for IoT 
security, network architecture security, MQTT security, HTTP security, CoAP, web-
binding socketing, device management systems, such as OMA-DM and LWM2M,

Table 1 IoT technology usage 

Ranges Long Short Long 

Data speed High Low/High Low 

Protocols Wi-Fi, LTE NFC, Zigbee, Z-Wave, BLE Sigfox, LoRA, 6LowPAN 

Market share (%) 16 39 45
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and mutual interaction security. OneM2M has also published interworking standards, 
IoT devices, and these standards provide content on platform architecture access 
control. Sensitive data, privacy, interfaces, and architectural security standards need 
authentication, encoding/decryption, and protocol authorization, allowing any IoT 
environment interactions.

5 IoT Industrial Security 

Cybersecurity for Information Technology (IT) traditionally focuses on the protec-
tion necessary to guarantee that electronic information communication systems are 
private, integral, and available. IoT imposes cybersecurity on IT and industrial opera-
tions and the management of cybertechnologies and processes. In the power business, 
for example, the focus was on installing equipment that might increase the depend-
ability of electricity systems. Until recently, communications and IT equipment were 
normally seen as service support exclusively. The divide becomes increasingly less 
obvious (OT–IT and IT network integration). For example, operators of electrical 
transmission systems confront the problems of taking significant quantities of energy 
from renewables. It is inherently unpredictable and difficult to anticipate and plan 
many renewable energy sources. To ensure grid dependability, new planning methods 
and algorithms have to be employed. Without the help of developing IT technology, 
all of this could not be done. 

SCADA or supervisory control and data acquisition is an information system 
architecture used for high levels of industrial, infrastructure, or facilities manage-
ment in the field of computers, networked data transfers, and graphical user inter-
faces. SCADA systems are used to monitor and control physical processes, such as 
power transmission, gas, and oil transit through pipelines, water distribution, road 
lighting, etc. The safety of such SCADA systems is essential because compromise 
or destruction of such systems may affect many aspects of society. Other automated 
metering systems usually expand SCADA’s fundamental features. We may talk about 
three phases of progression in the SCADA system. SCADA systems were originally 
independent and fully separated with proprietary protocols, making everything intri-
cately secure. The following phase featured an increased number of links between 
SCADA systems, office networks, and the Internet, making them exposed to kinds 
of IT-related network assaults. SCADA systems are now using the Internet of Things 
to dramatically decrease infrastructure costs and increase the ease of maintenance 
and integration since cloud computing is becoming increasingly available. SCADA 
systems today may report in virtually real time and leverage the available hori-
zontal scales in cloud settings to perform more sophisticated control algorithms than 
traditional programmable logic controllers can feasibly accomplish. 

All these developments mean that a contemporary SCADA system is facing 
numerous new threats. The systems of SCADA may vary. However, they may be 
divided into components that exist in any system in some form from a security stand-
point. There are four parts to a typical SCADA system. Data acquisition comprises
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sensors, measuring devices, and field equipment such as photo-sensors, pressure 
sensors, and sensors for temperature and flow. For instance, a system default may 
result in the sensor accepting changes without appropriate checks. Another example 
may be uncertain energy meter readers, which can modify the internal data for unau-
thorized users. Conversion and control include remote devices, smart electronics, 
programmable logic controllers, and convert and control systems. Remote terminal 
devices are connected and networked to monitor computer systems with sensors and 
actuators in process. PLCs are connected in the process to sensors or actuators and 
are networked in the same way as remote terminal units with more advanced built-in 
control functions. Unauthenticated ports may enable memory and logging manipu-
lation. This can allow attackers to modify the settings of the system and also delete 
logs indicating system changes to mask malicious activities. 

The communications infrastructure connects the monitoring system to remote 
terminals and logic controllers and might utilize proprietary protocols from industry 
standard or OEM. In failing the communication network, the process controls will 
not necessarily halt and the operator can continue to monitor and control the commu-
nications on resuming. Critical systems are frequently called over several pathways 
with twin redundant data highways. A theoretical attacker may get sensitive industrial 
data (if the network is unsecured). The control computer is the fundamental system 
component that collects process data and sends control orders to the linked devices. 
The numerous servers may generally be arranged in dual configurations to enhance 
the integration of the system. The interface between human and machine offers the 
operational staff graphically process information in the form of image diagrams, 
which depict the process being managed scheme and alert and event logging pages. 
The interface has been connected to the control computer of SCADA for live data to 
control imitation diagrams, alert displays, and trend charts. Typically, it also contains 
a drawing software used by operators or systems maintenance staff to amend the 
interface representation of these points and a historical database that collects time 
series, events, and alarm data that may subsequently be used to reproduce graph-
ical trends, etc. This category covers majority of all SCADA vulnerabilities. Most 
SCADA suppliers go to web-based HMIs. As a result, this component may be affected 
by several web-based vulnerabilities. IT system administrators generally have full 
access to all system databases allowing them to alter or distribute data outside of the 
corporate security environment. 

Traditional isolated SCADA systems are implemented with implicit safety by 
maintaining the extremely close borders between those with access and the desig-
nated secure communication channels given in Table 3 of the specific SCADA func-
tions or data. The goal was on keeping everything as close as possible and locked. On 
the other hand, numbers within and across network borders of various sorts of links 
in current systems continue to accelerate and open up new exposures. The imple-
mentation in operational contexts of IP-based technologies and computer devices of 
popular interest presents new dangers as well as their benefits. 

The focus is now on the integration of large-scale IoT data and the exchange of 
information. Not only must we safeguard the fundamental operations of the SCADA 
against cyberassaults, but we also must deal with data layer security. Settlement data,
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Table 3 SCADA evolution 

SCADA Modern Regular 

Risks High Low 

Resourcing Outsourced Staff 

Systems Off-the-shelf commercial Custom hardware/software 

Access Remote Physical 

Architecture Distributed Centralized 

for instance, is the cornerstone of the contemporary energy market system and can be 
impacted by targeted sophisticated security assaults on data measuring. Techniques 
(tools, methods) for securing the control system are available: 

● Authentication and authorizations at the functional and data levels, including 
industry-specific controls. 

● Segmentations based on topology. 
● Application whitelisting—to control which applications are allowed to install or 

execute on which hosts. 
● Outlier detection tools. 
● Bug fix management/upgrade services. 
● Vulnerability scanning. 
● Security awareness training for staff, contractors, and vendors. 
● Asset identification—visibility of components within the network. 
● Antimalware/antivirus. 
● Assessment and audit. 
● Continuous Monitoring and Log Analysis. 

Cybersecurity has been the main component of the smart grid program from the 
outset and considerable efforts have been made to define criteria codified in studies, 
such as the NIST 7628 Smart Grid Security Guidelines. Although these standards 
do not per se address the IoT, they set forth cybersecurity requirements for energy 
applications, from generating facilities to consumer premises. Moreover, several 
utilities have obtained important experience in securing their assets, to fulfill the 
NERC CIP cybersafety criteria. Therefore, the most popular view in IoT is to use a 
loosely connected network of devices and sensors that release their data through a 
messaging architecture utilizing web services and message protocols such as Message 
Queuing Telemetry Transport, CoAP, and Advanced Message Queuing Protocols 
(DDS) (AMQP). Most protocols have not yet been extensively utilized in addition to 
AMQP. The AMQP protocol in the financial sector offers a transactional paradigm 
that is more sophisticated and not suitable for edge devices. We are aware that none 
of these protocols is utilized in the automation systems and devices of the energy 
sectors. The development of IoT will surely make substantial changes in industrial 
system architecture. The notion is that the monolithic designs should be abandoned 
and replaced by natural, basic design paradigms that are easy to evaluate for safety 
flaws more explicitly. Sensors and actuators can be viewed in a networked context
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as main service providers. Using the data provided by these core services, we may 
add more services to the network and add new services to these. We designed a 
linked node graph formally. Nodes represent services and edges of data as service 
dependencies between them. 

Using this approach further, we may simply integrate the IoT with today’s newest 
architectural information system patterns. The first significant trend is the use of 
micro-services as an architectural model for the deployment of light and loosely 
coupled services, and the second consists of the use of containers rather than virtual 
equipment for some types of operational loads. Both provide more insight into the 
topology services, version tracking, failures of logging, etc. This enhances the safety 
pattern implicitly by improving system visibility, resilience, and flexibility. What we 
have discussed is the deployment of a more flexible failure concept design where the 
system is built to minimize the impact of the compromised service in the event of a 
service failure. The side effect of lowering network reliance itself is another benefit 
of this strategy. In terms of processing and behavior, service nodes have increased 
importance without hard coding on the communication layer, as has been the case 
with the service-oriented architecture service bus component. 

6 Use Case: Secure Vehicular Traffic Control Using IoT 

Smart vehicular management is viable use case for IoT technology. The authors 
designed and implemented two experimental setups. The first setup involves standard 
cloud implementation and the second setup employs fog computing implemented 
using IoT sensor nodes to compare the performance of the vehicle management fog 
application regarding the response time and bandwidth consumed. The architecture 
and implementation involved deploying 50 IoT sensor nodes across the university 
areas and routes. 

Smart vehicular management is viable use case for fog and IoT technology. The 
authors designed and implemented two experimental setups. The first setup involving 
standard cloud implementation and the second setup employing fog computing and 
IoT sensor nodes to compare the performance of the vehicle management fog appli-
cation regarding the response time and bandwidth consumed. The architecture and 
implementation involved deploying 50 sensors nodes across the university areas and 
routes. Each sensor is a high-gain receiver with antenna having MediaTek 3329 
chipset hardware running on 5 V DC interfacing with 5 V microprocessors and 4 GB 
memory chip with position accuracy of less than 3.0 m. These sensors detected the 
speed of each passing vehicle along the university roads, sending data to the cloud for 
query processing on the cloud server and executing query processing engine locally 
for the fog infrastructure. These sensor devices were initially setup in catch-and-
forward state to send traffic data generated to the university cloud servers connected 
to the Internet via MPLS and wireless circuits, this simulated the cloud deploy-
ment. Then the nodes were configured to store to traffic data captured and perform 
the queries locally and then send the processed data to the local micro-data center 
server, this simulated the fog and IoT deployment.
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Fig. 2 Fog-IoT and cloud computing deployment process 

Both deployments involved execution of multiple queries on the traffic data gener-
ated for real-time calculation for the application performance for ROUTE_PLAN, 
CONGESTION_FACED and TRAFFIC_ACCIDENT and TRAVEL_SPEED. 
Average speed is calculated over 9 h period. The data is then processed for Conges-
tion Faced in each traveled lane as well as for accident detected based on the average 
time taken and level of congestion faced which indicated accidents occurred or not 
as illustrated in Fig. 2. 

The traffic data was processed by the cloud hosted servers on the University MPLS 
network while Fog nodes processed the traffic data locally and sent on the relevant 
bytes to the fog cloud server application console. Fog nodes dynamically connect to 
different place operators across fog devices when there is enough capacity to save 
bandwidth and minimize latency. Results obtained for both setups are compared 
and evaluated. After the cloud computing data gathering is completed, the sensors 
are reconfigured to process the traffic data close to the source as part of the fog 
infrastructure. The authors processed the data and compared it for cloud and fog for 
routing metrics as processing time, hops traversed, and bandwidth usage. Academic 
researchers and the wide market growth and acceptance advocate that in near-future 
fog-computing-enabled IoT nodes and devices will be a key enabler for Internet-
based IoT applications across public and private industry sectors. This research on 
Smart Fog Computing taxonomy has been proposed after analyzing existing tech-
niques for smart fog computing, taking into consideration criteria from fog security, 
fog design, fog node management, energy management, and capacity management. 

The results are presented in three graphs as illustrated below. The first graph in 
Fig. 3 shows the end-to-end throughput time taken for processing, starting from data 
gathering to final processing. It is worth stating that if the fog setup is designed and 
configured as per the proposed taxonomy and architecture. The resource contention 
in fog and IoT nodes can cause latency and efficiency issues. The results are presented 
in three graphs as illustrated below The first graph shows the end-to-end throughput 
time taken for processing, starting from data gathering to final processing. 

The second graph in Fig. 4 displays the hop counts traversed; these are the routers, 
which the packets pass before reaching the final servers over the core network. It is 
worth noting that the fog infrastructure displayed considerably less number of hops 
as compared to cloud. 

The third graph in Fig. 5 illustrates that amount of average bandwidth consumed 
by the sensors when compared for cloud and fog devices. 

From the experimental setup, as compared to cloud computing, fog and IoT 
process the traffic data locally on the edge devices, which reduces the end-to-end
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Fig. 3 Fog and cloud execution time comparison 

Fig. 4 Fog and cloud hop number comparison
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Fig. 5 Fog and cloud bandwidth usage comparison 

Table 4 Comparing fog and cloud computing results 

Metric measured End-to-end processing Hops traversed Bandwidth usage 

Cloud computing 29.44 s 56 247 kbps 

Fog computing 6.7 s 4 8 kbps 

time taken for final processing and bandwidth usage reaching to the cloud servers. 
Table 4 displays the huge advantage of using fog as compared to cloud computing.

7 Conclusion 

Given the considerable number of sensitive data that is online and the remote acces-
sibility of intelligent gadgets worldwide, safety deficiencies inside the Internet of 
Things might cause the whole globe a big disadvantage. Such defects can inter-
rupt the entire network and lead users to suffer devastating repercussions. Secu-
rity concerns are therefore an important component that must be considered thor-
oughly before creating modern Internet solutions for matters. This chapter describes 
the various threats inside IoT systems in a properly structured taxonomy to help 
researchers and developers design suitable safeguards for their IoT development. 
The main results obtained in this paper are the following. As compared to cloud 
computing, on deploying fog computing and IoT devices, the end-to-end processing 
time dropped from 29.44 to 6.7 s (77% less), hops traversed reduced from 56 to 4 
hops (92% less) while the bandwidth usage dropped from 247 to 8 kbps (96.7% less).
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Abstract There are rising cybersecurity concerns in the telecommunication sector 
as hackers intensify their sophistication. The techniques employed by hackers are 
constantly evolving and so are their tools. Data theft is the end goal for numerous 
attacks, with hackers seeking predominantly personal data, credentials, and credit 
card information. Telecom companies are a big target for cyber-attacks because they 
build, control, and operate critical infrastructure that is widely used to communicate 
and store large amounts of sensitive data. Hackers often compromise telecommuni-
cation systems and attempt to steal users’ information, defraud people and also attack 
telecom services and infrastructures. Cyber criminals often achieve their aim using 
different strategies, including the exploitation of vulnerabilities in both software and 
hardware and other possible loopholes. Given that telecom companies control critical 
infrastructure, the impact of an attack can be very high and far-reaching, this chapter 
examines the attack strategies and ethical hacking in telecommunication with a view 
to help the industry to understand, prepare and defend themselves against existing 
and potential cyber threats and attacks.
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1 Introduction 

The evolution of Internet has produced sophisticated cyber-criminal gangs that are 
not only threat to individuals, but also organizations. Now almost anyone can access 
the tools to conduct hacking campaigns against their perceived enemies or victims. 
Strategies and hacking techniques that may have once required specialist expertise 
are now sold in easy-to-use bundles, complete with tutorials for the non-tech savvy. 
The number of computers connected to the Internet, along with other devices and 
networks, continues to increase. The administration, private industry, and regular 
computer clients are concerned that their information or private data will be put at 
risk by a criminal hacker because of the new features of the Internet [1]. If an orga-
nization is connected to the Internet and holds any type of data, it’s almost inevitable 
that it’s going to end up in the sights of hackers. “There’s an entire as-a-service 
ecosystem and it’s really everywhere. It started as malware-as-a-service, but now 
there’s also phishing as-a-service, exploit kits as-a-service, and botnets as-a-service. 
Anyone can mix-and-match their own attacks, almost without knowing anything”. 
Cyber threats and attacks are perpetrated by many actors, including criminal groups, 
state sponsored actors, cooperate spies, malicious insiders, terrorists groups, and 
individual hackers. These sophisticated actors typically use very advanced persistent 
threats (APT) that can operate undetected for long periods of time [2]. Communica-
tion channels targeted for covert surveillance include everything from phone lines and 
online chat to mobile phone data. The growing threats associated with hacking and 
other cyber security threats have necessitated the training and engagement of ethical 
hackers by organizations with a goal to legally checkmate the activities of hackers 
and develop measures to protect the organization from emerging cyber threats and 
attacks. Ethical hackers often use defensive strategies to discourage or turn back an 
offensive illegal hacking strategy and to swiftly protect individual and organizational 
data.
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Source: https://www2.deloitte.com/global/en/pages/risk/cyber-strategic-risk/articles/Telecommunications.html [3] 

2 Ethical Hacking 

An ethical hacker is a computer and networking expert who systematically attempts to 
penetrate a computer system or telecommunication network on behalf of its owners 
for the purpose of finding security vulnerabilities that a malicious hacker could 
potentially exploit. An ethical hacker looks for any possible points of attack that could 
be utilized by malicious hackers and sidesteps the framework security to find those 
weak points [4]. To hunt down a criminal, emulate the mentality of a cheater. Ethical 
hacking is designed to test the security of any given network. A notable distinction: 
includes related devices, traps, and systems, but with one particular feature that 
hackers use. Ethical hacking is completely acceptable. An ethical hacker does their 
work with authorization of the intended goal. An ethical hacker’s overall strategy 
is to seek vulnerabilities from a hacker’s perspective in order to help strengthen 
the security of frameworks. This is one piece of a larger program that incorporates 
advancing security enhancements. There is also a practice of ethical hacking, which 
safeguards buyers from sellers’ claims about the security of their items. They claim 
previous employees know every aspect of the current system from the root, allowing 
them to quickly and easily tear it down. An ethical hacker must be trusted. To be 
absolutely certain that personal information obtained by the ethical hacker won’t be 
misused, the customer needs to be 100% certain. Another very important skill is 
having the ability to be patient. An ethical hacker is an organization’s most trusted 
employee because he or she is employed to conduct security and safety audits of 
the organization’s computer network. There is another truth hidden in this case: It 
is a crime to gain testing of said access with his agreement is permissible, however 
access to another’s computer system or network is not permissible. Because of the 
sheer number of ethical hackers in the IT field, they have an advantage over their 
targets [5–9].
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2.1 Ethical Hacking Subtypes 

Generally speaking, ethical hacking may be divided into four categories, each of 
which is characterized by the amount of expertise that the hacker possesses. There 
are many hackers out there whose objectives are not to cause harm to other individuals 
or organizations. At its core, ethical hacking is described as hacking that is performed 
with the intent of not inflicting harm, but rather to take preventative steps to ensure the 
continued security and safety of a system, as well as to find and test for vulnerabilities 
in the existing system [10, 11]. 

2.1.1 Hacktivists (Cyber-Activists) 

Hackers use this technique to gain access to any computer system without permis-
sion, for whatever reason they choose, whether it’s for a social or political reason. 
Cybercriminals have the ability to post a very large message on the main page of 
any well-known website, or any other sort of so-called significant message, without 
being detected or detected in order for visitors to notice and react to the message. 
There are no restrictions on what type of speech or social message can be displayed, 
and users are free to take part in any discussion or forum that they choose. 

This could result in the hacking of the system without the target’s knowledge or 
consent. It could contain a social message, such as whether ethical hacking is ethical 
or not, which would draw in a large number of users who would then be able to 
participate in the discussion. 

2.1.2 Cyber-Warfare Warrior 

In computer hacking, a cyber-warrior is a sort of hacker that is paid by an organization 
or an individual to penetrate a computer system or a computer network in order to steal 
data. As a hostile hacker, the cyber-warrior will seek to find any flaws or weaknesses 
in the present system, which will be reported to the appropriate authorities. 

Unlike in the last example, the hacker in this scenario has no prior knowledge of 
the system or computer network into which he is seeking to gain access. 

Involved in this activity, he will gain knowledge of the vulnerabilities in the current 
system or computer network and will be able to inform the organization or individual 
about the need to address these vulnerabilities in order to keep the website or other 
data safe from hacking in the future by conducting research on the vulnerabilities. 

2.1.3 Penetration Testers 

White box penetration testers are persons who specialize in the execution of white 
box penetration tests on computer networks.
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Break-in technicians are those who are paid by an organization to get access to 
its existing system or computer network using a variety of means. They are the ones 
who do legitimate penetration testing on government computers. Essentially, they 
are breaking into a system or computer network with the intent of providing help to 
the business or individual by alerting them of vulnerabilities and flaws in the present 
system being used. White box testers and cyber warriors work in a similar manner; 
the only difference is that cyber warriors do not have knowledge of the system or 
computer network of the organization or of the individual being attacked, whereas 
white box hackers have complete knowledge of the system or computer network of 
the targeted organization or individual; alternatively, we can consider the possibility 
that white box testers and cyber warriors work in a similar manner; the only difference 
is that cyber warriors do not have knowledge of the system or computer network of 
the organization or of the individual. 

2.1.4 Certified Ethical Hacker 

As the name implies, certified ethical hackers or licensed penetration testers are 
professionals in the area of hacking, these individuals are qualified or licensed, and 
they are capable of fulfilling the responsibilities of both black box hackers and white 
box hackers at the same time, if necessary. They are in charge of conducting an 
investigation into the networks in order to identify vulnerabilities and weaknesses. 

We will discuss ethical hacking, explaining a portion of the general terms used by 
attackers, outlining standard approaches to thwart assailants, and covering important 
issues. 

3 Cryptography and Protocols 

Cryptography uses concepts from many fields (Computer Science, Mathematics, 
and Electronics). However, techniques are evolving and now regularly find their 
roots in other branches (Biology, Physics, etc.). Historically, there are encryption 
processes dating back to the tenth century BC, for example, the Hebrew Atbash(-
500), the Scytale in Sparta(-400), the Polybian square(-125). They are also ancient 
languages sometimes classified in secret codes: Rongo-Rongo, linear A, the writings 
of Phaistos’ disc. Caesar’s number (50 BC) is considered to be popular and classical 
encryption codes. Its principle is a shift in the letters of the alphabet. We can also speak 
of Vigenère’s Encryption (1568) which is considered as a decisive improvement of 
Caesar’s encryption. Its strength lies in the use of 26 staggered alphabets to encrypt 
a message. The CIA triangle is the unchanging pillar presenting the main security 
axes [10]. Most models use this representation as a basis. This opposite triangle also 
exists and is called DAD which stands for Disclosure, Alteration, and Disruption. 

The various terms used can be defined as follows:
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● Confidentiality: the information is only known to the communicating entities. 
● Integrity: the information has not been modified between its creation and 

processing (including a possible transfer). 
● Availability: the information is always accessible and cannot be blocked/lost. 

RPC is a network protocol for procedure calls on a remote computer using an 
application server knowing that each entity must recognize the identity of its contacts, 
i.e., authentication is provided on both sides. It is an authentication protocol on an 
unsecured network [12]. 

The SET Secure Electronic Transaction Developed in 1996 by a group of credit 
card companies (MasterCard, Visa) [13]. 

EETS protect Internet credit card transactions. It is only a security protocols set 
and formats based on three principles: 

● Secure communications between the parties. 
● The use of X.509v3 certificates. 
● An “intimacy” by restricting information to those who really need it. 

3D-Secure was created after the EETS failure mainly due to the fact that the steps 
to be taken by the merchant are relatively complex. It has to establish several specific 
customer communications between his bank and the payment gateway [14]. In fact, 
a new payment scheme was created at the initiative of Visa. Compared to SET, 3D-
Secure is based on a simplified schema as well as allows for easier integration and use 
for both merchant and customer. Responsibilities are now transferred to the banks. 
The main new feature in terms of security is the introduction of SSL/TLS (originally, 
the 3D-Secure architecture was called 3D-SSL). Since March 1st, 2003, it is now 
generalized and supported by Visa, MasterCard, American Express, etc. 

C-SET is a French project (Cyber-Comm) based on the SET protocol. C-SET is 
the acronym for Chip-Secure Electronic Transaction in which the security here is of a 
smart card. It is a system compatible with the initial SET protocol through a software 
gateway. The system requires a card reader and specific software at the customer’s 
premises: the cumbersome implementation imposed and the cost of the readers have 
meant that this architecture has not met with the desired success. In 2003, the project 
was officially stopped. 

WEP (Wired Equivalent Privacy Protocol) [12] is the oldest security data protec-
tion protocol in wireless networks described by [802.11]. Its disadvantage is being 
quickly broken. GJM is a protocol that distributes a valid contract signature for free 
use. 

With this contract, no third party can prevent two participants from obtaining an 
honest valid signature or from obtaining a valid contract once an honest participant 
has abandoned or even from proving to an external observer that they can determine 
the outcome of the protocol [14]. CAM is a protocol used by laptops to inform the IP 
address changes to their devices [15]. LoWPAN derives the security power from the 
link layer of the AES-128 algorithm. It proposed a new end-to-end security solution 
called LowPSec, implemented on the adaptation layer tested via the Contiki operating 
system but running under the Mesh-under-routing scheme (LOADng). 6LowPSec
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benefits from the 65 existing hardware security features of the IEEE 802.15.4 MAC 
layer. LowPSec reduces the need for top layer security mechanisms. It has proven 
its effectiveness compared to other solutions such as light IPSec [16, 17]. 

4 Safety Standards: Risk Analysis Methods 

Information system security is an important requirement for the continuation of its 
activities. Whether it is the degradation of its brand image, the theft of its trade secrets 
or its customer’s data loss; an IT disaster always lead to bankruptcy [9, 18]. 

4.1 Security Policy 

A security policy can be seen as all the organizational models, procedures, and good 
technical practices that ensure the security of the information system. 

To guarantee security, a security policy is generally organized around 3 major 
axes: 

● The physical security of the facilities. 
● The logical security of the information system. 
● User awareness of security constraints. 

Organizing this security is not easy, which is why there are recognized methods 
to help IT managers implement a good security policy and conduct audits to verify 
its effectiveness. 

4.2 Standard Comparison 

See Table 1. 

5 Attack Strategy [4] 

The most susceptible vulnerability in any computer or network infrastructure is 
nontechnical. The most prevalent form of nontechnical assault is one that involves 
manipulating persons, end users, and even yourself. 

Social designing is defined as the exploitation of people’s trusting beliefs in order 
to gather information for nefarious purposes such as marketing. 

Physical assaults on data frameworks are another common and compelling method 
of attacking them. Hackers infiltrate buildings, computer rooms, and other areas
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Table 1 Table summarizes the safety standards 

Features 
standards 
abbreviation 

EBIOS MEHARI CRAMM OCTAVE 

Origin/ 
signification 

DCSSI 
1995/needs 
expression 
safety 
objectives 
identification 

CLUSIF 
1995/95 
harmonized risk 
analysis 
methodology 

Siemens and Uk 
1986/ CCTA 
(Central computer 
and 
telecommunications 
agency) 
Risk analysis and 
management method 

Carnegie Mellon 
University 1999 
Developed by CERT ® 
survivable/operational 
critical threat, asset, 
and vulnerability 

Properties/ 
schemes 

– Latest 
version in 
2010 

– Compliant 
with ISO 
27001 
standard 

– All  free  

– Similar to 
ISO 27005, it 
provides a 
method for 
risk analysis 
and 
management 

– Allow an 
accurate and 
analysis of 
risk situations 

– Exhaustive: 3000 
control points 

– 3 points phases 
– Sophisticated 
software 

– Paid method 

– Suitable especially 
for small teams 

Paid software 
– Assess the impact of 
threats to determine 
the risk level 

– Identify significant 
assets 

that contain basic data or property, among other things. Dumpster diving and other 
physical assaults are examples of physical assaults. 

Attacks on network foundations: Because numerous networks can be accessed 
from any location on the planet through the Internet, hacker assaults on network 
foundations can be relatively straightforward. 

Here are a few examples of network-based attacks on infrastructure: 

● Connecting to a network using a Maverick Modem that is connected to a computer 
that is protected by a firewall. 

● Taking use of vulnerabilities in network transport components such as TCP/IP 
and NetBIOS in order to gain an edge over the opponent. 

● Flooding a network with an excessive number of solicitations, resulting in a denial 
of service (DoS) for legitimate requests is a common practice. 

Starting to think like an attacker and understanding the rationale, the purpose, and 
the processes involved in initiating an assault are now essential. The cybersecurity 
death chain [19] is a term used to describe this process. Cyber-attacks that are consid-
ered to be the most advanced nowadays entail intrusions into a target’s network that 
continue for a lengthy period of time before inflicting harm or being discovered. 

One distinguishing aspect of today’s attackers is their remarkable ability to remain 
unnoticed until the time is opportune to launch an assault on their target, as seen in 
this example.
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In other words, they carry out their operations in accordance with a well-organized 
and scheduled strategy. 

The precision with which their assaults are carried out has been examined, and 
it has been revealed that the vast majority of cyber attackers utilize a succession of 
identical steps in order to carry out effective attacks on their targets. 

It is essential that you ensure that all steps of the cybersecurity kill chain are 
covered at all times, both from a protection and detection standpoint, in order to 
strengthen your security posture. 

We know nothing about the target system, neither the architecture, nor the services, 
nor the organization. 

In this section, we will therefore review the methodology generally used by 
attackers to illegally enter an information system and to understand how it can be 
compromised in order to protect it. 

In our study, our operating system is Linux (kali) mainly used on sensitive servers 
by all attackers. We believe that the principle is the same on any type of system, only 
tools change [18, 20]. 

5.1 External Reconnaissance: Analyzing Before Attacking 

During this phase of the operation, a hacker is just looking for a weak point in 
the system that may be exploited. Obtaining as much information as possible from 
sources other than the target’s own network and systems is the aim in this scenario; 
nevertheless, this is not always achievable. 

It’s possible that this is information about the target’s distribution network. Using 
this information, an attacker will be able to identify and pick the exploitation tech-
niques that are best suited for each vulnerability that has been found regarding a 
certain target. 

Attackers have a particular affinity for ignorant users who are in possession of 
certain system privileges, despite the fact that the list of prospective targets appears 
to be limitless. 

Cybercriminals, on the other hand, can attack anybody inside a business, including 
suppliers and consumers. All that is required for attackers to gain access to a 
company’s network is a weak point in the security of the network. 

In this stage, phishing and social engineering are two techniques that are frequently 
used: phishing and social engineering. A common method of conducting phishing 
attacks is through emails, in which attackers send the target a series of carefully 
crafted emails in an attempt for them to divulge confidential information or open 
a network to attack. Malware attachments to emails are a common practice among 
attackers, and once an infected attachment is opened, the infected computer becomes 
infected with the malware. Others will pretend to be from respectable organizations 
in order to mislead recipients into revealing critical information about themselves or 
their organizations.
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Similarly, social engineering functions in a similar fashion, with attackers closely 
monitoring targets and gathering information about them, which they then exploit to 
gain private information. 

The use of social media is a typical form of social engineering, in which an attacker 
will follow a target through his or her many favorite social networking sites, such as 
Facebook and Twitter. The attacker will conduct extensive research about the target’s 
likes and dislikes, as well as any weaknesses that may exist in between. 

If the attacker utilizes one of these or another strategy, he or she will eventually 
find a point of entry inside the building. 

In order to do this, either stolen credentials or the infection of a computer within 
the target organization’s network with malware might be used. 

In the event that credentials are stolen, the attacker will have direct access to 
computers, servers, and other devices that are a part of an organization’s internal 
networking infrastructure. When it comes to malware, on the other hand, it may be 
used to infect even more machines or servers, placing them under the control of the 
hacker who developed the malware in the first place. 

5.2 Passive Recognition 

5.2.1 Social Engineering Toolkit (SET) 

The attacker is connecting to the system through the Internet and getting access to 
it in order to carry out the assault against it. One method of accomplishing this is by 
redirecting a user’s activity to a rogue website in order to get the user’s identification. 
Another approach that is often utilized is sending a phishing email that will infect 
the recipient’s machine with a piece of malicious software. Because it is one of the 
most effective ways available, we will use it as an example in this section. We will 
utilize the Social Engineering Toolkit (SET), which is included with Kali, to create 
this well-prepared email [21, 22]. 

To retrieve confidential information by direct contact, telephone, Internet, or letter 
[23].
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On this first screen, you have a choice between six different alternatives. The 
following page will appear if you choose option 1, which is appropriate because the 
goal is to build a customized email that will be used in a socially engineered assault. 

5.2.2 Water Holing 

Users’ high degree of trust in websites that they use on a regular basis, such as 
interactive chat forums and trade boards, is exploited by the offender in this social 
engineering scheme [22]. 

Users of these websites are more likely than the general public to act in an overly 
risky manner than the general population at large. 

Even the most careful persons, who refrain from clicking on links in emails, will 
not hesitate to click on links given on these types of websites since they are familiar 
with them and understand what they are doing. 

These websites are referred to as “watering holes” because hackers utilize them 
to trap their victims in the same manner as predators wait to capture their prey at 
watering holes to do the same thing to them (see “watering holes”). 

In this scenario, hackers take advantage of any vulnerabilities on the website, 
attack them, grab control, and then inject code into the website that infects visitors 
with malware or sends them to malicious websites. Attackers that employ this strategy 
generally tailor their assaults to a specific target as well as the devices, operating 
systems, and applications that they employ to accomplish their goals. 

Due to the nature of the preparation performed by the attackers who employ this 
approach [24], this is the case. 

Water holing is the use of vulnerabilities in a website such as StackOverflow.com, 
which is often visited by IT professionals, to get access to sensitive information.
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If the site has been compromised, a hacker might use it to infect the machines of 
the visiting IT personnel with malware. 

5.2.3 Scanning 

A hacker will conduct a critical examination of the weak points that were discovered 
during the reconnaissance phase throughout that sub-phase of reconnaissance. 

It entails the use of a variety of scanning tools in order to identify loopholes 
that can be exploited to launch an attack. This is a stage in which attackers invest a 
significant amount of time because they understand that it determines a significant 
percentage of their success. There are numerous scanning tools available, but the 
ones presented in the sections that follow are the most commonly used among those 
available [25, 26]. 

When the network topology is known, the hacker can analyze the network TCP 
packet using: p0f. 

5.3 Active Recognition 

It is the direct interaction with the target by analyzing these responses and therefore 
can detect the scanner but it allows us to discover the target in more detail. 

5.3.1 Port Scanning and Service Scanning 

NMap is a network mapping program that is publicly accessible and open source for 
use on Windows, Linux, and macOS platforms. The program works by examining 
the raw IP packets that are sent over a network to determine their contents. 

When used with a target network, this program may do an inventory of the devices 
connected to the network, detect potentially exploitable open ports, and monitor the 
uptime of network hosts. 

Also available is the capability of telling the services running on a network’s hosts 
to fingerprint the operating systems that are being used by the hosts and to identify 
the firewall rules that are in force on the network. 

Its primary function is to act as a command-line interface program, executing 
instructions that have been given by the user. 

Users begin by searching for vulnerabilities in a system or network to see if 
they can exploit them. Typing one of the following commands is a common way to 
accomplish this [25, 27, 28].
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>nmap –sV @cibl 

In parallel, a file will be created containing the scan results in xtml format. 

>ls 

It is transformed into html format: 

>xsltproc myscan.xml 
–o myscan.html 

Then, we open it on the browser. V: version (application banners). 
The ports will be either open, closed, or filtered as well as the service running 

within that port. 
This fundamental command is most frequently used in conjunction with other 

commands TCP SYN Scan and Connect, UDP Scan, and FIN Scan are some of the 
protocols supported. Each of these instructions is followed by a command phrase 
that is the same as the instruction. A screenshot of the NMap scanning process note 
of how NMap displays the results of the scans, indicating whether ports are open or 
closed and the services they permit to run [28]. 

5.3.2 Scanning Wireless Networks 

At first, we need a Wi-Fi card. 
A Kill is performed for all processes that cause airmon-ng problems: 

>airmon-ng check kill 

We check the interface of our Wi-Fi card:
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>iwconfig 

We launch our card in monitor mode: 

>airmon-ngstart wlan0 

And we can retrieve the BSSID, the encryption used, type of authentication, etc. 
After analyzing and identifying vulnerabilities, now moving on to the attack phase 

and exploiting vulnerabilities. 

5.4 Attack on the Network 

5.4.1 Cracker the WEP Key for Wireless [29, 30] 

After locating our target network, we copy its BSSID: Networks.
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c: Represents the channel of the target network. 

w: the file that will contain the Beacons cracked. 

b: for the BSSID that was copied before. 

To see if the file is well created: 

airodump starts recording the Beacons. 

It will be very slow, so we will use a tool that will help us speed up the operation: 

>aireplay-ng -1 0 –a BSSID wlan0mon
-1: for forged authentication
-a: for destination, we put BSSID of the target 

After doing a false authentication (fake authentication), we start sending the 
packets: 

>aireplay-ng -3 –b BSSID wlan0mon 
>aircrack-ng wep_cracking-01.cap 
>ls 

When it comes to wireless hacking, a harsh suite of tools called as Aircrack-ng is 
employed, and it has become famous on today’s Internet. 

It is possible to use the toolkit with both the Linux and Windows operating systems. 
Please bear in mind that Aircrack-ng is reliant on other tools for the collection 

of information about its targets before it can be used. In most cases, the prospective 
targets that can be compromised are discovered by these programs.
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In case we have such a problem: 

We will need more packages and more time as well as we will remake the same 
methodology and we get this: 

We just remove the: KEY FOUND [1234567890]. 

5.4.2 Spoofing 

IP spoofing is the act of hiding our identity by using the IP address of another machine, 
or equipment to do a malicious action (e.g., sending a virus, spam, etc.). 

Dnschef--fakedip=nouveau@ip-dst –fakedomains=site-visité–interface 
@eth0 -q  

For more performance: 

>arpspoof –t @ciblenoveau@ipnv-dst 

Our machine will have the same @MAC as the target machine.
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5.4.3 Man in the Middle 

It is a combination with spoofing that now we have a packet interception tool that 
is difficult to detect for spoofing all connections between the router and the target 
machine, so we will be in the middle: 

>arpspoof –i eth0 –t @cible @router 
>arpspoof –i eth0 –t @router @cible 

Now, for example, we want to intercept all the links visited by the user: 

urlsnarf 

5.4.4 Flooding 

This method is used to paralyze the network with DOS. This command will send 
tcp-syn packets to the target which will saturate the memory (upload rate lower than 
download rate): 

> hping3 --flood –a @imaginaire-comme-source@cible ping-request 

5.4.5 Forwarding Port: Metasploit [31] 

This is a famous framework comprised of a variety of tools that are used for scanning 
and exploiting networks, and it has been around for a long time. 

In addition, it is the program of choice for penetration testers in a variety of 
different businesses. There are over 1,500 vulnerabilities in the framework that may
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be used against browsers as well as against Android and Microsoft operating systems. 
There are also a variety of additional exploits that can be used against any platform. 

Payloads are deployed by the tool either through a command shell, the meterpreter, 
or dynamic payloads. 

Among Metasploit’s many advantages are that it is equipped with methods that 
can identify and bypass security applications that may be present within a network. 
Several commands are available in the framework that may be used to sniff infor-
mation from networks. Following the collection of information on network vulner-
abilities, it has a number of supplementary tools that may be used to exploit such 
flaws. 

It means the forwarding of network packets to another computer. We want to 
access a server but it is not accessible by Internet, so we will enter the computer of a 
legitimate user and from the latter we access the system. After recovering the shell 
meterpreter through Metasploit: 

meterpreter>portfwd add – l 23 –p 23 –r @cible 

for local where the information will be sent (port 23).

-p: port .

-r for the victim’s address. 

So, the route has been added, we can check this with: 

meterpreter>portfwd list 

And here is the redirection. Now, we will receive the data. When we finish, we 
can delete all the data thanks to the port forwarding command: 

meterpreter>portfwd 

5.4.6 Pretexting 

There are several methods for applying indirect pressure on targets in order to compel 
them to reveal information or undertake odd behaviors. It entails the creation of a 
complex deception that has been well studied in order to look genuine to the intended 
recipient of the lie. Using this approach, accountants have been able to release large
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sums of money to fictional employers who make an order for payment into a certain 
account. 

As a result, it is relatively simple for a hacker to employ this approach in order 
to steal login credentials from users or get access to sensitive data. Pretexting can be 
used to mediate a larger social engineering attack, in which the genuine information 
is utilized to concoct yet another falsehood based on the legitimate information. 

5.4.7 Vishing 

This is a one-of-a-kind form of phishing assault in which the attacker makes phone 
calls instead of sending emails. It is a more advanced kind of phishing assault in 
which the attacker would utilize an unauthorized interactive voice response system 
that sounds just like the ones used by banks, service providers, and other organizations 
to get sensitive information. This assault is most commonly employed as an extension 
of the email phishing attack in order to coerce a victim into disclosing confidential 
information. When a toll-free number is supplied, the target is sent to the rogue 
interactive voice response system when the number is dialed [32]. 

The target will be requested by the system to provide some more information for 
verification. 

It is usual for the system to reject input that a target provides in order to ensure 
that a large number of PINs are exposed at once. 

For the attackers, this is sufficient justification to proceed and steal money from 
a target, whether it is a person or a business. 

In extreme situations, a target will be routed to a fictitious customer service 
representative who will help the target with failed login attempts to the website. 

Continued interrogation by the fictitious agent will result in the acquisition of 
additional sensitive information. 

6 Conclusion 

This chapter highlights the growing importance of cybersecurity and the need for 
organizations or individuals to do more to protect themselves from cyber criminals. 
Netcitizens particularly the telecommunication stakeholders must do more to protect 
themselves and assets from potential cyber-attacks. There is need for regular soft-
ware update, use of antivirus, cybersecurity education, and other proactive measures 
to prevent and safeguard telecom critical infrastructures. Thus, we recommend as 
follows: 

● Infrastructure for Information Security: When it comes to enforcing information 
security, one of the most important fundamental frameworks to consider is the 
firewall, which is responsible for denying access to approaching and departing 
movement through the configuration of control sets.
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● System for Detecting Intrusions: It protects a network by gathering informa-
tion from a variety of sources, including the framework and network supply, 
and then examining the information for signs of potential security threats. It 
provides a day and age perception, as well as an examination of the client and 
the action framework. All things considered, there are two types of intrusion 
detection systems: network intrusion detection systems (NIDS), which screen 
multiple hosts by monitoring network activity at network boundaries, and host 
intrusion detection systems (HIDS), which screen a single host by parsing applica-
tion logs, recording framework adjustments such as word documents, and access 
administration records. 

● Review of the Code: For any self-developed applications, such as Internet appli-
cations, an independent code audit on the projects should be conducted separately 
from the apparatus development in order to ensure that no security flaw is discov-
ered in the codes that are visible to the general public, and that legitimate mistake 
handling and information approval are carried out within the code. 

● Patches for security issues: Once a security flaw in a bundle or bundle has been 
discovered, a few service providers, along with bundle merchants and bundle 
providers, will negotiate with one another to provide security fixes. The establish-
ment of progressive defensive patches is incredibly important because these flaws 
are sometimes noticed by the general public, which makes the establishment of 
progressive defensive patches even more critical. We will try to put into practice 
some security settings to develop our multi-security platform in future works. 
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most frequent leveraged mechanism for securing the data storage and transfer via 
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a distributed ledger that operates in a peer-to-peer network and contains a record 
of all the transactions that have been executed or confirmed among the participants 
or nodes. In this book chapter, the authors have explained the detailed architecture 
of blockchain technology and its integration with cybersecurity applications. This 
integrated architecture delivers a clear understanding to the readers about the working 
mechanism of blockchain technology in empowering the security and privacy of 
the user data in various cybersecurity domains. This book chapter talks about the 
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applications such as privacy, security, accountability, and integrity of data in various 
security domains such as mitigating DDoS attacks, biometric private keys, Securing 
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1 Introduction 

Blockchain is a decentralized cryptocurrency data management and transaction 
technology developed in 2008 [1]. The interesting attributes that ensures security, 
anonymity without a control by any organization makes this technology interesting 
[2, 3]. These qualities have led to an exponential growth in creation and implementa-
tion of several cryptocurrency and their rapid adoption by financial institutions due 
to the ledger structure. The structure processes a digital ledger of transactions that is 
generated and distributed to computers on a network. This ledger is not controlled 
or owned by any central authority and can be viewed by all users. Since the data is 
distributed in many interlocked systems, at least 50% of these systems in the network 
need to be compromised for successful hacking. This might not be successful as an 
attempt to hack the network or secure the currency from another account might 
fail as there are multiple identical copies of same ledger stored as backups. These 
backup copies can in turn deliver the funds in the compromised or hacked account. 
Blockchain technology has the potential to prevent these attacks maintaining security 
and privacy of the network. There have been reports that bitcoin transaction had been 
compromised [4]. Most of the reported cases of hacking have been due to unsecure 
holding and storage of bitcoin private keys which were leaked or misplaced. Since 
the development of bitcoin several blockchain systems, predominantly “ethereum” 
have emerged and grown allowing secure network and transactions to public and 
private entities. There are various domains of cybersecurity where blockchain can 
be very useful, such as mitigating DDoS attacks, biometric private keys, Securing 
DND, and data veracity, as shown in Fig. 1. The unique security characteristics has 
also been a major subject of scientific researcher raising interest among individual 
developers, programmers, and large industrial partners. 

Blockchain is publicized as a technology that has the capability to provide a 
robust cybersecurity solution with a better privacy and data management. Due to the

Fig. 1 Blockchain solutions for cybersecurity
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growing trend in cryptocurrency transactions, the blockchain could now enable newer 
decentralized applications. These applications can further provide the foundation for 
major Internet security platforms. The advent of multi-signature (multisig) protection 
in development has great potential in improving security and privacy. The rapid 
growth potential in crypto currency technology has thus created enormous research 
potential especially in the area of security and privacy [5]. Therefore, it is important 
to identify the implications and limitations of existing research specifically in the 
area of blockchain security, to understand emerging cyber security threats and find 
relevant practical solutions. An in-depth literature review is therefore necessary to 
understand current practice and research relevant to the cyber security aspects of 
blockchain which this chapter covers [6]. Our goal is to provide an unbiased review 
of these technologies to a larger community to better understand the concepts of 
block chain and its close interaction with principles of cyber security.

The chapter highlights the security and privacy considerations and challenges 
associated with the environment discussing new approaches in improving privacy 
protection and cyber security. In this book chapter, the authors have explained the 
detailed architecture of blockchain technology and its integration with cybersecurity 
applications. This integrated architecture delivers a clear understanding to the readers 
about the working mechanism of blockchain technology in empowering the secu-
rity and privacy of the user data in various cybersecurity domains. This chapter also 
focuses on the superior implications of the decentralized blockchain-based solu-
tions as compared to the current IoT ecosystem which operates on a centralized 
cloud server through service providers [7]. Each aspect is critically examined which 
encompasses the existing research and prospects on blockchain cyber security. This 
book chapter talks about the roles and responsibility of blockchain technology in 
transforming the cybersecurity applications such as privacy, security, accountability, 
and integrity of data in various security domains such as mitigating DDoS attacks, 
biometric private keys, Securing DND, and data veracity. In addition, in this book 
chapter, the authors have discussed various applications of blockchain to cater cyber-
security, such as data storage and sharing, IoT, Network Security, Utility of World 
Wide Web (WWW), and Private user data. With the rapid technological advance-
ment, the key mechanisms governing the blockchain’s interaction with the cloud 
platform and influences on the Internet of Things (IoT) are also covered. Finally, the 
chapter argues on real scenarios discussing future outcomes of blockchain’s decen-
tralized feature and the possibilities of misuse by malicious participants and how these 
security aspects will play a critical role in the success of blockchain technology. 

2 Blockchain-Based Architecture for Improved Cyber 
Security Solutions 

The need for robust Blockchain technology is mandatory with the advent of the 
Internet of Things (IoT) having its aim for more engaging and dynamic devices to
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enhance the quality of daily life. Billions of these constantly engaging and responsive 
devices entail decentralized and distributed management solutions for securing user’s 
private information. The concept of blockchain has emerged over the last few years 
and attracted a lot of researchers to study its features and applications in cyberspace. 

A block is the smallest entity of a blockchain. It holds data and the previous 
block’s hash information. In addition to it, a block contains the hash of the data and 
its previous hash. Blockchain transactions are immutable which helps in ensuring the 
integrity of the complete blockchain [8]. Any change associated with any block will 
ultimately lead to a completely new hash value. The adjacent block gets a new hash 
value as soon as its neighboring block hash is changed. This immutable property of 
blockchains is highly regarded to establish enhanced cybersecurity. 

It is possible to add a new block to an existing node. The method of augmenting a 
new block is achieved by broadcasting to other available nodes. The process permits 
the node to view the entire blockchain at the very moment. Basically, there are 
two main types of consensus mechanisms associated with the technology in block 
augmentation. Proof of Stake (PoS) was an alternate to the original algorithm Proof 
of Work (PoW). In the case of PoW, successful block augmentation is the result 
of the validation of complex computation work [9]. Miners are responsible for this 
extensive work. Results are validated by the nodes which afterward accept the block 
to join. On the other hand, PoS must verify their stake in blockchain for approval of 
a new block to be added. These are achieved by the owners of the stake. 

There are various segments of blockchain architecture governing the security of 
an IoT environment, as shown in Fig. 2. It starts with a client which requests resources 
over the network. Resources are stored in Resources Servers and legally owned by

Fig. 2 Blockchain architecture solutions for IoT cybersecurity [10]
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entities called Resource Owners. Resources are protected via encryption on Key 
Servers. Key Servers are the nodes for providing decryption keys associated with 
a resource to the client. Authorized Servers are responsible for generating Access 
Tokens. Provision of access and rights of clients corresponding to the resources are 
determined by Access Tokens. Every definition counts useful for the authorization 
blockchain element. All the above participants act as nodes in defined architecture. 
Nodes that store complete information about the blockchain are called full nodes, e.g., 
key and authorization servers. Blockchains are basically any transaction logs that are 
occupied in the form of blocks. PoS and PoW come into play for appending blocks 
to the blockchains [10, 11]. Client and resource owners share and are recognized 
by an asymmetric key pair. Transactions are the interaction between the client and 
resource servers.

3 Blockchain Solutions for Cybersecurity 

The blockchain technology is used to strengthen the already existing mechanisms to 
secure data, networks, and communications. The backbone technology of blockchain 
is encryption and hashing which stores the records (immutable) and most of the 
existing “cybersecurity” solutions which leverages the similar workflows. Most of 
the published research relies on the “single trusted authority” for the verification 
of the stored data in encrypted format. The aforementioned scenario is prone to 
attack and allows the cyber attackers to focus toward a single target to commit 
various attacks such as “denial of service attacks, inject malicious information and 
extort data through theft or blackmail”. To overcome the limitations of the existing 
security measures, blockchain has the decentralized architecture and hence omits the 
requirement of trusting the single member of the group or the network. In this system, 
the model is not required to the “trust” factor, as on each node, or actor, possesses 
the overall replication of the most of the historical information. This architecture 
presents better security measures, as most of the member of a particular group having 
access to the same information will secure that particular group way better than the 
other group which is having one master (leader) and a host member who rely on 
the master’s information. In case, when the bad users join the group members and 
also the leaders themselves. In this book chapter, the authors have focused on the 
following blockchain applications for the cybersecurity measures: data storage and 
sharing, IoT (Internet of Things) Network Security, Private user data, and Utility of 
World Wide Web (WWW). 

● Data sharing and storage: 
To overcome and prevent the single point of failure cyber-attacks and achieve 
data protections to avoid data tampering, the public and private distributed ledgers 
are leveraged. The blockchain technology allows the data to be stored in cloud 
environments which are resistant to both unauthorized access and modifications 
[12–14]. Also, the use of hash lists enables the data search more feasible and
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secure in terms of storage and exchange are supposed to be verified [15–17]. To 
summarize, the blockchain helps in the improvement of data storage and sharing 
in a secure manner by generating the decentralized network which leverages 
the client-side encryption. The blockchain technology is sitting in the form of a 
protocol between the application and the transport layers of the network. In order 
to track the data management and prevention of the malicious access, one class of 
the private blockchains such as “Hyperledger Fabric” are leveraged to implement 
the “permitted access control for devices” for the network [18–20]. On the other 
hand, in order to deliver IoT device authentication, identification, and seamless 
(secure) data transfer, the other class of blockchain technology is leveraged to 
secure the deployment of the firmware via “peer-to-peer propagation” [21–23]. 
Researchers are working toward the application of blockchain to secure the IoT 
connections and sessions to detect the malicious behavior [24, 25]. Looking at 
this potential cyber threat there needs to be some technology which can provide 
strong security to protect the sensitive data. Blockchain Technology is one such 
methodology which can make this possible. By the name itself these are a series 
of blocks that are joined together, and each block contains some confidential 
information, e.g., payment transactions, medical records, or private logs. All the 
blocks are immutable which provided strong security and are difficult to crack the 
key. Each block has its own hash code and contains the hash code of next block 
which makes it immutable. These features allow for advanced data storage and 
sharing options with high security and encryption. 

● Internet of things (IoT) environment: 
As the evolution of Internet of Things (IoT) came into existence, the challenge in 
handling large data became easier [26]. IoT has specialized in many fields taking 
from smart devices to smart applications to smart cities [27]. The need of IoT is 
expected to exponentially increase within the next couple of years and projected 
50 billion devices will be equipped and connected with IoT [28]. IoT devices 
implement sensors and actuators which are embedded with hardware, software 
and are able to share, communicate the data among the devices. The enormous 
date generated from IoT devices has lead to expansion of data storage and new 
technologies to protect the data from several growing cyber threats [29]. 

Current IoT devices such as smart wearable devices tracking health and health 
conditions generated tremendous records which need an efficient encryption and 
security protocol. Smart devices such as smart homes and electric vehicles rely 
on IoT protocols for connectivity, sensing, and communicating, these devices are 
more vulnerable to hacking and cyber threats which can be strengthened using 
blockchain architecture. Another major area of implementing blockchain with 
IoT devices (wearable/self-monitoring/smart devices) is to improvise medical 
data generated from these devices [30]. With the advent of blockchain medical 
data recording such as personal records can be secured this is also known as 
Remote Patient Care (RPC). Because of IoT, the medical sector can now make data 
processing and the generated data, i.e., patient data or any important information 
to store in electronic health records and send over the cloud. EHR contains many 
confidential information and transferring the data to EHR can make the risk of
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a cyber threat. Hackers can penetrate inside the network and can hamper the 
information or leak the data. 

● Network Security: 
In the network security domain, most of the research is focused around the usage 
of blockchain technology for the improvement of “Software Defined Networks 
(SDNs)”. Blockchain technology leverages the containers for the authentication 
of the critical data which is supposed to be stored in the decentralized and robust 
fashion [31–33]. In these types of mechanisms, the SDN controllers leverage 
the blockchain-enabled architectures which use the cluster structure model. This 
architecture takes the advantage of both public and private blockchains for the 
nodes to communicate with each other in a network with P2P manner. Currently 
several methods are being under development and implemented with cloud inte-
grated blockchain technology to provide extra security of data. Strong encryptions 
are implemented to avoid data loss, data leakage from the cloud. The use of Intru-
sion Detection System (IDS) deployed over cloud can make cloud security more 
secure. If any intruder tries to break the network IDS stops the cyber-attack and 
sends an alert. Making the firewall and IDS rules strong has helped prevent data 
loss. Today traditional IDS are used but in the future more customized and modern-
ized IDS will be implemented with the help of machine learning and blockchain. 
Another aspect is using HMAC (Hash-Based Message Authentication Code) over 
cloud data. HMAC provides more strong security (using MD5, SHA 256) for the 
data. Applying such strong hash codes can help data security become more secure. 
HMAC could be imposed on blockchain though each block has its hash and others 
block hash. Using HMAC on top of that will make attacker exceedingly difficult 
to crack the keys. 

● User’s Private Data: There are still limitations in blockchain technology, which 
makes it quite difficult in delivering the data protection and privacy measures. One 
of the major reasons for the aforementioned scenario is the “the irreversibility 
nature of blockchain (everybody has a copy of the ledger)”. The existing research 
revolves around the preferences given to the device for the encryption and storage 
on the blockchain for the retrieval of the data only by a particular user [34–36]. 
In addition, the researchers are trying to differentiate between the “blockchain 
PoW” and “proof-of-credibility consensus mechanisms”. Many organizations 
have equipped with new blockchain cloud storage which provides necessary 
computing power. Though IoT mainly plays with cloud deployment such personal 
medical data or the EHR when stored over the cloud would also be a cyber threat. 
For example, attacker can alter user personal medical data over the cloud and the 
data can be stolen or lost. Blockchain has the potential to securely encrypt the 
data and store in a secure and protected environment. 

Integration of IoT Blockchain in health care has massive implementation in 
the future. In this case (Fig. 3) the patient is at home under remote monitoring. 
All body parameters are sensed and transmitted by IoT-enabled devices. The data 
stream is archived in the private cloud storage of the hospital. The data stream can 
be retrieved for analysis using Unique Patient Identifier (UPI) which is secured 
on cloud blockchain. The doctor needs to visit each remotely patient’s record
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Fig. 3 Schematic of cloud blockchain environment for securing medical records

like a ward tour. Day #1, the doctor notices that heart rate is faster than usual. 
Doctor calls the patient and enquires to find any specific reason. Upon enquiry 
notices that the patient has underwent anxiety event a day before in real life. 
Since the higher heartbeat rate prevailed for almost one full day and that can 
be dangerous to patient’s health, the doctor prescribes additional medication and 
ensures delivery of medicine to patient’s home. Doctor updates medical record of 
the patient. Doctor then reviews another patient’s record. With billions of people 
in this world using IoT sensors and wearable sensors the amount of information 
storage is beyond the limits of prevailing storage devices. There are certain tools 
that harness blockchain like the blockchain-based DB tool which can provide 
increased efficiency in terms of security of the data stored via hash codes and 
performance of the entire blockchain environment. 

● Accessibility of World Wide Web (WWW): 
In order to improve the validity of the wireless Internet access points, blockchain 
technology is leveraged by monitoring and storing the access control data and 
local ledger [37]. In addition, the blockchain is used to facilitate the navigation 
to the correct URLs with the help of correct DNS database records [38, 39], 
and also safer communication with others via secure and encrypted methods [40, 
41]. There are many benefits of using cloud and blockchain the most important 
being cloud servers can be deployed where encrypted data blocks can be stored 
[42–45]. It provides increased information security where P2P encryption helps 
keep transactions and data secure which adds a third layer of security. If any 
transactions are done private keys are used (One factor Authentication) which 
can have some cyber threat. By using cloud computing with blockchain two-step 
verification can be authorized which provides improved security of private keys 
[46–49]. Bringing blockchain with cloud storage solutions is also beneficial. It
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helps user data to pipe into small pieces. After the data is broken into small pieces 
an extra layer of security is added and is distributed over the network. Looking 
at the hash algorithm, transactions’ ledgers can make this function operate. Such 
encryption using cloud platform can be easily possible without worry of any cyber 
threat.

4 Future Prospects 

Though blockchain technology is strong it has not fully been developed in terms 
of efficiency, storage, processing power. Blockchain to be made more mature is 
a future research domain where all the benefits such as improved power, improved 
storage space, strong security can be used by this technology. Looking at the methods 
to secure data there is still more gaps to be researched which would make the 
whole IoT landscape more secure by implementing blockchain. Blockchain tech-
nology can be perfectly implemented along with the cloud to generate informa-
tion and simultaneously segregated for private cloud and public cloud application 
consumption. 
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Blockchain and IoT Unanimity 
in a Smart Metropolitan Development 

Shaurya Gupta, Sonali Vyas, and Vinod Kumar Shukla 

Abstract The key technological developments in the current era include Blockchain 
and the Internet of Things in varied application fields. There’s a difference between 
the above two technologies but the unison of the above two has a wider and practical 
acceptability in today’s technological scenario. The IoT is responsible for generating 
a large amount of data in varied fields like healthcare, retail, real-time forecasting, 
and smart city development. The data is quite useful in terms of big data analytics 
whereas the Blockchain will promote secure transactions of data along with varied 
application integration. Smart city can be considered as a prime application area 
for IoT and there are a lot of progressions among IoT devices, sensors, and actua-
tors. IoT devices are capable enough of communicating among themselves via the 
Internet using lightweight protocols which results in making them more and more 
user-friendly. Though the Internet connectivity of IoT devices makes them more 
vulnerable in regards to data scalability, consistency, and safety, blockchain confirms 
the integrity of data as it is able in trailing and synchronizing connected devices. As it 
is based on a decentralized approach, which restricts the condition of a single point of 
failure thereby forming a steady interoperable safe system. Internet of Things (IoT) 
requires various tools and techniques for the purpose of information security which 
necessitates the operative expansion of any IoT cantered smart city. Various security 
threats are always looking for any ambiguities or loopholes, which can be exploited 
in any network; security threats are a perilous contest, which needs some action to 
be taken and implemented instantaneously. The book chapter will be discussing the 
implications of Blockchain and IoT in a metropolitan urban scenario. 
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1 Introduction 

The basic nature of Blockchain technology involves the distributed storage of any 
kind of information in a secured way. Like considering a case scenario of trans-
action data, the information like amount transferred, the sender and receiver infor-
mation plus the monetary amount information, Blockchain is considered to be a 
completely secure system for changing information in prevailing blocks. Such prop-
erty enables the information received from various sources like mobile devices and 
sensors to be more secure and protected. Blockchain is defined as an organized 
chain of blocks having information; subsequently, the blocks are associated among 
themselves via chains. An individual block contains a set of records, besides fresh 
blocks will always be supplementary to the termination of the chain. Replica of newer 
blocks will hold the info stored in the previous block, which is formed by operational 
elements of the system. The formation of a Blockchain generally depends on three 
key philosophies—distribution, openness, and protection [1, 2]. Varied users who 
are working on certain systems and collection of all these systems form a network 
of computers or systems, where every computer keeps a copy of each block. The 
formation is facilitated by communicating to miners responsible for solving multi-
faceted, exclusive mathematical tasks. It is essential to occupy physical resources 
along with the hardware competences for the purpose of resolving compound math-
ematical calculations which are called Proof of Work (POW) [3]. All the results of 
the mining process are integrated together in the blockchain, and as the time length 
of the chain increases gradually, the reliability of the information stored in the block 
should be preserved. The complication of the problem which is solved by miners 
increases gradually with the addition of chains. Therefore, it requires an upsurge in 
calculating the power of farms along with the volume of devices that are respon-
sible for storing the complete chain. Considering the case in POW, being a resource 
concentrated besides the energy-concentrated job, the independent effort by nodes 
is considerably condensed. Furthermore, the usual arrangement of BC necessitates a 
comprehensive assembly in between all rudiments of the network. Considering these 
tasks which provide crucial comprehensions in areas of network pliability, dispersal 
besides compromise when viewed forms different aspects (Fig. 1). 

A comprehensive model of Blockchain meant for hardware devices having 
restrained resources is still not functional. The quintessence of Blockchain knowl-
edge involves safe, disseminated stowage of information of any type. It is responsible 
for the storage of transaction data which involves how much amount is transferred 
to whom and in what type of currency, which may include cryptocurrencies or bank 
transactions, being one of the crucial areas where Blockchain is used widely. Though, 
efforts are continuously made so that this concept is made applicable in other areas 
too for instance in managing cargo transportation apart from managing smart cities’ 
day-to-day operations besides application areas of Internet of Things (IoT) in addition 
to Wireless Sensor Network (WSN), etc. [4–11] plus in energy generation, vending 
spaces [12]. The diversity of IoT in smart cities development makes it more vulner-
able to a number of privacies along with security concerns as the admittance control
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Fig. 1 POW algorithm [3]

for numerous IoT resources is provided to third parties and various exterior orga-
nizations. Presently, IoT networks are associated with consolidated systems which 
face concerns related to the safety of data and its reliability. Blockchain is treated as 
a system that does not have complete data encryption in the existing chain of blocks 
and protects data that is distributed to multiple sensors and mobile units. Currently, an 
ample number of scientists are working in the field of implementation of Blockchain 
in WSN and IoT technologies. Authors have discussed the idea of PAXOS algorithm 
implementation [13–17] in association with Blockchain expertise for the purpose 
of constructing dependable IoT networks. While considering the case of cryptocur-
rency, BC remains the backbone of Bitcoin’s [18, 19] fiscal forte which promises that 
info regarding money transfers among all systems is logged during the entire dura-
tion of the transaction. The technologies like big data, blockchain, and IoT are in the 
progressive development phase. Certainly, there are ample differences between these 
three technologies, but the relationships among them help in increasing the system 
procedures and viability, besides adaptability. The area of Blockchain besides IoT 
is a very liberal field and it is still going through varied phases of development and, 
in addition to the IoT, is generating a very large data sets having applications in 
the area of healthcare, smart cities expansion, finance, and merchandizing besides 
public management real-time application foretelling. This scrutinized information is 
very valuable for the purpose of Big Data Analytics. Blockchain ensures protected
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transaction operation of data and additional applications and integration with Big 
data is easy in it. Blockchain with big data and IoT increases the size of data, thus, 
aggregating data storage of varied corporations or businesses [20], whereas there 
are numerous hardware unit devices that are associated with the Internet of Things 
and are responsible for engendering a greater quantity of information. Broadcast 
besides dispensation of these sorts of data is an extremely thought-provoking assign-
ment [21]. The data needs to be firmly saved besides being used for analysis in the 
current and future scenarios which needs to be managed efficiently and effectively. 
Internet of Things (IoT) distributes an extensive network of numerous hardware units 
as well as smart instruments for metropolises, tutoring system, and wearable hard-
ware device units. Big data analytics permits IoT for real-time regulator mechanism, 
which is quite favored for associated societies [22]. The development of big data 
over a period of time on the Internet has piloted to gigantic progression in the size 
of data. Though, trust besides confidentiality is the major concern when it comes to 
big data, the blockchain area distributes a varied set of solutions including percep-
tible attributes with smart agreements and business ciphers which are inevitably 
implemented by default commercial directions [23].

2 Role of Big Data and IoT with Blockchain 

The integration of big data, blockchain, and IoT technologies is being conferred in 
Fig. 2. With the incorporation of all this expertise, in which the top layer consists 
of big data technologies for the rest of the technologies and serves the purpose of 
data analysis, the blockchain may be united with IoT for the purpose of securing 
transaction execution. 

• Big Data: It is one of the dynamic enablers in terms of social commercial besides 
other businesses business exploration. Taking a communal commercial model 
into consideration wherein intuitions which are received from users engendered 
online content in addition to assistance from customers end is quite critical in 
terms of accomplishment in the field of community broadcasting [25]. Big Data 
and Hadoop prove to be beneficial for real-time evaluation of huge data sets

Fig. 2 Integration of IoT, 
Blockchain, and Big Data 
[24]
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Fig. 3 The blockchain model [30] 

besides prognostication of the backup situations prior to any kind of disaster 
[26]. Gartner’s information technology lexicon outlines big data as high speed, 
dimensions, and disparity in terms of information resources which are very cost-
effective, besides improving the decision-making processes [27]. Some of the big 
data analytics tools like Spark, Apache, Tableau, MongoDB, etc. are quite useful 
in reportage, investigation, incorporation, and visualization [28]. 

• Blockchain: It is defined as a disseminated record including transactions that 
are mutually shared across a varied set of computer systems, rather than being 
stowed on a chief server. Essentially, there are dual kinds of blockchain, i.e., 
private plus public. In a public blockchain, anybody may inscribe in the record 
without any pre-agreement being required, and these kinds of blockchains are 
tremendously liable to intruders. In a remote blockchain, only a definite group of 
people associated with a business cluster have permission to access blockchain, 
and such type of chain of blocks are extremely protected and reliable [29]. Figure 3 
defines that each and every block is holding the hash of the former parental block 
[30]. Time-stamp field signifies period block creation time, the preceding hash 
field comprises of the hash function with the preceding header of blocks that is 
responsible for connecting each and every block to its parental block [30], in 
addition to field Merkle root or transaction root wherein every transaction has a 
hash related with it in addition to all transaction hashes in the block are hashed 
by themselves [31]. 

• Internet of Things (IoT): It involves an atmosphere of associated numerous 
systems reachable over the Internet. Each hardware device unit is allotted a sole 
IP address and it collects besides transfers’ information over a network minus any 
sort of physical support or intrusion [32]. Taking an instance, any vehicle which 
has integral sensors which alert the driver as and when the tire compression is low 
below the threshold point [33].

3 Data Management in IoT 

The formless and regulated data sets of big data are generated from varied sources 
of Internet of Things applications and are stored in data centers [34]. The outdated
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database managing resolutions are fairly problematic in satiating high-end techno-
logical needs, besides urbane application requirements needed for a global-scale IoT 
network [35], this stowage stands as an extremely perilous consideration in terms of 
data supervision of IoT. Huge and amorphous data in IoT calls in for major stowage 
challenges in terms of security and reliability [36]. IoT comprises of numerous indis-
pensable expertise like human-to-device plus device-to-device message exchange. 
Smart metropolitan implementation calls for varied IoT application implementation 
along with the implementation of IoT networks, which is able to link to a vast number 
of resource-constrained hardware device units enabled with storing plus calculating 
competences, demanding low latency in terms of data congregation and admittance. 
Numerous scholars have faith in the forthcoming development in terms of IoT safety 
and confidentiality solutions. The crucial part of IoT involves the role of data in varied 
expertise. Data sources from varied data stores in terms of IoT are being discussed 
in Fig. 4. 

A noteworthy safety concern that any of the large-scale IoT applications, for 
example, smart city encounters is the provisioning of an effectual plus consistent 
Access Control (AC) procedure in which deputy’s admittance privileges to the core 
users in an association besides to exterior operators to the organization, additionally 
keeping the reserve possessor as a complete controller. AC systems which are utilized 
in conventional IT systems like Access Control List (ACL), Role-Based Access 
Control (RBAC), Attribute-Based Access Control (ABAC), and also Capability-
Based Access Control (CapBAC) are non-competent enough to deliver ascendable, 
controllable, besides effectual procedures in terms of IoT settings [37, 38]. Countless 
scientists today trust that the future of IoT safety plus confidentiality explanation is 
in the evolving blockchain technology. It was presented in 2008 for the purpose of 
creating the world’s initial cryptocurrency system, i.e., Bitcoin [18] as it inculcates 
the concept of blockchain for all sorts of monetary dealings. Ethereum which is 
the next generation technology provides a stage that permits programs drafted in 
a practical language known as “Smart Contracts” and it is deployed in Blockchain

Fig. 4 IoT data store [34]
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plus executed as a transaction [38]. Application of blockchain in the IoT area may 
welcome varied welfares, though the mechanism of blockchain in terms of busi-
ness transaction excavating stands as a critical test for IoT when considering the 
case of latency/response period besides scalability [39]. Capability-based blockchain 
enables admittance control outline which has been anticipated in [37] wherein the 
competence token is placed in general blockchain in order to authorize resources. 
Smart contract-based plan misusing numerous types of contracts is projected in [38] 
which is used to realize disseminated admittance regulators in terms of IoT systems. 
In [40], authors have projected an admittance controller structure for the purpose of 
IoT which is responsible for utilizing bitcoin-like business transactions in terms of 
provisioning besides relocating access tokens. Security architecture for IoT which 
uses public BC for the purpose of reserve admittance agreements is projected in [41]. 
IoT enables the association of numerous varied with the help of the Internet along 
with correlating devices with the Internet. The hardware unit devices are usually 
linked with microcontrollers’ sensors and actuators besides a network of web, and 
these may incorporate varied smart household devices like clothes washers, wake-up 
timers, smart lighting systems, and so forth. Furthermore, varied IoT applications in 
a town society’s scenario integrate the facilities which are capable of checking air 
plus water adulteration witnessing and electrical liveliness consumption. Awareness 
of IoT was initiated by an associate of Radio Frequency Identification (RFID) devel-
opment technical society in the year 1999 [42] which further opened gates for its 
applicability in terms of mobile correspondence devices, disseminated calculating 
besides information inspection [43]. IoT conformation comprises of dissimilar strata 
in terms of varied modernizations which are quite supportive for IoT and aids in 
chalking as how a technology in terms of the invention recognizes each and every 
adaptability, stately superiority besides proposal of IoT administrations in unrelated 
situations. Figure 5 validates the comprehensive proposal of IoT in terms of layers 
[44]. These layers are as follows:

• Sensor Layer: It is the lowermost stratum that has varied devices being synchro-
nized with the help of sensors and it allows association among the bodily besides 
electronic worlds authorizing reliable info which needs to be accumulated plus 
settled. Sensors are quite useful in approximations of temperature, air excellence, 
speediness, humidity, mass, etc. They are equipped with memory, which enables 
them to take a record of a certain quantity of approximations. Varied home-based 
gadgets plus vehicles are equipped with telemetric sensors. 

• Networks Layer: Enormous bulk of information forms a critical part for sensors 
and they may be wired or else wireless network system wherein vehicle is the 
medium. Existing networks of devices supports machine-to-machine (M2M) 
network besides their capabilities. Such kinds of networks may be private, open, 
aid in correspondence of data among systems or in between server and system, 
and exchange speed or security. 

• Data Processing Layer: Managing provision is responsible for providing infor-
mation and managing safety panels. IoT is responsible for getting associations
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Fig. 5 The IoT architecture 
[44] 

besides associations including apprenticeships plus outlines providing informa-
tion on demand, for example, the temperature of a certain region and move-
ment information regarding a sensor-assisted vehicle. Stream analytic stands as 
a differing category of examination wherein consideration of info and its in–out 
movement among the organization matter a lot. It is also known as the middleware 
layer which is responsible for employing varied numerous technologies like big 
data processing and cloud computing, etc. 

• Application Layer: The layer is responsible in the application areas of 
Conveyance, Construction, and Metropolitan development besides Retail, Supply 
chain, Hospitality, Hotel Management, Tourism, Atmosphere, and Energy. It is the 
uppermost layer in terms of extending the services to the clients. It forms an inter-
face between the network and the devices. Lastly, it is responsible for delivering 
application-specific services to the end user. It is also responsible for varied IoT 
applications, which are successfully deployed in the areas of smart households, 
metropolitan, and well-being. Currently, there are numerous IoT applications that 
are successfully deployed in the area of smart transportation in terms of light and 
heavy motor vehicles where smart traffic management system forms an integral 
part of the smart transportation system. 

4 Outline of IoT-Based Decentralized Access Control 
System 

In exclusion of IoT devices and management hubs, each element will be part of 
blockchain innovation. Each node in blockchain technology attaches a copy of the 
chain of blocks to itself. The square chain may expand in detail and continue to expand
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after some time. Most parts of the IoT device cannot store square-built data to suit 
their disruption. Then, our engineering excludes IoT-based devices from the square 
chain, which is categorized as an additional hub that is considered an administrative 
hub, demanding it to manage blockchain information benefitting the IoT strategy 
[44]. 

System Framework: It consists of the following elements: 

• Wireless Sensor Networks (WSN): A WSN is a communication network that 
allows for required network requests through controlled requirements of power 
and light. Moreover, IoT gadgets with remote sensor networks control their 
computing power, memory, and access. IoT plan is not placed with the blockchain 
network. Hence, one of the fundamentals of this design is that every device should 
be exceptionally differentiated globally in the network of blockchain. Open key 
generators offer a realistic reply in providing suitably detailed and stimulating 
random numbers. 

• Executives: The executive is responsible for handling the entry control agreements 
of the preparation of IoT devices. In general, managers are seen as trivial centers 
in every structure. Whatever it is, devices registered as IoT gadgets should be 
included in the executive’s control. This is done to uphold a strategic distance 
from executives so that they cannot enlist any gadget that comes under control 
without any authorization. All IoT devices listed in the architecture must have at 
least one enrolled executive. 

• Agent Node: In the architecture, there is a specific blockchain hub, which is 
responsible to send key agreements. The center specializes in the owner of a 
special contract in the middle of the lifetime of the entry management structure. 
Once the sensible deal is agreed upon on the blockchain network, the specialist 
hub gets an address that differentiates the agreement in the internal blockchain 
network. Every center in the blockchain should realize the address of that smart 
deal. 

• Smart Contracts: Smart contracts is a distinct and vital part of the architecture. 
After that, all the activities suitable for the Entry Management Framework are 
reflected in the contract and activated in rotation with square chains. Once the 
work is done on an exchange, miners will keep the account of exchange exposed 
ubiquitously. The functions of the smart contract are equally exposed to other 
countries as well. 

• Blockchain Network: A private blockchain having straight blocks is defined in 
the framework. The selection of private blockchain is done by dimensioning every 
component of the model. Private Blockchains are made by confidential hubs but 
can be utilized by anyone. The network is mainly kept secured and well-known 
by allowing it for exchanges and keeping copies of the blockchain. 

• Management Centers: IoT gadgets have no place with blockchain networks. 
Many IoT systems are perfectly controlled such as CPU, memory, and battery. 
Such internments limit IoT-based devices to a portion of square chain networks, 
and that part of a square chain network includes a blockchain duplicate near the 
network exchange path [45].
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5 Role of Humans 

As IoT operations replicate, they will possess more complexity. Many of these new 
uses will privately involve people, that is, people and things will work together. The 
people at top of the framework enable the integration of a number of skills including 
energy integration, medical services, and automotive sectors [45], which can improve 
rehabilitation conditions for the elderly and monitor them. While having a human 
at the top in the architecture, presenting people’s habits is a test especially because 
of the physical, mental, and practical personality traits. Below mentioned are some 
areas establishing the human model: 

• Circle exterior. 
• Controller interior. 
• Interior demonstration of framework. 
• Interior of transducer. 
• Various levels of control. 

6 Concepts and Services of Smart City 

According to research by Pike, the Smart City exhibit is understood to be worth 
billions of dollars by the year 2021, with annual spending reaching 17 billion. 
This market rises from a number of key industry partnerships with inclusive areas, 
such as Smart Governance, Smart Utilities, Smart Mobility, Smart status, and Smart 
Buildings. These areas are also taken into consideration for developing European 
Smart Cities to illustrate the planning process which can be utilized to assess the 
“professional” quality of European cities: 

• Waste Management: It is a foremost problem in the numerous developed commu-
nications in cities, in view of the association’s billing in proportion to the issue 
of waste in landfills. The enormous route of ICT design in this space, irrespective 
of large assets and convenient and environment-friendly conditions. For example, 
smart waste management and dispersal is an important issue for a variety of 
developed urban systems, due to connection charges and the severity of garbage 
dumping in landfills. 

• Value of Air Quality: The European Union has formally accepted the 20-20-20 
Renewable Energy Instruction outlining general changes to reduce the focus on the 
next decade. Objectives require a 20% decrease in the production of greenhouse 
gas by 2021, studies by 1990 levels, a 20% discount in value consumption amid 
enhanced operational value by 2021, and a 20% enhancement in active energy 
usage by 2021. To a greater range, urban IoT offers ways for exploring wind 
opportunities in crowded areas, parks, or walking or jogging tracks. 

• Noise Analysis: Sound can be viewed as a form of acoustic emanations just like 
carbon oxide (CO) in the air. With keeping this notion in mind, city experts are 
now embarking on a series of curfews to reduce the number of burglaries in the
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city. An urban IoT offers an organization’s aim to assess the magnitude of the 
disruption caused at any given time in the host areas. 

• Physical Strength of Buildings: Proper conservation of the historic buildings 
requires continuous inspection of undisturbed lands per building and validation 
of regions under the influence of local authorities. The urban IoT can provide a 
dispersed database to build a foundation of basic sensitivity, collected by appro-
priate in-built sensors, like sensors to assess the weight of a building, sensors 
of climate in parts that promote levels of pollution, sensors of temperature, and 
moisture sensor-rich sensors of the feature. 

• Traffic Congestion: In the comparative column for air price and audio views, the 
potential benefits of Smart City apprehended by urban IoT comprises of looking at 
the overall evolution of the city. Though camera motion detection methods are now 
open and transmitted to a wide range of urban environments, the communication 
control can provide an intense source of information. Performance tests can be 
detected with the help of possible enhanced GPS services introduced in GPS-
enabled devices fitted in cars [46]. 

7 Smart City Resolutions—A Case Study 

As days and years are passing, the growth of the population in urban areas seeks 
satisfaction, better service delivery, security monitoring, transport, and shopping mall 
to fulfill the requirements of people. The use of data and communication technology to 
attain this goal presents an opportunity for intelligent urban development, where city 
investigation or management team and people are permitted access to instantaneous 
data related to the urban area from which future results, activities, and forecasting 
can be predicted [47]. A smart city structure has many advantages such as managing 
waste, improved air, monitoring of noise, traffic overcrowding, smart lights, smart 
parking, and smart buildings [48]. Smart homes will be associated with cities and a 
smart home is having many advantages like ease of living besides a good regulation of 
all domestic items, facilitates users with security, and even home-based power usage 
can also be remotely controlled [49]. The technology is utilized to gather real-time 
data and control streetlights and sensing each lighting system linked to an IoT control 
center, which manages data communication among IoT-enabled devices apart from 
data accumulation plus air temperature monitoring in a room or household system 
[50]. 

As depicted in Fig. 6, Big Data analytics is mainly involved in comparing data 
values of historic data with live data, which forms a crucial part of data analytics and 
logical reports are developed. Streaming Analytics is the capability to continuously 
compute statistical data while circulating in a data stream. Stream statistics permit 
real-time statistics of live streaming and data management [51]. In the case of histor-
ical analytics, the data is stowed in a database for future usage [30], and when any 
entity seeks to set up old data for specific analysis for specific business needs, then
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Fig. 6 Integration of IoT, Blockchain, and Big Data Analytics [30] 

it needs to be done without any delay for the purpose of efficient and effective data 
analysis. 

8 Proposed Framework of IoT Implementation in Smart 
City management—A Pilot Study 

The implementation of IoT in varied fields when concerning the management or 
administration of a smart metropolis is very crucial for the sustainability of a smart 
metropolis. Some of the fields can be as follows: 

• Smart e-waste collection from IoT-enabled e-waste bins 

The process of e-waste collection is quite important in terms of the effective manage-
ment of a smart city. People discard their used laptops, mobile phones, chargers, and 
other electronic items in e-waste bins situated in a mall or society or a gadget store. 
These e-wastes should be collected very well in time for proper dispersal. These 
issues can be addressed by making the e-waste collection bins IoT-enabled. The 
level detector, which compromises of the infrared sensor, is responsible for deter-
mining the level of e-waste in bins. As and when the bins are full, the message can 
be communicated via IoT module to the pick-up van, which is also IoT-enabled to 
collect the e-waste from designated bins in a specific region. 

The algorithm to implement the above with the help of the IoT module can be 
carried out in the following steps: 

1. Start. 
2. Level detector. 
3. Check level of e-waste: low; moderate; high. 
4. If level is high, proceed to step 5. 
5. Transmit message to Arduino controller of e-waste bin. 
6. Arduino sends message to admin module of IoT-enabled pick-up van. 
7. Pick-up van arrives at designated location to collect e-waste.
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8. Stop. 

• AQI for smart room in a house 

The air quality index (AQI) for a smart building, office, or room needs to be main-
tained at an optimum level for quality living and breathing. The IoT-enabled air 
purifiers fitted in smart rooms or offices will be measuring the quality index of air 
and purify the room as the AQI drops below an optimum level. The algorithm to 
implement the above with the help of the IoT module can be carried out in the 
following steps: 

1. Start. 
2. AQI level indicator. 
3. Check AQI level: healthy ≤ 100; unhealthy > 100. 
4. If AQI is unhealthy proceed to step 5. 
5. The Arduino controller will communicate to IoT module of air purifier to start 

and freshen up the air in the room and bring the AQI level under 100. 
6. Stop. 

9 Conclusion 

Still there are ample challenges related to the development and execution of the smart 
city concept in an urban environment. Some of the most important challenges are 
associated with the rise in the data transfer and security. The next step in developing 
smart cities evidenced by the migration of people, blockchain, and IoT guarantees to 
fetch extraordinary expansion in terms of overall smart city expansion development. 
Furthermore, the unified blockchain environment with IoT solves various business 
issues, especially related to the adaptation to new business models. Blockchain tech-
nology has great potential when it comes to building smarter developed communities 
in the future which will work in varied ways to provide a better life. In order for tech-
nology to fulfill its promise, it must be allowed to change the status quo, replace it, 
and replace it with new entities, i.e., it should be flexible and adaptable to changes. 
This chapter explains how IoT and blockchain-based sharing services can help create 
smart cities and discuss the concepts and foundations of IoT and Blockchain, as well 
as the use of key technologies the proposed pilot study aims at clarifying the devel-
opmental impact of IoT technology that will be very beneficial for smart cities. 
Once unison of all these technologies is achieved, then it would be quite beneficial 
for technology upgradation and implementation for industries apart from evolving 
business models. A pilot study done in the case of IoT implementation in cases of 
smart room purification and smart e-waste collection proposes that as the sample 
data size will increase with time more advanced technology implementation will be 
required. Although there are numerous limitations, they can be further studied and 
investigated, and feasible solutions to those limitations can be explored.
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Internet of X-Enabled Intelligent 
Unmanned Aerial Vehicles Security 
for Hyper-connected Societies 

Faris A. Almalki, Saeed H. Alsamhi, and Marios C. Angelides 

Abstract In this innovative digital era, it is widely accepted that the Internet of 
Things (IoT) is the fuel for the fourth industrial revolution, as they contribute effec-
tively to linking trillions of objects and sensors, all of which generate real-time data. 
Unsurprisingly, integration between IoT and intelligent Unmanned Aerial Vehicles 
(UAVs) is vital, let alone the Internet of X (IoX), which includes everything, i.e., 
things, people, processing, and Data. Such integration would massively pave the way 
to hyper-connected societies and thus more global smart connectivity. The interest in 
UAVs is dramatically increasing due to their wide capabilities and applications. Their 
position in the sky at tropospheric and stratospheric layers could provide many of the 
favourable characteristics of satellites, but without the distance penalty. Deploying 
a network of UAVs in the sky with inter-platform links will swiftly bridge coverage 
gaps and bring billions of people and things to the Internet grid. Thanks to soft 
infrastructure, a fast start-up time, gradual growth, on-demand capacity assignment, 
low capital investment, and low ongoing operating costs. UAVs represent a perfectly 
suitable alternative infrastructure for long-term broadband access to fixed or mobile 
users. In addition, UAVs are particularly well-suited for temporary provision of 
basic or additional capacity requirements due to the possibility of rapid deployment 
and control of the flight path, always in compliance with changing communication 
demands, providing network flexibility, and reconfigurability. UAVs are well-suited 
for serving remote regions with low user density, short-term large-scale events, and 
the establishment of ad hoc networks for disaster-relief. Typical services to be offered
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when IoX and intelligent UAVs include multimedia communications, telecommu-
nications, security, support for smart cities, smart agriculture, monitoring disaster-
relief activities, atmospheric studies, remote sensing, traffic monitoring, smart service 
delivery, border monitoring, high-resolution imaging, newsgathering, localization, 
and navigation. This chapter aims to shed light on integrating IoX and intelligent 
UAVs in hyper-connected societies and their capabilities, network topologies, secu-
rity, advantages, applications, and challenges, and conclude with some recommen-
dations and future work. This contribution is a noticeable shift from existing work 
in the literature, providing a panoramic view of the proposed integration. 

Keywords Internet of X (IoX) · Unmanned aerial vehicles (UAVs) · Fourth 
industrial revolution · Internet of everything (IoE) · Intelligent UAV · Global 
connectivity · Smart cities · 6G 

1 Introduction 

Researchers, engineers, and Information Technology (IT) specialists strive to use the 
advanced technology of the Fourth Industrial Revolution (4IR) to achieve a better 
life for our planet. Figure 1 shows the 4IR technological pillars, including IoX and 
UAVs. The 4IR was launched from the great achievements of the third revolution, 
especially the Internet and its enormous processing power. These achievements open 
doors to limitless possibilities through major breakthroughs in emerging technolo-
gies in artificial intelligence, Internet of Things (IoT), autonomous vehicles, UAVs, 
robotics, 3D printing, nanotechnology, biotechnology, materials science, quantum 
computing, and blockchain. To put it simply, the third industrial revolution repre-
sents simple digitization, while the fourth represents creative digitization based on a 
combination of symbiotically interacting technological breakthroughs through inno-
vative algorithms. Although this revolution depends on the infrastructure and tech-
nologies of the third industrial revolution, it suggests completely new ways to become 
an integral part of society and our human bodies as individuals, such as smart cities, 
wearable technology, smart healthcare, smart farming, deep machine learning, and 
new forms of artificial intelligence. Further, the 4IR has a greater amalgamation of 
people’s individual and collective choices, so that it will not only be the choices 
of researchers, designers, and inventors that develop new technologies; but also 
investors, consumers, and citizens who adopt and use these technologies in everyday 
life become partners in their creation and development [1–5]. 

“By 2035, the earth will become a supercomputer,” the Economist magazine says, 
which infers that approximately everything on the globe will be online or ready to 
be connected to the Internet [2]. Hence, IoX has been considered a significant player 
in the recent digital era. Its power is based not only on the ability to connect billions 
of things via the Internet, but also on the functionality that can be done automati-
cally without human intervention. Further, it is believed that IoX has taken IoT to 
broader horizons, where X refers to almost everything (Things, People, Processing,
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Fig. 1 Technological pillars of the 4IR include IoX and UAVs 

and Data). Cisco defines IoX as “Bringing together people, processing, data and 
things to make network communications smarter and more valuable than ever, and 
transforming data into procedures that create new capabilities, richer experiences and 
an unprecedented economic opportunity for companies, individuals and countries”. 
Figure 2 demonstrates the four elements that reflect the structure of the IoX [6–9]. 

In our current digital era, the two pillars of IoX and UAVs are considered as 
the fuel of the 4IR since they contribute effectively by linking trillions of items 
and sensors, all of which generate real-time data, which in turn open doors towards 
hyper-connected societies and thus more global smart connectivity. It is anticipated 
that above 50 billion devices can be connected to the Internet by 2030 [10], where 
this number will further rise since the IoX is progressively entering a wide range of 
sectors ranging from smart buildings, smart healthcare, smart agriculture, wearable 
devices, tracking and security, manufacturing, and communications [11]. Further, 
Fig. 3 shows the world’s total internet users, mobile users, and social media users. 
Unquestionably, these numbers are still growing too. 

The integration between IoX and intelligent UAVs attracts researchers’ attention 
for many reasons. For instance, UAVs’ reliability, flexibility, portability, efficiency,
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Fig. 2 Four elements of IoX 

Fig. 3 Statistics of the world’s total digital [10]

applicability, rapid deployment, line of sight (LoS) connectivity, and low manufac-
turing, launching, and maintenance costs. Therefore, unsurprisingly the tremendous 
attention that UAVs have drawn from both industry and academia, due to their advan-
tages and wide applications, including multimedia communications, telecommuni-
cations, empowering smart cities, smart agriculture, monitoring disaster-relief activ-
ities, atmospheric studies, remote sensing, traffic monitoring, smart service delivery, 
border monitoring, high-resolution imaging, newsgathering, security, localization,
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and navigation. Indeed, coupling IoX and intelligent UAVs have a massive chance to 
bring out drastic changes to how we live today, where billions of people and devices 
require wireless connectivity and security. Thus, all things are sensed and connected 
to the grid network, bringing everything to the intelligent and hyper-connected world 
[12–16].

The rest of this chapter is organized as an overview of wireless communi-
cation systems for global connectivity in Sect. 2, highlighting capabilities and 
open issues related to wireless communication systems and security. Section 3 
UAVs include network configurations for hyper-connected societies. Followed by 
concluding discussions and future perspectives in Sect. 4. 

2 Wireless Communication Systems: A Global Connectivity 

A general definition for the wireless communication concept would be that the infor-
mation can be transmitted over a distance between two points or more without cables, 
wires, or any other electrical conductor, such as radio communication. Wireless 
services and systems are developing swiftly, which has become one of the essen-
tial means of communication. Commonly, wireless communication systems can be 
divided broadly into two main types: (1) Terrestrial Systems and (2) Space-based 
Systems (e.g., Satellites and UAVs) [17]. This section aims to cover cutting-edge 
work on these wireless communication systems from aspects like capabilities, types, 
applications, and main challenges or limitations. This section concludes with a 
comprehensive comparison between terrestrial systems against space-based systems. 
These aspects would give a panoramic view of how these technologies would support 
wireless connectivity and thus leads to more smart, hyper-connected societies. 

2.1 Terrestrial System Against Space-Based Systems 

2.1.1 Terrestrial System 

A cellular network, or a cellular network, or a mobile phone network is a communica-
tions network that represents the last station in a wireless communications network. 
Every cellular network contains at least one transceiver at a fixed location, known as 
a cellular site or Base Station (BS). A cell base station provides network coverage 
that can be used to transmit voice, data, and more. Each cell uses a different set of 
frequencies that must differ from the frequencies of neighbouring cells to avoid any 
interference and provide quality service within the coverage area of each cell. Thus, 
a group of these cells provides broadcast coverage over a wide geographic area. This 
allows many portable transceivers (e.g., mobile phones) to communicate with and 
without fixed telephones anywhere in the network BS even if some devices move 
between more than one cell during transmission [17–19].
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This kind of telecommunication system could offer several advantages such as 
high-frequency reuse to enhance capacity, extending wireless coverage range up to 
30 km, cost-efficiency, and mobile devices use less power and can communicate via 
BS since these cell towers are usually close; unlike satellites. These advantages are 
improved and can be stretched to cover further merits due to using more advanced 
technology especially since the Fifth Generation (5G) and beyond have emerged. 
Figure 4 shows several 5G cutting-edge technologies that have benefited the terres-
trial systems. For instance, Device-to-Device (D2D) communication, Relay Node 
(RN), small cells (e.g., Femto cell, and Pico cell), Heterogeneous Network (HetNet), 
Massive Multiple Input Multiple Output (MMIMO), smart antenna beamforming, 
IoT, shadowing and multipath scenarios (e.g., LoS, and Non-line-of-Sight (NLoS)). 
These technologies are promising to enhance capacity, coverage, and predecessor’s 
techniques, and minimize interferences and intervention in each other’s signals [17, 
20, 21]. 

Despite the advancements of the terrestrial system, they are not without limitations 
due to their nature and/or technological capabilities. The list below summarises 
the main challenges with cellular communications, as have been discussed in the 
literature. 

● Energy consumption in base stations is quite high; thus have a limited battery 
lifetime. 

● High demand for higher mobile data volume per unit due to limited frequency 
bands and hence limited bandwidth.

Fig. 4 5G cellular BS with its cutting-edge technologies
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● Shadowing and multipath constraints due to the number of obstacles such as 
buildings, trees, and hills affect the coverage of terrestrial cells. 

● In natural disasters, such as earthquakes or floods, the cellular systems are 
vulnerable to dis-connectivity. 

● Achieving the LoS is rather challenging, especially in difficult terrain areas, such 
as mountains and deserts. 

● Providing energy, particularly in isolated areas, is challenging. 
● Qualities of Service (QoS) levels affect the coverage area due to surrounding 

obstacles and signal attenuation. 
● Limited coverage footprint depends on various factors like propagation condi-

tions, the layout of the coverage region, and transmission power. 
● High cost to set up the cellular network infrastructure, particularly for a few users 

and/or short-term large-scale events. 
● High handover complexity due to user mobility, especially in small cells (e.g., 

Pico cell). 
● Interference management issues due to various reasons. 
● Deployment made in stages.

2.1.2 Satellites System 

Satellites and UAVs, including High Altitude Platforms (HAPs), Low Altitude Plat-
forms (LAPs), Tethered Balloons, and Drones, are typical space-based systems. 
These outer space communication systems cover a wide area, offering deployment 
flexibility, forecasting disaster evolution, providing last-mile connectivity, reconfig-
urability, or in emergency and disaster situations offering unique LoS advantages 
[17, 22]. 

The word “Satellite” can be traced to the Latin word Satelles, which refers to 
attendant or companion since the satellites accompanied their primary planet in 
their journey through space. A satellite can switch and direct radio communica-
tion signals through a transponder via a communication channel between a trans-
mitter and a receiver at different locations on Earth. Satellites are used for television, 
telephone, radio, Internet, and military applications using electromagnetic waves to 
transmit signals. There are thousands of satellites in Earth’s orbit, used by private and 
government organizations offering a wide range of applications at different frequency 
bands. Examples of satellite applications are telecommunications, aerial photog-
raphy, remote sensing, military usages, scientific survey, localization, and navigation 
[17, 23]. 

According to the International Telecommunication Union (ITU), Satellite 
Communications Services can be generally classified into three classes which are: 
Fixed Satellite Services (FSS), Broadcast Satellite Services (BSS), and Mobile Satel-
lite Services (MSS), where these services cover both stationary and mobile stations 
offering a wide range of applications. On the other hand, Satellites can be classified 
according to their orbital altitude based on the Van Allen ionosphere radiation belts, 
as Fig. 5 demonstrates. Research indicates that these belts affect a satellite’s lifetime
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Fig. 5 Types of satellites based on their orbital altitudes 

due to radiation levels. Therefore this leads to deciding the orbital altitude that may 
suit a satellite. Broadly, there are four types of satellites based on their orbital altitude: 
Geostationary Orbit (GEO) at an orbital altitude of about 36,000 km over the earth’s 
equator in a circular orbit, Highly Elliptical Orbit (HEO) at apogee altitude around 
35,000 km over the earth’s equator in an elliptical orbit, Medium Earth Orbit (MEO) 
at orbital altitudes between 10,000 km and 12,000 km over the earth’s equator in 
a circular orbit, and Low Earth Orbit (LEO) at orbital altitudes between 600 and 
1500 km over the earth’s equator in a circular orbit [14, 17]. 

Satellite development is a major challenge for many world-leading nations in the 
world space race journey. According to the Union of Concerned Scientists (UCS), as 
recorded in early January 2021, around 3372 active satellites are in different orbits. 
There are 2612 LEO satellites, 562 GEO satellites, 139 MEO satellites, and 59 HEO 
satellites; around half of these satellites are used for commercial usages. Undeniably, 
technological advancements in satellites include design and manufacturing points 
(e.g., development of reusable space launch vehicles, the emergence of all-electric 
propulsion systems, massive MIMO antennas, and optical satellite links). Further, 
there is a substantial interest in implementing microsatellites (e.g., Nanosatellite), 
which aims to speed up implementation in a short time. Furthermore, Weight reduc-
tion while ensuring structural properties would decrease production time and reduce 
required material, and less environmental impact. According to the National Aero-
nautics and Space Administration (NASA), as Fig. 6 shows, these kinds of small 
satellites have a variety of sizes and mass, where Microsatellite can be 10–100 kg, 
Nanosatellite around 1–10 kg, Picosatellite around 0.01–1 kg, and Femtosatellite 
around 0.001–0.01 kg [22–25].
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Fig. 6 Nanosatellite manufactured by NASA [26] 

Despite the advancements in satellite systems, they are not without limitations 
due to their nature and/or technological capabilities. The list below summarises the 
main challenges with satellite communications, as discussed in the literature. 

● Considerable propagation path loss and delay compared to terrestrial systems. 
● High level of transmission power that is unpractical for small mobile devices. 
● High complexity about manufacturing, launching, maintenance whilst in orbit, 

tracking, and handover process. 
● Satellites could utilize high-frequency bands, but they are more vulnerable to 

signal degradation, where radio signals get absorbed by rain, snow, or ice. 
● Satellite lifetime gets affected due to de-orbiting, atmospheric dragging, Van Allen 

belt radiation, solar radiation pressure, and gravitational pull. 
● Remote sensing for closed regions (e.g., caves) may not be feasible compared to 

UAV systems. 
● Environmental damage resulting from gas emissions during launch. 
● High costs for manufacturing, operating, and launching. 
● Policies and regulatory issues. 
● Deployment made in stages. 
● Bandwidth is steadily being used up. 

2.1.3 UAVs System 

A UAV is a flying robot that can be controlled remotely or fly autonomously with 
software-controlled flight plans in its embedded systems, working with onboard 
sensors and global GPS. Another definition of UAV is a powered aerial vehicle
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that can fly in any direction or altitude, is remotely operated and controlled, can be 
launched from a ground launcher or ship deck, or dropped from other aircraft, and 
can be retrieved back to the place of launch or to anywhere else after completing its 
mission. The types of drones are divided in terms of guidance into self-guided aircraft 
and remotely piloted aircraft, in terms of the possibility of recovery into a drone that 
can be recovered, and an expendable aircraft, and in terms of its external appearance: 
unmanned aircraft in the form of fixed-wing aircraft, and a guided aircraft Unmanned 
aerial vehicles. Interestingly, the aerial platform is part of the UAVs family, which 
comes as HAPs and LAPs, Floating Balloons, or even Tethered Balloons [27, 28]. 

In 1997 aerial platforms technology was recognized as stratospheric layer 
repeaters, according to the World-Administrative Radio Communication (WRC) 
No. S1.66A of the ITU-R. Such a technology has been described as representing 
a new and long-anticipated technology that can revolutionize the telecommunica-
tion industry. Aerial platforms are mostly helium-filled and solar-powered airships 
and can be used for various applications and services such as telecommunications, 
broadcasting, environmental measurements, surveillance, emergency services, local-
ization and navigation, and e-services. Providing wireless communication services 
via UAVs is increasingly seen as an innovative solution to the last-mile problem. 
Where UAVs could provide many of the satellite benefits, but without the distance 
penalty. Both mobile and/or fixed receivers may experience better signal quality since 
UAV radio link achieve more LoS communications, hence, less propagation delay 
due to close distance to the ground. These UAVs could operate at different altitudes 
up to 25 km above the ground at the Stratosphere layer, as Fig. 7 shows [29, 30]. 

The figure represents the earth’s five distinct atmospheric layers, classified based 
on physical things such as wind speed, temperature, atmospheric pressure, and air 
density. The lowest to the highest altitude layers are Troposphere, Stratosphere, 
Mesosphere, Thermosphere, and Exosphere. However, the Stratosphere layer is the 
second layer of the earth’s atmosphere, which is an optimum altitude for most UAV’s 
technology for several reasons. First and foremost, mild wind, which leads to possible 
station-keeping. Second, above the commercial and military paths. Third, above the 
cloud, which provides a clear solar powering. Fourth, it is still close to the earth. 
Thus, there is no considerable delay compared to satellites [14, 31, 32]. 

Researchers in academia and industry are striving to develop various aspects 
related to UAVs state-of-the-art usages, applications, and capabilities. These projects 
have been conducted in many places in Europe (e.g., EU HeliNet, European 
COST Action 297, British StratSat, ABSOLUTE); Asia (e.g., Japanese Skynet, 
Korean KARI, Saudi PSATRI); North America (e.g., Canadian HALE Platform, Sky 
stations, Lockheed Martin); besides international cooperation across many countries 
(e.g., CAPANINA, Google’s Loon) [7, 9, 14, 30]. In [30], the authors estimated 
signal strength intelligently from different drone altitudes to smart environments. 
Figure 8 demonstrates representative examples of different aerial platforms including 
Airships, Tethered Balloons, Aircraft, and Drone. This reflects a lot of international 
efforts that is put into the development of these aerial platforms. 

UAV position in the sky could take advantage of both terrestrial and satel-
lite communication systems’ strengths while avoiding their shortcomings. Many
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Fig. 7 Five distinct atmospheric layers 

advanced technologies have been developed in the aerial platforms context to serve 
various purposes like telecommunication, remote sensing, smart services, and high-
resolution aerial imaging. UAVs generally can take advantage of the terrestrial 
systems, such as D2D communication, RN, small cells (e.g., Femto cell), (HetNet) 
Network, smart and MIMO antennas, Worldwide Interoperability for Microwave 
Access (WiMAX), and Wireless Fidelity (WiFi) (e.g., 802.11 AX (WiFi e6)) that are 
linked to 5G and beyond. On the other hand, aerial platforms technology can also 
take advantage of the satellite’s systems not only the position in the sky, thus more 
LoS connectivity, but also due to the capability of using high frequencies bands (e.g., 
47/48 and 28 GHz) [11, 21, 33, 34]. 

Despite the advancements of UAV systems, they are not without limitations due 
to their nature and/or technological capabilities. The list below summarises the main 
challenges with satellite communications, as discussed in the literature. 

● Aerial platform stability due to weather conditions (e.g., wind) is the main chal-
lenge, especially for lower altitudes, requiring increased power consumption to 
rectify. 

● Considerable signal degradation when using high-frequency bands, yet less than 
satellite. 

● Optical links between UAVs and/or ground stations is an open challenge due to 
the stability 

● UAVs lifetime depends on energy technology (batteries, gasoline, solar, and wind).
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a) )blanoitanretnI-nooLelgooG HAA - USA 

c) ABSOLUTE Tethered Balloon – EU d) KARI - Korean 

e) Facebook fixed-wing Aircraft - 

International 
f) PSATRI Drone - KSA 

Fig. 8 Examples of different aerial platforms worldwide 

● Considerable cost due to the need for business analysis to understand the market 
potential 

● Lack of legalization and policies in some regions across the world. 

2.2 Comparison and Open Issues 

This subsection summarises terrestrial systems against space-based systems, where 
several parameters will be compared in Table 1. This comprehensive comparison is 
based on the literature review highlighted in general, and this paper Refs. [1–34].
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Table 1 Comprehensive comparison between terrestrial, UAVs, and satellite systems 

Terrestrial UAVs Satellite 

Issue Airship/Balloon Drone/Aircraft 

Power 
consumption 

High Low Low Medium 

Power supply Mainly 
electricity 

Propellers, solar 
panels 

Fuel, propellers, 
solar panels 

Solar panels 

Altitude Up to 250 m 0.1–25 km 0.1–25 km 600-36000 km 

LoS 
Connectivity 

Low High High High 

Capacity Low, due to 
attenuation by 
terrain and/or 
obstacles 

High, due to 
low altitude, so 
low attenuation 
and delay 

High, due to low 
altitude, so low 
attenuation and 
delay 

Low in especially 
GEOs, due to large path 
loss by high altitude 

Frequency 
band 

Few GHz High GHz High GHz High GHz 

Coverage Land and 
coastline 

Land and sea Land and sea Land and sea 

Geographical 
coverage 

Few km per BS Up to few 
hundred km 
depends on 
altitude 

Up to few 
hundred km 
depends on 
altitude 

GEO: Large regions 
MEO/LEO: Global 
>500 km 

Propagation 
delay 

Varies Very low Very low GEO/MEO: High 

Lifetime Long term Up to 5 years Varies Up to 15 years 

Deployment 
timing 

In stages Minimum of 
one 
platform/ground 
station 

Minimum of one 
platform/ground 
station 

MEO/LEO: In stages 
GEO: 1 stand-alone 

Indoor 
reception 

Substantial Substantial Substantial Complex 

Multipath 
Fading 

High Low Low Medium due to huge 
distance 

HO 
complexity 

High Low Varies in small 
footprint 
coverage 

Medium 

Complexity Operating in 
rural areas 

Facing wind Facing 
wind/Re-fuelling 

Complex MEOs and 
LEOs movement

(continued)
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Table 1 (continued)

Terrestrial UAVs Satellite

Shadowing 
from terrains 

Causes gaps in 
coverage; needs 
additional 
equipment 

Problem only at 
low elevation 
angles 

Problem only at 
low elevation 
angles 

Problem only at low 
elevation angles 

Elevation 
angles 

Low Medium Medium High 

Path loss 
model 

Non-Free 
Space Loss 
(NFSL) 

FSL and other 
empirical 
models 

FSL and other 
empirical 
models 

FSL 

Doppler shift Low Low High Medium 

Disaster-relief Vulnerable to 
disasters 

Quick and Easy 
service 
provision 

Quick and Easy 
service provision 

Service provision 

3 Intelligent UAVs Network Configurations 
for Hyper-connected Societies and Security 

The provision of wireless communication services based on the UAV system has a 
philosophy that its position in the sky could take advantage of both terrestrial and 
satellite communication systems’ strengths while avoiding some of their shortcom-
ings. As Fig. 9 illustrates, UAV system architecture has two main segments: a space 
segment and a ground segment, where each of these segments consists of a set of 
individual elements. This section aims to present four UAV network configurations 
that support IoX for hyper-connected societies and security. 

As shown in Fig. 9, the structure of an intelligent UAV system requires two main 
segments: a space and a ground segment. The former contains at least one unmanned 
aeronautical platform that carries communication payloads, an integrated energy 
system (e.g., solar arrays, batteries, or fuel engine), and a station-keeping system. 
Where the unmanned aeronautical platform can fly in Troposphere or Stratosphere 
layers. In the case of more than one aerial platform, inter-platform optical or RF links 
are needed to deploy a network of platforms. Additionally, the platforms can be linked 
directly to one another by hop stations located midway between the platforms or by 
inter-platform links and can also be linked indirectly via satellite or the terrestrial 
Public Switched Telephone Network (PSTN) [7, 14, 35, 36]. 

The latter segment consists of Ground Control Centre (GCC) to control the plat-
form’s functionality and flight tasks via a backhaul link called “Control link”. Addi-
tionally, many wireless communication links within a covered footprint can serve 
fixed or mobile users ranging from indoor and outdoor users. The GCC also controls 
the number and directions of the generated beams to form the ground cells via 
antennas. Thus, the ground station needs to be engineered and well-equipped using 
appropriate transceivers to communicate with UAVs, besides supervising their loca-
tion and payload equipment. It also manages the traffic with other related networks
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Fig. 9 The structure of UAVs system 

and performs mobility management of the roaming users. UAVs are connected to 
the rest of the terrestrial telecommunications network PSTN via the ground station’s 
backhaul link. To illustrate briefly, the main elements of such a ground station from 
the hardware point are antennas, Low-noise Amplifier (LNA), High-power Amplifier 
(HPA), a transceiver system, computers, and control panels. Further elements such 
as software and people are also required for the ground station to operate specific 
tasks [7, 11, 37–39]. 

Further, antennas are considered as one of the main hardware elements of UAV’s 
GCC. The most crucial function that antennas can support is Telemetry, Tracking, 
and Command (TTC). Parabolic dish reflectors are typical antennas that are used 
in the GCC for UAV operations because of several reasons. For instance, they are 
directive, have high gain, are easy to fabricate, and are low cost. However, in terms 
of the software, there are three main software areas to operate such a UAV system: 
Real-time, on-board, and post-processing. “Real-time software operates during the 
whole of the period when the UAVs are visible from the associated ground station”. 
“On-board software resides in the platform’s on-board computer, and deals with 
all the specific tasks which need to be performed by the UAVs during the mission, 
such as data routing, power control, antenna beamforming, and fading mitigation 
techniques”. “Post-processing software includes extraction of housekeeping and 
science/technology data for quality control and health assessment, data processing, 
and data analysis” [7]. Finally, people are essential for running the ground station
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facilities and operations, such as administration, project management (PM), technical 
support, and operations functions [11, 40]. 

Furthermore, an advanced antenna system is engineered at such an altitude to 
provide the desired coverage pattern on the ground. To illustrate the antenna system, 
any high altitude UAVs carry two phased-array antennas for transmission and recep-
tion. These antennas have a large number of cells that can project a cellular pattern 
onto the ground like the one in the terrestrial systems. Further, as shown in Fig. 10, the  
antenna needs to be steerable to make moving cells that suit roaming traffic demand as 
it varies its location and intensity hour by hour, leading to more system’s capacity-on-
demand features. Therefore, the cellular design uses parameters to meet the demand

Fig. 10 Cellular design 
according to traffic and users 
demand for high altitude 
UAVs system 

a) Cellular layout – Urban. 

b) Cellular layout– Rural. 
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or nature of the target areas. These parameters are central cell radius, beam width and 
tiers, and the coverage size and population density. Therefore, different cell struc-
tures can be obtained by tuning these parameters as Fig. 10 represents a modern and 
developed city, where neighbourhoods are paved, and the population distribution is 
equal, moving from the city center to the suburban. Whereas Fig. 10b represents an 
example of rural regions [40–43].

This planning link between a system and other systems and/or users is termed 
“Network Topology”. In addition, Radio Frequency (RF) or optical links can be 
used to provide a connection between platforms via inter-platform links. The main 
topologies addressed in the following section are aerial platforms, namely standalone, 
integrated terrestrial-aerial platforms, and heterogenous terrestrial-aerial platforms-
satellite. These network topology designs are introduced here to understand better the 
network topology scenarios that would support IoX for hyper-connected societies. 
For example, identifying the UAVs coverage footprint to deliver seamless wireless 
services can be obtainable through multi-cell coverage, altitude, elevation angle, 
transmission power, and antenna settings. Thus, the coverage footprint of a UAV can 
reach up to 400 km in diameter in best scenarios at an altitude of 25 km [36, 40]. 

3.1 A Standalone UAV Topology 

The standalone UAV topology resembles a star configuration and acts as the main 
hub. Users within such a topology can communicate with each other and with other 
users in other networks using gateways on the ground. Using this topology depends 
on the QoS requirements, type of application, and payload, both weight and power 
consumption, which has its advantages and applications. Further, each cell’s capacity 
relies on the antenna spot beam design, bandwidth, and power. Switching facilities 
can be on-board or on the ground, depending on QoS requirements, application 
type, and consideration of the platform payload (weight and power consumption). 
Moreover, in the short provision of wireless services for short-term events and disaster 
relief operations, the on-board switching could be the option that needs to be deployed 
due to the possibility of the absence of stationary ground stations within the UAV’s 
footprint. 

As shown in Fig. 11, the standalone architecture can be deployed in different 
places for several purposes to provide narrow/broadband wireless access within the 
coverage area for both fixed and mobile terminals on the ground. For instance, short-
term large-scale events provide Internet connection to remote regions, provide remote 
sensing, and help in disaster surveillance and rescue teams. Generally speaking, there 
are two ways for the standalone topology: sending a UAV (e.g., Platform, Balloon, 
Drone) to the Troposphere or Stratosphere layers; or considering a tethered platform 
(e.g., Balloon) up to a few hundred meters above the ground. Of course, both scenarios 
depend on the application of the provided services.
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Fig. 11 A standalone UAV topology 

3.2 An Integrated Terrestrial-UAV Topology 

The integration between UAVs and terrestrial systems has many advantages, and 
that stands for several reasons. For example, increased capacity demand and the 
need for more cellular coverage areas in the 5G network and beyond. Additionally, 
deliver an effective backhaul for remote areas with low population density (e.g., 
dislocated islands, mountains, desserts) with a competitive cost of deployment. UAVs 
can have one or more macrocells to serve fixed/mobile users with reasonable data 
rates. Further, the UAV network can be linked to the cellular network via a gateway, 
where the integration model uses a similar cellular structure for the UAVs and the 
terrestrial base stations. However, some challenges need to be considered: handover, 
interference, resource allocation, cell structures, and dynamic channel assignment. 
Figure 12 shows the integration of UAVs and terrestrial topology.
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Fig. 12 An integration of Intelligent UAVs and terrestrial topology 

3.3 A Heterogenous Terrestrial-UAV-Satellite Topology 

Although UAV system has several advantages over terrestrial or satellite systems 
(e.g., large coverage area, high capacity, low propagation loss, better link budget), 
however, much new research has emphasized the need for heterogeneous networks, 
which represent a vital solution for decreasing congestion on mobile networks by 
sharing traffic with other access technologies with higher flows. Therefore, hetero-
geneous wireless topology can be achieved by deploying a multilayer approach for 
an integrated terrestrial system with the space-based system (UAVs and satellites) 
to provide seamless services over heterogeneous networks to obtain high QoS for 
global connectivity be seen in Fig. 13 [42]. This architecture consists of various 
layers, which include: 

● A UAVs network that is connected by inter-platform links, either optical or RF, 
● Ground stations linked by UAVs using both backhaul links, as well as hosting 

gateways to external networks, 
● Intermediate nodes connected to the local wired or wireless system and UAVs 

system, 
● Satellite links using backhaul links towards UAVs and ground stations, 
● Many IoX devices, people, and things are connected to the heterogeneous network. 

Each of the architecture’s layers has different hardware and software capabil-
ities and different frequency ranges. To envisage the heterogeneous concept, it is 
necessary to take advantage of bandwidth availability, coverage scenarios, frequency 
ranges, uplink and downlink services, and suitable interfaces between terrestrial-



94 F. A. Almalki et al.

Fig. 13 A heterogenous terrestrial-UAV-satellite topology
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UAV-satellites systems. UAVs are sited between the satellite nodes and terrestrial 
BSs, where communication links between these layers are mainly RF links. Gener-
ally speaking, these three topologies have many enabling technologies, such as smart 
antennas; many common wireless services include WiMAX, WiFi e6, 5G, D2D, and 
Femto cell. However, the difference in the configuration is based on what applica-
tion requires a specific topology, which can offer wide range of wireless services 
efficiently.

4 Security of UAV to IoX 

There are a variety of secure IoX communication frameworks that leverage cryptog-
raphy principles such as key agreement, authentication, encryption and decryption, 
integrity, blockchain, and digital signatures, and have implemented their suggested 
frameworks in real-time or with network simulators. 

In terms of computation, communication, and storage overhead, secure UAV to 
IoX represent a vital role in system performance. Therefore, the authors of [43] intro-
duced a technique for UAVs to control and for avoiding the Key Escrow issue. Further-
more, the proposed technique protects UAVs to IoX from authentication, privacy, and 
repudiation risks. Furthermore, the authors of [44] presented Elliptic Curve Cryp-
tography based secure authentication architecture for UAVs that operate as mobile 
sinks over a wireless sensor network. According to an informal security study, data 
secrecy, mutual authentication, and session key agreement are among the security 
aspects of the proposed architecture. The authors of [45] discussed a lightweight iden-
tity authentication technique based on ECC for communication between UAVs and 
base stations. The proposed framework consists of UAVs, base stations, Communi-
cation Links, and a Trusted Center. In addition, the security analysis contains security 
properties such as unforgeability and traceability. 

In communication between UAV and IoX, blockchain can be utilized to ensure 
security. The evaluation of blockchain for securing UAV and IoX communica-
tion focuses on cryptography-related aspects such as authentication, confidentiality, 
integrity, and encryption and decryption. For instance, the authors of [46] have  
presented a system paradigm comprising a public blockchain-based distributed 
network to allow secure drone communication. The suggested scheme’s major goal 
is to offer data authentication, integrity, validation and verification, authorization, 
accountability, and identity anonymity protection. Thus, the blockchain accomplishes 
its main goal and outperforms several current schemes in terms of reliability and 
scalability for real-time drone applications.



96 F. A. Almalki et al.

5 Concluding Discussions and Recommendations 

Due to intelligent UAVs’ reliability, flexibility, portability, efficiency, applicability, 
rapid deployment, LoS connectivity, low manufacturing, launching, security, and 
maintenance cost, IoX can be used for a wide range of applications and thus support 
smart applications. IoX applications are applied in different zones such as forests, 
rural, suburban, urban, oceans, and short-term large-scale events [47–49]. Currently, 
the applications are extended to ground, underwater, and space [49]. An intelligent 
UAV can help IoX to connect everything and cover everywhere. It can extend the 
network coverage of IoX with and without communication infrastructure. UAV is 
enabled by IoX in many applications due to the flexibility of UAV coverage networks 
and flying closer to IoX supports high-level security. UAV can execute diverse intel-
ligence in many applications such as smart transportation, delivery, and monitoring. 
Therefore, UAVs are applied as information transmitters, information collection, and 
traffic scheduling with high-level security [38]. For instance, UAVs can support high-
ways by detecting vehicle traffic violations. Thus, UAVs support smart transportation 
by temporary connection and collecting transportation data in real-time. With the 
help of Machine Learning (ML), UAVs can immediately decide and convey traffic 
information to the end-users. Furthermore, ML can play a vital role in predicting 
the interference during the coexistence of different technologies based on [50–52]. 
The QoS and connectivity can be improved using efficient techniques to optimize 
the delivery services from space technology to IoX in order to create coexistence 
among them [53–56]. 

UAVs are particularly well-suited for the temporary provision of essential commu-
nication services for serving remote regions with low user density, short-term large-
scale events, and the establishment of ad hoc networks. In addition, Intelligent 
UAVs can be used to support search and rescue teams effectively and efficiently 
in real-time for disaster management and emergency communication. At the same 
time, intelligent UAVs can also support carriers delivering goods, foods, medicine, 
and clothes to disaster areas [57] and quarantine areas during COVID-19 [58, 59]. 
Therefore, intelligent UAVs can help people in critical situations and solve many 
issues during COVID-19, such as monitoring people, delivering goods, medicine, 
and guiding people. Furthermore, intelligent UAVs can support weak connections 
during damage to the infrastructure by the disaster. For surveillance, intelligent UAV 
can provide a flexible view of the area or things, people in the high-resolution image 
including object positioning [60], mapping [61] regions detection [62], detecting 
infected person of COVID-19 from long distances and absent masks [58, 63]. For 
sensing, an intelligent UAV plays a vital role in improving smart environments and 
is considered a relay station or gateway for connecting the IoX nodes. Figure 14 
demonstrates representative examples of IoX-Enabled UAVs. 

This chapter discusses the integration between IoX and Intelligent UAVs, which 
aims to contribute towards hyper-connected societies and enhance the smartness 
of smart cities and applications. Soft infrastructure, a fast start-up time, gradual 
growth, on-demand capacity assignment, low capital investment, and low ongoing
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Fig. 14 Selected examples of IoX-enabled UAV applications 

operating costs are the main advantages of such an integration. UAVs’ capabilities, 
network topologies, advantages, applications, and challenges have been outlined 
and compared against terrestrial and satellite systems. Future work recommends 
exploring more UAV smart applications with careful consideration of some of its chal-
lenges like platform stability, optical links, enhanced lifetime, and global legalization 
needs to be elaborated. 

References 

1. Alsamhi SH, Ma O, Ansari MS, Almalki FA (2019) Survey on collaborative smart drones and 
internet of things for improving smartness of smart cities. IEEE Access 7:128125–128152. 
https://doi.org/10.1109/ACCESS.2019.2934998 

2. Almalki FA (2020) Utilizing drone for food quality and safety detection using wireless 
sensors. In: 2020 IEEE 3rd international conference on information communication and signal 
processing (ICICSP), Shanghai, China, pp 405–412. https://doi.org/10.1109/ICICSP50920. 
2020.9232046 

3. Nair MM, Tyagi AK, Sreenath N (2021) The future with industry 4.0 at the core of society 5.0: 
open issues, future opportunities and challenges. In: 2021 international conference on computer 
communication and informatics (ICCCI), pp 1–7. https://doi.org/10.1109/ICCCI50826.2021. 
9402498 

4. Almalki F et al, Green IoT for eco-friendly and sustainable smart cities: future directions and 
opportunities. Springer Mobile Networks and Applications, to be published 

5. Almalki FA, Soufiene BO (2021) EPPDA: an efficient and privacy-preserving data aggregation 
scheme with authentication and authorization for IoT-based healthcare applications. Wireless

https://doi.org/10.1109/ACCESS.2019.2934998
https://doi.org/10.1109/ICICSP50920.2020.9232046
https://doi.org/10.1109/ICICSP50920.2020.9232046
https://doi.org/10.1109/ICCCI50826.2021.9402498
https://doi.org/10.1109/ICCCI50826.2021.9402498


98 F. A. Almalki et al.

Commun Mobile Comput 2021, Article ID 5594159, 18 pp. https://doi.org/10.1155/2021/559 
4159 

6. Higginbotham S (2020) Network included—[Internet of Everything]. IEEE Spectr 57(11):22– 
23. https://doi.org/10.1109/MSPEC.2020.9262153 

7. Almalki FA (2021) Developing an adaptive channel modelling using a genetic algorithm tech-
nique to enhance aerial vehicle-to-everything wireless communications. Int J Comput Netw 
Commun 13(2):37–56. https://doi.org/10.5121/ijcnc.2021.13203 

8. Jabbar R, Fetais N, Kharbeche M, Krichen M, Barkaoui K, Shinoy M, Blockchain for 
the internet of vehicles: how to use blockchain to secure vehicle-to-everything (V2X) 
communication and payment? IEEE Sens J. https://doi.org/10.1109/JSEN.2021.3062219 

9. Almalki FA, Soufiene BO, Alsamhi SH, Sakli H (2021) A low-cost platform for environmental 
smart farming monitoring system based on IoT and UAVs. Sustainability 13(11):5908. https:// 
doi.org/10.3390/su13115908 

10. DataReportal—Global Digital Insights, DataReportal—Global Digital Insights, DataRe-
portal—Global Digital Insights, 2013. https://datareportal.com/. Accessed 22 June 2021 

11. Almalki FA, Angelides MC (2017) Propagation modelling and performance assessment of 
aerial platforms deployed during emergencies. In: 12th international conference for internet 
technology and secured transactions (ICITST), Cambridge, UK, pp 238–243. https://doi.org/ 
10.23919/ICITST.2017.8356391 

12. Koubâa A, Azar AT (2021) Unmanned aerial systems: theoretical foundation and applications. 
London, United Kingdom Academic Press, An Imprint of Elsevier 

13. Alhusayni SA, Alsuwat SK, Altalhi SH, Almalki FA, Alzahrani HS (2021) Experimental study 
of a tethered balloon using 5G antenna to enhance internet connectivity. In: Lecture notes in 
networks and systems, pp 649–663. https://doi.org/10.1007/978-3-030-80129-8_46 

14. Almalki FA (2018) Optimisation of a propagation model for last mile connectivity with low 
altitude platforms using machine learning. PhD dissertation, Dept. Elect. Eng., Brunel Univ., 
London, UK 

15. Alsamhi SH, Ansari MS, Ma O, Almalki F, Gupta SK (2018) Tethered balloon technology in 
design solutions for rescue and relief team emergency communication services. In: Disaster 
medicine and public health preparedness, pp 1–8 

16. Giordan D, Adams MS, Aicardi I et al (2020) The use of unmanned aerial vehicles (UAVs) 
for engineering geology applications. Bull Eng Geol Environ 79:3437–3481. https://doi.org/ 
10.1007/s10064-020-01766-2 

17. Almalki FA (2019) Comparative and QoS performance analysis of terrestrial-aerial platforms-
satellites systems for temporary events. Int J Comput Netw Commun 11(6):111–133. https:// 
doi.org/10.5121/ijcnc.2019.11607 

18. Im G, Jung DH, Ryu JG (2020) Enhancing the connectivity of satellite IoT devices in terrestrial-
non terrestrial integrated networks based on the Stackelberg game approach. In: 2020 inter-
national conference on information and communication technology convergence (ICTC), pp 
1783–1785. https://doi.org/10.1109/ICTC49870.2020.9289259 

19. Chen S, Sun S, Kang S (2020) System integration of terrestrial mobile communication and 
satellite communication—the trends, challenges and key technologies in B5G and 6G. China 
Commun 17(12):156–171. https://doi.org/10.23919/JCC.2020.12.011 

20. Almalki FA, Angelides MC (2021) An enhanced design of a 5G MIMO antenna for fixed 
wireless aerial access. Clust Comput. https://doi.org/10.1007/s10586-021-03318-z 

21. Rout SP (2020) 6G wireless communication: its vision, viability, application, requirement, 
technologies, encounters and research. In: 2020 11th international conference on computing, 
communication and networking technologies (ICCCNT), pp 1–8. https://doi.org/10.1109/ICC 
CNT49239.2020.9225680 

22. Kodheli O et al (2021) Satellite communications in the new space era: a survey and future 
challenges. IEEE Commun Surveys Tutorials 23(1):70–109, Firstquarter 2021. https://doi.org/ 
10.1109/COMST.2020.3028247 

23. Fang X, Feng W, Wei T, Chen Y, Ge N, Wang C-X, 5G embraces satellites for 6G ubiquitous 
IoT: basic models for integrated satellite terrestrial networks. IEEE Internet of Things J. https:// 
doi.org/10.1109/JIOT.2021.3068596

https://doi.org/10.1155/2021/5594159
https://doi.org/10.1155/2021/5594159
https://doi.org/10.1109/MSPEC.2020.9262153
https://doi.org/10.5121/ijcnc.2021.13203
https://doi.org/10.1109/JSEN.2021.3062219
https://doi.org/10.3390/su13115908
https://doi.org/10.3390/su13115908
https://datareportal.com/
https://doi.org/10.23919/ICITST.2017.8356391
https://doi.org/10.23919/ICITST.2017.8356391
https://doi.org/10.1007/978-3-030-80129-8_46
https://doi.org/10.1007/s10064-020-01766-2
https://doi.org/10.1007/s10064-020-01766-2
https://doi.org/10.5121/ijcnc.2019.11607
https://doi.org/10.5121/ijcnc.2019.11607
https://doi.org/10.1109/ICTC49870.2020.9289259
https://doi.org/10.23919/JCC.2020.12.011
https://doi.org/10.1007/s10586-021-03318-z
https://doi.org/10.1109/ICCCNT49239.2020.9225680
https://doi.org/10.1109/ICCCNT49239.2020.9225680
https://doi.org/10.1109/COMST.2020.3028247
https://doi.org/10.1109/COMST.2020.3028247
https://doi.org/10.1109/JIOT.2021.3068596
https://doi.org/10.1109/JIOT.2021.3068596


Internet of X-Enabled Intelligent Unmanned Aerial Vehicles Security … 99

24. Saeed N, Elzanaty A, Almorad H, Dahrouj H, Al-Naffouri TY, Alouini M-S (2020) CubeSat 
communications: recent advances and future challenges. IEEE Commun Surveys Tutorials 
22(3):1839–1862, thirdquarter 2020. https://doi.org/10.1109/COMST.2020.2990499 

25. Gaber A, ElBahaay MA, Mohamed AM, Zaki MM, Abdo AS, AbdelBaki N (2020) 5G and 
satellite network convergence: survey for opportunities, challenges and enabler technologies. 
In: 2020 2nd novel intelligent and leading emerging sciences conference (NILES). https://doi. 
org/10.1109/niles50944.2020.9257914 

26. NASA Ames Heliophysics Small/Nano-Satellites Working Group, nas.nasa.gov. https://nas. 
nasa.gov/hms/small_nano-sats.html. Accessed 19 June 2021 

27. Almalki FA, Angelides MC (2017) Empirical evolution of a propagation model for low altitude 
platforms. In: 2017 computing conference, London, pp 1297–1304. https://doi.org/10.1109/ 
SAI.2017.8252258 

28. Liu Y, Dai H, Wang Q, Shukla M, Imran M (2020) Unmanned aerial vehicle for internet of 
everything: opportunities and challenges. Comput Commun 155:66–83 

29. Almalki F, Angelides M (2019) Deployment of an aerial platform system for rapid restoration of 
communications links after a disaster: a machine learning approach. Computing 102:829–864 

30. Alsamhi SH, Almalki F, Ma O, Ansari MS, Lee B, Predictive estimation of optimal signal 
strength from drones over IoT frameworks in smart cities. IEEE Trans Mobile Comput. https:// 
doi.org/10.1109/TMC.2021.3074442 

31. Krishnamurthi R, Nayyar A, Hassanien AE (2021) Development and future of internet of 
drones (IoD): insights, trends and road ahead. Springer, Cham, Switzerland 

32. Alsamhi S, Almalki FA, Gapta S, Ansari M, Ma O, Angelides M (2019) Tethered balloon 
technology for emergency communication and disaster relief deployment. Springer Telecom-
munication Systems 

33. Zuhair M, Patel F, Navapara D, Bhattacharya P, Saraswat D (2021) BloCoV6: a blockchain-
based 6G-assisted UAV contact tracing scheme for COVID-19 pandemic. In: 2021 2nd inter-
national conference on intelligent engineering and management (ICIEM), pp 271–276. https:// 
doi.org/10.1109/ICIEM51511.2021.9445332 

34. Shrestha R, Bajracharya R, Kim S (2021) 6G enabled unmanned aerial vehicle traffic manage-
ment: a perspective. IEEE Access 9:91119–91136. https://doi.org/10.1109/ACCESS.2021.309 
2039 

35. Alsharoa A, Alouini M-S (2020) Improvement of the global connectivity using inte-
grated satellite-airborne-terrestrial networks with resource optimization. IEEE Trans Wireless 
Commun 19(8):5088–5100. https://doi.org/10.1109/TWC.2020.2988917 

36. Almalki FA, Angelides MC (2016) Considering near space platforms to close the coverage 
gap in wireless communications; the case of the Kingdom of Saudi Arabia. In: FTC 2016 San 
Francisco—future technologies conference, pp 224–230 

37. Almalki FA, Angelides MC (2019) Evolution of an optimal propagation model for the last mile 
with low altitude platforms using machine learning. Elsevier Comput Commun J 142–143:9–33. 
https://doi.org/10.1016/j.comcom.2019.04.001 

38. Menouar H, Guvenc I, Akkaya K, Uluagac AS, Kadri A, Tuncer A (2017) UAV-enabled intel-
ligent transportation systems for the smart city: applications and challenges. IEEE Commun 
Mag 55(3):22–28 

39. Anand S, Ramesh MV (2021) Multi-layer architecture and routing for internet of everything 
(IoE) in smart cities. In: 2021 sixth international conference on wireless communications, 
signal processing and networking (WiSPNET), pp 411–416. https://doi.org/10.1109/WiSPNE 
T51692.2021.9419428 

40. Aragon-Zavala A, Luiscuevas-Ruõz J, Delgado-Pe (2009) High-altitude platforms for wireless 
communications. Wiley 

41. Ma Z et al (2020) Impact of UAV rotation on MIMO channel characterization for air-to-ground 
communication systems. IEEE Trans Veh Technol 69(11):12418–12431. https://doi.org/10. 
1109/TVT.2020.3028301 

42. Mohammed A, Mehmood A, Pavlidou F-N, Mohorcic M (2011) The role of high-altitude 
platforms (HAPs) in the global wireless connectivity. Proc IEEE 99(11):1939–1953

https://doi.org/10.1109/COMST.2020.2990499
https://doi.org/10.1109/niles50944.2020.9257914
https://doi.org/10.1109/niles50944.2020.9257914
https://nas.nasa.gov/hms/small_nano-sats.html
https://nas.nasa.gov/hms/small_nano-sats.html
https://doi.org/10.1109/SAI.2017.8252258
https://doi.org/10.1109/SAI.2017.8252258
https://doi.org/10.1109/TMC.2021.3074442
https://doi.org/10.1109/TMC.2021.3074442
https://doi.org/10.1109/ICIEM51511.2021.9445332
https://doi.org/10.1109/ICIEM51511.2021.9445332
https://doi.org/10.1109/ACCESS.2021.3092039
https://doi.org/10.1109/ACCESS.2021.3092039
https://doi.org/10.1109/TWC.2020.2988917
https://doi.org/10.1016/j.comcom.2019.04.001
https://doi.org/10.1109/WiSPNET51692.2021.9419428
https://doi.org/10.1109/WiSPNET51692.2021.9419428
https://doi.org/10.1109/TVT.2020.3028301
https://doi.org/10.1109/TVT.2020.3028301


100 F. A. Almalki et al.

43. Tian Y, Yuan J, Song H (2019) Efficient privacy-preserving authentication framework for 
edge-assisted Internet of Drones. J Inf Secur Appl 48:102354 

44. Ever YK (2020) A secure authentication scheme framework for mobile-sinks used in the 
internet of drones applications. Comput Commun 155:143–149 

45. Li Y, Du X, Zhou S (2020) A lightweight identity authentication scheme for UAV and road 
base stations. In: Proceedings of the 2020 international conference on cyberspace innovation 
of advanced technologies, pp 54–58 

46. Aggarwal S, Shojafar M, Kumar N, Conti M (2019) A new secure data dissemination model 
in internet of drones. In: ICC 2019–2019 IEEE international conference on communications 
(ICC). IEEE, pp 1–6 

47. Almalki FA, Othman SB, Almalki FA, Sakli H (2021) EERP-DPM: energy efficient routing 
protocol using dual prediction model for healthcare using IoT. J Healthcare Eng 2021. Article 
ID 9988038, 15 pp. https://doi.org/10.1155/2021/9988038 

48. Dai H-N, Wang H, Xu G, Wan J, Imran M (2020) Big data analytics for manufacturing 
internet of things: opportunities, challenges and enabling technologies. Enterprise Inf Syst 
14(9–10):1279–1303 

49. Lin C-W, Kim J, Lin S-Y, Choi Y (2018) A new paradigm for aeolain process monitoring 
employing UAV and satellite sensors: application case in Kubuqi desert, China. In: EGU general 
assembly conference abstracts, p 12235 

50. Alsamhi S, Ansari M, Hebah M, Ahmed A, Hatem A, Alasali M (2018) Adaptive handoff 
prediction and appreciate decision using ANFIS between terrestrial communication and HAP. 
SCIREA J Agric 3(1):19–33 

51. Alsamhi SH et al (2021) Machine learning for smart environments in B5G networks: 
connectivity and QoS. Comput Intell Neurosci 2021 

52. Gopi SP, Magarini M, Alsamhi SH, Shvetsov AV (2021) Machine learning-assisted adaptive 
modulation for optimized drone-user communication in B5G. Drones 5(4):128 

53. Al-Samhi S, Rajput N (2012) Interference environment between high altitude platform station 
and fixed wireless access stations. System 4:5 

54. Alsamhi S, Rajput N (2012) Methodology for coexistence of high altitude platform ground 
stations and radio relay stations with reduced interference. Int J Sci Eng Res 3:1–7 

55. Alsamhi SH, Rajput N (2014) HAP antenna radiation pattern for providing coverage and service 
characteristics. In: 2014 international conference on advances in computing, communications 
and informatics (ICACCI). IEEE, pp 1434–1439 

56. Alsamhi SH, Rajput N (2014) Neural network in intelligent handoff for QoS in HAP and 
terrestrial systems. Int J Mater Sci Eng 2:141–146 

57. Shirani B, Najafi M, Izadi I (2019) Cooperative load transportation using multiple UAVs. 
Aerosp Sci Technol 84:158–169 

58. Alsamhi SH, Lee B, Guizani M, Kumar N, Qiao Y, Liu X (2021) Blockchain for decentralized 
multi-drone to combat COVID-19 and future pandemics: framework and proposed solutions. 
Trans Emerg Telecommun Technol e4255 

59. Alsamhi SH, Lee B (2020) Blockchain-empowered multi-robot collaboration to fight COVID-
19 and future pandemics. IEEE Access 9:44173–44197 

60. Yuan C, Liu Z, Zhang Y (2017) Fire detection using infrared images for UAV-based forest fire 
surveillance. In: International conference on unmanned aircraft systems (ICUAS). IEEE, pp 
567–572 

61. de Souza CHW, Lamparelli RAC, Rocha JV, Magalhães PSG (2017) Mapping skips in sugar-
cane fields using object-based analysis of unmanned aerial vehicle (UAV) images. Comput 
Electron Agric 143:49–56 

62. Hassan J, Fotouhi A, Misra P, Das SK (2021) Trends and challenges in energy-efficient UAV 
networks. Ad Hoc Netw 120:102584. https://doi.org/10.1016/j.adhoc.2021.102584 

63. Almalki F, Alotaibi A, Angelides M (2021) Coupling multifunction drones with AI in the fight 
against the coronavirus pandemic. Computing 104(5):1033–1059. https://doi.org/10.1007/s00 
607-021-01022-9

https://doi.org/10.1155/2021/9988038
https://doi.org/10.1016/j.adhoc.2021.102584
https://doi.org/10.1007/s00607-021-01022-9
https://doi.org/10.1007/s00607-021-01022-9


A Secure Bank Transaction Using 
Blockchain Computing and Forest 
Oddity 

Manish Thakral and Sandeep Pratap Singh 

Abstract The Indian banking system has progressed from nationalization to liber-
alization. The banks are the backbone of any country wherever financial support is 
required. Security is an important factor that must be followed in any organization to 
protect its user’s confidential data. This paper removes issues using Blockchain Algo-
rithm SHA-256. The aim of the study is to compare the security and privacy features 
of selected banks. The study further investigates the bank customers’ perception 
towards security and privacy concern’ regarding the use of e-banking services. The 
current framework, various following partner issues that break away at projected 
tasks using Blockchain algorithm SHA-256 which are extremely traditional and 
effectively accessible for software engineer action within the event that it needs to 
interrupt. During this paper, we tend to use SHA-256 calculation for message key 
age and for info encoding utilized upgraded Blowfish algorithm. When the proce-
dure of this is finished, we tend to boot discover the negotiated server in the cloud 
framework. For replicas, we tend to utilize Cloudsim, a java primarily based check 
system. 

Keywords Blockchain · Information technology · Security · Financial security ·
Denial of service attack 

1 Introduction 

In a very short amount of time, it has evolved into an organization that is extremely 
responsive and competitive. This change has been made possible in large part by 
liberalization and economic reforms, which have allowed banks to explore new busi-
ness opportunities rather than relying only on traditional borrowing and lending 
for revenue creation in the past. As a result of financial reforms that began in the 
early 1970s and have continued to the current day, financial institutions have faced 
a radically altered operating environment. Banks are progressively promoting their
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products and services via a variety of inventive and tempting technology-based multi-
channels that are both creative and user-friendly, such as mobile applications. The first 
‘ledger posting machines’ were introduced in the 1970s, and the trend has continued 
ever since. Banking technology has played a part in a wide range of back-office and 
customer-facing operations throughout the years. American International developed 
a substantial focus in order to expedite the growth of the banking sector in the early 
1980s, according to the company. In order to develop a staged strategy for liberal-
ization and the acquisition of new technologies, a high-level committee, headed by 
Dr. C. Rangarajan, was formed and charged with the task. The provision of excellent 
customer service was a key focus for the organization. Specifically, the creation and 
execution of two branch automation models were used to achieve this. The Third 
Dutch Committee, which was officially formed in 1889, produced a modest strategy 
for increasing computerization that was implemented in the following year. As a 
result of advancements in information technology, the banking industry has under-
gone considerable change in the last decade. It is as a result of this that banks may 
now utilize technology platforms in order to offer their customers unique products 
and services [1]. Aside from these activities, technological advancements have had 
a significant impact on the distribution techniques used by commercial banks, espe-
cially in the United States, during the last decade (Bargain, 2007). For the first time 
in history, banks are making their products and services accessible to the public via a 
range of creative and technology-based platforms, such as External Agency Support, 
that were previously unavailable to the general public. 

2 Potential Banking Systems Intrusions 

In this section, an overview of various attacks is given that ultimately affect the user 
credentials and monetary status as well. Absence of Service (AOS) is the fourth 
most serious malfunction experienced by the TCD, placing behind terrorism and 
espionage. Customers and clients may abandon financial institutions that have been 
subjected to a Do’s attack, resulting in significant financial losses for the institutions 
concerned. Additionally, if the assault is effective, it will be costly to repair the 
damage caused by the attack [2]. DDoS assaults, also known as distributed denial of 
service (DDoS) attacks, are the most frequent kind of attack on the financial system 
(Didoes). Dodo’s attacks utilize hundreds or thousands of ‘zombie’ computers to 
wreak harm on the target equipment under attack throughout the course of the attack. 
Even before the assault was shown, hackers started building invasion infrastructure, 
including junctions. The ‘zombie’ machine is now being used to create new software. 
In a first for the business, the software will promote itself and build a huge attack 
network entirely on its own, which is a first for the industry. In addition, there may be 
financial infrastructure in the area. When “zombies” are left behind, they leak data to 
the ground, causing legitimate requests to be rejected owing to timeout issues. The 
kind of disruption that is now taking place has the potential to create a disturbance 
in the availability and continuity of the financial system, among other things. To
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do business with its clients, trade partners, and suppliers, the financial institution 
will be unable to operate effectively. Another danger that DS hackers have is the 
possibility of losing a significant amount of resources, assets, and money, as well 
as the possibility of being exposed to law enforcement violations. Operational risks, 
reputational risks, and regulatory compliance risks are just a few of the hazards 
that any financial institution or banking system may be faced with. Operational risk 
includes things like fraud, human mistakes, and the unavailability of a product or 
service, to name a few examples Litigation and compliance actions against financial 
institutions were identified as potential regulatory concerns [3]. 

2.1 Data Breach 

Aware of possible risks that may jeopardize the long-term sustainability of particular 
projects, the economic sector must be proactive in identifying and mitigating them. A 
cyber-attack may be a consequence of this since it allows papers to be sent across the 
globe and seen by anybody who has access to the internet. It is widely understood that 
a “security hole” is an occurrence in which highly private or sensitive information 
is interpreted and taken from us without our knowledge or permission by anybody 
or any organization [4]. According to reports in the Journal of Commerce and on 
Twitter, two North Carolina institutions were the victims of a privacy cyber-attack 
that began with a privacy cyber-attack on a North Carolina company that processes 
payments. It is said that many credit card companies including American Express 
were informed of the breach and data leak, according to Bank Security, a website 
that tracks credit card security [5]. According to Bank Security, the breach resulted 
in a significant financial loss for the large financial institution involved. In addition 
to Asbury Bopp Paribas and the Edge Diamond Investment Fund of Lancashire, 
the collapse also impacted the Coin Account of Norwich, the Libertarian Account 
of Woodbridge, and the UT Groton Mortgage company. If a security vulnerability 
allows an unauthorized person to obtain access to a network despite being refused 
access, the situation is known as a data breach in the financial sector. This outcome 
has been achieved as a consequence of inadequate security evaluation and insufficient 
application security. In the wake of cyber-attacks, many financial organizations have 
suffered losses, including asset distortion and, in the case of credit card information, 
loss of consumer trust in the bank’s capacity to do business. It is expected that the 
inquiry into the cyber-attack will uncover a number of issues, including insufficient 
authorization administration and a lack of digital certificates, both of which will 
jeopardize the integrity and reputation of the system under scrutiny [6].
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2.2 Malware 

Malware is a type of programming that has the ability to modify and adjust a desktop 
system without the knowledge of the client or the system administrator, and that 
has the ability to travel from machine to machine as well as from server to server. 
Malware is a type of programming that has the ability to modify and adjust a desktop 
system without the knowledge of the client or the system administrator. Among 
the many types of harmful software are ransomware, keyloggers, spiders, software 
infections, and unlawful computer code. As a consequence of the hacker’s assault, the 
payment service’s security, reliability, and efficacy may all be jeopardized, among 
other things. User confidentiality is maintained via botnets, which may intercept 
logins, addresses, and credit card information, as well as enable users to access files 
and monitor what is occurring on the server’s computer, all while preserving the 
secrecy of the users [7]. When a breach of integrity happens, the financial sector 
suffers as a result of the culprits’ manipulation of the structure, which includes the 
underlying database and the conclusion of the transaction. Unauthorized file writes 
represent a danger to the integrity of the banking system since they may modify 
data and programme files, change banking industry settings, and scribble data into 
files without the permission of the system administrator. It is possible to weaken the 
reliability of the financial service by disposing of archives and data nodes, changing 
files, reinstalling or disabling surveillance equipment, and acting dishonestly [8]. 

2.3 Index Spoofing 

A Telnet connection is duplicated and used as a physical camouflage method, which 
is one of the most well-known of its kind. It is possible to get unauthorized access to 
computers or devices when an IP address is used in combination with a bogus taskbar 
icon that seems to have originated from a secured system [9]. In order to achieve 
this, the Dons server must be “impersonated” on the console. When an adversary 
uses the technique of email account impersonation, it is possible for them to transmit 
messages via such a server without being watched or hampered by a virtual private 
network. Outside Email accounts that attempt to interact with any of these kernel 
structures are often denied access to the system [10]. 

3 Blockchain Contribution for Intrusion Prevention 

1. A network node initiates a transaction by generating and digitally signing it with 
its private key. 

2. A block is used to represent the transaction. 
3. The block is broadcasted to all members of the peer-to-peer network [11].
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4. The transaction is propagated to participants through the Gossip protocol, which 
allows them to verify the transaction based on data and transaction history. The 
transaction needs the verification of more than 50% of the nodes. 

5. A block may be added to the Blockchain until the transaction has been 
authenticated and validated. 

6. The newly generated block is now added to the ledger, and money (cryptography 
such as bitcoin) is transferred to the other party [12]. 

4 Authentication Mechanism 

By using a digital signature, one may guarantee that the information given by respon-
dents in the application is secured from unlawful infiltration, which can pose a signif-
icant threat to the security and safety of the central bank’s operations. Therefore, 
security will guarantee that the system is operational and that it can be depended on 
by all parties involved. Three-sided verification methods, which are already in use 
by banks, have the potential to improve their security performance. 

The username is the first degree of protection, and the third and final level of 
protection is the user’s sensitive information, which may include a credit card number 
or identity information. In the long-term, this has the potential to make authentication 
much more reliable and impenetrable than it now is. In order to effectively implement 
password security, many variables must be considered, including the length and 
complexity of the credential, as well as responsiveness of capital letters, character 
type, and the lifespan of login credentials [13]. The lifespan of a password refers to 
the amount of time that it may be used to obtain access to a central bank’s systems 
and resources. In general, the shorter the lifespan of a password, the lesser the risk 
of it being misused by another party. If a user has been unable to log in for an 
extended length of time [14], the username should be removed from the device, and 
the customer should establish a new password in order to try to upload once again. 

The use of even 2 phases of authentication, on the other hand, may not be adequate 
to ensure the security of data kept in a financial system in certain circumstances. There 
are three layers of authentication that may be utilized to prevent these and other 
possible problems from occurring. It is necessary to take advantage of biometric 
authentication. It is possible to identify a person based on their physical features, 
which is known as biometric identification. For example, the identification of a 
person’s eye and thumb, among other things, has already established the idea of 
biometric authentication. The act of sending the incorrect email to the wrong recipient 
may seem to be a small inconvenience to the sender. However, if the message contains 
sensitive information, such as customer login credentials, and the recipient has mali-
cious intentions, the company may suffer significant financial losses. According to 
Greg Smith, Chief Technical Director of the Message Monetary Regional Center 
in Chicago, data loss is a significant issue, and such errors may be reduced and 
prevented with the use of a predictive algorithm designed for engineering [15].
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It is essential for the security of private data and assets in a financial market that a 
successful Network Device (Tip) is not capable of monitoring harmful intrusions at all 
times. The Ripped must also be capable of detecting very hazardous intrusions while 
reducing the number of false alerts generated by the system. In addition to reducing 
the cost of interruption, this feature has the ability to minimize the effect of an attack 
or interference such as a denial of service (DoS), buffer overflows, or malware. 
The McAfee Network Security Platform is an intrusion prevention system that has 
these exceptional features. It not only provides protection for the banking system’s 
network, computers, and desktops, but it also provides a number of other benefits as 
well. By monitoring the network with a standardized, unified dashboard and compre-
hensive data, IT management has saved time and money. By avoiding assaults, the 
highly dependable method has also improved network speed and decreased network 
downtime, as well as the potential of online banking service disruptions, as a result of 
which the intrusion prevention system (IPS) is also the only one capable of repelling 
encryption assaults. In the existing framework, these are the following partner issues 
which are taken a shot at the designed structured task [16]. 

5 Problem Statement 

● AES256 is very normal and effectively accessible in programmer action on the 
off chance that it wants to break. 

● Existing getting to and the capacity plot is moderate as far as calculation time and 
procedure. 

● Thus it shows mind-boggling expense while the capacity of information, giving 
its accessibility to get to. 

● The existing calculation shows which expansion is essential for legitimate free 
dressing. 

● Last impediment to getting information from vast work. 
● Highly listed information approach isn’t defined in the foundation paper, which 

further requires examination which has to get to the top of the line. 

6 Proposed Approach 

1. An item data re-appropriating and seeking framework display including the 
information proprietor, cloud server, and information clients are structured. 

2. Two list structures supporting effective item recovery are built. 
3. The distributed storage review convention with secure re-appropriating of key 

updates is made out of eight calculation.



A Secure Bank Transaction Using Blockchain … 107

6.1 Key Generation by SHA-2 

SHA-2 has a keyword duration of 256 bits, or is not broken by the horse activity 
attack scheme, and is the prime objective of the scrambling programmer, including the 
stability of such Device if coding occurs, where all the protection improvements arise. 
Our planned study entails a hybrid high-security solution to server data protection 
[17] (Fig. 1). 

6.2 Redarc Algorithm for Data Encryption 

Calculating the ancestral secret and displaying it in a variety of graphics is what 
the ancestral phase is all about. It is true that a key with a maximum length of 443 
is a long way to 4168 bytes. There is one L-box as well as four scram S-boxes. In 
addition to the M o, there are 18 32-bit sub buttons and a memorial service S-box 
with 256 words. The following equation is divided into two parts. Data encryption 
and logical value are two important concepts in software engineering. 

6.3 Optimization Blowfish Algorithm 

Our routing protocol works in the same way as the Blowfish equation does, although 
there are a few things we have modified to achieve the best results. The method is a 
way of cryptography. The series of connection has been increased. The key difference 
is that S-encloses the F-work. The Feistily framework of Scorpion estimation remains 
unchanged, although the function of F-work is Blowfish’s first estimate (Fig. 2). 

Fig. 1 Working architecture of algorithms for encryption
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Fig. 2 Break point S system 

6.3.1 Preparation 

Preparation tactics are conducted by intelligence applications and services to inter-
face with other programmers and the aptitude to handle complex issues in unfamiliar 
environments. Planning Chen’s cost-effectiveness and resiliency can be increased 
with the use of these techniques by taking into account the average IO and imple-
menting its applications and services in order to achieve long-term goals, concepts 
and rule-based measures must be actively implemented. Objectives that have already 
been stated. The coordinated regulatory framework is now in use. In a nutshell, these 
systems can assist with difficult or evening operations. Local AI is beginning to 
produce goods based on autonomous AI and will continue to do so. More sustain-
able solutions include long-term tracking and provenance history. The blockchain 
can also be used to create new types of transactions for models with lengthy, critical, 
and consistent designs equipment with strong goal relevance. 

6.3.2 Information Transfer and Discovery 

Governance of huge data streams is addressed by current application domains. 
Connectivity for consolidated big data platforms is required, though, too. Text mining 
and management were consolidated. Interface system-wide intellectual capacity is 
deployed and managed in a way that benefits the organization, and the applications 
personalize knowledge shapes for specific user populations, users, gadgets, methods, 
and devices. The diversity of deep learning processes has increased dramatically. 
Knowledge management is based on the idea of providing personalized experiences.
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Knowledge trends that serve the demands of all parties interested in computer hard-
ware. Furthermore, blockchain technologies have the potential to aid in the stable 
and traceable progression of ideas among AI apps that cover a wide range of themes. 

Artificial intelligence and web crawlers acquire, define, and choose data on a daily 
basis through AI software and services, and then begin arranging it. They use central-
ized preconceptions to extract information from the environment techniques that 
result in amorphous data collecting. Data collecting from many views can be aided 
by centralized approaches. The money from the browser Democratization speeds up 
the process of tracing sensible pathways of Data encryption and storage, as well as 
indefinite storage systems. As a result, approaches based on networked perception 
can be extremely beneficial. It is not necessary to obtain the content through the use 
of applications or networks as sources of monetary gain as well as improved public 
perceptions. Because of the irreversibility of the blockchain, the only option is to 
complete the task at hand completely. It should have been possible to preserve the 
imprints of great perceptions. Cloud storage is a type of storage that is accessible 
from anywhere. 

6.3.3 Technical Expertise 

Neural networks will continue to be at the heart of artificial intelligence applications 
in the future in order to make techniques such as automation and data visualization 
possible. In terms of classification and regression problem processes, ensemble, rein-
forcement, unsupervised, semi-supervised, and supervised are some of the terms to 
consider. The concepts of transfer and deep learning are combined. These learning 
paradigms are capable of supporting a wide range of machine learning problems 
arising from classification and prediction tasks, among other things. Continually 
implementing clustering and data analysis for pattern mining purposes. The tradi-
tional learning models are explained and demonstrated in this section. A centralized 
system is employed in order to acquire a large amount of data. Local learning models 
can aid in the adoption of best practices in a variety of settings. This extends across all 
verticals in highly distributed and autonomous learning systems, allowing for fully 
coordinated local intelligence to be generated. are examples of contemporary artifi-
cial intelligence systems. Second, due to the fact that the blockchain preserves the 
origins and historical aspects of models, it allows for immutable and highly secure 
learning versioning to be implemented. In the event that smart data continues to grow 
indefinitely, contracts and learning models will have been thoroughly developed and 
tested. SEARCH Artificial intelligence applications should be capable of operating in 
both vast and sparse search contexts before being placed on the blockchain. (i.e., large 
datasets or multivariable high-dimensional spaces with many variables). Because of 
this, methods for retrieving information are required for the most important infor-
mation to be found. The essence of technology is the following are the categories for 
searching. 

There are several factors that will be considered in the design process, including 
completeness, complexity (time and space), and optimality. These when it comes
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to nonlinear data structures, the vast majority of solutions are effective. Trees and 
graphs are examples of data structures where computers begin their work, extraction 
of required variables, or completion of traversal after expansion from a rough guide to 
the intended destination. The entire user interfaces the use of large-scale distributed 
infrastructure to conduct search solutions has become increasingly popular in order 
to improve operational efficiency. In contrast, the implementation of these technolo-
gies in a fragmented infrastructure will require significant investigation. It is intended 
that, in addition to standard search tactics, blockchains and other distributed database 
solutions will be utilized in the search process. It should be possible to see through 
it on a permanent basis rendered traces and navigation in a safe manner, and more 
avenues that can actually lead to optimal search solutions for other problems are being 
explored. According to current plans, the thought process will consist of Systematic 
thinking in a critical component of artificial intelligence systems because it enables 
programmers to construct inductive and deductive reasoning rules. The concept of 
“central thinking” is defined as follows: In the case of artificial intelligence tech-
nologies, this results in more generic global behaviour throughout the remainder 
of the programme. In order to address this issue using blockchain-based dispersed 
reasoning techniques, it is possible to facilitate the development of customized 
reasoning systems, more perceptual-friendly methods of expressing oneself. 

Implementation of the model and feedback also important is that the decentralized 
and distributed reasoning enabled by cryptocurrency smart contracts ensures that 
conceptual framework memories are available, which may be useful in performing 
similar reasoning in future strategies. 

Clients may be authorized. 

7 Results 

We have found that Computational Time period has dropped to 108 ms as depicted 
in Fig. 3 which was earlier found to be 1008 ms. Throughput has increased by 300 
which brings a great difference to the performance as shown in Fig. 4, whereas Fig. 5 
depicts the computational time period on the 3 different files with both proposed and 
existing methods.
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Fig. 3 Computational time difference 

8 Conclusion 

This work contributes to the banking industry’s productivity. With Blockchain tech-
nology, there are numerous possibilities with immeasurable value. This offers a 
one-of-a-kind way to create cryptography transactions by allowing the world’s 
money to be simplified. Banking behemoths have begun to investigate potential use 
cases for Blockchain in order to extend their services. Credit information systems, 
payment clearing, lending systems, automated authentication, audit keeping systems, 
crowdfunding, smart contracts, and KYC in banking are all revolutionized by this 
technology.
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Fig. 4 Throughput versus inverse function of frequency 

Fig. 5 Computational 
analysis
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Distributed Ledger Technology: Use 
Cases, Design, and Implementation Issues 

Gopal Ojha, Rohit Kumar, Rojeena Bajracharya, and Rakesh Shrestha 

Abstract Distributed Ledger Technology (DLT) based network provides an 
increasing application trends for various use cases. Distributed Ledger Technology 
(DLT) and Blockchain (BC) are used interchangeably in the current trend. DLT or 
Blockchain is an emerging decentralized and distributed computing paradigm that 
underpins the bitcoin cryptocurrency. The technology trend is shifting toward a trust-
less network, meaning there is no need to trust any of the components of the network, 
which is distributed in the form of a connected network. We discuss the issues arising 
in use cases based on business modeling while designing and implementing a DLT-
based system. However, the problem of designing the system for implementation 
of DLT is competitive as compared to non-blockchain-based systems in terms of 
transaction throughput and scalability. In this chapter, we analyze the shortcomings 
of designing DLT-based network and its implementation as well as its underlying 
blockchain technology. We also present the framework and simulation results as 
well as network benchmarking using different tools and techniques considering two 
different DLT-based networks such as Ethereum and Hyperledger fabric. 

1 Introduction 

Blockchain technology is a form of Distributed Ledger Technology (DLT), where 
DLT is a tree and blockchain is an extended branch of the tree. The root of DLT is 
much older than blockchain technology. DLT is a type of database that is shared,
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replicated, and synchronized among a huge number of distributed nodes around the 
globe. If anything is changed in the distributed ledger, it gets reflected and copied to 
all the nodes within a very short time. In the case of blockchain, verified blocks of 
transactions are chained together sequentially and chronologically, while such chains 
are not necessary in DLT. 

The blockchains have properties to store the data of the ledger inside the block, 
such as a block link in an append-only fashion, and form a chain of blocks. Hence, 
all blockchains are distributed ledgers while not all DLT are blockchains. In other 
words, DLT is a shared ledger or it can be referred to as Distributed Ledger, which is 
replicated across the multiple nodes (sites), which holds synchronized digital data in 
the presence of a consensus mechanism, and the data are cryptographically secure. 
Such an infrastructure-based system is implemented due to the following reasons: 

● Fault-tolerant characteristics of DLT-based network. 
● Reliability over the consensus-based network. 
● Immutable ledger. 
● Transparency of cryptographically encrypted digital data. 
● Tamper proof. 
● Borderless. 
● Data replication to prevent a single point of failure. 
● Instant update. 
● Continuously online. 
● Encryption algorithms used for access control and authentication. 
● Ability to execute a smart contract, etc. 

The trend of implementation of Blockchain technology is increasing in the finan-
cial sector and other fields where data need to be ideally secure, and transparent to 
public users. 

In general, blockchain is a publicly distributed database that records all electronic 
transactions or events in a transparent ledger and distributes them to participating 
users [1]. Every transaction, which is in the blockchain network is confirmed by the 
network’s consensus process to store in the database as an immutable ledger [2–4]. 
Because each peer node holds the same copy of the blockchain based on safe encryp-
tion, the blockchain provides user privacy and anonymity. Blockchain technology is 
secure from the perspective of manipulation of stored ledger data; immutability plays 
a major role, which links blocks one after another to form a chain of blocks, unlike 
DAG-based DLT. There are three kinds of blockchains: permissionless, permis-
sioned, and consortium blockchains. Any node in the permissionless blockchain 
may participate or interact with the public blockchain network without authoriza-
tion, and no one has direct authority over the blockchain network. For example, 
Bitcoin and Ethereum. In the permissioned blockchain, participating in the network 
requires permission from the administrator, and the administrator has authority over 
the nodes’ activity. Because there is a significant hierarchy in network governance, 
permissioned blockchains may not be fully decentralized systems over the public, and 
the ledger is always distributed. For example, Ethereum-based Quorum blockchain 
network. The consortium blockchain is a semi-private network with a control user
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group that runs across many enterprises. For example, Quorum, Hyperledger, and 
Corda. Consensus is a fault-tolerant mechanism used in blockchain to establish the 
required agreement across distributed numerous sites on a single state of the network. 
It is a set of guidelines that specify the contributions provided by the blockchains 
participating nodes. 

However, research shows that from the perspective of performance, blockchain is 
still popular and its application is still in practice. There are tools to 

● Benchmark the Ethereum network using tools like Hyperledger Calliper [5] and 
BlockSIM. 

● Configuration for benchmarking the networks easily by using a tool like 
Hyperledger Calliper for blockchain platforms. 

Distributed applications run on the top of the distributed blockchain network. 
Blockchain networks receive the transaction data as a client from the application. 
Transactions are stored in the block after a series of activities processed inside the 
network. 

Here, we discuss the factors that affect the design of the DLT network for imple-
mentation and other related issues that arise during implementation. This chapter 
accepts and uses the technical term DLT to denote all distributed ledgers, regardless 
of the specific sharing technology or mechanism. 

From the perspective of business, blockchain technology eliminates the inter-
mediary in assets rights transfers reducing asset-trading fees, providing access to 
broader international markets, and decreasing the volatility of traditional financial 
markets. 

We examine the drawbacks of designing and implementing a DLT-based network, 
and hence the underlying blockchain technology. In this chapter, we provide the 
framework, simulation results, and network benchmarking findings for two DLT-
based networks, i.e., Ethereum and Hyperledger Fabric. 

2 Background 

The traditional digital financial ecosystem such as banking, business, and the finan-
cial industry generates, stores, and transfers information through a centralized, trust-
based third party like clearing houses and intermediary financial institutions. Such 
financial transfers are inadequate, sluggish, expensive, and prone to manipulation, 
fraud, and misuse. In recent years, there have been several DLTs and blockchain 
technology introduced aimed at tackling issues in various other sectors [6–12]. The 
blockchain has transformed everything from financial and banking transactions to 
money/fiat management in the private sector. This might be a threat to financial 
sectors such as banks because it might replace the traditional banking system if it is 
unable to adopt the blockchain technology that helps in empowering new business 
prototypes through technology. Trillions of dollars are lost now due to an archaic
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system of sluggish transactions and hidden fees. Banks earn high profits by trans-
ferring funds, so they are not motivated to reduce rates. Payment revenues from 
cross-border transactions, such as payments and letters of credit, totaled $224 billion 
in 2019 [13]. On the other hand, DLT or blockchain technology, which anybody 
may use to send and receive money or cryptocurrencies, can reduce the need for 
trusted third parties to verify transactions, allowing individuals all over the globe 
to make rapid, inexpensive, and borderless payments. The blockchain/DLT are on 
the rise because they can be used for micropayments, i.e., they can be used for 
instant payments usually less than a dollar. One of the major reasons for this type 
of blockchain-based payments technology is the strong infrastructure that supports 
it in a distributed manner around the globe for payment settlements. Figure 1 shows 
the traditional banking system, which uses a clearing house as a centralized interme-
diary. It replaces clearing house-based centralized ledger to distributed ledger and 
works as decentralized data governance. A typical bank transfer must go through a 
complex series of mediators, ranging from correspondent banks to custodial services, 
before reaching any sort of client. This type of financial infrastructure for any bank 
transfer takes 3 days on average to settle the transactions and several intermediary 
fees and transaction fees. Since the sender’s bank in country A and the receiver’s 
bank in country B do not have a substantial financial relationship, they have to 
take support from the Society for Worldwide Interbank Financial Communication 
(SWIFT) network for a correspondent bank that has connections with both the banks 
and thus can settle the transaction for a feasible transaction fee [14]. Each correspon-
dent bank has separate ledgers at the source and destination banks, which implies 
that these ledgers must be adjusted ultimately. The centralized SWIFT network does 
not transmit cash; rather, it transmits payment orders. The real cash is then sent

Fig. 1 Centralized ledger 
storage system storing its 
data by individual parties 
while intermediaries 
maintain communication 
between parties
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through an intermediary mechanism. Each mediator raises extra transaction costs. It 
is not secure to finalize and settle an order on exchanges; several intermediaries are 
involved and as a result, it might introduce a possible point of failure. Furthermore, 
60% of business-to-business payments need manual involvement, which takes about 
15–20 min for each transaction.

Thus, Blockchain/DLT technology eliminates the intermediary in assets rights 
transfers, reducing asset trading fees, providing access to broader international 
markets, and decreasing the volatility of traditional financial markets. DLT has the 
potential to allow payments and transactions to be resolved immediately and to keep 
track of each transaction better than traditional protocols such as SWIFT. There are 
other DLT-based technologies to support the traditional financial system, however, 
in this chapter, we will discuss the most popular DLT for financial systems. Some of 
the well-known and improved DLT for transactions through blockchain technology 
are Ripple from Ripple Lab and Corda developed by R3. They are collaborating with 
established banks to improve the financial sector’s transaction settlement efficiently. 

i. Ripple: Ripple, an enterprise-level blockchain service provider, is the most 
visible entity involved in financial/banking trading and settlement. Ripple has its 
own native cryptocurrency called XRP that is primarily developed for payments 
and accepts payments in any currency, including fiat currencies. It is based on 
an efficient consensus mechanism different from Proof of Work (PoW) called 
Ripple Consensus Ledger (RCL). RCL offers quick, certified, and low-cost 
cross-border payments to financial and non-financial institutions. On the one 
hand, SWIFT provides one-way messaging (similar to emails) where the trans-
actions are settled only after each entity has verified the transactions manually. 
On the other hand, Ripple’s enterprise software solution called ‘xCurrent solu-
tion’ and ‘xRapid’ integrates seamlessly with a bank’s existing databases and 
ledgers, offers banks a quicker, two-way communication protocol, and helps the 
bank to instantly settle cross-border payments, thus enabling real-time trans-
actions and settlement. XRP is positioned as a means for creating a friction-
less, independent digital asset that may be used as a bridging currency for 
cross-border payments, particularly between fewer traded currencies. 

ii. Corda: Corda is a DLT platform created by R3, which has partnerships with 
several of the world’s largest banks and insurers. Its objective is to provide a new 
operating system for financial markets. Corda is intended to record, maintain, 
and synchronize financial agreements among authorized banking as well as 
financial institutions. As compared with bitcoin, which is a public blockchain, 
Corda exclusively shared the verified transactions to only the legitimate parties 
who need to know inside its network based on an agreement. Switzerland’s 
central bank employed R3’s technology in a trial to consolidate big transactions 
among financial institutions utilizing digital currency. 

It appears that Ripple and R3 are collaborating with existing banks to improve 
sector efficiency. They want to decentralize financial systems on a smaller level 
than public blockchains by integrating financial institutions into the same ledger to
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Fig. 2 Distributed ledger 
storage system storing 
shared ledger by respective 
involved parties without 
involvement of intermediary 

improve transaction efficiency. The decentralized scheme provided by these DLT 
technologies is shown in Fig. 2. 

3 Assessment and Questionnaires 

Will the traditional banking industry embrace this technology or be replaced by it? 
Let us assess DLT, traditional financial systems, and their integration based on 

questionnaires. 

● First, start with the reliability of the network. Are any financial transactions that 
have been issued in the network reliable to execute and store in the DLT-based 
platform? Or is it just a research-based approach to making a reliable system 
theoretically? 

● The second question is related to security, such as what are the issues related to 
network security? and what type of security tools and technology are adopted in 
the current trend? 

● After obtaining answers to these questions, we can move ahead to design the 
system as per the business rule defined by the individual financial institutions. 
However, researchers also argue for implementing the DLT in financial institu-
tions. Is this due to the inefficiency of DLT technology? Or is the issue related to 
governance? 

● Computational resources are another factor. If we deal with an append-only ledger, 
then how long do we need to store the data? Can we prune the ledger after a certain 
use?
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● Moreover, immutability of the data is another issue? 
● We need to investigate the consequences of storing all data, which might not be 

needed after the completion of acceptance of proof of transaction lifeline? If all the 
transactions are stored in the ledger, then we need to measure the computational 
cost of the distributed node in terms of processing unit and storage unit? 

● Moreover, we need to come up with a solution for the network latency and finality 
of transactions. Network latency over the network plays an important role in how 
to verify the transaction with suitable technology that comes to the finality of 
transactions in real-time latency. The optimized consensus mechanism, which 
belongs to DLT-based network adds the network latency. This is due to the number 
of ledger information-containing nodes that have to communicate with each other 
to validate and verify the transaction. 

● How does the system fullfill the requirement of accountability of the transaction 
and transactional data? 

● How to choose an efficient way to access encrypted data from the ledger? 

In this chapter, we focus on adding other issues that have the impact and conse-
quences of DLT enterprise-grade nodes, which have more than thousands of nodes. 
A typical example of such a system that could be in the business need is inter-banking 
transaction settlement in the financial sector. 

4 Role of DLT/Blockchain in Financial Services 

The DLT technology allows untrustworthy parties to settle on the state of a ledger 
without the use of a mediator. A blockchain can deliver some financial services such 
as payments or securities by offering a ledger that nobody governs and without the 
need for the banking system. DLT and blockchain have the capabilities to disrupt, 
and bring significant changes, and opportunities to the existing trillion-dollar banking 
system. Some of the applications of DLT are as follows: 

● Trading and Finance: Blockchain technology can improve transparency, security, 
and trustworthiness among trading participants throughout the globe by elim-
inating the tedious, paper-based heavy bills of transportation procedure in the 
trading and finance sector. It can also provide leverage trading. 

● Payments: DLT/Blockchain technology might enable rapid payments at cheaper 
rates than the existing banking system by providing a decentralized ledger for 
payments (e.g., cryptocurrencies). 

● Clearance and Settlement (C&S) Systems: Distributed ledgers can lower operating 
expenses while bringing consumers closer to the banking system by providing 
real-time financial transactions. Existing C&S takes about 2–3 days to complete 
credit lending and liquidity risk. This time can be reduced considerably to a few 
minutes by using R3’s Corda as mentioned above.
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● Interoperability between banking and payment platforms: Traditional securities, 
such as stocks, bonds, and alternative assets, can be tokenized and placed on public 
blockchains, allowing for more efficient and interoperable financial markets. 

● Loans and Credit: By eliminating the need for intermediaries in the loan and 
credit industries, blockchain technology can make borrowing money safer and 
more affordable at minimum interest rates. 

● Smart contracts: Smart contracts, which are self-executing contracts based on the 
blockchain, might possibly automate human operations ranging from compliance 
and claiming process to transferring the contents written in the smart contract. 

● Electronic Know Your Customer (eKYC) and Fraud Prevention: The DLT enables 
information sharing between financial institutions simpler and secure by storing 
client information in distributed blocks. This helps in the prevention of financial 
fraud as all the client information is stored in the blockchain and only an authorized 
person can view the information. 

● Remittances: Existing remittances sent and received between two or more entities 
are centralized, expensive, slow, error prone, vulnerable to fraud, money laun-
dering, etc. DLT such as Oradian, which is a cloud-based software provider for 
micro-finance institutions including Stellar Lumens and Ripple, strives to lower 
the cost of a cross-border transfer by lowering C&S time and obtaining better 
exchange rates. 

● Digital ID: Many people in the world do not have a bank account due to a lack 
of verified identity. In such cases, individuals can get a digital identity validated 
with biometrics that is securely kept and maintained for transacting value, both 
nationally and globally by employing DLTs. By permitting this kind of verifi-
cation performed on a mobile device using KYC and treated as a valid form of 
identification, they can be part of the digital financial system. 

● Property Registration: Similar to the digital ID, people cannot own land, vehicle, 
or any equipment to participate in the financial economy. Despite the fact that 
people may possess tiny plots of land, homes, etc., they are unable to utilize 
these assets as collateral owing to a lack of formal legal title. DLTs can assist 
alleviate these issues by lowering the cost of land ownership and formalization 
through registries that collaborate with local authorities to record and monitor 
land registry transactions, allowing those who do not have a bank account to 
participate in the formal financial system to some level. 

Some other applications of the DLT are digital rights management, remittances 
based on cryptocurrency, insurances, data notarization, supply chain, etc. 

5 Use Case and Scenarios 

As we have seen in the previous sections, DLT is suitable for implementation in 
various sectors. We have illustrated the use case of interbank transactions, in which 
correspondent banks are in the same network state. Here, the same network state
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means all the correspondent banks use the shared ledger and maintain the interbank 
transactions on a shared ledger in such a way that the connected banks maintain their 
ledger at their premise and the contents of the ledger appear to be the same globally 
with the help of DLT. 

Here, we have illustrated with the help of interbank transactions within the two 
banks, viz., Bank A and Bank B. Each bank holds two nodes, one node is redundant 
on each side to maintain the ledger so that the redundant node is available in case the 
other node is down. However, having one redundant node is not the optimal network 
topology. In order to obtain the optimal network topology and sustainable network, 
the network scenario needs to simulate the assumed system requirements. 

Figure 3 shows that there are four nodes, each node is connected using the same 
protocols within the network, and the protocols belong to DLT. To visualize the basic 
concept of how DLT works, we can put forward blockchain 2.0 technologies such as 
Ethereum Blockchain network to deal with simple concepts of nodes, transactions, 
network, and business ledger and blockchain ledger. 

In layman’s terms, the ledger holds sequentially ordered actual changes made by 
the transaction. For example, Alice and Bob frequently operate transactions. After 
10000s of transactions, Alice wants to see the history of transactions associated with 
her own transactions; then Alice retrieves the history, which is maintained in the 
blockchain ledger. The Blockchain ledger is similar in concept to the accounting 
ledger to hold the transaction records. 

There is a different categorization of DLT and Blockchain technology, which 
supports the business use cases as defined in previous sections. Irrespective of any 
network protocols, we have put forward a simple scenario, and its implementation 
issue for the enterprise-grade system. 

The section below describes the implementation overview of DLT along with 
protocol and technology selection strategies. 

Fig. 3 The network consists of four nodes connected and each node holds the shared ledger of the 
network
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Fig. 4 Interbank transaction between two banks, Bank A and Bank B 

In Fig. 4, it is shown that Bank A and Bank B are continuously interacting for the 
reconciliation and settlement of the transaction. This reconciliation and settlement 
are required to ensure that the transactions made within the two banks are reliable. 

In this scenario, there exists an interbank transaction between two different bank 
account holders, namely Alice and Bob. Alice holds an account at Bank A while 
Bob holds an account at Bank B. In this scenario, Alice from Bank A tries to send 
NRS 100 to Bob at Bank B by generating a transaction. NRS (Nepalese Rupees) is 
a type of currency or token, which is acceptable to both correspondent parties; here, 
correspondent parties are correspondent banks in our example. This example is not 
focusing on ICO’s ecosystem; it discusses the two banks one of which is assumed 
to be Nepal Rastra Bank, i.e., Bank A and another is Krishi Bikash Bank as Bank B. 
Both of these banks transact on NRS. Based on this scenario, we will continue for 
further examples. 

Fig. 5 Traditional ledger management in a centralized database by each institution (Banks)
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Fig. 6 DLT Implementation with transactions maintained on a shared ledger 

Figure 5 shows the traditional ledger management carried out by the existing 
centralized banking system. As discussed in Sect. 2, Bank A and Bank B keep their 
information in a centralized database. Both banks share the information about the 
transaction for settlement made by the clients and maintain the database indepen-
dently. The client Alice at Bank A carried out the transaction with client Bob at 
Bank B and their related information is shareable between the two Banks. The banks 
used this information to perform the settlement of transactions. However, manual 
settlement strategies require a significant amount of time and high cost in terms of 
the workforce used by the bank staff. 

The enormous efforts used by the staff to perform the settlement and reconciliation 
of transactions can be reduced by using the features of DLT. Figures 5 and 6 show 
modeling of DLT-based systems for enhancement of settlement and reconciliation 
system efficiency as described above. 

6 Modeling into DLT-Based Network 

The sharing and storing of transaction information of the clients between the two 
banks by implementing DLT for the above use case are shown in Fig. 6. Both the 
banks, i.e., Bank A and Bank B maintain the transaction information of their clients, 
Alice and Bob, in a shared ledger in a distributed manner, which has no central 
authority on data. It preserves the DLT features, and this DLT-based network model 
gets to benefit from shared data stored in the decentralized ledger. 

As the benefit has been recognized in various sectors, due to the characteristics of 
DLT as we explained above, use cases like interbank transaction settlement fit each 
other with DLT, which is discussed above.
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The following section deals with the factor affecting the DLT-based system design, 
implementing DLT network, and interaction with the enterprise-grade DApp, which 
deliver millions of TPS to the DLT-based network. 

6.1 Managing Computational Resources 

As the ledger is distributed in different locations and connected with each other with 
the help of underlying protocols, to maintain the availability of the network services 
it is important to maximize the availability of distributed network components. These 
distributed components are storage units and processing units. 

6.2 Estimation of the Finality of the Transaction 

DLT offers a range of business use cases. Business-like transaction settlement 
requires fast enough to confirm the transaction to be settled. Some businesses do 
not have the first priority to finalize the transaction by the network in less confirma-
tion time or waiting time to confirm the transaction by the network. However, most 
of the businesses always recommend confirming the transaction in real-time latency. 
Real-time latency refers to confirmation time close to zero seconds. 

7 Issues Related to DLT Implementation 

Kubernetes is the widely adopted network management tool, which consumes the 
Docker compose file to configure, manage, and monitor the network nodes and 
components. Containerized networks, which allow microservices, are managed by 
the tools. Such tools play important roles in enterprise-grade systems. The cluster 
of nodes hold number of Docker containers. Each Docker container is continuously 
managing and monitoring with administrative privilege using monitoring tools. Such 
tools fit almost all systems, which are focused to run within the Docker containers. 
There are other tools called Docker Swarm, which are widely adopted and addi-
tionally fill the gap of management of the whole network using Kubernetes. Some 
enterprise-grade systems lack these opportunities due to a lack of technology imple-
mentation and may still available tools is using shell scripting to manage the network 
as an automated startup, manage, and monitor. In this chapter, we are not going into 
detail on such tools; we will focus on DLT rather than its management of containers 
on deployed networks with tools like Kubernetes, Docker Swarm, or shell scripting. 

Here, we focus only on what the cause and effect are with consequences on DLT 
and its implementation issues for the enterprise-grade system.
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7.1 Managing Distributed Nodes in Terms of Storage Cost 

By the name of DLT, the ledger is distributed. Distributed ledger also offers crash 
tolerance and high availability of network components to interact with the network. 
DLT offers an immutable ledger with the help of an append-only model as shown 
in Fig. 7. In the append-only model, all the transactions can append or modify the 
ledger, however, they cannot modify the contents of the appended transactions. This 
comes into benefit in many use cases where a transaction has not been modified and 
guarantees the immutability of the data. Immutability is achieved with the help of 
protocols; protocols to ensure there is no modification on stored data that is appended 
on the ledger and the protocols that ensure there is no possibility to be changed stored 
ledger data. 

What if the Dapp submits the transaction in high volume to the DLT-based system 
continuously? The ledger becomes bigger and bigger in size, hence requires a larger 
size of storage. The issue arises while implementing a DLT-based system for the 
1000 s of nodes distributed with the shared ledger. The storage size of the network 
becomes larger and larger. Managing a distributed node in terms of storage cost while 
implementing a DLT-based network is one issue. 

For simplicity and solving the problem on implementation with solution, 
approaches are considered as the pruning of ledger and merging of the ledger. 

Pruning of ledger leads to loss of data which violates the immutability of the 
ledger. However, this is one approach to reducing the storage cost. The merging of 
ledgers reduces the size of the ledger containing nodes. 

Fig. 7 Data append in the ledger with immutable properties
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7.2 Managing Distributed Nodes in Terms of Processing Cost 

Managing the clusters of 1000 s of nodes in the network, the amount of processing 
capacity is measurable. For the high TPS system, executing the smart contract also has 
an impact on the processing unit. The issues noticed are on indexing, and searching 
of cryptographically encrypted and one-way hashed ledger data from the network. 

Among the many databases, key value-based storing methods become effective 
for the increasing write throughput. However, reading from the database becomes 
less efficient. Fetching each value from the database is associated with the key and 
decrypting each value for further transformation. This decryption method is required 
for every encrypted data. However, fetching each key-value pair and decrypting each 
value takes a significant amount of time to process. Additionally, searching on such 
encrypted data becomes costly to approximate the search result as a true positive 
result. 

Not all business use cases prefer the perfect privacy of the transaction and its 
transnational data. Technology and business need is coupled to enhance the day-to-
day work with security and privacy maintained systems. 

Some other issues in implementing the DLT in terms of privacy and security are 
described in the following sub-sections. 

7.2.1 Privacy Issues in DLT 

As the financial transactions are stored and shared among all the participating nodes in 
the public ledger of the DLT, some of the sensitive information is visible to everyone, 
i.e., all the nodes in the public blockchain. One reason for this is that the validating 
nodes in the distributed network should have visibility of the data they are validating 
for transparency; as a result, every node in the network can see others’ information 
all the time. Even though the private key that is kept safe with the user is required 
to access the blockchain, it does not mean that all the information is encrypted. In 
the case of bitcoin, it is a public blockchain where the user data is stored pseudo-
anonymously but the transaction data is public. In the case of financial institutions, 
the open visibility of all the sensitive transaction information of the clients might 
allow everyone to see the exchange of financial transactions due to the core nature of 
blockchain. Although a blockchain might replace SWIFT, it has significant adoption 
challenges. Solutions to these problems are being explored, although they are not yet 
generally recognized such as zero-knowledge proofs used in Z-cash that allows data 
validation without revealing the critical internal data. It allows privacy and exclusive 
transparency of financial transactions. Similarly, R3’s Corda allows for international 
data sharing, only with those trusted groups with a valid reason to know the data 
placed within a blockchain based on a strict agreement. In addition, Hawk is a 
decentralized smart contract solution that keeps financial transactions private from 
the public sphere by not storing them in the open on the blockchain so that it can 
prevent the public from viewing sensitive transactions.
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7.2.2 Security Issues in DLT Implementation 

DLT became more efficient when blockchain additionally introduced the ability 
to execute smart contracts in a distributed and decentralized fashion. Transactions 
are cryptographically secured and it is difficult to alter the transaction in a large 
distributed and decentralized system. However, transactional data is still exposed as 
blockchain data and metadata. For example, in Ethereum, it is expensive to retrieve 
all the current state data when all data is cryptographically encrypted. Additionally, 
Ethereum Virtual Machine (EVM) has to feed with plain text like a master source 
of data rather than encrypted data. An example is a mathematical calculation which 
cannot be done in cryptographic data. Similarly, in the Hyperledger fabric, the world 
state cannot be secured with the encryption scheme. It is due to data validation 
during the execution of a transaction in different nodes. Moreover, it is not possible 
to identify the exact change in the source of data in case of all the previous and 
current data as they are cryptographically encrypted. Additionally, some vulnerable 
cases are vulnerable smart contracts, theft of user private key, and executing a smart 
contract by another malicious actor are some examples of security issues in DLT 
implementation. 

7.3 Consensus Selection for Decentralized Business Use 
Cases 

It is continuously evolving the variants of consensus, which is based on use cases 
of business need. There are consensus mechanisms, which are variants of Byzantine 
fault-tolerant (xBFT) for example, Practical Byzantine fault-tolerant (PBFT), and 
variants of proof of something (PoX), for example, proof of work and proof of stake. 

We can take base as a PoW and PBFT which are commonly used and accepted 
for the implementation. PoW is energy-intensive. An alternative is seen as a Proof 
of Stake (PoS) and Proof of Authority (PoA), which is used by the variants of the 
Ethereum network. There is another consensus, which plays the decentralized role 
in a distributed environment. For example, PBFT and Hedera Hashgraph. 

Selection of consensus is one of the issues for the existing and upcoming financial 
startups. Choosing a consensus should not be a technological decision; rather, it 
should be a business decision that successfully tolerates network component activity. 

Consensus is one of the factors that determines how long it will take to confirm 
the transaction. For Bitcoin, it takes more than a minute; for Ethereum, it takes less 
than or around a few minutes by using PoW consensus. We can take an example such 
as Hedera Hashgraph, which is based on PBFT consensus that can confirm within 
the second.
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7.4 Finality of Transaction in Near to Real-Time Latency 

When the nodes are separated far apart, then latency increases in the overall system 
due to the transmission of data within the network. The number of times of commu-
nication between nodes and the number of nodes also determines the time to the 
finality of a transaction. 

As shown in Fig. 8, node A receives a transaction, and either transaction metadata 
or the transaction itself needs to be transmitted to node B, node C, and node D. This 
is because all nodes are connected with each other and the connected nodes in the 
network require all the nodes to participate in the consensus mechanism. Further, 
nodes transmit transactions to their connected node until all the nodes confirm the 
transaction can commit in their individual ledger. All the nodes communicate with 
each other until a majority of consensus protocol is reached. BFT consensus achieves 
up to 3f + 1 faulty nodes. If faulty nodes are assumed to be f = 5, then there must be 
a total of 16 nodes in the network that are participating in the consensus mechanism. 
Similarly, if f = 1, then, the total number of nodes = 4. WIn Fig. 8, we can see 
that all the four nodes are connected with each other. Let us assume that there are 
1000 nodes, which have to participate in the consensus mechanism. It tolerates up 
to 333 faulty nodes. We can assume 333 faulty nodes are due to the unavailability 
of nodes and this can happen when the node server or Docker container is down. 
The remaining nodes, i.e., all 667 nodes participate in consensus to approve the 
transaction. We noticed that there is a significant latency added in the overall system 
due to the communication between the participating nodes and the time taken by 
each participating node to acknowledge or vote for the transaction and re-gather 
results to publish to the network. Additionally, for a secure system, transactional data 
encryption and decryption are some of the solutions. This encryption and decryption 
may take significant time. As we have discussed, latency over the network is not

Fig. 8 Nodes spread over 
different geographic 
locations in the connected 
network
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constant throughout time. Achieving the transaction finality within the real-time 
latency becomes an issue in DLT implementation.

8 Framework and Simulation 

In the above sections, we explored different tools and techniques related to DLT. In 
this section, we demonstrate a sample framework as shown in Fig. 9 and simulated 
results of Ethereum and Hyperledger Fabric 2.0. 

Both parties are connected through the same network. In Fig. 9, Party A sends 
a request to Party B for a business agreement as a transaction. The Blockchain 
network receives the request with transactional data. In the blockchain network, the 
transactional data are processed and recorded on the ledger, and the logic of the 
contract is executed according to statements defined in the smart contract. Party B at 
the other side of the network receives the request for a financial operation from Party 
A. Party B submits the acknowledgment response to the blockchain network. After 
the interaction with Party B, the blockchain network again receives the additional 
information and processes the transaction. The smart contract logic can reconcile the 
financial transaction and provide appropriate state updates with the help of blockchain 
networks. This information is sent to Party A as a response from Party B. 

We described the above process of transaction flow at a high level. It may require 
multiple financial transaction updates to settle down as per agreement. All these 
updates of one specific financial agreement sent as a transaction are enclosed within 
the single Token. The token is sent to the next involved parties based on the business 
agreement defined in the contract. 

In Fig. 10, Bank A initiates a transaction as a smart contract. Transaction triggers 
the smart contract execution in the System. The smart contract execution generates 
a Token. The Token holds the financial business logic initiated by Bank A, and 
this logic execution is carried out in the system as shown in Fig. 10. This token is

Fig. 9 Illustrating the communication between two parties through the blockchain network
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Fig. 10 Sequence diagram to illustrate the transaction reconciliation process before settlement 
using a logical token generated with the help of smart contract in DLT-based network 

then sent to the respective recipient bank, i.e., Bank B for processing the financial 
transaction as requested by Bank A. Bank B interacts with the received token as 
defined in the smart contract and sends it to the system. After both parties agree on 
the contract, the token gets reconciled with the help of transactional data provided 
by both parties as a transaction. The reconciled token is now able to be forwarded 
for settlement. Unreconciled tokens will have to wait for the additional transactional 
data to reconcile.

In this process of transaction reconciliation and settlement, there must be trustless 
components such that none of the parties should be required to take care of transac-
tional data. It should be taken care of by the DLT-based trustless system. To address 
these issues of securing transactional data, the technique of memory encryption on the 
execution site is in practice. For example, all transactional data execution is carried 
out inside the enclave to achieve secure execution of the transaction and crypto-
graphically encrypted transactional data. The time to fetch each cryptographically 
encrypted transactional data from the system is higher than the plaintext transactional 
data, which adds to the overall network latency.
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8.1 Network Benchmarking 

In previous sections, we explored different tools and techniques with their issues for 
implementation. In this section, we benchmark the above framework considering two 
different DLT-based networks, Ethereum and Hyperledger fabric. We discussed the 
cause of network latency in various sections. Figures 11 and 12 are two different simu-
lated results, which show the network latency and its impact on real-time business 
processes. 

In Fig. 11, the time to the stability of each block has a different time duration for 
various blocks. Few blocks become stable in the network in less than 100 ms, while 
some require 600 ms, and most of the blocks become stable at around 300–500 ms in 
the network. It shows that for a given network configuration, block time should not 
be less than 600 ms, otherwise, the next block formation cannot finalize the current 
state change. This limits the network throughput by limiting the time to broadcast 
each block. When block time increases on the same TPS, the weight of each block 
increases due to more transactions needed to accommodate within the single block, 
otherwise, transactions remain pending. This results in adding the waiting time of 
the uncommitted transaction in the network. This affects the overall latency of the 
network and its performance. 

We use the BlockSIM simulator for network benchmarking. BlockSIM Simulation 
results in four nodes connected to each other to form an Ethereum-based network. 
Figure 11 shows the time to stability (in ms) of the blocks in the network after 
broadcasting blocks from the signer node of the network. BlockSIM suggests the 
distribution of stability of the block is due to the fluctuation of latency over the 
network as shown in Fig. 11. 

Figure 12 is obtained based on simulated results performed in Hyperledger Fabric 
2.0. It shows the analysis of benchmarking results obtained from the Hyperledger 
Caliper 0.4.2 simulated in Hyperledger Fabric 2.0. The configuration of the network is

Fig. 11 Block stability measurement using BlockSIM as a simulation tool
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Fig. 12 Analysis of benchmarking results obtained from the Hyperledger Caliper 0.4.2 simulated 
in Hyperledger Fabric 2.0 

based on two different organizations, i.e., Party A and Party B placed in two different 
remote machines. The configuration contains four raft-based ordering nodes in which 
each organization has two orderers, a single channel with which both the parties are 
connected, four endorsing peer nodes from (two of each organization), and four 
committing peers (two of each organization).

Figure 12 presents the average Network Send Rate, Network Throughput, and 
Average Network Latency. The Network Send Rate is the number of transactions 
issued to the network in TPS and Network Throughput is the average number of 
transactions processed per second of the network in TPS. The Average Network 
Latency is the network latency that is dependent on the overall latency of the network 
that is measured in seconds. There is a trade-off between the send rates, throughput, 
and latency, i.e., the send rate and throughput are low at high latency and vice versa. 

9 Summary 

In this chapter, we have discussed the various use cases that tend to fit in DLT-
based networks. The network components are decentralized with distributed services, 
which also offers a decentralized network environment that fits with various business 
use cases. Implementing the DLT-based network as an enterprise-grade system with 
scalable business and technology tools and its underlying services are the concern of 
the current trend. The issues that arise while designing the system for implementation 
are yet to be solved for the general-purpose enterprise-grade system. Managing the 
computational resources, optimizing the finality of a transaction, and selection of 
appropriate tools and technology come in the front of successfully implementing the



Distributed Ledger Technology: Use Cases, Design … 135

enterprise-grade system and enhancing the business ecosystem with the technology 
stack. 
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Internet of Things (IoT) System Security 
Vulnerabilities and Its Mitigation 

Akshet Bharat Patel, Pranav Rajesh Sharma, and Princy Randhawa 

Abstract The Internet is the most important technology created, like a fabric woven 
into each of our lives. Over the years the internet has evolved into the Internet 
of Things (IoT), enabling the inter-connecting of things and the exchange of data 
between them. The recent boom in the field of IoT has resulted in ample amounts of 
data being generated and exchanged between layers of the IoT architecture. This has 
exposed a few Gray areas which need to be seriously addressed, security is the most 
important and challenging one among them, as it plays a central role and cannot be 
compromised. Vulnerabilities within an IoT infrastructure are found to be rising in 
number and continue to get exploited, thus designing a secure IoT architecture is 
the need of the hour. Our work mainly focuses on analyzing the most widely used 
network communication protocols for IoT and the vulnerabilities these protocols 
possess. Furthermore, including the common mitigation techniques to overcome 
these vulnerabilities and make these protocols safer. Lastly, a few points regarding the 
essentials of IoT security have been incorporated within the chapter, in addition to a 
real-time example of how to overcome the vulnerabilities within a home surveillance 
system and make it completely secure. 

Keywords Internet of things · IoT architecture · IoT communication protocols ·
Security threats ·Mitigation techniques 

1 Introduction 

The growth of personal computers (PCs) led to the first internet revolution, but the 
internet came into our palms in the form of mobile phones in the second wave of 
internet revolution. Currently, all are experiencing the third wave of internet revolu-
tion, where mostly all devices are already internet compatible. The technology that 
makes all this possible is the Internet of things, also called IoT. It is a technology used 
to connect the physical world with the virtual world, using cyber-physical objects
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and advanced intelligent sensors, with a single objective of improving quality of life 
and experiences [1]. 

The passing of time and increasing developments in technology around the world, 
like advanced networks, sensors with higher accuracy and affordable computers with 
a higher computational power, have augmented the growth of IoT across various 
industry verticals. 

Currently, IoT finds its use increasingly in our daily life at a rate never anticipated 
before. The numbers are way beyond one’s imagination, as we speak there are over 
6 billion IoT devices connected to a network, which would grow up to 20 billion 
within the next 4 years. A few of these essential domains in which IoT proves to be 
essential are as follows [2]. 

1.1 IoT in Everyday Life 

Internet of Things in everyday life was the first industry that made use of IoT at such 
a large commercial scale [3]. To understand how IoT can be applied in our daily life, 
let’s take an example of an AC, which currently is manually switched ON, with one 
waiting for the AC to reach the set temperature. 

There is nothing wrong with this approach, but there is always a scope for improve-
ment which, in this case, can be achieved with IoT, connecting the AC to a cloud, that 
contains all the relevant information, like the surrounding temperature, the moisture 
level in the atmosphere and finally the temperature the user would prefer within the 
room [4]. Using this, AC could automatically turn ON and create a cool environment 
that the user would prefer without actually having to intervene. 

IoT can connect fit bit’s, your vehicles, and your smartphones to home appliances 
such as ACs and Refrigerators together and end up making one’s life much easier by 
simplifying various monotonous daily life tasks. 

1.2 IoT in Healthcare 

Health is the most important aspect of human life which cannot be overlooked, 
making Healthcare, in turn, a vital sector in the world. Currently, the health care 
system and general practice of medicine face few issues like the lack of availability 
of real-time data for the doctors [5]. This results in doctors relying on left-over and 
past data for medical examination, which results in an inaccurate line of treatment. 
Moreover, even if the data is available, they are highly inaccurate as compared to the 
general standards [6, 7]. 

Internet of things not only provides a solution to all of these problems, but rather 
it is also revolutionizing healthcare, as it opens new ways to collect and analyze a 
variety of data, and this enables the healthcare professionals to save millions of lives 
in a much more efficient way. Using accurate IoT sensors, patients are monitored on
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a timely basis. This unique data collected for each patient is stored on a cloud that 
can be easily accessible, this enables the doctors to have real-time and much more 
precise data to look at, thus doctors can prescribe much more precise medication and 
patients can be treated before their condition worsens any further. Additionally, these 
healthcare solutions make the patient’s treatment much more accurate and efficient, 
using smart healthcare devices. An example of a general smart device can be as 
follows [8] (Fig. 1). 

Firstly, a smart health care device consists of sensors that record various human 
body parameters at regular intervals [9]. Further, these recorded parameters are 
compared to the safe parameters (normal parameters) that are predefined and stored 
in the system. In case any of the parameters increase or decrease beyond a certain 
level as compared to the safe parameters, and the system detects that these changes 
are abnormal, it immediately sends a message to the cloud via a secure gateway. 
Thus, the communication gateway must be secure, considering the valuable medical 
records it holds, that need to be kept safe at all costs and this is where IoT security 
comes into the picture [10]. 

The cloud then passes a signal regarding the abnormal change in the parameters 
to the smart device, which is monitored by a doctor or a nurse. This way the medical 
professionals get to know the current condition of the patient and take the necessary 
steps for treatment. 

In Conclusion, IoT is a boon for healthcare professionals as it drastically improves 
the quality of healthcare. Moreover, the inclusion of IoT within the healthcare system

Fig. 1 Block diagram of a smart HealthCare device
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ultimately lowers the cost of medical devices, and IoT analytics also enable more 
powerful emergency support for patients.

1.3 IoT in Agriculture 

Agriculture is a field that is mostly forgotten despite its importance in one’s life. 
Manual work and the errors associated with it make all the agricultural processes less 
efficient, thus leading to loss of energy, yield, and profits [11]. IoT can provide several 
solutions which increase the efficiency of agricultural processes. Broadly speaking, 
sensors are detecting various parameters such as the moisture content, temperature, 
and other weather conditions at each level of the soil. Similar to the smart health care 
device, in this case, the moisture and the temperature are compared with a normal 
predefined value that is stored in the system. If the measured values do not match 
the predefined values, the information is passed through a secure gateway to the 
cloud. The cloud, in turn, sends commands to the actuators via the same gateway to 
perform a certain task to bring the temperatures and the humidity back to the required 
levels [12]. These tasks could include switching ON lights or switching ON the water 
pumps. Additionally, these actions could also be controlled via a smartphone from 
any remote location, simply by connecting it to the secured gateway [13] (Fig. 2). 

Fig. 2 Block diagram of IoT in agriculture
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Therefore, by completely getting rid of human errors and the problems caused by 
them, an efficient system is created that results in an increased yield of crops without 
practically having any manual work to do [14]. 

2 Related Work 

The concept of IoT security is not novel and has been discussed in various other 
works, this part of the text will shed light on all the existing methods and technologies 
that are used to ensure the proper security of IoT systems. The relevant sources for 
this work have been selected by searching for keywords like IoT Vulnerabilities, IoT 
protocols Vulnerabilities, and Threats. Later, the text undergoes quality checks to 
check the level of reliability. For instance, works with a good number of citations 
were preferred. This work focuses on the threats and vulnerabilities possessed by 
IoT systems and their possible mitigation techniques. We referred to trustworthy 
works, such as Springer, Wiley, IEEEXplore, etc., to get the relevant information to 
our work. 

It has been observed mostly that all the IoT devices possess similar kinds of 
threats, thus making use of conventional IT techniques will not be enough to secure 
IoT systems. This is because IoT systems have their limitations and are different 
in terms of functioning, the way they communicate with other devices, prices, and 
design. Thus, a specific approach must be used to identify the vulnerabilities in IoT 
systems and the ways to mitigate them. 

The latest work that covers all these topics is [1], where the authors explain the 
growth of IoT devices over the years concerning the population and give an estimated 
figure for the number of IoT devices that are vulnerable to cyber-attacks. The authors 
of the work have followed a methodology to handle this growth of vulnerabilities in 
IoT devices, in addition to that, it also includes a threat architecture, which addresses 
all the threats within a three-layered IoT architecture, namely the Perception layer, 
Network layer, and the Application layer. Additionally, the work also analyzed the 
vulnerabilities and threats within an IoT framework using a real-time example of 
Intelligent Road transport and traffic control system, which gave a very important 
finding that ensuring proper security at the application layer is very essential. 

During the second phase of the work, [15] covered all the relevant information 
regarding the IoT protocols. Since these protocols are of utmost importance as they 
are the basis of communication between the IoT device and other applications or 
cloud networks. The authors of the work gave a detailed review of the most widely 
used IoT communication protocols and the main threats and Common Vulnerabilities 
they possess. Namely, the protocols discussed in detail were MQTT, CoAP, AMQP, 
DDS, and XMPP. Additionally, the measures to mitigate the threats and reduce the 
possibility of being attacked were also discussed.
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3 Introduction to IoT Security 

Whenever one refers to the terms internet and connectivity, the two major challenges 
that come along with it are security and privacy. 

The term “IoT security” initially came under scrutiny because of a unique inci-
dent where a few major social media platforms crashed due to a thing termed 
“Distributed Denial of Service Attack (DDoS)”, which implies that these websites 
were bombarded with loads of requests from “fake users” to access these websites, 
which failed the servers of these websites. The only reason the attack is referred to 
as “distributed” is because they use multiple sources around the globe to perform the 
attack. 

These websites usually have millions of users using their services at any instant, 
so to bring these websites down to their knees, Gigabytes of data packet requests 
need to be sent to these services in a really short period, making the service no longer 
available. The thing that made this attack unique was the fact that it wasn’t launched 
from a PC, which many have been launched before, rather it was launched using IoT 
devices such as a set of security cameras and some network-attached storage. All this 
was made possible using a piece of malware that scanned the internet for IoT devices 
and tried to connect with these devices, if any device granted the malware any kind 
of access by the virtue of using default username and passwords, then the malware 
connected to that device and inserted a malicious code to try and use these devices 
for their nefarious activities. Such events can eventually lead to huge financial loss 
for the website, because users may no longer trust the services provided by them 
[15]. 

Moreover, this was not the last time that such a kind of attack took place, such 
things were even repeated later, but luckily manufacturers were able to rectify 
these security loopholes in due course. Such events lead us to important findings, 
that majority of internet-connected devices have no security whatsoever, they even 
provide access using a default username and password or use an authentication system 
that can be easily bypassed by any hacker. The crux of the matter is that these IoT 
devices may be “small” in size, but we must not forget that at the end of the day they 
are still computers, containing processors and software, which makes them highly 
vulnerable to external attacks, where hackers can take over these computational 
powers from the device and use them to launch DDoS attacks. 

So, while designing an IoT system, rectifying these major loopholes is a priority 
for an IoT developer, which requires a lot of brainstorming to cover these Gray 
areas from being targeted by an attacker, as once a device within a network has 
been infiltrated, it can initiate a spread of infiltration to other interconnected devices 
within the network, threatening the entire IoT infrastructure and the large amounts 
of private information within it, which should ideally have been protected. 

Further, in this chapter, we look at other security issues in IoT systems and the 
probable solutions to mitigate these issues [16].
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4 Why IoT Systems Are at Risk? 

The sole reason “IoT security” is turning out to be such a big issue is Cost. The  
majority of these IoT devices are being aimed at a consumer market and these 
companies that are marking them, want the smart devices to be ready quickly and 
at a minimal cost to make them affordable to all. Additionally, internet connectivity 
adds uniqueness to the product, which further increases the chance of the products 
being sold at a higher rate. 

However, in all of this, a major and key aspect of “Security” is being overlooked. 
Providing securities in these devices is not hard, but it adds an extra cost to the 
product, which refrains the manufacturers from doing so. 

The foolishness of these manufacturers by skipping security to make the product 
cheaper in the short term may be disastrous, as in many cases it can turn out to be 
the more expensive option. The incident in the year 2015, where the famous car by 
Jeep, the Jeep Cherokee was hacked by two individuals [17], totally demonstrates 
how security lapses are overlooked to reduce the cost of the product by the company 
in the first place. But in the longer run, these cut costs and security lapses eventually 
backfire and incur huge losses for the company. 

Chris Valasek and Charlie Miller, professional hackers developed a series of 
codes that could entirely take down the system of a 2014 Jeep Cherokee. The hackers 
in no way physically altered the car or its design, but similar to various other cars, the 
Jeep Cherokee could be hacked via the internet, using a cellular connection to take 
over the car’s entertainment system (Uconnect), and gain access to various important 
controls of the car, including its steering and its brakes [17]. 

The loopholes in the security of the entertainment system would grant access to 
anyone having the car’s IP address, Chris and Charlie sent various sets of commands 
through the Controller Area Network of the car, which resulted in killing the car’s 
engine in the middle of the highway. 

Later, Charlie Miller and Chris Valasek informed Jeep about the problems and 
how they exploited the vulnerabilities in the security system, but to their surprise, 
Jeep ignored them and did not take any action in rectifying the mentioned errors. 
The reason Jeep did so was because they thought that the findings of the hack and the 
information about the security lapses were not known to the customers, and nothing 
much needs to be done about it. However, after a certain amount of time, Charlie 
Miller and his colleague went ahead and published the information, as a result, the 
company was forced to recall 1.4 million Jeep Cherokees, to rectify the security 
loopholes. Charlie Miller also stated that this was the first time he had seen such a 
huge quantity of products being recalled due to a software issue. 

This process cost the company a whopping billion dollars. On the other hand, it 
would have been a much cheaper affair, if they had not compromised the security of 
the software in the first place.
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5 Methodology 

Humans communicate by using different languages. Each language is based on a set 
of protocols. Similarly, all the smart devices connected to the internet communicate 
with other smart devices through protocols which are known as IoT Protocols. The  
hardware is rendered useless without an IoT protocol stack as it enables the devices 
to exchange and communicate the data in a structured format. When we talk about 
IoT and data communication, the transferred data is interpreted and extracted by the 
user which is sent via these communication protocols. 

5.1 MQTT Protocol 

The MQTT protocol, which is the short form of Message Queue Telemetry Transport, 
is a lightweight and very efficient messaging protocol that was first developed and 
released by two IBM employees, Arlen Nipper and Andy Stanford-Clark in the year 
1999. They designed and developed this protocol because they needed a protocol 
that causes the minimum battery and power losses and can function on minimum 
bandwidth which can be used to connect with oil pipelines via satellites. These 
two inventors listed down many necessities for the future development of the MQTT 
protocol such as its implementation should be simple and with good quality of service 
data delivery, should be lightweight and work efficiently on low bandwidth, etc. The 
key features of the MQTT protocol are: 

Efficient and Lightweight, Two-way Communication, Scalability to millions 
of IoT devices, Reliability in terms of delivery and ability to support unreliable 
networks, and good security authentication methods. The MQTT Protocol is an m2m 
or machine-to-machine type of IoT connectivity protocol. It works on the publish 
and subscribe model for communication and enables communication between many 
IoT devices. The two components of the MQTT protocol are the client and the server 
and are used to publish or subscribe to messages as a client to a server. The client and 
the server may not need to be connected at the same time. Hence, the transmission 
speeds are very fast and can be used for real-time applications and so it is often 
termed as a real-time messaging protocol. 

According to avast.com, a total of nearly 49,000 MQTT servers are exposed 
directly to the internet and approximately 32,000 servers are not protected by any 
kind of authentication or password protection [18]. Hence, there are a lot of security 
vulnerabilities associated with the MQTT Protocol. 

Some of the common vulnerabilities associated with the MQTT Protocol are: 

1. Vulnerabilities associated with Authentication: The algorithm of the MQTT 
protocol fails to block repeated attempts to authenticate and this vulnerability 
enables the attacker to cause overloading, thus ending up crashing the broker 
[19].
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2. Vulnerabilities associated with Authorization: The permissions for the “pub-
lish and subscribe” are not set up properly. The authentication in the MQTT 
protocol is optional and does not get enabled by default. The clients of the 
MQTT protocol communications authenticate themselves with the broker by 
protecting the connect packet with a username and password [20]. 

3. Vulnerabilities associated with Encryption: Since the MQTT Protocol does not 
provide any encryption of the data, data privacy becomes a serious issue. Data 
sniffing becomes very easy for an attacker during communication [21]. 

Mitigation methods of the vulnerabilities of the MQTT Protocol: 

1. To prevent the effects of intrusion and attacks on MQTT servers and prevent 
the failure of the system because of adversaries, an Intrusion Detection System 
also known as the IDS which can take local decisions is implemented. Their 
task is to monitor foreign and potentially harmful traffic in particular nodes. It 
also verifies if the packet that is communicated is legitimate or not [22]. 

2. Using VPNs and re-authentication of sessions for a longer period and reducing 
the number of subscriptions to all topics are some of the general practices and 
recommended solutions to solve some of the authorization and authentication 
vulnerabilities. 

3. Transport Layer Security or TLS is the most extensively tested mechanism 
which is recommended by the standard of MQTT Protocol to ensure that the 
communication is secure. Although the older version or releases of TLS will 
expose the server to many exploitations and make it vulnerable [23]. 

5.2 CoAP Protocol 

CoAP is the short form of Constrained Application Protocol which is a recently 
developed web transfer communication protocol that is specially designed for nodes 
and networks which are under constraint. Constraint nodes refer to limited resources 
for web transfer communication for Internet of Things applications. CoAP protocol 
uses the User Defined Protocol or UDP instead of Transmission Control Protocol 
or TCP by forming a “message layer” for the retransmission of lost packets of data 
[24]. The CoAP is an application layer protocol and it supports multicasting as well 
as networks with low overheads. It is dependent on Representational State Transfer 
also known as REST, which is a principle based on the HTTP Protocol. 

The main features of the CoAP protocol are: It supports Machine to Machine 
Communication even in constrained situations. It also supports multicasting along 
with Unicast. Asynchronous messages can also be exchanged using this protocol and 
there is also support for Universal Resource Identifier which is also called the URI 
[25]. 

There are four main operations linked with the CoAP protocol and they are: GET, 
POST, PUT, and DELETE. Just like HTTP, the URL of the CoAP protocol begins with 
CoAP:// for unsecured URI and CoAPs:// for secured URIs. However, the reduced
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security services make the CoAP Protocol vulnerable to attacks and malware and 
this can compromise the entire environment of the CoAP protocol. 

Some of the common vulnerabilities associated with the CoAP Protocol are: 

1. Request Spoofing: The attacker injects many fake requests and attempts to 
change the credentials of the application based on the CoAP Protocol and hence 
gains full access to the system. Using an Off-path attack, the access support of 
the remote server of the CoAP protocol can be exploited by an attacker [24]. 

2. Cross-Protocol Exchange: In this attack, the attacker tried to read the messages 
by sending a node message with a fake IP address and port number which 
will force the node to interpret the message that is received based on the rules 
assigned for the target protocol. 

3. The vulnerability associated with authorization: Bootstrapping is the process of 
setting up improperly implemented CoAP nodes which could grant full access to 
the attacker causing unauthorized access to the CoAP nodes in the environment. 
The cryptographic keys that are generated are also very prone to attacks since 
they are also not secure enough and the use of such encryption keys could 
compromise the entire CoAP environment [25]. 

Mitigation methods of the vulnerabilities of the CoAP Protocol: 

1. A machine learning-based approach should be implemented to continuously 
monitor the activities of the clients and analyze them to detect malicious activi-
ties. The selection algorithm of the client port should be deployed at the Network 
Address Translation level or the NAT level. 

2. Secure socket layer over transport layer security or SSL/TLS is a cryptographic 
deployment method at the server-side that acts as a defensive mitigation method 
against TCP injection attacks. 

3. To tackle an off-path attack, the Source Port Randomization or the SPR is another 
mitigation method used in the transmission control protocol [24]. 

5.3 AMQP 

AMQP is the short form of Advanced Message Queuing Protocol. It is commonly 
used for sophisticated business messaging purposes and works best when asyn-
chronous communication is the necessity between two endpoints. To ensure the 
authentication of the client, SASL or the Simple Authentication and Security Frame-
work is supported by AMQP, and to ensure confidentiality and integrity of data 
communication, TLS is used. Compared to the MQTT protocol, this protocol has 
services related to security like the TLS and SASL enabled by default which results 
in better security by reducing the risks. 

The key features of the AMQP are:
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Ubiquity: As it is a business-oriented messaging protocol, the infrastructure is 
made for clear and reliable functionality of the core. The implementation and the 
opportunity cost are also lesser compared to other protocols. 

Some of the other important features are its safety and fidelity, ability to work as a 
united peer-to-peer communication channel, support for multiple devices at the same 
time, and forming independent local governance as its deployment is decentralized. 

Some of the common vulnerabilities associated with the AMQP are: 

1. Denial of Service or DoS attacks: Even though AMQP uses the TLS/SSL encryp-
tion that works upon the principle of transmission control protocol at the core, it 
is not secure against DoS attacks. A DoS attack will prohibit access to legitimate 
users as the attacker generates a large amount of traffic and crashes the server 
[26]. 

2. Some of the general vulnerabilities associated with the AMQP are remotely 
executing the code, bypassing the authorization and authentication barriers, 
disclosing the client’s information, hijacking the server by creating traffic, etc. 
[27]. 

Mitigation methods of the vulnerabilities of the AMQP: 

1. Protect and secure the AMQP service with SSL certification by giving the appro-
priate pathname to it. The AMQP client should be set to “restricted” so that 
takeover of that client is prevented. 

2. Blocking of all the excess AMQP ports from the system firewall will inhibit the 
attacker to access them from outside and exploit the vulnerabilities. The use of 
CHLAUTH rules, also known as the channel authorization, is used to reduce 
the number of connections made by TCP and the queue can be configured [28]. 

5.4 XMPP 

XMPP is the short form of Extensible Messaging and Presence Protocol and it is 
based on XML logic and technology and used majorly for real-time communication 
applications which are asynchronous. It can function between two or many entities. 
It is known for its rigid security system services as it supports the SASL algorithm for 
authentication and for maintaining confidentiality and integrity, the TLS certification 
is used. As these services are developed on the core of the protocol, they are enabled 
by default, and this makes the XMPP much more reliable and secures when compared 
to many other communication protocols. 

Some of the common vulnerabilities associated with the XMPP are: 

1. Vulnerabilities associated with availability are the biggest challenge with the 
XMPP which results in leakage of the sensitive data to the public and unau-
thorized access to the XMPP servers by attackers. The certificates are not 
always validated appropriately which causes vulnerabilities related to message 
validation.
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2. Data locations can be breached because of the use of extension in communicating 
the information of the user [29]. 

Mitigation methods of the vulnerabilities of the XMPP Protocol: 

1. An XMPP server is considered to be secure if it has a certificate of the server and 
is configured in such a way that any cleartext communications are not allowed, 
and lastly, it should support XEP-198 [30]. 

2. Obtain an official SSL certificate for the server as it is isolated from any public 
networks and since it is open-source, the developmental community of the 
XMPP is constantly working to make the communication secure and safe to 
use by raising the bar of security [31]. 

5.5 WebSocket 

WebSocket is a protocol used for communication between computers and it works 
over the Transmission Control Protocol connection and supports full-duplex commu-
nication channels. It was first standardized in 2011 and it is very different from HTTP. 
TCP support is at layer 4 in the OSI model and the WebSocket protocol is located at 
layer 7. 

WebSocket provides full-duplex communication even if the webserver has a lower 
overhead and this facilitates real-time transfer speeds which are essential for IoT 
applications. It is different from the conventional communication protocol like HTTP 
because they consist of a system called “polling” which means that the browser of 
the client will request the data or resource to the server and in return, the server will 
respond by transmitting that resource, hence closing the connection. This system of 
communication was appropriate for olden time’s static web pages but for dynamic 
web pages of modern times, they become constrained [32]. 

Some of the common vulnerabilities associated with the WebSocket are: 

1. The server has the responsibility to validate and verify the header of the origin 
during the handshake of HTTP WebSocket in the beginning and if the server 
fails to validate the information, it may lead to cross-domain routing leading to 
CSRF issues [33]. 

2. As there is no header in the WebSocket, the applications based on it are 
vulnerable to authorization hacks and data privacy security issues [34]. 

Mitigation methods of the vulnerabilities of the WebSocket: 

1. Use of wss:// protocol must be done so that the TLS certificate is active. 
2. The handshaking message of the WebSocket must be protected so that 

vulnerabilities such as CSRF and hijacking can be prevented. 
3. Both server and client-side data must be managed properly to prevent SQL 

injections and scripting of cross-site [35] (Table 1).
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Table 1 Comparison of the most used IoT communication protocols, their vulnerabilities, and 
mitigation techniques 

Sr. No. Protocol Vulnerabilities/Attacks Mitigation 

1 MQTT DoS, DDoS, Botnet Use of IDS, TLS, and VPNs 

2 CoAP RFC, Sniffing, Spoofing, DoS, 
Hijacking 

DTLS, SSL/TLS, SPR 

4 AMQP DoS SASL 

4 XMPP Data breaches, DDoS SSL 

5 WebSocket CSRF TLS 

6 Essentials in IoT Security 

Various IoT devices have constantly been attacked by targeting the loopholes in their 
security layers, and these attacks shall continue in the same way, considering the 
poor state of security levels that the current generation of IoT devices possess [36]. 

As IoT devices commercialize and find their usage across various domains, their 
users continue to increase rapidly, making it more important than ever to make these 
IoT devices secure to protect the sensitive information it holds. So, here are a few 
vital aspects that every IoT developer needs to fulfill in order to make a completely 
efficient and secure IoT system [37]. 

I. Authentication—Maximum IoT devices are shipped with default password 
authentication or no authentication at all, and research suggests that over 80% 
of attacks are carried out successfully, due to weak or no passwords at all. 
Thus, having a certificate-based authentication can massively decrease the 
chance of being attacked, as a strong password acts as the first line of defense 
against an external attack [38]. 

Moreover, whenever data transmission going on between two smart entities 
within an IoT system, their identities should be verified. In other words, both 
the entities should be valid and authenticated entities [39]. 

This is a very vital step that should not be skipped at any costs, as carrying 
out communications with an unauthenticated device would lead to sharing 
confidential information with a third party where it may be misused for nefar-
ious activities. A user can simply be authenticated by entering his/her creden-
tials, and only if they match with the ones stored in the database, the user will 
be granted access to share the information within the network [40]. 

II. Access Control—This is a vital feature that should be provided by IoT devel-
opers within their systems, which simply states that the access of information 
for a particular user will be according to his/her access level [41]. 

As soon as the user logs in to the system after entering the credentials, 
he/she will be granted access only to the information that is suitable for his/her 
role within the organization. So, the higher the user is within the hierarchy of 
the organization (Forex. a CEO), he/she will have access to more and more 
confidential information within the system. On the other hand, the lower we
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go down the hierarchy in the organization (Forex a fresher), the more access 
to confidential information decrease. 

This is very essential to maintain the security within a system, as access 
control makes sure that, only the trusted sources within an organization have 
the right to access the confidential information, thus preventing it from going 
into the wrong hands. 

III. Debug—One should never commit the mistake of having any kind of debug-
ging open on any of the ports of the system. Maximum people open up debug-
ging access on non-essential ports, but even they are equally accessible and 
they eventually put the entire IoT architecture under serious threat. Thus, it is 
recommended to completely switch OFF any kind of debugging access that 
is currently being granted on the system. 

IV. Encryption—It must be made sure that any kind of data that is being 
exchanged between the IoT device and the cloud needs to have proper encryp-
tion so that even if this private data is intercepted by a third party, it could 
not be understood directly without being unencrypted. To make the effect of 
encryption more effective, it is advised to add key exchange, wherein each 
user would have to be authenticated and authorized beforehand to set up the 
encrypted connection, by this way, only the authorized user will be able to 
access the data [42]. 

V. Privacy—Privacy is a must in any system, and it must be maintained at 
all costs. So, it is essential to make sure that no important and private data 
including WIFI credentials, or other important passwords are easily accessible 
by the hacker, as that would simply be an invitation to launch an attack on the 
system. 

Various encryption methods could be used while storing this information 
to keep them safe from external access. 

VI. Web Interface—Hackers have various ways and will use any of them to gain 
access to your system, and the best one can do to protect their system against 
these attacks is, by equipping the security of the system to fight against them. 

Therefore, any web interface should at least have the ability to fight against 
the standard techniques these hackers use. Namely, a web interface should be 
protected against SQL injections and Cross-site scripting, which are security 
vulnerabilities that allow the attacker to access the information that is being 
transferred between the web interface and the user. 

VII. Firmware Updates—No IoT system can ever be secure as various security 
bugs are created every day with the motive of gaining access to your system. 
Additionally, these security bugs can play a major part in taking down an 
entire IoT system. 

Thus, it is necessary to keep the security firmware up to date, as it can protect the 
system against the common attacks that exploit certain vulnerabilities in the security 
of the system. Moreover, to have all the essentials to fight an external attack, it is 
recommended to provide a dashboard that alerts the user as soon as a new firmware 
needs to be downloaded onto the system.
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But the key is that the firmware should be authenticated and signed by the manu-
facturer before it’s installed onto the system, irrespective of whoever updates the 
firmware, no one can add codes or install the malware in the system. 

7 General Mitigation Techniques 

IoT security is not all doom and gloom and there are a lot of solutions out there 
that can help to mitigate these constant attacks that are being launched on the IoT 
systems. 

An efficient IoT device is built on a microprocessor or a microcontroller, and the 
ARM microcontroller being the most popular one, provides an entire OS known as the 
“Arm Mbed OS”. Besides being an operating system, it additionally offers a variety 
of services ranging from the programming of the device and firmware upgrading, 
all the way to device deployment. The Mbed OS also includes various methods that 
could encrypt data that is being exchanged with the cloud which makes the system 
immune to external attacks [43]. 

Additionally, µ-visor is another software solution that could be made use of. The 
software provides an independent secure channel for communication within the IoT 
system, resulting in higher security against malware and external attacks [6]. There 
are various other RTOS also available over the internet which can be made use of, 
FreeRTOS is another one of them. 

In conclusion, if one invests in such Real-Time Operating Systems, we pretty 
much guarantee that we get ourselves an IoT device that is covered through all its 
different phases. But, even if one does not make use of any such operating systems, 
there are other ways too that can guarantee the security of the IoT system. The 
Nordic Semiconductor Thingy:52 deserves a shoutout here, as it includes methods 
that can help the system to upgrade its firmware using Bluetooth, to keep the system’s 
security up to date. The Nordic Semiconductor Thingy:52 is an open-source and 
is easily available over the internet, but even then, if one is not able to get it, there is 
a source code that is published over the internet which could be used. 

8 IoT Security—Home Surveillance Systems 

With the rapid increase in thefts all around, a surveillance system is the need of the 
hour. Here, IoT can come in handy, by helping us create a low-cost and thorough 
home surveillance system that can easily be scalable [44]. 

Such a home surveillance system uses a camera to record the live footage, which 
then is sent to a port on the router via the internet. Finally, this footage can be viewed 
over the internet by logging onto the port of the router using any smartphone/PC that 
has an internet connection enabled [45] (Fig. 3).
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Fig. 3 Block diagram for home surveillance system using IoT 

The Home Security surveillance system that is designed using IoT generally uses 
Peer-to-Peer (P2P) networking to connect with other devices within the network. 
The “peers” essentially are computers/mobile devices that are connected via the 
Internet. P2P enables the users to access the audio/video footage from the camera 
transparently through the internet [46]. 

But the security surveillance system is not completely secure, as the recent report 
suggests that routers are one of the most vulnerable devices to be hacked. Thus, one 
needs to carefully evaluate the potential risks. Namely [47]: 

(i) Allow attackers to access sensitive information such as audio/video footage 
across the internet [48]. 

(ii) Allow unauthorized users to access and alter the local users’ credentials and 
log in to gather sensitive information. 

A few things that can be done to potentially increase the security of the system 
and drastically decrease the possibility of being hacked are as follows: 

(i) First of all, it’s imperative to upgrade the router’s firmware, as the router is 
the first checkpoint that can prevent outside traffic from accessing the home 
network. Many firmwares have flaws that can be easily targeted by hackers; 
however, these loopholes are quickly patched by the router manufacturer, but 
these patches need to be downloaded manually by the user, something the 
majority of users have never done, thus putting themselves in a risk to get 
hacked [49]. 

(ii) Secondly, it’s vital to change the login credentials of the router, the first time 
we access it, as most systems are hacked because of compromised or insecure 
passwords. One should also abstain from using passwords such as “admin-
istrator”, “password”, “123456” or other easily guessable passwords, which 
can make the entire network open to anyone who wants to access it [50]. 
It is like being unguarded despite having a guard, therefore, defeating the 
entire objective of security. To get a secure password, one can use a password 
manager which will assist the user to find and secure a password that is not 
easily guessable. 

(iii) Lastly, the UPnP (Universal Plug and Play) option must be disabled within the 
router. UPnP is a feature that was well thought off, and essentially requests 
the router to have a port open for an external device in case it requests for it, 
all of this happens automatically and one doesn’t have to manually perform 
the tedious backend tasks that go into opening a port on the router for external
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access by a device. Unfortunately, the UPnP service is highly vulnerable to 
external attacks that could compromise the security of the entire system [51]. 
In certain attacks, the attacker device can pretend to be a local device or a 
trusted device and request for a port to be opened on the router, and once the 
port has been opened, the hacker can easily use various methods to target the 
services on that port and gain access to the entire network. Thus, disabling 
the UPnP protects the system from such hacks [52]. 

If one does all the things mentioned above, the home surveillance network is most 
likely to be secure and not end up being an easy target for a hacker [53]. 

9 Conclusion 

Whether one believes it or not, the way we live today will completely be transformed 
by the Internet of Things and this would be a stepping stone toward the next industrial 
revolution. The revolution will proliferate the applications of IoT to such an extent 
that, its applications will be seen across every industry sector and human life that 
one can think of. As people often say, “Change is the only constant”, and it is about 
time we move a step closer to the fourth wave of the internet revolution which will 
be known as the “Internet of Everything”. Unlike IoT, the Internet of Everything 
would not just focus on physical objects, rather it would have a much broader scope 
that would range from wearables to implanted sensors, but to make all of these safe 
and immune to external attacks, a lot of work needs to go in and most importantly 
the mindset of these developers that prefer in cost-cutting on security must change 
and the users must be thoroughly aware of the consequences of using an unsafe IoT 
device. In conclusion, the world will we live in, will never be the same as before with 
this rise of connectivity that revolution will bring in, and IoT is sure to drastically 
impact billions of lives positively. 
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Detection of Phishing Attacks on Online 
Collaboration Tools Using Logistic 
Regression 

Rakshitha and Prabhashankar Jayarekha 

Abstract Phishing is a process and activity related to the security of the internet, 
and it does not target only the software but to data that is vulnerable to day-to-day 
activity in human life. This can also be narrated as striking or pouncing on innocent 
online users to steal very sensitive information eventually causing financial losses and 
damaging the credentials of individuals. Phishing is a very commonly used means 
of threat on the internet which resulted into the growth of the World Wide Web in 
volume significantly in recent times. In general, Phishing criminals use the latest 
and highly sophisticated methods to fool online users i.e. zero-day. Therefore, it is 
very essential that the anti-phishing system be real fast, real time and holds from the 
intelligent phishing detection solution. The need of the hour is that we establish a 
detection system that will adjustably meet the transposing environment and phishing 
websites. As the approach proposed extracts various kinds of perceptive aspects 
from the source-code of webpages and URLs, it is completely a tailor-made solution 
from the clientele side and it does not require any third-party service. In this paper, 
the system is intelligent; it provides a brilliant system for detecting or to finding 
out phishing websites. The entire system is a machine learning based, significantly 
monitor learning in particular. As the best presentation in categorization the Logistic 
Regression Technique has been selected. 

Keywords Phishing · Uniform resource locator (URL) · Logistic regression ·
Classification algorithm · Core evaluation model · Amazon cloud service (AWS) ·
Hacking · Crime review & investigation (CRI)
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1 Introduction 

Around 1996, Phishing was stuck by cyber attackers and stole the account of America 
Online and its passwords. This is a kind of engineered attack on socio-economic front, 
generally used to hijack the targeted victim’s data, key or vital information, primarily 
credentials related to logging in that includes numbers on credit-card. It normally 
happens while a criminal simulates as a genuine operator or an entity, deceiving the 
targeted customer victim in to open and access a text or instant message or an e-mail. 

The solution, that is irrelevant if the problem is not explored thoroughly. It is 
important to execute a Crime Review and Investigation (CRI) proposition to help the 
subsequent exploration by appending a fresh resource of writings. The CRI applica-
tion ultimately will yield into comprehensive anti-phishing review of the literature 
structure. The distinctive crime in the cyber world is crime using the internet, such 
as spoof website, credit-card frauds, hacking, intrusion on networks and importantly 
virus spreading. Billions of world’s internet users communication either business or 
personal levels are indirectly give opportunity to Phishers to inveigle users easily. 

The effects of threats on online users, highly sensitive professionally run orga-
nizations such as a bank, infrastructures of some organizations and e-commerce 
companies. Phishing is majorly divided into two segments: First being getting a 
phishing email communication by the potentially vulnerable victim and secondly 
targeted customer is tricked by fake emails by the spoofed websites. An attack is 
triggered by attachments which would install malware or sometimes responding 
with highly sensitive data. 

The life cycle of phishing mainly revolves around five stages as discussed below 

1. Planning & Setup 
2. Phishing: 
3. Break in/Infiltration 
4. Collection of Data 
5. Break out/Data Exfiltration. 

2 Machine Learning Methods Used Logistic Regression: 
Use of Algorithm for the Development of the Model 

It is a Classification Algorithm, used when the nature of value in the target variable 
is categorical. This is commonly used while output is binary in data questioning, so 
either it is to one class or another in a possession or it is Zero or One. 

As we are training the model with a huge amount of data sets and we cannot use 
manually analyze the pattern and the learning interfaces from those data sets which 
have been used to train and test the model, so machine learning algorithms give an 
efficient way of analyzing and visualization of the huge amount of data set which are 
being used, and here ML is the best way to analyze the pattern of the complete data. 
We are using a huge amount of URLs for training and testing. These models are being
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developed by us. Some of the features in the URLs are classified as phishing or a trust 
worthy websites. There exist a necessity for accurate models or ML Algorithms to 
specify the classifications of the URL based on some features like (domain, protocol, 
special characters, and name of the author of the site, ftp, subdomain name, http or 
https). It should be easy for a trained model or the algorithms to classify the URL as 
a phishing website are a genuine one. Hence machine learning is used in our project. 

3 Literature Survey 

This chapter is an endeavor to bestow a recapitulation of several features of the 
study by way of the exploration of available literature presented by various eminent 
researchers. 

Doran and Zabihimayvan [1]—‘Fuzzy Rough Set Feature Selection to Enhance 
Phishing Attack Detection’ says they probe a concurrence on the conclusive features 
that must be used in the detection of phishing. To assess the FRS characteristic 
choosing in evolving detection of generalisable phishing, categorization is educated 
by a discrete out sample set of data. 

Nathezhtha et al. [2]—‘WC-PAD: Web Crawling based Phishing Attack Detec-
tion’ inferred subsist phishing detection approach stall to dispense solution to a 
problem similar to zero day phishing website ambush. The speculative investigation 
of suggested WC PAD is made with a set of data acquired from the phishing’s real 
cases. It is clearly established that a suggested WC PAD gives almost 99% precision 
in terms both of phishing and zero day attacks in phishing detection. 

Patil and Dhage [3]—‘A Methodical Overview on Phishing Detection along with 
an Organized Way to Construct an Anti-Phishing Framework’ infers as per the publi-
cation in December 2018 Anti Phishing Working Group (APWG) it reports, banking 
sectors services and processors of payments were high in phishing. Studies relatively 
of in-use, anti-phishing instruments or tools were attained and its impediments or 
restrictions were appreciated. 

Geng et al. [4]—‘Systematization of Knowledge (SoK): A Systematic Review of 
Software-Based Web Phishing Detection’ finds there is an elaborate study in form of 
research and development has been done to find the phishing venture based on their 
distinctive network, content, URL features. Beginning from the phishing detection 
classification, we study detection features, evaluation datasets, evaluation metrics 
and detection techniques. 

Dou et al. [5]—‘RR Phish, Anti-Phishing via Mining Brand Resources Request’ 
finds prospective coherent and practical anti-phishing techniques are evidently 
needed and urgent. RR Phish as an augment blacklist technology can find not just 
only phishes on the blacklist, but also emerging phishes.
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4 Proposed System 

This Paper is on an app development that predicts the susceptibility of a phishing 
websites’ basic given data such as URL length, domain length and more. The ML 
Algorithm logistic regression has been demonstrated as the most explicit and depend-
able algorithm and reason for using in the system proposed. The work proposes to 
collect relevant data elements connected in the field of study and train the data as per 
the proposed Algorithm of ML (Fig. 1). 

Implementation of Logistic Regression Algorithm: Logistic Regression ML 
Algorithm to detect if in case the inputted URL is a phishing site or not, it is an 
analytical model, in basic of its form utilize organizations responsibility to the model 
which is a binary dependent variable, though there are more complicated augmen-
tation getaway. In this analysis of regression, administration regression is approxi-
mating the specification of a logistic model. In case straightaway regression is used 
on the given problem, there exists a demand for establishing a threshold formulated 
on which categorization can be done. It can be concluded that direct regression is 
unsuited for categorization complications. 

Y = 1 

1 + e−(a+bx) 

Implementation of the model to detect phishing: This module implements the 
Logistic Regression ML Algorithm to detect if in case the input URL is a phishing 
site or not. Logistic regression is an analytical representation that in its elementary 
construction uses an organization function to represent a binary response variable. 
In regression analysis, logistic regression is evaluating the limitation of a logistic 
representation which is also a configuration of binary regression (Fig. 2). 

Training and Testing of the model for accuracy: Training and testing the model 
for fining the accuracy and the efficiency of the model. Optimization will be done to 
improve the accuracy of the model and make sure the algorithm is working with data-
driven prediction or decisions by can build a mathematical model to get an appropriate 
input and output data model. The data set taken to build a model will come from 
various data sets. Models of data sets which are trained and are on training process will 
be using the supervised learning method. The models are developed and are trained

Fig. 1 Classification model 
using logistic regression
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Fig. 2 Model architecture 

with the dataset and produce the result which will be then compared to the target 
value for the input which is given into the vector for training the dataset. The model 
will have fitting which can include both the variable selection and the parameter 
estimation. The validation of the dataset which will be used for the regulation for 
the early stopping of the trained model due to error on the validation dataset which 
increases accuracy and it will be a sign of overfitting of the training datasets. A simple 
procedure for the validation of the error dataset will be done during the training of 
the given model. The configurations are found from where it has been created in the 
ad-hoc; finally, the test dataset which is used to provide the unbiased evaluation on 
the final model is being developed and fitted with the trained dataset. These datasets 
are called as holdout datasets while the dataset is not used for either testing or training 
the model (Fig. 3).

To have the dataset, we have constructed data set by using some prior requirements, 
key requirements such as URL length which is classified as 0 or 1 in binary form,

Fig. 3 Data set classification
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Fig. 4 Accuracy test 

Domain length which includes classification based on protocol and more parameters 
which are in binary format as 0 or 1. We consider other parameters like port number, 
user IP address, has symbols, etc. Finally, these are calculated as the target results.

5 Accuracy Test 

Once the datasets are constructed, datasets will be imported and their calculation for 
accuracy by (Fig. 4) 

A = T P  + T N  

T P  + T N  + FP  + FN  

6 Data Flow Diagram (D F D) 

Graphically the depiction of the flow of data along with an Information System is 
very convenient in the interpretation of a system and could be fluently made use of 
while analysis. It shows the systematic movement of data and views a system as a 
function which modifies inputs into an expected output. Any complicated system 
will not execute this transfiguration in a one-step and data will generally go through 
a sequence of modification while becoming the relevant output. With this DFD, users 
can envisage how this system will operate that the system will accomplish. This could 
be used to allow the end user with a substantial proposition of input data, eventually 
as a consequence on the formation of the complete system.
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Fig. 5 Data flow diagram of the implemented model 

6.1 Model Implementation 

This implements the Logistic Regression ML Algorithm to detect if in case the 
inputted URL is a phishing site or not, and it is an analytical model that in its funda-
mental structure makes use of an administration function to representation a binary 
sustained variable in spite of numerous compound augmentations exists. In the anal-
ysis of regression, logistic regression is evaluating the specification of a logistic 
model which is also a formation of binary regression. In the early twentieth century, 
biological sciences use to use Logistic Regression. Later many applications in social 
science started using Logistic Regression. When a target-dependent variable is cate-
gorical, Logistic Regression is used. With illustration, based on the example, one can 
conclude that linear regression is inappropriate for classification problems. Linear 
regression is unlimited and these accompany the logistic regression into illustration. 
Its value stringently extends from 0 to 1 (Fig. 5). 

7 Conclusions 

The co-evolution phishing model is built on python programming using a machine 
learning algorithm i.e. logistic regression; when the model is built once, hosted on 
the AWS cloud. There are two ubuntu machines built on the cloud, one of them will 
handle the website and model and the other will handle third-party users, here user 
interface is given while any user can register or login to the main phishing detection
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website. Every user will be given a license key to operate on the website which it 
allows the user to use the phishing detection website. 

Studying the features of phishing websites which is aimed at pursue a classifier 
by higher performance and pick the best available combination of them to coach the 
quantifier. The data access layer is something that manifests the most possible func-
tioning of the database to the outer world. The most important phase of the Software 
Development Life Cycle’s (SDLC) is implementation. It comprehends the entire 
procedure convoluted in obtaining new hardware or software operating precisely in 
its surrounding. 
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Security Analysis of Unmanned Aerial 
Vehicle for Mars Exploration 

Manjula Sharma, Sachin Kumar Gupta, Vinay Pathak, 
Omprakash Kaiwartya, and Geetika Aggarwal 

Abstract Unmanned Aerial Vehicles (UAVs) have surpassed all expectations in 
terms of success in the modern period. Over the last decade, a large number of UAVs 
capable of planetary exploration have been produced. In general, telescopes, Probes, 
Orbiters, Spacecraft, Landers, Rovers, and human pilots have been used to observe 
space phenomena. These classic space exploration techniques however have some 
limitations that should be discussed, such as the limitation of surface exploration. The 
amount of time spent closer to the celestial body should be increased, as should the 
quality and quantity of information have imparted. As a result, UAVs are regarded as 
one of the most effective means of exploring spatial bodies. The technology of UAVs 
has enormous potential in supporting a variety of active space mission solutions. 
We have considered UAVs for planetary exploration because of their advantages 
over other planetary exploration methods. Several space agencies around the world, 
including NASA, have proposed sending UAVs to other planets as space drones. 
For communication purposes in space UAVs, a compatible security system should 
be considered. This consideration will enable required security functions such as 
authenticated key agreement, non-repudiation, and user revocation. The aim of this 
paper is to investigate the behavior of UAV prototype on the Martian surface. The 
security situation of the Martian UAV is also analyzed. It has been discovered that 
a MarSE UAV flight on mars has a higher chance of success. Additionally, it is 
perceived that the proposed prototype MarSE UAV poses almost no significant risk 
in terms of significant security threats.
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1 Introduction 

Space exploration exemplifies a variety of integration, control, and communica-
tion techniques, among others. It brings together a variety of technological areas, 
including propulsion, life sciences, materials, and guidance. Our solar system is made 
up of the stars, the sun, planets (such as Mercury, Mars, Earth, Venus, Saturn, Jupiter, 
Uranus, and Neptune), some dwarf planets (such as Pluto), as well as numerous 
moons, asteroids, comets, and meteoroids. In comparison to the earth, many celestial 
bodies in the solar system seem to have atmospheres, aerosol and cloud mechanics, 
atmospheric chemistry, and dynamics [1]. Such parameters can be analyzed and 
explored with the aid of space exploration. According to the superpowers of the twen-
tieth century, space exploration and discovery is a profitable investment. Medical care, 
solar panels, water treatments, improved computing systems, global search systems, 
and rescue systems are only a few of the fields where it has made a difference. 
Landers, Rovers, Orbiters, telescopes, fly-bys, human crews, and other space explo-
ration techniques have also been used to investigate various spatial bodies in the past. 
However, there have been some drawbacks to these space exploration techniques, 
such as difficulties with surface exploration, a lower number of available resources, 
and inadequate quantity and accuracy of the investigation. As a result of space travel, 
serious health complications arise in the bodies of human crew members. Though 
these health issues are usually just acute, they may have long-term consequences [2]. 

These problems prompted us to explore a better option, which resulted in the 
production of UAVs for space exploration. The use of UAVs will strike a balance 
between research, risk of execution, and cost. To complete their missions, UAVs 
must collect and process data. UAVs may be able to store a range of information 
about a planet’s environment as well as strategic operations. As a result, it becomes 
clear that securing communication through UAVs requires a methodical and accurate 
examination of technical vulnerabilities. Space UAVs may become more fragile and 
prone to faults and failures due to cyber-attacks, software and hardware bugs, and 
unintended defects introduced by the manufacturer. 

1.1 Motivation and Contribution 

UAVs are considered a valuable method for planetary exploration due to their tech-
nological developments [3]. UAVs have come a long way in terms of their use in 
space missions [4]. The most recent methods of planetary exploration are restricted in 
versatility and resolution and provide little information about the earth. To address
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these issues, we’ve been motivated to use UAVs for space exploration. The key 
contribution of the current research is: 

● To safely deploy UAV for space research. 
● To explore into the security features of space UAV, such as protocols, communi-

cation attacks, and suitable security algorithms. 
● To develop a better understanding of the problems associated with UAV devel-

opment and to ensure the protection of a UAV-based network on the spatial 
body. 

● To study the prototype UAV for a flight attempt on a Martian body. 
● To observe the UAV flight on the surface of Martian body. 

1.2 Expected Application Area 

UAVs are used for a variety of tasks, including disease control, ocean waste vacu-
uming, pizza delivery, and more. UAV technology has been used by defense groups 
and tech-savvy clients for quite some time. The benefits of this technology, however, 
extend far beyond these businesses. Advances in core technologies, as well as new 
features, have cleared the door for even more UAV innovation. Innovative naviga-
tion systems, expanded range, data management, and security systems have all been 
added to recreational, commercial, and military drones. UAVs are extremely useful 
in industries such as military, goods, transport, agriculture, entertainment, search and 
rescue and home security because of their flexibility. The increasing development of 
autonomous technologies, which operate through remote or onboard computer, is a 
boon to the UAV patent environment. 

1.2.1 Military Industries 

The first recorded use of UAVs occurred in the mid-1800s, when Austrian forces 
invaded Venice with 200 destructive balloon carriers. Since then, UAVs have mainly 
been used in military operations. International interest in UAV technology has led to 
its increased use in commercial fields, thanks to a history of technical advances that 
have improved the performance of UAVs from World War II to the present [5]. 

1.2.2 Home Security 

Although the military’s use of UAVs for surveillance is well-known, sunflower labs 
in the United Kingdom is introducing UAVs into the home safety sector, with the 
businesses now at present beta testing a security drone designed to protect houses 
[6].
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1.2.3 Search and Rescue Industries 

UAVs have only recently begun to be employed in the event of a search and rescue, 
according to Da-Jiang Innovations (DJI), the world’s larger maker of UAV; they 
have already rescued 59 people from life-threatening circumstances. A UAV recently 
rescued two swimmers in Australia, and New Zealand is testing similar “lifeguard 
drones” to help locate surfers in need and deliver floating devices [7]. 

1.2.4 Transport Industries 

UAVs also hold a ton of potential in the transportation sector, with the technology 
expected to replace $13 billion in human labor and services of business. This is 
believed to have aided in the development of flying taxis, since numerous companies, 
including Ehang Corp in China and Volocopter, are operating two-seater UAV cabs 
in Dubai [8]. 

1.2.5 Construction Industries 

UAVs also have a lot of promise in the construction industry, with an estimated market 
value of more than $11 billion in the future. The development of UAVs equipped 
with 3D printers is one of the innovations being created at Imperial College London. 
By printing materials as they move, this remote-controlled machinery would be able 
to create and repair buildings [9]. 

1.2.6 Agriculture Industries 

UAVs are already being used in agriculture to track large swaths of land, analyze 
soil samples, and even herd cattle. Researchers in Japan are currently working on 
insect-sized drones, which may extend the use of UAVs in agriculture even further 
in the near future. These tiny UAVs will be used to pollinate plants, moving pollen 
between flowers using horse hairs and a sticky ionic gel [10]. 

1.2.7 Retail Industries 

Delivery drones are one of the most commonly imagined potential applications for 
UAVs. Some businesses are trying to take this idea much further, with Walmart 
and Amazon battling it out over an airborne warehouse. Both companies propose a 
massive blimp-like UAV that would fly at 500–1000 feet above ground, launching 
smaller UAVs to deliver products right to customer’s door [11].
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1.2.8 Entertainment Industries 

UAVs are being invested in as a medium of entertainment in addition to their realistic 
applications. UAV racing league recently received a $1 million investment from sky, 
the world’s largest broadcasting company. UAV pilots compete in high-speed obstacle 
courses in this sport, which has attracted the attention of Eurosport and Fox sports 
[12]. 

The remaining sections of the paper are as follows: Sect. 2 is regarding the related 
work and the types of UAVs for space investigation. Section 3 discusses the space 
protocols, security threats, and the types of security solutions well suited for safe 
exploration (such as blockchain security and quantum security). Section 4 is about 
the system model for deploying a UAV prototype on the Martian surface, parame-
ters considered for the successful Martian flight and the simulated results achieved. 
Finally, concluded in Sect. 5. 

2 Related Work 

This section discusses the previous studies on the UAVs used for space exploration 
till now and the types of UAVs for space investigation. Scientists from all over the 
world are attempting to send UAVs to different planetary bodies (such as Martian 
surface, Venus, and Titan). The main objective of UAV is to collect data and establish a 
network on the surface. The use of UAVs for space missions has grown exponentially. 
One of the most well-known examples of space UAVs is a mars helicopter that 
landed recently on the Jezero crater on February 18, 2021 [13]. The main benefit 
of using UAVs for space research is the increased coverage and quality of data. 
The architecture, design, takeoff, path, and route planning for UAVs for different 
planetary missions differ due to variations in climatic conditions. Till now, several 
UAV models have been suggested for exploring planets such as Martian body, Titan, 
and Venus. Aerial Regional-scale Environmental Survey (ARES) is one of the most 
well-known examples of a mars drone. It’s a proposed mars scout mission that will 
collect high-value science data (such as the planet’s atmosphere, surface geosciences, 
metallurgy, and oceanic crust magnetism) using an aircraft. Although mars have a 
low density in comparison to earth, the idea of flying drones on this planet has sparked 
a lot of interest [14]. 

The Exofly- Delfy 2 UAV model was proposed for Martian body exploration in 
2008. This model had a solar power supply that lasted 12 min and had a range of 
10 km. The model had a mass of 0.02 kg and a wingspan of 0.35 m [15, 16]. In 2014, 
a solar-powered Martian helicopter [17] with a mass of 1.8 kg was launched [18]. 
The helicopter had 1.5 min of endurance [19, 20]. In 2017, Marsbee was proposed 
which had a mass of 2.19 * 1014 kg [21]. The air pressure on Venus is similar to 
that on earth, implying that the flight power needed is lower than that on the other 
planets (such as Martian body). As a result, drones capable of flying in the Venus’ 
atmosphere have also been proposed. A large drone model for Venus investigation
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Table 1 Comparison between various UAV models for space exploration 

Ref. No. (Year) Previous UAV 
Model 

Target solar bodies Power supply 

Martian 
body 

Venus Titan Solar ASGR Nuclear Li-Po 

[22, 23], (2002) Large drone ✓ ✓ – – – 

[24], (2005) Aircraft flight ✓ ✓ – – – 

[15, 16], (2008) Exofly-Dlyfly 2 ✓ ✓ – – – 

[23], (2013) VAMP AV ✓ ✓ ✓ – – 

[17–20], (2014) Mars helicopter ✓ ✓ – – – 

[26], (2015) SESPA ✓ ✓ – – – 

[21, 27], (2017) Marsbee ✓ – – – – 

[25], (2020) Dragonfly ✓ – – ✓ – 

Our proposal MarSE UAV ✓ – – – ✓ 

was proposed in 2002 [22]. This model had a solar power supply, 1.6 square meters 
of wing area, 0.37 chord lengths, and a mass of 15 kg [23]. An aircraft flight with 
solar power was proposed in 2005. The wing area of this model was 16.2 m2, the  
chord length was 1.8, and the wingspan was 9 m [24]. Titan is Saturn’s largest moon. 
It is a frozen planet with a golden, hazy atmosphere covering its entire surface. Titan 
is the second-largest moon in our solar system. The Titan is another solar body that is 
being considered for drone exploration. Soon, dragonfly will be one of the most well-
known Titan drones. NASA’s next $1 billion planetary science mission, dragonfly, 
is scheduled to launch in 2026 [25]. Table 1 shows the comparison between various 
earlier proposed models of drones for exploring several planets. 

In our proposed model, MarSE UAV is designed for Martian mission that uses the 
Lithium Polymer (Li-Po) battery as a power supply. Li-Po batteries last longer than 
other power sources. Solar power supply may struggle to collect enough sunlight 
on Martians’ windy, dusty terrain, making them a risky choice for powering life 
support systems. Nuclear power supply is costlier. Development of new nuclear 
fission reactors for space stalled will have design issues and a ballooning budget. 
These drawbacks will be overcome by using Li-Po batteries. Li-Po batteries are 
rechargeable batteries that have been used in aircraft for a long time. These are light 
in weight and flexible that can be molded in any shape or size. 

2.1 Types of UAVs for Space Investigation 

It is not safe to launch a traditional UAV on other solar bodies. Due to the launch 
vehicle’s packaging constraints on the intended solar bodies, the size and weight of 
the UAVs are normally constrained. Various maneuverable, efficiency, regulatory, and 
structural studies are carried out during the design process to improve the efficiency of
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Types of space UAVs 

Airships/baloons VTOL Glider Flapping Wing 

Fig. 1 Types of space UAVs 

UAVs. For a successful planetary mission, UAVs come in a variety of configurations. 
Airships/balloons, VTOL, gliders, and fixed wings are a few examples. Figure 1 
shows some of the different types of UAVs used in space research. 

2.1.1 Flapping Wing 

The ornithopter, or “flapping wing,” is a UAV. The flapping wing works on bird flight 
mechanics. The military has used this technology to create a small surveillance UAV 
that looks like a bird. Due to environmental constraints, flying a standard drone for 
an interplanetary mission is a difficult task. Thus, flapping wing being a new flying 
concept may be well suited to the low density and high viscosity of the atmosphere 
[28]. 

2.1.2 Airships/Balloons 

An airship, also known as a balloon, is a type of aircraft carrier that navigates without 
using additional sources [13]. The balloon is a very simple technology that requires 
no energy to maintain its height. The only objects that require electricity are the 
tools and the payloads. Changes in altitude and location, on the other hand, pose 
a challenge for balloons. In the sun, the balloons are virtually impossible to keep 
alive. Balloons often struggle to maintain their altitude, implying that balloons are 
rigid in the field of atmospheric science. Airships, on the other hand, are difficult to 
maneuver and deploy at low speeds [29]. 

2.1.3 Glider 

A glider is a fixed-wing airplane that flies without using an engine and is assisted 
in flight by the dynamic reaction of the air against its lifting surfaces. Currently, 
NASA is planning to launch a small glider fleet to explore areas of Martian body that 
are inaccessible to other Spacecraft. The University of Arizona’s Adrien Bouskela,
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Aman Chandra, and colleagues claimed a mission to explore Martian body using 
gliders [30]. Their idea is to use thermal updrafts to lift columns of warm air to 
catapult an unpowered glider into the Martian atmosphere and keep it aloft to reach 
altitude. The glider will be inflatable and capable to pack in a volume small enough 
to be transported as a secondary payload on a larger mission to Martian body. 

2.1.4 Vertical Take-Off Landing (VTOL) 

The advantages of both multicopter and fixed-wing aircraft are combined to build 
VTOL. A multicopter can take off and land vertically, but its rotary wing rotor 
cannot exceed sound velocity. On the other hand, aircraft can fly higher, but heavy 
lift necessitates the use of an airfield. The same can be said for space exploration. 
Transforming flight modes into horizontal and vertical configurations in other solar 
bodies necessitates a separate control technique. Recent research has centered on the 
possibility of developing aerial VTOL vehicles to aid in the exploration of various 
celestial bodies in our solar system. The efficacy of VTOL vehicles is being studied in 
particular to support missions to Martian body, Titan, and Venus. The National Aero-
nautics and Space Administration (NASA) Ames Research Centre (ARC) has inves-
tigated various rotary-wing aero-mechanics and proof-of-concept issues relating to 
the development of vertical lift aerial vehicles for planetary science missions. 

3 Security Threats, Protocols, and Security Solutions 
for UAVs for Space Exploration 

The interstellar communications system is a put-forward system that is frequently 
interrupted, with a wireless structure riddled with errors and delays ranging from 
a few minutes to several hours [31]. UAVs collect data from the planetary body 
during space exploration. Near-field communication links are used to gather data 
from the celestial surface. The data from the UAVs are then acquired by an Orbiter. 
Direct connections are used to send the data to the earth’s ground station. The data is 
then routed into the earth’s internal communication network. As a result, one of the 
primary concerns for space agencies is space exploration stability. Two elements of 
space protection are guaranteed access to space and the freedom to freely use space 
for various purposes. Protocols for space exploration, communication risks in space 
missions, and accidents involving security problems during space missions using 
UAVs are all covered in this section.
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3.1 Protocols for Space Missions 

Data transmission for interplanetary communication had been established using a 
network of protocols. These protocols are a collection of rules that govern the trans-
mission of data during an interplanetary mission. Spacecraft telemetry was tradition-
ally formatted using a Time Division Multiplexing (TDM) scheme. Using TDM data 
items were multiplexed into a continuous stream of fixed-length frames based on 
a predefined multiplexing rule. With the exception of the ground tracking network, 
each project was forced to build and implement a custom data system. This was 
only used for that project due to the lack of established standards in this field. The 
Consultative Committee for Space Data Systems (CCSDS) developed an interna-
tional standard for a Packet telemetry protocol in the early 1980s, which used a 
variable-length data unit known as the Source packet to transmit process telemetry. 
CCSDS developed another international standard for transmitting commands to a 
Spacecraft with a data unit known as the Tele Command (TC) Packet, based on a 
similar concept, shortly after Packet Telemetry. In the late 1980s, CCSDS created 
Advanced Orbiting Systems (AOS), a third standard, to meet the needs of AOS, 
such as the International Space Station (ISS). These three specifications were later 
restructured by CCSDS. Space packet protocol [26], TM, TC, and AOS Space Data 
Link Protocols, TM and TC Synchronization, and Channel Coding [32] were among 
the updated specifications. 

3.2 Attacks and Incidents of Communication 

RF waves are used to communicate with and from the satellite in an interplanetary 
flight. They are usually transmitted at GHz frequencies. At any point during the satel-
lite’s lifetime, Telemetry, Tracking, and Control (TT&C) and data communications 
can be disrupted, causing the intruder to collect additional data and launch attacks on 
the ground portion. Hijacking, jamming, spoofing, and eavesdropping are the most 
popular methods of data communication disruption. 

3.2.1 Eavesdropping 

Theft of data as it is being transmitted over a network is known as eavesdropping. 
For satellite and ground system contact, a Radio Frequency (RF) signal is sent over 
the air. Communications are intercepted in this place. Data transmitted over radio 
waves is often unencrypted or uses low-grade encryption that can be cracked to reveal 
clear-text data. Many countries use ELectronic INTelligence (ELINT) satellites to 
eavesdrop on information sent through space.
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3.2.2 Jamming 

By simply emitting an interference signal, jamming can effectively block commu-
nication on a wireless space channel, disrupt the predefined operation, cause perfor-
mance issues, and even damage the control system. By transmitting a continuous 
signal with an antenna, knowledge of the signal frequency, and the necessary power 
level, an intruder may block legitimate communications. One example of a jamming-
resistant UAV is the AN/ALQ-218. The AN/ALQ-218 UAV has emitters for cueing 
jammers. It also includes electro-optical sensors, Infrared Radiation (IR) technology, 
and an onboard radar station. 

3.2.3 Spoofing 

Spoofing is an electronic attack in which an attacker deceives a receiver into believing 
that a false signal provided by the attacker is the original signal it is seeking. Spoofing 
the downlink of a satellite could be used to send inaccurate or manipulated data to an 
adversary’s communications system. An attacker who successfully spoofs a satellite’s 
command and control uplink signal can be able to take control of the satellite and 
use it for criminal purposes [33]. Cryptography is one of the most effective methods 
for preventing spoofing. 

3.2.4 Hijacking 

Several cases of satellite hijacking or the use of a satellite for a different reason 
have been recorded in recent years. It could mean tampering with or completely 
changing legitimate signals. J. J., a 15-year-old computer programmer who went by 
the moniker “c0mrade,” admitted to hacking into NASA’s computer network as well 
as a host of other cyber-crimes in 1999 [34]. 

3.3 Security Solutions in Space UAV Network 

Security is an important part of a space mission. Encryption algorithms for different 
messages should be carefully chosen for space missions through UAVs to protect 
sensitive information in the network. This section discusses the three majorly suitable 
security algorithms considered for a space mission. 

3.3.1 Crypto Security in Space Network 

The practice of protecting software, database, communication systems, applications, 
and information from malicious attacks is known as cyber security. As a result, the
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concept of cryptography is taken into account. Throughout the drone communication 
processes, the master key encrypts the sub-master key. The sub-master key encrypts 
the session and channel keys. Key exchange messages are used to deliver the sub-
master, session, and channel keys. The security of the key exchange message is the 
most important aspect because encryption and authentication are used to secure the 
communication system. During channel initialization, key exchange messages are 
sent first, followed by the transmission of the sub-master key, channel key, and first 
session key to the drone [35]. 

3.3.2 Blockchain Security 

Blockchain is a viable idea that has proven to be popular in a variety of fields, 
including cryptocurrency, systems integration, supply chains, security, and the 
management of complicated systems [36]. The basic concept behind blockchain is 
that it is a distributed ledger of transactions that is accessible. As a result, blockchain 
is regarded as a more rigid variant of cryptographic protocols. These can be very 
useful techniques to avoid “cyber and physical assaults” against space resources 
(e.g., aircraft, authentication processing, and access to data, etc.) by using these 
blockchain properties. The space industry is typically collaborative, several parties 
collaborate to maintain and update space equipment. As a result, blockchain appears 
to be a very promising technology for facilitating such collaborative processes [37]. 

3.3.3 Quantum Security 

Another solution to the security problems that space UAVs face is quantum security. 
For secure communication, a new and improved protocol has been established [38]. 
An eavesdropper cannot keep a transcript of quantum signals sent in a Quantum 
Key Distribution (QKD) operation due to the quantum non-cloning theorem. In 
contrast to other communication approaches, this latest quantum technique would 
use a low-orbit satellite to send encrypted messages over a much longer distance 
to ground-based stations. At a time when cyber security threats are on the rise, this 
strengthened architecture has the potential to revolutionize how we share sensitive 
data while also protecting people’s data. Quantum communication, also known as 
quantum key distribution, is a form of data transmission that uses physics to provide 
security. It allows two parties to send encrypted data via quantum bits, also known 
as qubits [39]. Quantum communication is the most reliable method of data transfer, 
with a practical quantum network able to provide secure coverage in real time for 
any location and scale, from small to massive.
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4 System Model and Simulation Results 

UAVs at the time of an interplanetary mission can encounter a variety of problems 
during flight, both internal and external obstacles. UAVs may become uncontrollable 
as a result of these issues, and they can crash or land on a hard surface. Not only 
the UAV and its’ carrying equipment but the information may also be destroyed in 
such situations. This results in significant losses of finances in addition to the loss of 
equipment and information. As a result, an implementing strategy that can gracefully 
cope with failures and ensure safe operation even in the event of engine failure is 
a major challenge. In this section, the system model for effectively deploying the 
UAV on the surface of the planetary body is discussed along with the parameters 
considered for the successful deployment of UAV on the Martian body. The system 
model for the UAV deployment on the Martian body is designed to minimize the 
causes of failure of a mission. 

Figure 2 shows the system model for the deployment of UAVs on a Martian 
body. The aeroshell separates from the Spacecraft after the missile is launched to the 
targeted planet and the Spacecraft enters the planet’s orbit. The Spacecraft performs

Fig. 2 Methodology for the 
deployment of UAV on 
Martian body
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a quick burn to set up a fly-by trajectory so that the aeroshell can be released on an 
entry trajectory. The aeroshell should normally reach the atmosphere of the targeted 
solar body at a shallow angle. Space UAVs will deploy at sufficient altitudes to meet 
the flight level owing to the shallow entry angle. A pull-up operation is performed 
after the deployment is complete to determine the controlled flight level. In other 
words, during the deployment process, the UAV should be able to detach from the 
aeroshell. It should then deploy its tail and wings. UAV should also recover from a 
dive while retaining as much altitude as possible.

In our design model, we build a UAV prototype that is capable of flying on Martian 
surface. The model consists of two major blocks: 

Flight Control Block: The flight control block basically consists of the actual flight 
code, code control logic that runs on the prototype UAV model. The flight control 
block consists of a controller block, a state estimator block, and other logic blocks. 

Model-based block: This model-based design is the tune and tweak flight code. 
We can use this model code block to the real prototype UAV hardware model. The 
model-based design block consists of a plant block, environment block, and a sensor 
block. Figure 3 shows the block diagram of the prototype UAV model. 

For the inside design of the various blocks and sub-blocks, it is necessary to have 
a clear knowledge about the aim of the UAV prototype. The environment in which 
the UAV is expected to have a flight, the surface conditions above which the flight is 
assumed to occur, etc. are some of the major concerns while designing the blocks. 

For a successful UAV flight on the Martian surface changes in the Flight Control 
System (FCS), sensor block and environmental block are mainly required. 

Environment Block: In the environment block, the environment parameters are 
set. These environment parameters are necessary for a successful UAV flight on the 
surface of Martian body. In our proposed model, a UAV prototype has been simulated 
that can be made suitable enough to operate in the environmental conditions of the

Fig. 3 Block diagram of the prototype UAV model
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Table 2 Parameters 
considered for Martian flight 

Parameters Martian body [40] (Reported) 

Volume (km3) 16.318 

Mass (1024 kg) 0.64171 

Gravity (m/s2) 3.711 

Air pressure (bars) 610.0e3 

Air density 0.020 

Speed of sound (m/s) 240 

Atmospheric temperature 
(Kelvin) 

273 + 15 

Martian body. For the simulated model to operate on different planets (here Martian 
body), various environmental parameters are taken into consideration. Table 2 shows 
the different environmental parameters set in the environment block to design the 
UAV prototype for the surface of Martian body. The environmental parameters of 
Martian surface are taken from the values reported by Mariner 9 [40].

A UAV prototype has been simulated that can be rendered suitable for operation 
in the environmental conditions of the Martian body. 

4.1 Environmental Conditions 

To design the prototype UAV for Martian exploration, environmental conditions 
become a necessary part of being considered. Atmospheric pressure, air temperature, 
gravity, speed of sound, and air density are some of the mandatory parameters which 
are discussed below. 

4.1.1 Air Pressure 

The air at any planetary body constitutes a weight, and it pushes against anything it 
comes in contact with. This pressure is known as atmospheric or air pressure. Air 
pressure is the force applied by the air on the planetary body (as gravity draws it 
towards the surface). The ability to fly vehicles to achieve lift is due to air pres-
sure. According to Bernoulli’s Principle, faster-moving air has lower pressure while 
slower-moving air has higher pressure. That means that the air pressure on the bottom 
would be higher, pushing the plane upward. The air pressure value at the surface of 
Martian body is approximately 610 Pa [41]. 

This means the air pressure on Martian body is less than 1% of that on earth. The air 
on Martian body is significantly leaner than it is on earth. As a result, the key source 
of concern when developing a prototype UAV is whether there would be enough 
lift. UAV is possibly heavier than air. For a UAV to fly successfully in a planet’s 
atmosphere, four forces are obligatory that are lift, drag, weight, and thrust. Figure 4
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Fig. 4 Aerodynamics of the 
UAV 

shows the aerodynamics of the UAV. Coordinate system is used in the UAV flight. 
The coordinate system allows keeping track of an aircraft or Spacecraft’s position 
and orientation in space. Here three coordinate systems are used in the UAV’s flight 
mechanism. These coordinate systems are: 

● Inertial System: Inertial system is attached to the planetary surface and doesn’t 
move. 

● Fixed Body Frame: This frame is attached to the airframe and moves with the 
UAV. 

● Aerodynamic frame: The average velocity of the aircraft’s center of mass defines 
this frame. The UAV is also equipped with a dynamic frame. 

The three axes on the UAV prototype are Xb, Yb, and Zb and these represent 
forward, right, and positive downward axis, respectively. The engine of a flying 
vehicle generally provides thrust. Thrust must surpass the vehicles’ drag for a 
successful flight. The lift of the vehicle is provided by the wings. UAV’s lift should be 
equal to its weight for the flight to be flourishing. UAV’s smooth shape will probably 
reduce drag, and the materials it is made up of will have an effect on its weight. 

4.1.2 Gravity 

Gravity is the force exerted on the object to pull it towards the center of the planetary 
body. Two major forces that are drift and weight are mainly required to get better-off. 
The weight of a flying vehicle is the force of gravity acting to pull the UAV to the 
ground and resolve via lift. Lift and gravity are two opposite forces. It is very evident 
that for designing a prototype UAV, decreased weight and an increased lift are the 
two major goals to be achieved. Based on Newton’s theory of universal gravitation, 
when talking about a spherical body like a planet, the gravitational force is directly 
proportional to the mass of the planet and inversely proportional to the square of the 
radius of the planetary body. Equations (1) and (2) is based on Newton’s theory of 
universal gravitation and shows the formula for the gravitational force of Martian 
body [42]. Table 3 shows the notation and parametric values of Eq. (1) [43].
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Table 3 Notation and 
parametric values 

Parameters Values 

Gravitational constant 6.674 × 10−11m3kg−1 s−2 

Mass of Martian body 6.42 × 1023 kg 
Radius of Martian body 106 

g = Gm 
/ 
r2 (1) 

g = 3.711 m/ s2 (2) 

where g is the gravity of Martian body. 
G is the gravitational constant. 
m is the mass of the planet Martian body. 
r is the radius of Martian body. 

4.1.3 Air Density 

Air density has a direct impact on UAV’s performance, both aerodynamically and 
in terms of engine performance. Air density has an effect on nearly every aspect of 
a UAV’s flight. In less dense air, standard measurements such as take-off distances, 
rate of climb, landing distance, and so on would all be increased, thus reducing the 
performance. Atmospheric density, in general, is defined as the mass per unit volume 
of a planet’s atmosphere. 

4.1.4 Air Temperature 

Air temperature plays a vital part in the behavior of the flight of UAV. The lift 
generated by a UAV depends mainly on the air density. Air density depends on the 
air temperature and altitude. At higher temperatures, air density is reduced. UAV 
will travel faster to generate enough lift for take-off. Air temperature at the Martian 
body is 210 K (approximately). 

4.1.5 Speed of Sound 

Speed of sound is defined as the distance traveled via sound waves in a unit of time. 
This parameter plays a significant role in designing the UAV prototype. Some of the 
major uses are:  

● Useful in separating the flight regimes into two distinct areas with distinct flow 
conduct.
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● Assists in the conversion of compressible flow geometry to one that can be 
measured using simpler, incompressible methods. 

● Efficient air travel and the maximum practical flight speed will be restricted. 
● Provides a hint to the designer about how to drive this boundary higher. The speed 

of sound at the Martian surface is 240 m/s2 [34], and this is comparatively lower 
than that of the earth (343 m/s2). 

4.2 Sensors Block 

For the Martian exploration through the designed UAV prototype the sensor block is 
designed as per the requirement. The sensor block includes various sensors config-
uration. In our proposed model we have included sensors like Inertial Measurement 
Unit (IMU), camera, pressure sensor, and ultrasound sensor which are discussed 
below. 

4.2.1 Inertial Measurement Unit (IMU) 

IMU is used to monitor angular rates and translation accelerations. IMUs can track 
speed, position, accelerated specific force, and angular rate, among other things. An 
IMU’s tools have been used to collect various data types. The tools are. 

● Accelerometer: To capture speed and acceleration. 
● Gyroscope: A gyroscope is a device that measures spin and spindle speed. 
● Magnetometer: Cardinal direction is determined via a magnetometer. 

4.2.2 Camera 

A camera is for estimating optical flow. Optical flow is an image processing tech-
nique. Camera will take images at 60 Frames per Second (FPS) through optical flow 
technique. This method will aid the sensor in determining how objects move from 
one picture to another. The UAV can calculate apparent horizontal motion or velocity 
using the camera sensor. 

4.2.3 Ultrasound Sensor 

Ultrasound sensor is used for the purpose of determining altitude. The lateral 
distances are measured using an ultrasonic sensor. It sends a high sound pulse and 
counts how long it takes for the sound to rebound off the ground and back to the 
sensor. The altitude between both the floor and the UAV can be calculated using these 
measurements. After about 30 feet of altitude, the reflected sound is far too low for 
the sensor to detect.
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4.2.4 Pressure Sensor 

Pressure sensor is used for sensing pressure which will further work in calculating 
altitude. As the UAV flies high in the altitude, the pressure of the air falls slightly. The 
pressure sensor uses this trivial change in pressure to guesstimate how the elevation 
of the UAV changes. 

UAV will be deployed as a payload on the Martian surface by a Lander on the 
surface of Martian body. Satellite communication is used to communicate between 
the Lander, UAV, and Ground Control System (GCS). The Ka band (uplink: 34.2– 
34.7 GHz; downlink: 34.2–34.7 GHz) is used to communicate between the UAV 
and the GCS. Figure 5 shows the UAV prototype graph for the flight on the Martian 
surface. From the graph, it is observed that the UAV reaches a maximum altitude of 
2200 m. The UAV then stabilized and hovered at an altitude of 380 m for around 
1 min and 40 s. The rotors do not need to work as hard on the Martian surface to 
counteract its effort since its gravity is only one-third that of the Earth, making it 
easier for them to work. 

Since the air density of the Martian surface is lower, the altitude is increased. We 
may conclude from the above findings that it is possible to successfully deploy UAVs 
on the surface of Martian body. Other space exploration methods would be hampered 
by the problems that UAV will solve. Figure 6 shows the acceleration graph for the 
UAV flight on the surface of Martian body. 

The acceleration graph is used to investigate the acceleration of the UAV prototype 
flight on Martian surface. The graph shows that the UAV prototype is initially at rest 
and that after acquiring a velocity of 8 m/s at 40 s, the UAV prototype becomes stable 
at an acceleration of 320 m/s2 and begins to hover. 

In addition, the data is organized into blocks, with each block containing one or 
more transactions. Each new block in a cryptographic chain binds to all the blocks 
before it in such a way that tampering is nearly impossible. A consensus process 
validates and agrees on all transactions within the blocks, ensuring that each transac-
tion is accurate and right. As a result, there was almost no chance of major security

A
lt

it
u

d
e 

(i
n

 m
et

er
s)

 →
 

Time (in seconds) → 

Fig. 5 Altitude graph for a UAV flight on the surface of Martian body
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Fig. 6 Acceleration of UAV on the surface of Martian body 
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Fig. 7 Graph showing the behavior of various sensors in the UAV prototype model 

threats for this Martian body flight. Figure 7 shows the graph of the Euler’s angles, 
and behavior of various sensors inbuilt in the UAV such as pressure sensor, camera, 
Inertial Measurement Unit (IMU) sensor, and an ultrasound sensor.

5 Conclusion 

The most recent methods of planetary exploration are constrained in terms of flexi-
bility and resolution, and they provide little detail about the planet. To counter these 
concerns, our research looks at the use of UAVs for space exploration. Since the 
communication network for the spatial missions is a store-and-forward system, there 
is a higher risk of it being disconnected. Jamming, spoofing, eavesdropping, and 
hijacking are some of the threats that can occur in a communication network. To



184 M. Sharma et al.

overcome these threats, suitable security algorithms have been discussed. Several 
protocols for secure communication between the earth station and Spacecraft, as 
well as communication between Spacecraft itself, have been investigated. This paper 
addresses the numerous space UAVs that have been proposed for space missions till 
date, as well as the system model for deploying UAVs on a planetary body’s surface. 
The probability of flying a UAV in the atmosphere of Martian body is investigated. It 
has been discovered that a UAV flight on Martian body has a higher chance of success. 
As a result, the UAV reaches the optimum height of 380 m on the surface of Martian 
body. It is also observed that The UAV prototype remains initially at rest, then after 
achieving a velocity of 8 m/s in 40 s, the UAV prototype stagnates at 320 m/s2 and 
begins to hover. The information from the UAV prototype is assumed to be divided 
into blocks. Each block contains one or more transactions. All transactions within 
the blocks are validated and agreed upon by a consensus mechanism, ensuring that 
each transaction is accurate and correct. As a result, there seemed almost no risk 
in the designed prototype of UAV as Martian flight towards the significant security 
threats. 
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Hybrid Beamforming for Secured 
mmWave MIMO Communication 

Rahul Pal, Gourav Modanwal, Subiman Chatterjee, 
and Kishor P. Sarawadekar 

Abstract In a non-directional downlink wireless communication system, an eaves-
dropper can intercept the information easily. To prevent interception up to some 
extent, high-direction beamforming (HDB) can be used. HDB enhances the phys-
ical layer security by steering the signal towards the desired user only. A system 
such as millimeter-wave (mmWave) communication can provide HDB with a high 
data rate. Though the amalgamation of a high-dimensional multi-input multi-output 
(MIMO) and mmWave frequencies can provide directional beamforming in the wire-
less networks, the implementation of high dimensional MIMO is difficult due to some 
hardware constraints. Nevertheless, high-dimensional MIMO is implemented using 
two types of architectures—digital and analog. Digital architecture requires a dedi-
cated radio frequency (RF) chain for each antenna element; hence this architecture 
dissipates a huge power. On the other hand, analog architecture requires one RF 
chain connected to each antenna element, but this architecture is capable of trans-
mitting data in one stream. To overcome these disadvantages, hybrid architecture is 
introduced in the literature. Using hybrid architecture, multiple data streams can be 
transmitted using a lesser number of RF chains than the number of antenna elements. 
In hybrid architecture, analog architecture is deployed in the RF domain to provide 
directionality towards the desired user, while digital architecture is deployed in the 
baseband domain to nullify the multi-user interference (MUI) at the user’s side. In 
this chapter, we will present a study on hybrid architecture and its functionalities in 
detail. 

R. Pal 
National Institute of Technology Sikkim, Ravangla, India 

G. Modanwal (B) 
Case Western Reserve University, Cleveland, USA 
e-mail: gxm320@case.edu 

S. Chatterjee 
Thapar Institute of Engineering and Technology, Patiala, India 

K. P. Sarawadekar 
Indian Institute of Technology (BHU), Varanasi, Varanasi, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 
O. Kaiwartya et al. (eds.), Security and Privacy in Cyberspace, Blockchain Technologies, 
https://doi.org/10.1007/978-981-19-1960-2_11

187

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1960-2_11&domain=pdf
mailto:gxm320@case.edu
mailto:gxm320@case.edu
https://doi.org/10.1007/978-981-19-1960-2protect LY1	extunderscore 11
https://doi.org/10.1007/978-981-19-1960-2_11


188 R. Pal et al.

Keywords Physical layer security · Eavesdropper · Millimeter · MIMO ·
Beamforming 

1 Introduction 

Over the last few decades, wireless communication has been come up with many 
advancements. However, wireless communication is prone to information leakage to 
unintended users [1]. To address this challenge, the concept of physical layer security 
is being introduced and explored for modern wireless communication systems. Mas-
sive MIMO, mmWave communications, and beamforming techniques have gained 
lots of attention which brings the opportunities for enhancing the performance of the 
next generation networks with respect to physical layer security, throughput, spectral 
efficiency, energy efficiency, latency, and reliability. The physical layer security via 
beamforming techniques is being explored for mmWave MIMO systems. MIMO and 
the mmWave has been introduced in [2–5]. It shows a point-to-point or/and point-to-
multipoint communication system with extremely high frequencies, also known as 
mmWave communication. Shorter wavelengths of the mmWave frequencies allow 
packing a large number of antenna elements in the small physical dimension which 
enhances directional beamforming [4–7]. 

Beamforming is essentially a spatial filtering operation typically using an array 
of antenna elements or radiators to capture and/or radiate energy from/in a specific 
direction over its aperture [8], as shown in the Fig. 1. Thus, the improvement achieved 
over omni-directional transmission/reception is the transmit/receive gain. Modern 
communication systems deploy smart antenna systems that can combine array gain 
and interference mitigation to further increase capacity of the communication link. 
This is achieved by electronic beam steering using a phased array, which is a multi-
antenna radiation device with a specific configuration array, i.e., linear phased array 
or planner phased array [8, 9]. 

Using phased antenna array, it is possible to control the shape and direction of 
the signal beam from multiple antenna elements, and these are kept at the specific 
spacing in the array. At each antenna element, a signal is multiplied with weight 
(e.g., a complex number) before transmitting, as shown in Fig. 1. In turn, it generates 
a beam pattern in a specific direction. In other words, the creation of the beam using 
the technique of constructive interference is called beamforming. Further, the spatial 
power distribution, termed as the antenna array radiation pattern, can be determined 
by the vector sum of the fields radiated by individual antenna elements [8, 9]. It can 
be expressed in terms of the array factor, which is a function of the antenna array 
geometry and amplitude/phase shifts applied to individual antenna elements [8, 9].
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Fig. 1 MIMO beamforming 

2 Analog Beamforming 

Analog beamforming is a technique to transmit and/or receive a signal in/from a 
specific direction by combining the linearly weighted signal in the analog domain. 
These weights comprise of amplitude- and phase shifters and are applied to each 
antenna element, as shown in Fig. 2. The antenna array coherently adds up the signal 
at a particular angle and destructively cancels out other signals. One can achieve a 
signal with high SINR as the analog beamforming is surpassing the interference [10]. 
Further, the transmitted/received signal is fed to a digital to analog (DAC)/analog 
to digital (ADC) converter after up-conversion/down-conversion. So, a signal with 
high SINR is obtained and it allows the use of low-resolution ADCs and DACs. The 
ADC/DAC power consumption is fs × 22R , where fs is the sampling frequency, R is 
the ADC/DAC resolution in bits [10]. Therefore, the signal obtained with high SINR 
through analog beamforming can be converted to digital/analog using low-resolution 
ADC/DAC without loss of any information. 

A low-resolution ADC/DAC-based single-user analog beamforming structure was 
proposed in [10] which combines the weighted signals in the baseband domain. 
The antenna weights are adjusted by minimizing the mean squared error of the 
desired signal [10]. Combining the weights in the baseband domain requires a number 
of ADCs/DACs and RF chains, which is equal to a number of antenna elements. 
To alleviate the number of ADCs, a single ADC and RF-based mmWave analog 
beamforming structure for a single user was proposed in [11], as shown in Fig. 2. 
It combines the weighted signal in the RF domain. The linearly added weighted 
signals are given to ADC as inputs after down-conversion. The antenna weights or 
beamforming vectors are adjusted through a gradient descent method. However, fine
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Fig. 2 Analog beamforming

adjustment of beamforming vectors leads to hardware complexity and high power 
consumption. To address these issues, the weights are adjusted through a codebook 
which comprises beamforming vectors made of low-resolution RF-phase shifters in 
the predefined directions. Next, the receiver feedbacks an index to the transmitter 
indicating the best beamforming vector to be used at the transmitter. An exhaustive 
search algorithm is used to sequentially test all the vectors and finds the best one. 
However, the overall search time is prohibitive because the number of beamforming 
vectors is usually large for mmWave communication. Further, to improve the search 
efficiency, a hierarchy of codebook is used to search the best beamforming vector
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[12, 13]. A hierarchical codebook is consisting small number of low-resolution RF-
phase shifters, covering wide angle, at the top level of the codebook and a large 
number of high-resolution RF-phase shifters, offering high directional beamforming 
gain, at the bottom level of the codebook.

3 Digital Beamforming 

Unlike analog beamforming, digital beamforming is a technique to transmit and/or 
receive a signal in/from a specific direction by combining the linearly weighted signal 
in the baseband or digital domain. Most of the analog beamforming structures adjust 
their weights using gradient descent algorithm [11]. But, the convergence rate of the 
gradient descent algorithm is sometimes unacceptable [14]. An alternative algorithm, 
Gram Schmidt orthogonalization is much faster [14]. But, this algorithm is compu-
tational prohibitive and requires high precision which is possible in digital domain. 
Further, one must aim to estimate high-resolution weights which requires a non-
linear processing. Thus, the requirement of faster convergence and high-resolution 
weights make a prerequisite for an advent of digital beamforming. In this context, 
a structure of digital beamforming comprising of a number ADCs/DACs equal to 
number of antenna elements was proposed in [14], as shown in Fig. 3. Still, there 
are some hardware complexities with regard to dynamic range of ADCs/DACs and 
self calibration because this requires accurate amplitude and phase reference at each 
element. Evidently, one can utilize the maximum number of degrees of freedom in 
the antenna array with digital beamforming [8], as it requires up/down converters, 
ADCs/DACs, at each antenna element. 

Another architecture of digital beamforming was proposed in [15], which requires 
less hardware. It is cost effective and easy to implement. Figure 3 illustrates the block 
diagram of a proposed digital beamforming receiver system. The system comprises 
the RF down converter, ADCs, and uses an adaptive algorithm. The signals, i.e., both 
real and imaginary, received from each antenna element are combined separately 
using a multiplexer (MUX) into vector form. These real and imaginary vectors are 
then digitized separately using two different ADCs. The digitized real and imaginary 
vectors are down converted using a digital down converter. Thereafter, the real and 
imaginary vectors are de-interleaved using two different demultiplexers (DEMUXs) 
and then passed through linear mean square (LMS) algorithms, one corresponding 
to the real vectors and the other one corresponding to the imaginary vectors. The 
resultant improved structure has reduced hardware complexity as compared to the 
conventional digital beamforming structure. 

For fifth-generation mmWave communications, a MIMO transceiver with fully 
digital beamforming of 64 channels is tested in [16]. These channels are deployed 
as a 2-D array with 16 columns and 4 rows for a better beamforming resolution. It 
operates at 28-GHz band with a 500-MHz signal bandwidth. The system performance 
is tested to verify the feasibility of the digital beamforming based massive MIMO 
transceiver for mmWave communications. It achieves a steady throughput of 5.3
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Fig. 3 Digital beamforming

Gbs for a single user in fast mobile environment using the beam-tracking technique 
and two streams of 64-QAM signals. Thus, the digital beamforming-based mmWave 
MIMO transceiver is a hopeful choice for future 5G communications. 
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4 Hybrid Beamforming 

A large number of antenna elements are employed to overcome the severe path 
loss and absorption loss in the mmWave spectrum [17]. However, the high cost 
and power consumption of mixed-signal components prevent from using MIMO 
baseband beamforming/precoding schemes because each antenna requires a sepa-
rate RF chain. However, this can support multi-stream for a single user as well as 
for multi-user system. To overcome these hardware limitations, splitting the base-
band beamforming/precoding processing between analog and digital domains is sug-
gested by means of designing hybrid analog-digital beamforming/precoding schemes 
[17]. Note that beamforming with multiple data streams, is known as precoding, can 
achieve high-performance. But, the hardware limitation employs constraints while 
designing hybrid precoder or beamformer. Design of low-complexity hybrid analog-
digital beamformer for single-user and multi-user mmWave communication systems 
is investigated in [18–25]. 

Two types of architectures of hybrid beamforming, i.e., partially connected and 
fully connected, have been discussed in [26, 27], and are shown in the Fig. 4 and 
5. Let’s assume a transmitter equipped with N antenna elements. Each antenna ele-
ment is placed in a single row with a critical distance, i.e., λ 

2 , where λ is the carrier 
wavelength. Note that, the antenna elements are kept apart λ 

2 distance to avoid any 
correlation among antenna elements at transmitter and receiver end. The partially 
connected hybrid beamforming uses a separate antenna array, also called a sub-
array, for the analog beamforming. Each sub-array is connected to an individual RF 
chain. In the fully connected beamforming, each RF chain is connected to all the 
antenna elements. Theoretically, the performance with the fully connected beam-
forming architecture is supposed to be better than that of the partially connected 
hybrid beamforming [28]. But, additional components are required to combine the 
RF signals from different RF chains which make RF circuit design challenging. 

Compared to the fully connected architecture, each RF chain in the partially con-
nected architecture has access to less number of antenna elements such that its analog 
beamforming will have a wider beam width [26, 27]. Thus, the less directive sig-
nal will have a stronger interference from other analog beamforming. In spite of 
these disadvantages, the increased MUI among different sub-arrays can be effec-
tively mitigated with MIMO baseband precoding/combining at transmitter/receiver 
ends [26–28]. Considering the circuit designs challenges and the performance losses, 
partially connected hybrid beamforming is preferred in practice for mmWave com-
munications [28]. Hybrid beamforming has been a prerequisite to enable mmWave 
communication for the indoor as well as outdoor environment. But, designing of 
hybrid precoder/combiner has been a bottleneck for such single user and multi-user 
mmWave communication systems. 

A single user multi-stream mmWave system is designed with hybrid beamform-
ing at both ends, namely, transmit and receive beamforming. Further, designing a 
hybrid precoder and combiner for such a system is cumbersome. However, differ-
ent methods have been applied to find an optimal precoder/combiner through sparse
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Fig. 4 Partially connected hybrid beamforming

recovery methods, i.e., basis pursuit [18], orthogonal matching pursuit [19], com-
pressive sensing [20]. Such methods exploit sparse nature of the mmWave channels. 
It is not possible to acquire full channel information at both transmitter and receiver 
ends due to hardware limitations and the presence of noise. Hence, a novel hybrid 
precoder and combiner is discussed in [20]. It discusses the principle of matching 
pursuit while assuming partial channel information at transmitter and receiver ends in 
the form of angle of arrival/departure, Further, acquiring partial channel information 
at both ends is possible by estimating the mmWave channel. Therefore, an adaptive 
channel estimation algorithm is proposed in [21], for single LoS path with practical 
assumptions on the analog beamforming vectors. The mmWave channel estimation 
is not restrained only for LoS path [21]. Hence, a channel estimation algorithm for
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Fig. 5 Fully Connected Hybrid Beamforming 

multipath (i.e., LoS and NLoS) is developed in [22]. Here, a hierarchical multi-beam 
search scheme is used to improve accuracy for analog precoder. It uses a pre-designed 
analog hierarchical codebook and achieves the performance, i.e., spectral efficiency, 
close to [21]. Different frequency components of signal experience different fading 
for wide signal bandwidth, i.e, frequency selective fading. Therefore, orthogonal 
OFDM-based precoder and combiner for frequency selective channels are proposed 
in [23–25] which achieves the performance close to digital precoder and combiner.

Digital precoding in hybrid beamformer for multi-user systems is equally impor-
tant compared to analog beamforming. It is implemented to reduce the MUI. Hence, 
developing hybrid beamforming vectors for multi-user mmWave systems is also of 
special interest. The hybrid beamforming at both the transmitter and receiver ends, 
for MU-MIMO mmWave systems, is discussed in [23, 24, 29–41]. Design of hybrid 
beamforming, comprising analog beamforming and digital precoding together, is 
not a simple task. However, separately designed analog beamforming and digi-
tal precoder are concatenated to obtain a beamforming. This methodology reduces
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hardware complexity at both ends. The vector or weights for analog beamforming 
for each user are adjusted through low-resolution phase shifters in RF domain at both 
ends. In contrast, digital precoding is designed in baseband domain to mitigate the 
effect of MUI. Digital precoding such as ZF and minimum mean sqaure (MMSE) 
are commonly used to mitigate the effect of MUI. Note that, one must know full 
CSI to design a digital precoder. However, Park et al. [23] have developed a digital 
precoder with partial channel information. 

Evidently, a transmitter in the cellular system deployed at base station could 
have unlimited resources such as power, and bandwidth . But, the mobile station 
or users will have limited resources because of their compact size. Therefore, the 
mobile station is considered to be equipped with a single receive antenna. Hence, 
beamforming is not possible at the mobile station. A downlink mmWave MU-MIMO 
system proposed in [42] has a transmitter and K users with single receive antenna. 
The transmitter is equipped with N number of antenna elements, but driven by a 
small number of RF chains. Such hybrid beamforming is deployed at the transmitter 
to reduce hardware complexity, which has jointly optimized analog beamforming 
and digital precoding to maximize the sum rate [42]. Similarly, a robust and low 
complexity hybrid beamforming is proposed in [43] for uplink mmWave MU-MIMO 
system. In this literature, analog beamforming is obtained using the low-complexity 
Gram-Schmidt method. In addition to that, the digital precoding matrix is obtained 
using MMSE with the low dimensional effective channel. Due to practical constraints 
on RF phase shifters, i.e, low-resolution RF-phase shifters, insignificant loss in the 
system performance is observed in the analog beamforming. 

5 Overview of mmWave MU-MIMO 

In the previous sections, we have discussed system equipped with conventional or 
digital beamforming. It has been observed that it is not possible to employ digital 
beamforming/precoding at mmWave frequencies because of hardware limitations 
and the requirement of a large antenna array. Digital beamforming using such a large 
antenna array require large number of RF chains and ADCs/DACs. Hence, hybrid 
beamforming is better approach to curtail the required number of RF chains and 
ADCs/DACs. In this section, mmWave MU-MIMO system with hybrid beamforming 
is discussed. 

5.1 mmWave MU-MIMO System 

We are considering a downlink mmWave MU-MIMO system equipped with a trans-
mitter and K mobile stations (MS) or users, as shown in Fig. 6. Transmitter is 
equipped with a uniform linear array (ULA), and each user is having a single receive 
antenna. ULA consists of N antenna elements, where K << N . Further, antenna
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Fig. 6 mmWave MU-MIMO System 

elements are kept λ 
2 apart from each other. Thus, the flat fading mmWave MU-

MIMO system model for downlink is described by the input-output relationship as 

y = HH Px + w, (1) 

where HH ∈ CK ×N =  [hH 
1 ,  .  .  .  ,  hH 

K ]H is the channel matrix, and hk is channel vec-
tor for kth  user , k =  {1,  .  .  .  ,  K }, n =  {1,  .  .  .  ,  N }. Next,  x ∈ CK ×1 is the transmitted 
symbol vector, and y ∈ CK ×1 is the received information vector. w is an AWGN vec-
tor with w ∼ CN (0, N0Ik). P ∈ CN×K is a precoding matrix, which is comprising 
of analog beamforming and digital precoding matrix as P = AD, where A is a analog 
beamforming matrix and D is a digital precoding matrix. Thus, precoding matrix is 
consisting precoding vectors corresponding to each user, respectively. Hence, 

P =  [p1,  .  .  .  ,  pK ], (2) 

where pK is the precoding vector for user K . Further, we need to satisfy a power 
constraint as
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E[II Px II2]  ≤  ρ, (3) 

where ρ is the total transmitted power. 

5.2 mmWave MU-MIMO Channel Model 

Through different channel measurements, it has been observed that mmWave com-
munications are dominated by the LoS path and few dominant NLoS paths, which 
is a kind of quasi-optical nature of propagation, resulting in sparse channel char-
acteristics [44]. Thus, the channel model is developed for sparse MIMO channels, 
appropriate for mmWave frequencies. It proposes user’s localization-based MIMO 
channel matrix as a function angle of arrival (AOA) of the signal. Most existing 
techniques focus on the information provided by the LoS path. However, LoS prop-
agation is not always guaranteed in a real-world environment, e.g., urban or indoor 
sights. Thus, the channel model for mmWave communication system [44] for user k 
is given as 

hk = 
/ 

N 

L + 1 

L⎲
�=0 

β (�) k a 
⎛
θ (�) k 

⎞ 
, (4) 

where β (0) k denotes the complex-valued path gain of the LoS and β (�) k for � = 1,  .  .  .  ,  L 
denotes the complex-valued path gain of �th NLoS, respectively. Further, the array 
steering vector corresponding to the �th path for user k is given by 

a 
⎛
θ (�) k 

⎞ 
= 

1√
N 

⌈
exp(−j2πθ  (�) k i )

⌉ 

i∈IN 

. (5) 

Here, θ (�) k is the spatial frequency evaluated by the AOA φ (�) k corresponding to the
�th path for user k as 

θ (�) k = 
d 

λ 
sin φ (�) k . (6) 

φ (�) k is uniformly distributed in the interval 
⌈−π 

2 , 
π 
2 

⌉ 
and IN =  {i − (N − 1)/2, i = 

0, 1,  .  .  .  ,  N − 1} is a symmetric set of index which is centered around 0. 

5.3 mmWave MU-MIMO Channel Sparsity 

Recent works in wireless communications consider rich multipaths. Thus, the 
research on MIMO systems was developed by results based on an identical inde-
pendent distribution (i.i.d.) channel model, which represents a rich multipath envi-
ronment. However, there is experimental evidence that mmWave wireless channels
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Fig. 7 mmWave Beamspace MU-MIMO System 

exhibit a sparse multipath structure accompanied with large bandwidths [19, 45–49]. 
Enough experiments were conducted at mmWave frequencies to estimate the channel 
[50, 51] which show some interesting results; the LoS path dominates over NLoS 
paths, hence NLoS paths are 10–20 dB weaker than the LoS path [44, 52, 53]. There-
fore, mmWave communication is considered as a directional communication, and it 
is treated as a LoS communication. In turn, mmWave communication propagation 
exhibits channel sparsity. 

In Sect. 5.2, we have discussed the conventional or spatial channel model for 
mmWave MU-MIMO system. It has been observed that transmitter requires accurate 
information of AOA for each user due to directional nature of mmWave communica-
tion. However, it is a cumbersome job. On the other hand, to exploit channel sparsity, 
the channel model can be transformed from the spatial domain to the beamspace 
domain by employing discrete lens array (DLA) rather employing ULA at transmit-
ter [44, 52, 53]. Functionality of DLA is the same as ULA except for transforming 
the channel into beamspace domain from spatial domain. Hence, beamspace domain 
allows us to work on a few predefined directions only, and these predefined directions 
cover entire angular region. As a result, the phase shift network is replaced by DLA, 
as shown in Fig. 7. Hence, it is possible to generate multiple beams in the predefined 
directions using DLA. This reduces the hardware complexity of the MIMO hybrid 
architecture. 

5.4 Beamspace Representation 

The above discussion presents the channel model in conventional spatial domain. 
Due to the highly directional nature of propagation at mmWave communications, 
LoS component dominates over NLoS components and the mmWave channel is 
sparse. Beamspace domain (i.e., angular domain) representation enables us to exploit 
the inherent sparsity in such channels. The conventional spatial channel can be
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transformed into the beamspace domain by employing DLA at the transmitter. DLA 
performs spatial discrete Fourier transform (DFT), which can be represented by the 
matrix U ∈ CN×N . The columns of the beamforming matrix U are array response 
vectors corresponding to N fixed spatial frequencies or N orthogonal predefined 
directions given by 

θi = 
i 

N 
, i ∈ I(N ). (7) 

These predefined directions are covering the entire angular space. Therefore, the 
beamforming matrix U can be expressed as 

U = 
⌈ 
a 

⎛ 
θi = 

i 

N 

⎞⌉ 

i∈I(N ) 
. (8) 

Thus, the columns of matrix U play a role of spatial filtering in the predefined direc-
tions, and it is analogous to analog beamforming. Further, the column of matrix U are 
DFT vectors, and exhibits a property, i.e., UH U = I. The beamspace representation 
of mmWave beamspace MU-MIMO system is given by 

yb = HH 
b Pbx + wb, (9) 

where Hb = UH H ∈ CN×K is the beamspace channel matrix, Pb ∈ CK ×N is a digital 
precoding matrix. Each hb,k = UH hk ∈ CN×1, k = 1,  .  .  .  ,  K , will have few domi-
nant entries (significantly less than N ) around the LoS direction θ (0) k and thus, Hb 

captures the inherent sparsity in the mmWave channel. 

5.5 Beam Selection 

Beam Selection is to select only K beams out of N without incurring considerable 
loss in the sum rate R = 

∑K 
k=1 Rk , where Rk is the data rate achieved by user k. 

Such a reduced-dimensional system requires only K RF chains, rather than N RF 
chains required by a full-dimensional system. The K -dimensional system, after beam 
selection, can be expressed as 

ỹb = H̃H 
b P̃bx + w̃b, (10) 

where H̃H 
b =  [h̃H 

b,1,  .  .  .  ,  ̃hH 
b,K ]H ∈ CK×K is the beamspace channel matrix corre-

sponding to the K selected beams and P̃b ∈ CK ×K is a (reduced-dimensional) digital 
precoding matrix. w̃b is AWGN noise with w̃b ∼ CN (0, N0I). 

One can obtain H̃H 
b by appropriately selecting K columns from HH 

b or one 
can understand the existing beam selection algorithm is to obtain H̃H 

b from HH 
b . 

The primary beam selection algorithm is maximum magnitude (MM) [52], which
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Fig. 8 Comparison of sum-rate performance

maximizes magnitude of the beam or channel gain corresponding to each user. How-
ever, multiple users can select the same beam. Hence, “MM” beam selection is not a 
practically viable algorithm until there is user-wise beam selection along with a suit-
able users’ topology [52, 53]. Further, several other beam selection algorithms [53, 
54] are proposed which select distinct beams for each user and outperform “MM” 
beam selection algorithm as shown in Fig. 8. Pierluigi V. Amadori et al. proposed 
two beam selection algorithms [53]; maximization of the signal-to-interference-plus-
noise-ratio (M-SINR), and maximization of the capacity (MC). “MC” performs the 
beam selection with two different approaches, i.e., decremental and incremental. 
Decremental “MC” selects one-by-one beam which are not to be used and incre-
mental “MC” selects one-by-one beam which is to be used. However, incremental 
and decremental “MC” having different computational complexity perform equally 
for each SNR. Next, “M-SINR” and “MC” perform approximately equal. “MC” per-
forms inferior to “M-SINR” at low SNR, but performs equally at high SNR. But, 
“M-SINR” and “MC” beam selection algorithms are computationally much com-
plex than “MM”. Therefore, Xinyu Gao et al. proposed a near optimal beam selec-
tion algorithm named interference-aware (IA) beam selection algorithm [54]. “IA” 
beam selection is using the concept of “MM” and “M-SINR”. In the first step, “IA” 
selects beam for non-interference-users (NIUs) and in the second step, “IA” selects 
beam for interference-users (IUs). For NIUs, the beams with larger magnitude are 
selected while for IUs, the beams are selected by a low-complexity incremental algo-
rithm based on the criterion of maximization of the “M-SINR”. Finally, “IA” beam 
selection achieves near optimal performance to “M-SINR” with less complexity. 
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5.6 Zeroforcing Precoding (ZF) 

In digital precoding, the symbol vector corresponding to all users are passed through 
a digital precoder before being transmitted over different phase shifters or analog 
beamformer, and then the information vector pass over different antennas, as shown 
in Figs. 6 and 7. In fact, digital precoder corresponding to each user is a weight vector 
and it is designed with a specific method in order to cancel the interference caused 
by the others [52, 53]. More specifically, digital precoder will act constructively in 
the desired directions and destructively in the undesired directions. In turn, this will 
enhance the received SNR at the users and cancel the MUI. 

Considering a K -dimensional system model as explained in Sect. 5.5 where P̃b ∈ 
K × K is a digital precoding matrix, and the transmitted signal has average power 
constraint, while perfect channel state information is assumed at transmitter. 

E[II P̃bx II2]  ≤  ρ. (11) 

In digital precoding, direction of transmitted information for each user is different. 
The transmitted signal vector is given as 

x̃ = 
K⎲ 

k=1 

p̃b,k xk (12) 

where xk , p̃b,k are the data symbol and elements of the digital precoding vector, 
respectively. Thus, the digital precoding vector is defined as 

P̃b =  [p̃b,1,  .  .  .  ,  ̃pb,k]. (13) 

The received signal at user k can be written as 

ỹk = h̃b,k p̃b,k xk +
⎲ 

j /=k 

h̃b,k p̃b, j x j + w̃b,k . (14) 

In ZF precoding, the precoders have to satisfy the condition which is given as 

h̃b,k p̃b, j = 0, j /= k. (15) 

Then the matrix P̃b can be selected to be the inverse of the channel matrix H̃b as 

P̃b = ( ̃Hb)
−1 . (16) 

Now, power constraint must satisfy the condition given in (11). Thus, T is a matrix, 
and can be redefine as 

T = α ̃Pb, (17)
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where α is a power scaling coefficient that guarantees 

E[II Tx II2]  ≤  ρ, (18) 

E[II α ̃Pbx II2]  ≤  ρ. (19) 

α can be evaluated as 

α ≤ 
/

ρ 
Tr( ̃Pb�P̃H 

b ) 
, (20) 

where � = E[xxH ] is the input covariance matrix. Generally, � has to be taken an 
identity matrix I. Thus, α can be redefined as 

α ≤ 
/

ρ 
Tr( ̃Pb P̃H 

b ) 
. (21) 

5.7 mmWave Beamspace MU-MIMO System Capacity 

A digital precoder, i.e., ZF is to precancel the MUI at the transmitter for mmWave 
beamspace MU-MIMO system. This is achieved by pre-multiplying ZF precoding 
matrix P̃b with transmitted symbol vector. But, it is necessary to have knowledge 
of channel state information at the transmitter in order to design the ZF precoders. 
Thus, we obtain the SINR for user k as 

SINRk = α2 pk |h̃b,k p̃b,k |2 ⎲K 

j=1, j /=k, 
α2 p j |h̃b,k p̃b, j |2 + N0 

, (22) 

where pk is the power allocated to user k, and pk |h̃b,k p̃b,k |2 is the received signal 
power at user k. 

⎲K 

j=1, j /=k, 
p j |h̃b,k p̃b, j |2 is the power generated due to interference 

of the signal of user k with the signals of remaining users, and N0 is the noise power. 
Further, after nullifying the MUI, we have 

|h̃b,k p̃b,k |2 = 1, (23) 

|h̃b,k p̃b, j |2 = 0, j /= k. (24)
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We can redefine SINR obtained for user k as 

SINRk = 
α2 pk 
N0 

. (25) 

After ZF precoding, the channel of each user experiences the same fading. Hence, we 
consider equal power allocation pk = ρ 

K , k ∈  {1,  .  .  .  ,  K }, and can redefine SINRk 

as 

SINRk = 
α2ρ 
K N0 

. (26) 

Thus, capacity of the system is defined as 

C = 
K⎲ 

k=1 

log2 (1 + SINRk) b/s/Hz (27) 

C = K log2 
⎛ 
1 + 

α2ρ 
K N0 

⎞ 
b/s/Hz. (28) 

6 Conclusion 

In this chapter, different beamforming schemes–analog, digital, and hybrid–are dis-
cussed to enhance secrecy in the physical layer of mmWave MU-MIMO systems. 
Further, the mmWave MU-MIMO system, its channel model, and sparsity are briefly 
discussed. To exploit the channel sparsity, one can transform the channel into a 
beamspace domain from a spatial domain, hence the beamspace representation 
of the mmWave MU-MIMO system is discussed. After explaining the mmWave 
beamspace MU-MIMO system, existing beam selection algorithms are discussed. 
Next, mmwave MU-MIMO capacity is discussed while nullifying MUI using a dig-
ital precoder, i.e., ZF precoder. Finally, it has been observed that mmWave com-
munication is a directional communication, and useful for enhancing secrecy in the 
physical layer and high data rate. 

References 
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Blockchain Enabled Vehicle Anti-theft 
System 

Rishabh Gautam, Rakesh Shrestha, Shruti Mishra, 
and Jitendra Kumar Singh 

Abstract Intelligent transportation system envisages a large network of intelli-
gent vehicles to satisfy one of the insatiable demands of the smart cities. However, 
increasing vehicle theft cases impose another challenge on the researchers working in 
cybersecurity and privacy domain. In this work, we have developed a robust vehicle 
anti-theft system utilizing Blockchain security. Our proposed system incorporates 
various sensors to protect from any physical theft activities. It also has an alert system 
(via text message and email) including image and location of the intruders. Further, a 
three layered blockchain protection has been provided to protect any breach in cyber-
security. We design a traceable, immutable storage system based on blockchain and 
Inter-Planetary File System (IPFS) for vehicle safety. Here it preserves the privacy 
of the vehicle user as well as provides cybersecurity in case of malicious attacks. 

Keywords Blockchain · Sensors · IoT · IPFS · Vehicle anti-theft 

1 Introduction 

India is at the sixth position in the manufacturing of cars while China is the first, 
followed by the U.S.A, Japan, Germany, and South Korea. It shows that the more 
the number of vehicles, the chances of being theft as well as accidents are greater.
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It is reported that every year millions of vehicles are stolen worldwide which causes 
enormous losses to the economy resulting in 2019 in USA itself around $6.4 billion 
was lost due to the theft [1]. Due to non-proper arrangement of efficient security 
system, there is a huge number of vehicles stolen and suddenly they got sold to black 
markets or being crumbled and sold in parts. Not only in India, in fact, but vehicle 
theft cases are also rising across all over the world at a faster rate. Before the recovery, 
the vehicle gets lost or sold out. In such cases, anti-theft security systems with more 
advanced features are required [2, 3] which can provide humans with the benefit of 
controlling and guiding their vehicle smartly and automatically from remote areas 
or from the areas where they want to control it [4–6]. 

Internet of things (IoT) is a network used as a medium for establishing the commu-
nication and relation between two or more than two things, and between humans and 
things [7]. It provides unification in connection through all gadgets. In case of vehicle 
tracking system, it helps in achieving the goal of intelligent identification, monitoring, 
and tracking the location [5, 8–10]. The concern of security, integration of IoT with 
other application software and security tools like sensors and microprocessors can 
be presented in enormous ways [9]. Sathiyanarayanan et al. have developed a rigid 
security system using Internet of things (IoT) [11]. However, the security systems 
given by Nasir and Mansor [12] in the theft protection of vehicles lag in newer 
technology such as the use of blockchain technology [13–15]. 

By considering the threats and fear about vehicles, it is our prudent thought to 
make a controllable device. Hereby using microcontroller-NodeMCU, GPS module, 
touch sensor, alarm, and with the help of IoT, we have developed a security system 
that detects any unauthorized access made to our vehicle and alarm us with the 
message, if unauthorized access has been made. The device, which is presented in 
this paper constitutes security embedded with sensors and IoT as the main tool. This 
device is capable of providing safety to the vehicle from robbery by all means, as 
it is equipped with two circuits, i.e., one is the main circuit and the second is an 
auxiliary circuit that protects the vehicle. It is made with a self-monitoring system 
such as using IoT, sensors, and camera module. 

The main functioning of the device is collecting the data of choice and sending it 
to the required person through e-mail or message. To make this system more effective 
than previous works, it is an ensemble with vibration sensors, Arduino Uno, camera 
module, PIR sensor, GPS. However, the intruders try to breach the security of email 
and use message modification attacks. This can be protected by using blockchain 
technology along with interplanetary file system. We design a traceable, immutable 
storage system based on blockchain and IPFS for vehicle safety. We employed IPFS 
to store captured images and real-time monitoring data from the sensors. Then, we 
use the blockchain to record the provenance data’s IPFS hash address to prevent 
from the attacker from data modification attack. This provides secured storage of 
encrypted captured image files and sensor data within an open distributed network 
even though the local storage or email information is hacked by the attackers to 
modify the contents. The proposed blockchain-based vehicle anti-theft system is 
given in Fig. 1.
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Fig. 1 Proposed Blockchain-based vehicle anti-theft system 

2 Materials and Methods 

2.1 Node MCU 1.0 (ESP-12E ESP8266 Wi-Fi Module) 

In this study, a 32-bit microcontroller which consists of 32 kb RAM and 4 Mb flash 
memory was used. NodeMCU comes with I2C, UART, PWM, Wi-Fi, and a total of 
16 GPIOs [16]. It has CP2102 USB to TTL converter. ESP-12E is a Wi-Fi chip, which 
contains a 2.4 GHz antenna that makes TX and RX fast. It also has a built-in led for 
the indication of Wi-Fi connection. It requires a 5 V DC power supply with 3.3 V 
regulator IC. The Node MCU architecture is a system on a chip (SoC) to establish 
communication by simply connecting GPIO to the internet and transmits data [17, 
18] as shown in Fig. 1. It can be programmed by either open source Lua or Arduino 
IDE software [17, 18]. The components used to collect the data are shown in Fig. 2. 

Arduino IDE software was used to make the device online using code. There were 
different sensors used with blockchain technology to detect the activities of vehicle 
thieves. The details of sensors are described below. 

2.2 Touch Sensor 

TTP223 touch sensor module was used in the present study. It consists of 3 pin 
module which are VCC, GND, and data pin. The dimensions of the sensors were 13 
* 10.5 mm and it needs 3.3–5 V power supply.
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Fig. 2 Components used to collect the data 

2.3 NEO-6M GPS Module 

It is the most common and widely used GPS module. It is 4 pin module in which 
2 pins are for power supply and the remaining two for transmitting and receiving 
of data. It can hold data for a long time as it has a rechargeable battery within the 
module. It has a snap-fit antenna having −161 dBm sensitivity. This module can 
support baud rate ranging from 4800 to 230,400 bps. It has minimalistic design of 
dimensions 36 * 26.5 mm patched with 25 * 25 * 7 mm antenna. 

2.4 PIR Sensor (Passive Infrared Sensor) 

This is an electronic sensor which receives IR rays. These rays are received from 
the body which is near to the Fresnel lens. It detects the movement of person in the 
range of a segment on a Fresnel lens. The dimensions of the PIR sensor were 32.5 * 
24 * 25 mm. 

2.5 ESP32 Camera Module 

ESP32 is 32-bit microcontroller embedded with detachable OV2640 camera sensor 
and a SD card was inserted to record and save the data. For the clear visibility, it is 
embedded with a SMD LED flashlight. The wireless data transmission was performed
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Table 1 Characteristics of 
ESP32 camera module 

Attributes Values 

Size 40 * 26.5 mm 

Wi-Fi 802.11 b/g/n 

interface UART, SPI, I2C, PWM  

I/O ports 9 

Baud rate 115,200 bps 

Power supply 5 V  

either using on board antenna or connect externally by plugging into port of camera 
module. The characteristics of ESP32-CAM module are listed below in Table1. 

2.6 Vibration Sensor sw-420 

It consists of three pins, i.e., VCC, ground, and signal or output pin, which runs on 
5 V DC, supply. The dimensions of sw-420 sensor were 32 * 13.5 * 7.5 mm. The 
sensitivity of this sensor can be changed with the help of a potentiometer. 

2.7 Detection of Intruder 

2.7.1 Detected from a Touch Sensor 

This device consists of a microcontroller and NodeMCU. This sensor was fixed in 
every door or wheel of the vehicle. In four-wheelers, 4 touch panels are placed at 
the unlock handle of the vehicle gate. These sensors give the response as high or 
low (0 or 1) voltage to the microcontroller whenever it senses any physical touch. 
Alternatively, in 2 wheelers, 2 touch panels are placed at the handle of the vehicle 
(shown in Fig. 3). If someone touches the handle, then the installed sensors will send 
the response to the microcontroller, which gives the notification to the smartphone 
via the internet. 

2.7.2 Detected from Vibration Sensor 

This sensor is embedded with NodeMCU, which can receive the data from the vibra-
tion sensor (SW-420). This sensor can be placed beside the mirror (shown in Fig. 4) 
of the vehicle or inside the door of the vehicle, therefore, it can detect when the 
glass is broken or it can also place beside the starter motor which produces vibra-
tion whenever our vehicle gets operated. The sensitivity of the vibration sensor was 
calibrated by the potentiometer present in the module. Alternatively, if someone
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Fig. 3 Touch sensor placed at the handle of the vehicle 

Fig. 4 Vibration sensor placed on window of the vehicle 

tries to break/unlock the lock of the vehicle then the code made to lock the door, 
the programmed lock would change their code with the help of blockchain and it 
randomly changes code and send the notification to the owner. 

2.7.3 Detection from Tampering of Major Circuit 

In this model, there are basically two parts, i.e., primary and secondary circuits. 
In this model, if an intruder tries to tamper the circuits, immediately it shares the 
code and notify the auxiliary circuit resulting blockage of power supply to the car or 
vehicle and finally sends the message to the owner.
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Fig. 5 GPS sensor placed in 
the vehicle 

2.7.4 Movement Detection with the Help of GPS System 

The live location of the theft vehicle is very important, therefore, Neo-6M sensor 
module was used as shown in Fig. 5 to transmit the continuous coordinates with the 
owner via a smart device. The Blynk application was used to track the location of a 
vehicle as well as send the notification of distance from the owner. The details of the 
procedure used in the present studies are shown in a flow chart (Fig. 6). 

2.7.5 Detection with the Help PIR and Camera Sensors Module 

To identify the intruder, PIR sensor was embedded with ESP32 camera module as 
shown in Fig. 3. PIR sensor detects the motion of the intruder, which allows ESP32 
camera module to take photos of that instant and mail them to the owner. It can also 
be used via an android application. For providing the power supply to the device, 
power bank has been used. The details about the working principles are shown in 
Fig. 7. 

2.8 Hardware Implementation 

The power supply was provided by the battery to all sensors and microcontrollers 
incorporated in the vehicle. It can be seen from Fig. 8 that the touch sensors output 
pin was connected to the GPIO pin D3, vibration sensor to GPIO pin D0. GPIO 
pin D2 and D1 were used to establish the transmission and reception to the GPS 
module. Finally, 2 GPIO pin was used to share the codes between major and auxiliary 
microcontrollers. 

Firstly, the OV2640 camera has been connected with ESP32 microcontroller. 
A micro-SD card was inserted into the module as shown in Fig. 8. The code was
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Fig. 6 Flowchart of all sensors and GPS module embedded with NodeMCU 

uploaded by CP2102 thereafter power was supplied to ESP32 microcontroller and 
finally connect PIR sensor to the GPIO pin (Fig. 9) to receive change in output 
concerning change in IR rays reflected from the object. 

2.9 Software Implementation 

2.9.1 Arduino IDE 

Arduino IDE 1.8.15 software was used to upload the code as well as it helps to analyze 
the changes made by the sensor via the serial monitor. It is very important to upload 
all necessary Arduino IDE libraries; therefore, it can provide proper information to 
the microcontroller.
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Fig. 7 Flow chart of working of ESP32 camera module with PIR sensor
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Fig. 8 Sensors embedded with NodeMCU 

Fig. 9 PIR interfaced with ESP32 camera sensor
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2.9.2 Android Application 

Blynk android application was used to analyze the output signal of each sensor 
embedded in the microcontroller. For the android, an authentication code was used 
to connect the specific microcontroller. With the help of blynk application, the live 
location of the vehicle can be monitored by receiving live coordinates from the GPS 
module. Moreover, the alert notification can be received via different notification 
applications such as Email and, messages with the help of Blynk. There are other 
applications, i.e., google firebase and Arduino IoT cloud available by which output 
signals can be analyzed. For ESP32 camera module, the same software, i.e., Arduino 
IDE has been used for code compilation. Furthermore, live streaming can be observed 
using the widget provided in Blynk application. It is possible to make a live stream 
by simply going to the IP address link of the ESP board. 

3 Results and Discussions 

The basic aim of this device is to prevent the theft of a vehicle. This device has 
been embedded with three different sensors, i.e., touch, temperature, and vibration 
sensors. These different sensors work on different parameters and platforms and give 
results in different dimensions. 

These sensors have been embedded with two different circuits. One is a Major 
circuit and another is an Auxiliary circuit. One circuit accompaniment another. In 
this case, if one circuit breaks out another helps it. If anyone, by any means gets 
successful in breaching the “major circuit” then “auxiliary circuit” alerts us as soon. 
It can be possible using blockchain program. In this case, the code automatically 
changes if the thief tries to break the code. 

3.1 Vibration Sensor 

The work of vibration sensor is that if someone closes the gate or tries to break 
the window of a four-wheeler, in case of all the vehicles when someone starts the 
vehicle then it detects the vibrations made by starting the vehicles and notifies us. In 
vibration sensor, it is basically detecting the impulse of the voltage of the vibrating 
element. The vibration sensor results are shown in Fig. 10. In the low vibration mode 
(Fig. 10a), the pulse value is found to be very low concerning time. There is some 
fluctuation in pulse value suggesting the sensitivity of the sensor. Alternatively, at a 
high vibration sensor, the pulse value is found to be very high (Fig. 10b) owing to the 
severe vibration in the vehicle. This result suggests that the vibration sensor detects 
the intensity of vibration once code is broken down by someone.
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Fig. 10 Results of a low and b high vibration 

3.2 Touch Sensor 

This sensor detects the touch made by anyone to the vehicle as well as it also counts a 
number of touches. TTP223 touch sensor detects the touch made on different surfaces 
such as rubber gloves, cotton gloves, plastics gloves, and naked hands, and the results 
are shown in Fig. 11. It can be seen from Fig. 11a that the touch has been made by 
naked hand, rubber gloves, cotton gloves, wet hand, plastic with large surface area, 
and metal objects. The sensor detects the touch and sent the notification as shown 
in Fig. 11a. The verification of the touch sensor with no contact can be seen in 
Fig. 11b where there is no contact on plastic with a small surface area then results 
from showing 0 in output. 

Fig. 11 Results of touch sensor made by a different surfaces and, b with no contact
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Fig. 12 GPS a coordinates on serial monitor and, b coordinated plotted on Excel map results 

3.3 Movement Detection by GPS 

This device is equipped with GPS, which provides the live location of vehicle. The 
best use of touch sensor can be understood with the help of GPS, as it is integrated 
with touch sensor. It gives the information of the vehicle at two different places and 
tracks the location where number of touches made by the peoples. This information 
helps the owner to park the vehicle at less crowded place. The notification about the 
location and touch can be received via mail with the help of IoT. GPS gives the exact 
location of vehicle in form of coordinates with point and time. Figure 12a shows  the  
real-time coordinates on serial monitor. The movement of vehicle with real time is 
tracked by GPS and results are shown in Fig. 12b. The blue square dots show the 
real coordinates of the vehicle movement. 

3.4 PIR and Camera Sensors Module 

This device has been inbuilt by ESP 32 Camera module and PIR (Passive Infrared) 
sensor. PIR sensor works on detecting the motion of the body based on radiations. It 
detects the motion using PIR sensor and with the camera module, it sends the mail 
with a photo of the person whoever tries to make any abnormal activity with the 
vehicle. The ESP32 camera is interfaced with a micro-SD card to keep the records of 
images taken by it. The record can be stored in the cloud of a desired email account. 
The IP address of the browser with quality adjustment is shown in Fig. 13a. The 
owner can adjust the quality of images according to the spaces provided in the micro-
SD card. The OV2640 camera sensor captured the image of ESP32 microcontroller 
interfaces with an android application as shown in Fig. 13b. If someone tries to breach 
the code and illegally unlock the vehicle, the camera module captures and sends the 
live streaming email to the owner with images as shown in Fig. 13c. Moreover, if an 
intruder hacked the notification application then it can be protected using blockchain. 

The receiving email can be protected via blockchain program.
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Fig. 13 a Using browser, b using android application, c captured image through Esp32 camera 
module send to E-mail 

4 Application of Blockchain Technology for Vehicle Theft 
Prevention 

In this section, we design a data storage paradigm based on blockchain technology 
and Inter-Planetary File System (IPFS) for vehicle theft prevention. This provides 
secured storage of encrypted captured image files and sensor data within an open 
distributed network. Even though the local storage or email information is hacked 
by the attackers in order to modify the contents, the blockchain system will protect 
the original image and sensor data information. 

(i) Blockchain: A blockchain is a decentralized public ledger that stores and 
shares all of the digital events that occurred between network participants. 
Some of the characteristics of blockchain are transparency, immutability, 
faster transaction, reliability, anonymity, distributed, and trust-less environ-
ment. It has a precise and verified record of every single event that has ever 
occurred. Each transaction in the blockchain network is verified by a quorum 
of the network’s nodes. Public and private blockchains are the two primary 
types of blockchains. The public blockchain is a decentralized ledger that 
anybody may join and interact with without the need for authorization from a 
central authority. Private blockchain, on the other hand, is based on an access 
control mechanism. In this chapter, we will focus on the public blockchain. 
The public blockchain is a decentralized and distributed system with no single 
point of failure and can resist harmful attacks. The root of the blockchain is 
a genesis block that is the first block in the blockchain. As illustrated in 
Fig. 13, each block consists of a cryptographic hash of records, with each 
block storing the information of the preceding block hash, producing a data 
chain that forms the blockchain. The block header contains a preceding block 
hash, nonce, timestamp, and Merkle root. The hash of the previous block is 
used to connect each current block to the previous block, forming a chain [19, 
20] (Fig. 14). 

(ii) Inter-Planetary File System (IPFS): The IPFS is a peer-to-peer file storage 
system that uses a content-addressed technique to provide high-throughput 
block storage. The IPFS files are content addressed, which means they can 
be easily obtained depending on their contents. It provides permanent, smart,
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Fig. 14 Structure of block in a Blockchain 

and quick web services to distributed data access systems. There is no single 
point of failure in IPFS and these nodes do not need to trust each other. More-
over, IPFS has the advantage of being interoperable with various blockchain 
networks by providing an off-chain storage option. It is an immutable storage 
solution, which means that changing the hash value of a file will modify the 
hash value. When a file is added to the IPFS network, IPFS employs a version 
control system called Git to update it. When a file is uploaded to the IPFS 
network, Git produces a commit object, which allows all file versions to be 
tracked. When a file is updated, a new commit object is produced as a link to a 
new object that may be used to reconnect to an earlier commit object version 
of the file [ 21 ]. IPFS enables lower bandwidth costs, faster image downloads, 
and the distribution of vast amounts of data without repetition, resulting in 
storage savings. Then, in order to avoid malicious users that attempt to fake 
or modify the data by modification attack, we use blockchain technology to 
record the provenance data’s IPFS hash address [22]. 

(iii) Blockchain and IPFS storage System Design: We design a traceable, 
immutable storage system based on blockchain and IPFS for vehicle safety 
that uses IoT systems. First and foremost, the IPFS is employed to store 
captured pictures and real-time monitored sensor data from the sensors for 
off-chain and on-chain storage. The acquired real-time sensor data (such as 
touch, vibrations, and GPS) as well as captured image data during the theft 
incident processes, are analyzed, encapsulated, and then stored them in IPFS 
as shown in Fig. 15. 

The image files are uploaded directly on IPFS, but small sensor data is stored 
using custom objects. It is not necessary to store all the history of image information 
in the IPFS and blockchain because it might bloat the blockchain system and it is 
unnecessary as well [23]. Only the captured images and sensor data that are relevant 
to the event of theft, accident, crime, or other extraordinary circumstances are stored 
in the IPFS. Their security is vital since they might be used to establish someone’s 
guilt or innocence. Moreover, data manipulation, such as deletion or modification,
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Fig. 15 Secure storage system based on blockchain and IPFS for vehicle 

should be detectable by the system. To secure the integrity of data saved in IPFS, the 
hash address created by IPFS is stored in the blockchain to complete the data storage, 
allowing the vehicle owner to authenticate the data’s validity. The image and sensor 
data ensure the validity and tracking of the whole vehicle theft process. 

Before publishing images and sensor data to the IPFS network, we encrypt the 
sensitive images by deterministic public-key encryption to prevent illegal access. 
The vehicle owner may securely access the images by using decryption keys. This 
provides image security, data security, and prevention of data leakage to attackers 
and harmful activities such as eavesdropping, phishing, and modification attacks. A 
set of asymmetric keys, one public and one private, are created. The public key can be 
shared without risking security, but the private key must be held by the vehicle owner 
secretly and utilized to decode the image. The benefit of utilizing this encryption 
approach is that a digital signature of an image may be generated using the private 
key to validate its validity in the case of a malicious attack. The required information 
can be retrieved easily based on IPFS hashes stored in the public blockchain. Thus, the 
blockchain provides transparent controlled access by preventing malicious attackers 
from accessing and modifying the image and sensors without authorization. 

The blockchain can be viewed by the police or insurance company for the validity 
of the vehicle theft. Because the data is backed up in the blockchain, it might lessen 
the expenses of inadvertent data loss in the event of an accident or fire.
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5 Conclusions 

In the present studies, different sensors such as vibration, touch, and GPS sensors 
with camera modules have been installed in NodeMCU to avoid being stolen of 
the vehicle via IoT implementation. The vibration sensor gives information about 
the intensity touched by a person. The application of touch sensor was studied on 
different surfaces and through the Blynk software, notification has been received on 
android. The GPS shows the exact location with live coordinates of the vehicle as 
well as the camera module frequently capturing the photos of the person who does 
the abnormal activity and sending the email to the owner via IoT. These data are 
saved in the micro-SD card and cloud. Moreover, if an intruder hacked the vehicle 
and notification application then it can be protected by blockchain technology based 
on an IPFS storage system, thus providing three layers’ security protection where the 
vehicle owner can know the password, protect the vehicle to be stolen as well as trace 
the vehicle activities based on the immutable information stored on the blockchain. 
Since the data storage and exchange mechanism is decentralized, there is no need 
for third-party mediators. 
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